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QUANTUM LIQUIDS AND QUANTUM CRYSTALS
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A self-consistent approach is applied for calculations within the two-time temperature Green
function formalism in the random phase approximation for superfidiel The effective mass

of the *He atom is computed as* =1.58n. The excitation spectrum is found to be in

satisfactory agreement with experiment. The sound velocity is calculated as 230 m/s. The Bose-
condensation temperature with the effective mass taken into consideration is estimated as

1.99 K. © 2003 American Institute of Physic§DOI: 10.1063/1.15424Q7

1. INTRODUCTION Bogoliubov or Feynman spectrum, while the expressions are
the samgthe latter two spectra suffer from the well-known
problem of the so-called “roton” minimum overestimation if
one considers the pure mass

A self-consistent approach was recently applied for the
Ca|Clé|ati0n of the®He excitation spectrum by Pashitskii
. . . N et al’ The results of that paper are in excellent agreement
Isihara and Samulskiused the effective mass with experiment. The authors used the “semitransparent

=1.7Im in order_to.obtaln good agreement Of. the Soundspheres” potential for the calculation, with some adjustable
branch of the excitation spectrum with the experimental data

on the sound velocity. parameters.

S . . A new interpretation of the roton region of the helium
While in both these cases the effective mass was intro- .~ . .
excitation spectrum was given by Kruglov and Colfefthey

duced phenomenologically, it turned out to be possible to idered th lled rot lust bound state of 13
obtain the value of this quantity on the basis of experimentaf;OnSI ered the so-called roton cluster as a bound state o

data for the structure factor of liquid helium34nd a result atoms and solved the nonlinear Satinger eguatlon for this
of 1.70m was calculated there by Vakarchuk. system surrounded by the condensate. This approach reflects

The main idea of the present paper is to give a way oithe experimental data for the roton branch of the excitation

The idea of the effective mass of the helium atom in
superfluid phase was suggested by Feynman in 1358.
stated that one should insert the effective mé&dghtly
larger than the magws of a “pure” atom) in the expressions
for the density matrix.

obtaining the’He atom effective mass by means of a self-cUrve very well. N _ _
consistent equation. The expressions are written within the 1N our work, we utilize the potential of Ref. 8 as input
collective variables formalism as described by Bogoliuboyinformation for the computations. This potential was ob-
and Zubared. Two-time temperature Green functiGnare tained on the basis of the quantum-mechanical equations
utilized for the calculation of the thermodynamic averages. With the static structure factor as the only experimental da-
We also intend to show the possibility of an essentiallytum. Since this quantity is quite easily measured directly in
simple approach to the problem of the many-boson systerifie scattering experiments, we consider this a good ap-
with strong interaction, such as liquid helium-4. The methodproach. Unfortunately, a direct calculation of the potential for
applied does not require much computational effort. This adthe many-body problem cannot be carried out at the present
vantage allows for the development of further approxima-time.
tions. The paper is organized as follows. The calculation pro-
In addition, if one accepts the assumption that the pheeedure is given in Sec. 2. The Hamiltonian is written and the
nomena in liquid®He are at least partly due to the Bose equations of motion for the Green functions are solved in the
condensation being “spoiled” by the interatomic interaction,random phase approximatio(RPA), providing a self-
it turns out to be possible to estimate the lambda transitiomonsistent equation for the effective mass extraction. The nu-
temperature as the critical temperature of the ideal Bose gamerical results are adduced and discussed in Sec. 3.
We show that such an approach leads to very good agree-
ment with experiment: if the effective mass is about 50%
larger than the pure one, the Bose condensation temperature
decreases to a value ef2 K.
The Green function technique also provides a possibility2. CALCULATION PROCEDURE
of obtaining the excitation spectrum of the system. As a re-
sult of the mass renormalization, the excitation spectrum is The Hamiltonian of the Bose system in the collective
found to be in better agreement with experiment than thevariables representation reats:
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where the operato#,=d/dp_, . Heregy is the energy spec-
trum of a free particleg,=#%2k?/2m, N is the total number
of particles in the systenV is the system volumey, is the

Fourier transform of the interatomic potential in the thermo-

dynamic limit, andN/V= g =const. The item with one sum-
mation over the wave vectdrin Eqg. (1) corresponds to the
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where Gg, stands for{(B|A) and the operatod is intro-
duced for convenience. We set the time arguments in the
operatorsA(t), B(t') to coincide:t—t’=0. This will pro-
vide the static properties of the system under consideration.
In the above expressiorg is the inverse temperaturg3
=1T.

Now we proceed to the equations of motion for the

random phase approximation, and the second one is the copreen functionsG,,,(k) =il p—i). G palk) = (pil i),

rection. Let us assume that our system is described exact

by the RPA Hamiltoniari("), i.e.,

~ N
HO=2 SE[PkU"—k_&k&—k]"'va[l)kp—k_l]}y
Zo
2

whereey =#2k?/2m*, andm* is the effective mass of the

“He atom. It is the only quantity suitable for the “effective”
role, since we wish to preserve the interatomic potential a

the initial information.

Such a definition of the effective mass means that w:
partly transfer the interaction and the higher-order Correctiorllj
onto the kinetic term in the energy. This approach correlates

with that of Feynmart.As was also shown by Vakarchdk,

e

tc. It is easy to obtain the following set of equations in the
PA:
(hw_sk)Gpp(k):zekGﬁp(k)y

1
(ho=e)Gap(K) =G ,pp(K) + 5—,

1
(ho+e1)Gpi(K)=26,Gys(K) — 5,

(hw—=21)Gs(K)=p G ps(K). (6)

yerep is equilibrium density.

Next, let us consider the triple product averd@&C.
One can obtain it utilizing either the Green functiGg.ag
=((C|AB)) or Ggc.a={BC|A)). We suggest the first possi-
ility to fulfill

<ABC>=AGC;ABE<<C|AB>>- (7)

the mass renormalization obtained in a similar fashion leadfn other words, we neglect the functions of the ty@gc.a

to the expression obtained for the effective mas3Hsf im-
purity in “He but with the “pure” mass of théHe atom
replaced by that of théHe atom.

=((BC|A)) for the sake of simplicitywhen applying this to
Eqg. (6) it means that only the RPA term of the Hamiltonian
(1) is taken into consideration when constructing the equa-

‘We definem* by demanding that the effective Hamil- tions of motion. Having performed a similar procedure with
tonian(2) leads to the same ground-state energy as the initighe function Ga;pa(kl.kz-k3)5<(r9kl|Pk2<9k3>>. we obtain in

Hamiltonian(1), (H))= (F):

> e lpkd—0 = ()]
k#0

N *
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where the superscrigf) near the angle brackets is intro-

duced for convenience.

One can find the operator product average by utilizing

two-time temperature Green functions defined as folldws:

(AM[B(t))=io(t—t"){[A(t),B(t")]), (4

with the operators given in the Heisenberg representation;

is the Heaviside step function.

the RPA the following set of equations:
(ho—ey,)Gypi( —Ka,kitka, —Ky)
:pykzep;pﬁ(_k21kl+k2!_kl)_gﬁp(')(w)!
(ho+ey,)G, i —ka kit Kz, —Ky)
:Zsszﬁ;p(?(_k2!k1+k2!_kl)_gppd(w)! (8)

where the quadruple Green functions were decoupled in such
a way as to provide the inhomogeneous set of equations:
(AB|CD)=(BD){(A|C)+(CA)(BID)+(AD){(B|C)

+(CB){(A[D). 9
The inhomogeneous terms in E®) read:
ﬁZ
gppb‘(w) = ﬁ[kl k22Dk1Gpp(kl+ k2) + k1
“KaSik, +k,Gaa(K1) T Ko+ (K1 ko) Dy Gyp(Ky

+Ka) T Ko (ki +k2) Dfic, 41,/ Gpa(ka) ],
h2
9opal @)= E[kl' (K1 +k2)Dy Gyp(kytka) +Ky-(Ky

+K2)Dfk 1 Gaal k). (10
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The notations for the averages of pair products are listed 25
below:
- 1 Exaxy 201
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FIG. 1. Excitation spectrum of liquid helium-4. Filled circles-experimental

. . . data?® solid line-calculated energy.
Now, if we turn back to correlatiol3), the meaning of o

the asterisk as a superscript becomes clear: one should re-
placem by m* in the left-hand side of this equation.

In the ground stateT(=0 K), the hyperbolic cotangents One can also obtain the excitation spectrum using Green
in Eq. (11) are equal to unity. Therefore, a self-consistentfunctions. The solutions of set6) are proportional to
equation for the extraction ah* becomes as follows: 1/(ﬁ2w2—sﬁaﬁ), providing the spectrumE,= *¢&,a,,

1 el which is a very well known resuftlf one inserts the effec-
* 2 . . .. .
N 7 (a—1) tive mass into the definitions of, and ay, the resulting
curve fits the experimental one in a quite satisfactory manner
1 72\%2 k-q (see Fig. 1
= 2 (ak ;0 q;o <2m) gy The phonon branch is reflected quite well, providing a

sound velocity of approximately 230 m/s versus the experi-
k+q#0 mental one 238 m/s &t=0.8 K* or 240 m/s aff =0.1 K.1?

9V —«a a.o The so-called “roton” minimum also has a value close to the
P q—p .
X|k-p5 > (8 tt sy | sqaqtepa ) experimental one.
kA EkTk 4 TaTas e In addition, the value obtained for the effective mass
PV ap N ay shifts the temperature of the Bose condensation ffbm
aP5 264 | et Eqq | EqlqtEpap =3.14 K for the pure mass ,=1.99 K, versus the experi-
mental temperature of the lambda transitign=2.17 K. We
1 n 1 consider the results discussed above to be quite good for
swateqag  eqaq—Epap such a rough approximation as random phases.
The author is grateful to Prof. I. Vakarchuk for valuable
% k.qu):ki) Ya . pS; Kig- p%) , (13  discussions on the problem considered in this work.
keq q

wherep=k+q. We also consider the specific energy instead

of the total energy by introducing the factor ofNl/ One  "E-mail: andrij@kif.franko.Iviv.ua
should notice that for the noninteracting system, whgn

=0, the above equation is satisfied triviallg = ay =1 in

this casg¢ In particular, the triple product average

(Pk+q?-kd-g) in (3) equals zero, providing a well-known iR p Feynman, Phys. Re91, 1291(1953.
expression for the ideal Bose-gdBG) energy: 2A. Isihara and T. Samulski, Phys. Rev.18, 1969(1977).
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SUPERCONDUCTIVITY, INCLUDING HIGH-TEMPERATURE SUPERCONDUCTIVITY
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We have measured the temperature dependence of gap features revealed by Andreev reflection
(As) and by tunneling(A) in the ab plane of optimally and slightly overdoped
microcrystals of (BiPb)Sr,CaCu;0,4, 5 (Bi2223) with critical temperaturd ;=110-115 K,

and BpSr,CaCyOg, s (Bi2212) with T,=80-84 K. The tunneling conductance of a
Bi2223-insulator-Bi2223 junction shows peaks at tedap voltage, as well as dips and broad
humps at other voltages. In Bi2223, similarly to the well-known Bi2212 spectra, the
energies corresponding td2to the dip, and to the hump structure are in the ratio 2:3:4. This
confirms that the dip and hump features are generic to the high-temperature
superconductors, irrespective of the number of €leders or the BiO superstructure. On the
other hand, in both compounds théT) andA¢(T) dependences are completely different,

and we conclude that the two entities are of different natures2003 American Institute of
Physics. [DOI: 10.1063/1.1542408

1. INTRODUCTION additional complications. The dominant contribution to the
junction conductivity in classicalGiaevej tunneling comes
from electrons with wave vectors forming a narrow cone
only a few degrees wid®.Accordingly, tunnel junctions
yield information on the gap anisotropy(k), and the gap
revealed in tunneling experiments can be expressed as

_ 2 2 1/2
(more accurately: becomes indistinett some temperature A(K)=[As(k) +A5(K)]** (Ref. §. In the case of Andreev

T*>T, (Ref. 3. The relationship between the pseudogapreﬂeCtion_ frqm a clean N-_S interface, the situation is differ-
and superconductivity is far from cleh?.0ne of the reasons ent. The incident el.ectron is n-ot'scattered, but reflected'ba'ck
appears to be that the most popular methods of investigatinglong the same trajectory. This is true for any angle of inci-
the excitation spectrum in cuprates, like tunneling and angledence- It can bg said that all |nC|der_1t electrons participate in
resolved photoemissiofARPES, cannot distinguish be- Andreev reflectlon on an equal -footl.ng. jl'h.erefqre., measure-
tween A, and A without recourse to various theoretical ment of a single Andreev N—S junction is in principle suffi-
models. However, it is known that in the process of Andreecient to determine the maximal value of the superconducting
reflection of an electron from a normal metal-superconductof@p (k).
(N-S) interface, a Cooper pair is created in the In this paper we employ the above discussed character-
superconductdt.This occurs only in the presence of a non-istic features of tunneling and Andreev spectroscopy to
zero energy gap, in the superconductor. In other words, investigate the temperature dependence of the energy gaps
the process of Andreev transformation of an electron-holéd and Ag in  Bi,SpCaCyOg, s (Bi2212 and
pair into a Cooper pair is possible only for a reflection from (Bi,Pb),S,CaCu;0,0, 5 [(BiPD)2223| cuprates. The well-
the superconducting order paramesgr. In marked contrast, studied Bi2212 has two CuQayers per unit cell and strong
the tunneling effect is sensitive to any singularity in the quaincommensurate modulation in the BiO layemhich com-
siparticle excitation spectrufiTherefore, the tunneling char- plicates the interpretation of tunneling and ARPES data. The
acteristics aff <T. in general depend on joint contributions substitution of Bi by Pb in th€BiPb)2223 compound com-
of the energy gap and pseudogap. pletely erases the superstructure in the BiO layers.

d-wave symmetry of the energy gap introduces some Tunneling measurements were carried out on “break

Along with the usual coherence gaR, in the spectrum
of quasiparticle excitations in high; superconductors there
appears a gap, (pseudogap which persists above the su-
perconducting transition temperatufg (Refs. 1 and 2 The
pseudogap has the samdesymmetry asA, but disappears

1063-777X/2003/29(2)/5/$22.00 108 © 2003 American Institute of Physics
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1L6F to an elastic steel plate, which was then bent until a crack
T=965K occurred, running across the sample width and detected by
monitoring the sample resistance. The hermetic seal re-
mained unbroken in this process. After the external load was
relieved, the sample returned to its initial position with the

crack closed and the microcrystals once again tightly pressed
T=113.6 K to each other along the line of the fracture. The best align-
’ ment is expected in the sample region in which the shear
deformation was minimal. This is apparently one of the rea-

sons why such a procedure results in the realization of one

T=110K

=
[
T

Resistance , Q)
f=]
o0
T

04 Bi(Pb)2223 effective junction of the microcrystal-microcrystal type. The
selection of a single junction with minimal tunneling resis-
0L L ! ) tance from among the competing junctions is further assisted
80 100 120 140 160 180 by the nature of the tunneling effect, which decreases expo-

Temperature , K nentially with the barrier thickness. A small sample thickness
(<100 um) and a relatively large size of the microcrystals
(>10 um) are also important factors enhancing junction
quality. Such break junctions on microcrystals were found to
be particularly effective in the investigation of high-
junctions” with the barrier surface practically normal to the superconductor$. The typical normal-state resistance of
crystallographic axes in the baab plane of the material. In junctions used in the present study was between a few ohms
the c direction, the influence of the BiO layer on the tunnel- and a few tens of ohms, and was remarkably stable.

ing spectra is much more pronounced. Andreev experiments The surface of our Bi2212 an@iPb)2223 break junc-
were performed or5—N-Sjunctions. In both cases we re- tions was perpendicular to the CyPlane, and the direction
tained only the samples showing pure tunneling or Andreewf tunneling formed only a very small angte with one of
characteristics. The temperature dependences of the enertjie crystallographic axe@ or b) in this plane, as is attested
gaps obtained in the two types of experiments are completeltp by the presence of Andreev bound states, seen in the tun-
different and attest to fundamental differences between thgeling S—I-S characteristics as a characteristic peak of the
“superconducting” gap ¢ and thea,b-axis quasiparticle gap conductivity at zero biagcf. Fig. 2. Numerical calculations

FIG. 1. Temperature dependence of #ieplane resistance qBiPh)2223
samples with different oxygen doping.

A. based on a simplified theoretical mod¥i and taking into
account thed-wave mechanism of pairing show that the ap-
2. SAMPLE PREPARATION pearance of such a narrow zero-bias peak in the tunneling

conductance occurs at<6°. In high-quality break junc-
The tunnel junctions were elaborated from Bi2223 andions the zero-bias conductance pe@BCP) has been re-
Bi2212 single crystals. Textured (B8P 4 SLC&CWO10 5  ported to coexist with the Josephson effédbut we have to
and BpSL,CaCyOs samples in the form of 101  ye out this possibility because of the wrong signature: the
x 0.1 mm rectangular bars were prepdréfiby compacting  7BCp was insensitive to magnetic field and did not reflect on
powdered(BiPb)2223 and Bi2212 compounds, respectively,he |-\/ characteristics. The spectegV) = d1/dV show the
at 30—40 kbar between two steel anvils. The powder Wagyasiparticle peaks at\2 whereA is defined as a quarter of

contained between two thin copper wires, whose deformage peak-to-peak separatidfig. 2). We use thisA value as
tion provided a uniform pressure distribution in the sample

volume. In this manner the powder was compacted into
dense plane-parallel bars about 0.1 mm thick. The bars were
then pre-annealed =845 °C for 16 h, compressed again,
and finally annealed aT=830°C for 14 h, producing a
well-pronounced texture. Usually the Bi2212 samples were
slightly overdoped and exhibited a critical temperatlite
=80-84 K. The doping level of the oxygen content was
controlled by annealing optimally doped samples in flowing
gas adjusted for different partial pressures of oxygen. The
samples emerging from this procedure were highly textured,
composed of tightly packed microcrystals aligned in one di-
rection. Sample quality was controlled by transport measure- .
ments. We used for further processing only those samples Qe (dip)
which were showing a critical current density(T=4.2 K) ol i L
>4.10* Alcm?. The superconducting transition temperature -150 -100 -50 0 50 100 150
T. was determined from the midpoint of the resistRET) Voltage ,mV

transition(see Fig. 1 FIG. 2. Ti li duct f Bi2223-1-Bi2223 junction Tat
L N . ~ . 2. Tunneling conductance of a Bi —|-Bi junction Tat
The S-1-S and S-N ﬁincuons were made by break =77.4 K. The zero-bias peak is due to the Andreev bound state. The spectra

ing specially prepared Bi2212 and Bi2223 samples. EacRearly show dip and hump structures. Arrows indicate theadd 4\ po-
sample was hermetically sealed by insulating resin and gluesltions.

f—— 42—

—
(=]
T

(=4
o0
T

T=112K

o
=N

N
'S
T

Normalized conductance
o
[\)
1




110 Low Temp. Phys. 29 (2), February 2003 D’yachenko et al.

—

\O

oo
I

-
2
O
H
2

]

(=%
T

»~
d’I/du’ arb. umits

——— i — ]
- = -50 0 50 100
Voltage, mV

Bi2212 SNS
T,=84K
L . 1 " 1 L 1

i !
-100 -50 0 50 100
Voltage, mV

wn
T
[}
—
=3
(=]

Conductance, arb. units

IS
T

the break-junction
interface

w

1.0 - b

3
8
2
=]
a
3 T—==
s, = —
N
8
:
~ . . Q
RN Bi2212-N-Bi2212 Z

[\

—

0.8 -

-100 ~50 0 50 100
Voltage , mV

0.6 -

FIG. 4. Geometrical construction for the determinatiom\@ffrom Andreev

measurements. The top inset shows the corresportindV plot. The left

inset shows the hypothetical inner structure of the Andreev break junction.

A S (T) / Amax

Conductance, S

0.4

junctions. The insulating layer in S—I1-S junctions is most
100 probably caused by oxygen depletion. As to the normal bar-
Bias voltage, mV Q rier, we speculate that the Cy@lanes are harder to fracture
L ! L L than the buffer layers. After the sample is broken, they pen-
20 40 60 80 etrate slightly into the buffer layersee left inset in Fig. ¢
Temperature, K In this manner, the coupling between the Gu@anes be-
longing to the separated sample parts would be stronger than
FIG. 3. Conductance of an S—N-S(Andreey Bi2212-N-B2212 break  the normal coupling across the buffer layers, and it could
junction. a—Temperature dependencesofThe individual plots are shifted assist in creating a constriction, which would act as a normal
vertically for clarity. b—Temperature dependence of the energy &ap . . . .
The inset shows the plots in their original position. 3D metal. This hypothesis is in agreement with the scanning
microscope study of the fracture surfaces of Bi2212 single-
crystal break junctions, which revealed rough, but stratified
a measure of the gap, since there is no exact method @facture surface®
extracting the energy gap from the tunneling spectra, given
that the exact functional form of the density of states for
high-T. superconductors is not known.
In general, the type of the junction was determined  The temperature dependence of the energy &yg(T)
ex post factdrom their conductance specteg(V). We re-  obtained from Andree\S—N—-S measurements for Bi2212
tained for further investigation only the junctions conforming exhibited a BCS-like forn{see Fig. 3. We used two meth-
to either S—1-S oIS—N-Stypes. For example, the(V) ods to determineé\¢ for Andreev junctions. The first one is
curve in Fig. 2 reveals all the characteristic features of ashown in Fig. 4 and relies on measuring the distance between
superconducting tunnel S—1-S junction: an almost flat regiorthe points of maximal slope changes of #gV) plot, which
around zero bias followed by a sharp increase in the tunneis taken as the measure ofA4. The details of the second
ing current, peaking arounct60 meV (2A); at still higher  one are shown in the top inset in Fig. 4. The rationale for
bias voltage®/ the conductance depends parabolicallon  both methods is found in recent calculatibhbased on the
The junction shown in Fig. 3, on the other hand, behaves aklapwijk, Blonder, and Tinkhar? treatment of multiple An-
a typical AndreevS—N-Sjunction. First, there is a low- dreev reflections between two superconductors, which indi-
resistance region at low bias voltages, seen as a broad pechte that A is determined by the separation of the extrema
estal spanning the coordinate origin. The next indication isn do/dV. The results obtained by both methods are plotted
the excess current, which was observed inSsiN—-Sjunc-  together in Fig. 3b. It is seen that these results differ slightly,
tions included in this study. Finally, the differential conduc- but both outline essentially the samg(T) dependence.
tivity of the junction ateV>2A coincides with the normal- The A(T) gap dependence determined from tunneling
state conductivity aT >T, [see inset in Fig. 3hi.e., forT measurements performed on the same compounds diverged
>T, practically all of the bias voltage is applied directly to considerably from the BCS relatioffrig. 5). In fact, A(T)
the junction. depends on temperature very weakly forT.. According
One may inquire about the mechanism which might proto an ARPES investigatiotf, such behavior ofA(T) in
duce in an apparently random manner either S-1-S or S-N-8i2212 near optimal doping is expected for the(or b)

02 - -100

3. EXPERIMENTAL RESULTS
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FIG. 6. S—I-S tunneling conductance in thé plane for the Bi2223
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i Tc=84 K samples of Fig. 1 aTl=77.4 K. The voltage axis has been rescaled in units
of A. Each curve has been rescaled and shifted for clarity.
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Voltage , mV superconductofN—c—9 junctions? For Bi2212 Andreev

FIG. 5. Conductance of an S—I—@unneling Bi2223—I-Bi2223 break N—c—Sjunctions, the BIonder—T|_nkha_m—Klapw?ﬂ(param-
junction. The inset shows the temperature dependence of the tunneling gﬁ;erz used to O_btf_im the theoretical fit was smali=0.5, a
A(T). Some structural details of the spectra have been blurred by the speatalue characteristic for very clean N-S contacts.
of recording needed to overcome temperature instabilities of the experimen-  For energies beyond the gdpvalue, tunneling in thab
tal setup. plane of(BiPb)2223 S—I-S junctions revealed the so-called
dip and hump structures, as shown in Fig. 2 and Fig. 6. In
oo . . Fig. 6, the voltage axis is normalized to the voltag¥,
direction in the Cu@ plane. This result agrees with our as- ' - . P

Qp 9 =A, and the conductance axis is normalized to the back-

sumption about the direction of tunneling in our Bi2212-I- ) . . . .
Bi2212 junctions. As we mentioned above, further confirma-ground' the spectra are shifted vert_lcally for Cla”ty' The dip
tion is provided by the presence of an Andreev bound stateand hump features roughly scale with the gafor different

seen in the spectra d—N-S and S—I-Sunctions as a gg?;;:%ﬂ'?ﬁ;%ﬁﬁ?gﬂ?g'SZ'r;hre]{e”:]se’ however, a slight
characteristic peak of the conductivity at zero Hiefs Fig. 3 9 '
and Fig. 5. According to the ARPES daf4,near optimal
doping theA(T) gap becomes temperature dependent only
whena is of the order of 15°. For technological reasons, the
formation of break junctions with the crystal broken at such
an angle is improbable. As a result, the tunneling character-
istics atT>T, relate to the gap 11100 or (010 direction.

In full agreement with the ARPES resutwith in-
creasing temperature the gap of Bi2212 becomes filled
with quasiparticle excitations, and the conductance peaks at
2A become less distinct. The distance between the still-
discernible conductance peaks does not decrease, and the
A(T) gap is seen to persist into the regi®m>T.. Similar
behavior is also observed for tliBiPb)2223 compound.

The temperature dependence of the proper coherent gap
A4(T) behaves in a completely different manr&ig. 3).
The gap narrows with increasing temperature, andl=af 25 ! ! ! !
it closes completely. The high curvature of the Andreev con- 30 32 34 36 38 40
ductance dip a&V~2Ag is evidence both of the good qual- A,meV
ity of the investigated junctions and of the long lifetime of

quaSip_artideS in the gap region. This was Conﬁrmeq by alkiG. 7. O (dip) and E, (hump positions as a function of energy gdp
analysis of the spectra of normal-metal—constriction—determined from the tunneling data of Figs. 2 and 6.

40+ 0O
Bi(Pb)2223

30

Energy, meV
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4. THEORETICAL IMPLICATIONS both a superconducting energy gap, corresponding to
d-wave Cooper pairing, and a dip-hump structure &ata®d

The considerable interest in pseudogap investigation i (for the S—I1-S junction This suggests that the high-
stimulated to a great extent by the theoretical models ofnergy pseudogap, which is associated with the dip and
high-T. superconductivity, in which a pseudogap appears agump, could be magnetic in origin. The gafs nearly tem-
a precursor of the superconducting gap? e.g., the bipo-  perature independent and becomes blurred afqyebeing
laron modef?” In another group of models, the appearance o@ontinuously transformed with increasing temperature into
pseudogap is related to some sort of magnetic paffing. the pseudogap. In contrast, the order parameter/g&p)
However, the domains of applicability of these models arey5s a strong temperature dependence and@fe0 reveals a
not very strictly defined, and it is quite possible that thenon.BCS mean field behavior. Our findings are in general
pseudogap (like high-temperature superconductiVityis — agreement with those of Deutscieralthough it must be
caused by several mechanisms acting simultaneously.  emphasized again that we have considered the slightly over-

For example, in the Emerson—Kilverson—ZactBKZ)  goped case.
theory"® the crucial role in the formation of high temperature  This work was supported by Polish GovernmégBN)
superconductivity is ascribed to the separation of spin angsyant No. PBZ-KBN-013/T08/19.
charge, arising as a result of partitioning of the Guilanes
into narrow conducting and dielectric stripes. “Pairing” at ,
T*>T, in the EKZ model means the formation of a spin ;
gap. A wide spin gajor pseudogag ) is indeed formed in
a spatially limited hole-free region, such as the region be-
tween the conducting stripes. A phase-cohefeet, actually T Timusk and B. Statt. Rep. Prod. Phag. 61 (199
superconductingstate is created only &t<T. The model .y TLrﬂzian?Z and s.a Maeﬁgx}va,r Osgliperfiwd. S(ci. Tgeém@olR17 (2000.
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The complex differential susceptibility of a YBCO film and YBCO-STO-LCMO structures with
different thicknesses of the STO lay@, 2, and 7 nnis investigated. It is shown that for

a YBCO-LCMO structure the temperature of the superconducting tranditige.and the critical
current densityj . are observed to decrease in comparison with a pure YBCO film. In a
YBCO-STO-LCMO structure, on the contrafly,,scincreases, whilg. increases for the structure
with the 2 nm thickness of STO and decreases for that with 7 nm of STO. It is conjectured
that there is a change of the vortex pinning mechanism as the temperature is lowe2803©
American Institute of Physics[DOI: 10.1063/1.15424Q9

This paper is devoted to an experimental study ofdecrease of . in comparison withT . and a decrease of the
ferromagnet—insulator—superconductol-—- —S) hetero-  critical currentj.. Furthermore, in such structures there is an
structures with a YBCO film, which can have several factorampedance mismatch for heat transfer and electrotransport at
that influence the superconducting properties of the latter: the boundary between the different kinds of materials, so that

1. In the case of diredt—S contact, the strong exchange a chemical potential differencéu exists between the and
field in the ferromagnet suppresses the order parameter of tt& layers, promoting the diffusion of quasiparticles frdsn
superconductor on account of the proximity effect. The atinto F.*
traction between electrons creates singlet pairs in the super- 3. A thin ferromagnetic film deposited on a supercon-
conductor, and the exchange interaction, which leads to feductor breaks up into domains. The fringe fields of the do-
romagnetism, tends to align the electron spins parallel tanain structure in the ferromagnetic film can:destroy the
each other. Therefore, when the Zeeman energy of an elesuperconductivity in a region of the order of the width of a
tron pair in the superconductor in the exchange figldx-  domain wall if the magnetization in the ferromagnetic wall is
ceeds the binding energy of the pair, a measure of which itarge and lies in its plane and the domain wall is of theNe
the superconducting gap, the superconductivity is de- type (e.g., yttrium—iron garngtb) create regions in the su-
stroyed. Because of the proximity effect, a superconductinggerconducting film which not only can be sites of localiza-
order paramete(SOP can arise in thé= layer of anF—S  tion of pre-existing vortices owing to the electromagnetic
layered system. Here the term “proximity effect” is taken to interaction with the fringe fields but can also be sources of
mean the partial transfer of superconducting properties to aucleation of vortex—antivortex pairs beneath domains of op-
normal metaF brought into contact with a superconductor. posite magnetizatiof.

This effect has its roots in the large spatial extent of the wave  To elucidate the influence of the above-mentioned fac-
function of the Cooper pairs, which penetrates from &e tors on the superconducting properties of YBCO films we
layer into theF layer (or a layer of nonferromagnetic metal carried out dynamic response measurements. Heterostruc-
a certain distance, depending on the transparency of the itures are usually investigated in the temperature region
terface. Because of this there occurs a “collectivization” of T/T.<0.95, by measuring the magnetization or the current—
the electron—electron interactions responsible for the supexoltage (I-V) characteristics. Here, however, we investi-
conducting transition in th& —S system. As a result, in this gated the heterostructures ndar(T/T.=0.98) by measur-
system the transition temperatufe of the superconductor ing the complex susceptibility. Her& .=Tgnset IS the
becomes lower than the temperatdrg, of the supercon- temperature at which the dynamic response appears, which is
ductor without the~ layer. This is discussed in more detail in equal to the temperature at which the resistance of the super-
several review$?> conductor becomes practically zefthe criterion used is

2. In F—1-S heterostructures a self-injection of quasi- | =1 mA, U=1 uV). In this range of temperatures the pin-
particles from the superconductor into the ferromagnet hasing potential due to the dislocation structure of the sample
been noted.The prevailing pair symmetrgl,2 2 in YBCO® is small, and the ferromagnetic layer above the film should
admits low-energy excitations, and an appreciable number dfave a significant influence gn.
quasiparticles always exist in the YBCO. Because of the Four YBCO films were deposited simultaneously by la-
large extent of the wave function of the Cooper pairs, even irser ablation on a substrate of SrE@STO). One of the
the presence of a thin insulating layer one should observe ¥BCO samples was kept as a control, and the others had

1063-777X/2003/29(2)/4/$22.00 113 © 2003 American Institute of Physics
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TABLE I. Values of the critical current and temperature of the onset of the
diamagnetic response for the four heterostructures.

Ne mrenku | J(0), 107 A/em? | Jo(77K), 105 A /cn? Tonset, K
1 9,7 4,7 89,20
89_6 1 1 L 1
0 20 40 60 80 100 2 8,1 3,7 88,75
2/3 2/3

Hac ,mOe 3 15,8 8,2 89,62
FIG. 1. Dependence of the temperature of the diamagnetic susceptibilit 4 56 28 $9.70

peak on the exciting field for the four structures studied. ’ # !

_ We note the following trends:
layers of La Ce MnO; (LCMO) and STO deposited on 1. Compared to the pure YBCO filffl gseiS @almost 0.5

them: film No. 1—YBCO(100 nm); No. 2—YBCO (100 |gwer for film No. 2 (YBCO—-LSMO) and about the same
nm)—LCMO (100 nm); No. 3—YBCO (100 nm-STO (2 gmount higher for films Nos. 3 and 4.

nm)—LCMO (100 nm); No. 4—YBCO (100 nm-STO (7 2. For films Nos. 2 and 4 the values ¢f(0) and

nm)—LCMO (100 nm). _ _ ~ jo(77 K) are lower than for the pure YBCO film, while for
Only quasiparticles having spin parallel to the majority fiim No. 3, with a 2-nm thick STO spacer layer between the

of spins in the ferromagnet can tunnel fr&@into F through  yvgco and LCMO, they are significantly higher. These re-

the barrier, leaving behind a spin-polarized quasiparticlegig disagree with those of Ref. 4, in which a decreasg of

Tunneling of this kind makes it possible for further breaking;p, comparison with a pure YBCO film was observed at an

of Cooper pairs to occur and lowejs. We therefore chose g1 spacer thickness of 2 nm.

as the ferromagnet the manganiteo Kaa MnO;, which Before discussing the values pf(0) andj (77 K), let

has nearly 100% spin polarizatidin comparison, Fe, Co, ;5 estimate the sizes of the vortices and of the potential wells

Ni, and Permglloy72ave spin polarizations of 44, 43, 11, andy¢ting as vortex pinning centers in the temperature range of

40%, respectively” _ _this study. It is customarily assumed that the large values of
In the present study we have measured the dlfferent|ajlc(77 K) (~1Cf Alcm?) in YBCO films grown by laser ab-

complex magnetic susceptibility=y'~ix" in the Barth's jation are due to the fact that they have a high density of

magnetic field at excnmgz/fleldlslac_:leO —0.8 Oe. edge and screw dislocations, which act as vortex pinning
The dependencn,(Hc) [Tr is the temperature of the  centers. According to Ref. 10, the elastic strains created in an

maximum on they"(T) curve] for all four samples is plotted  apisotropic crystal by edge dislocations or a dislocation en-

in Fig. 1. At a fixed amphtudel of the exciting fiel,. and at semble(e.g., a wall of dislocationsextend a distance of

the temperaturd, of the maximum on the"(T) curve, one  around 2 nm from the dislocation coteThis strain field

can determine the critical current density according to they.qnq a dislocation will decrease the order parameter in that

theory of the critical state, using the formbila region and acts as a potential well for a vortex. An estimate
, 6.4 H, of the sizeL of the potential well according to the formulas
Je(Tm) = 754 (1)  of Ref. 10 gives a value-40 nm in our temperature range,

and the potential well is much less steep than at low
HereH, is in oerstedsd is the film thickness in centime- temperature$® The size of the vortex, which is given hy
ters, andj; is in Alcn?. Since the dependence Bf, on H . =2£=2£01(1—TIT)Y? where €y~1.2 nm), is~=20 nm.
is linear in the coordinate,(H2), the temperature depen- A potential well can readily pin a vortex if its size is com-
dence ofj¢(T) should be of the form parable to that of a vortex. From the above estimated for
312 andd we can see that at high temperatures the potential wells
, (2) created by dislocations are no longer effective pinning cen-
ters for vortices. At a dislocation density of the order of
whereT, is the temperature to which the functidi,(H2" 10" lines/cnt in YBCO films 22 the surface of the film prob-
tends forH .= 0. In the temperature range investigated thereably presents a strain field “speckled” with mutually inter-
is significant flux creep. Unfortunately, there are no formulasfering and not very steep edges of the potential wells. Such a
relating the functiorj.(T) to T, andH . with the flux creep field does not pin vortices effectively. There must be some
taken into account, and we have therefore used the formulasther reasons for the higher critical currents at high tempera-
given above. Because of this, the absolute valueg.(d) tures for film No. 3 and the slight drop in in sample No. 2
and j.(77 K) obtained by the dynamic complex- in comparison with the pure YBCO film.
susceptibility method will differ from the data of static mea- Roughness of the film surface can cause substantial vor-
surements of the current—voltage characteristics or magnettex pinning, especially at high temperatures. The supercon-
momentm by a coefficient proportional to the frequency of ductor in all four samples is a thin YBCO filnfil00 nm
the exciting field. However, these differences do not reflecthick). As we know'* the vortex pinning in superconducting
on the trends noted in the experiment. films is made up of surface, interfacial, and bulk pinning.
The values ofi.(0), j.(77 K), andT,,s;are presented The thinner the film, the greater the role of surface pinning.
in Table I. Preliminary investigations for a large number of YBCO films

jc<T>=jc<0>(1—T—

c
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leads to a slight increase jr in film No. 2 in comparison
with the pure YBCO film.

3. The increase of the critical current at high tempera-
tures in heterostructure No. 3 in comparison with the pure
YBCO film can probably be attributed to the circumstance
that the insulating layer in this structure is only 2 nm thick
and is not continuous but perforated. The degree of continu-
ity of the coating depends on the roughness of the film and
on the growth conditions. In this structure the diffusion of
FIG. 2. AFM image of the pure YBCO filntsample No. 1 LCMO into the YBCO film is much less than in the case of
direct LCMO-YBCO contactfilm No. 2), and the decrease
of j. is determined by the degree of transparency of the
ipterface between LCMO and YBCO. The “needles” of the
cherromagnet LCMO that penetrate through the pores of the
an atomic force microscop@FM) image of a clean YBCO STO can c_rea_te fnnge_ fields of rather small spatial size, ca-
. . ) ; able of pinning vortices. We note that these penetrating
film. It is seen that the islands have a height of around 2C5,) ) LT . o

. : . . needles” can have “up” or “down” magnetization because
nm, i.e.,~20% of the thickness of the film. The distance of the domain structure of the demaanetized LCMO laver
between islands is of the same order. Since the energy Of‘Ph . : ¢ diff " ? d “needles” ')t/h '
vortex is proportional to its length, a vortex prefers to be € |nterac_t|on or dirierently magnhetized -nheedies wi
found in a “valley,” especially since dislocations arise at theVortlces of identical pOIar'ty causes thg vortlcgs to concen-
spiral growth boundaries of the islantisThe size of the trate near t.he needles Wlth magnetlzajuon antiparallel to th.e
“valleys” is close to that of the vortices at high temperatures,magnet'Zatlon of the vort|ce§. Such a picture was _observed in
and they can be good pinning centers. Ref. 15 whgn ferromagnetu.: droplets Oum in dlameter.

Another cause of localization and nucleation of new'Vere deposited on a Pb film. The mechanism described
vortex—antivortex pairs, as we pointed out in the Introduc-220Ve is probably what causes the increasg (i) and
tion, can be the fringe field of the domain structure of thelc(77 K), which are obtained by extrapolation. At low tem-
LCMO. However, the LCMO domain structure observed inPeratures, when the potential wells of the edge and screw
Ref. 16 consisted of large domailseveral micronswith d!slocatlons 'become. dgep apd narrow, those wells begin to
magnetic moments normal to or inclined from the normal to9ive the main contribution tg., and the influence of the
the film, and the domain walls between them are of the samB'agnetized “needles,” which are considerably fewer in
order of magnitude. In such a case the fringe fields of thdlumber than the dislocations, is sharply reduced.

domains are too small to be efficient pinning centers. 4. In the case of a 7-nm thick insulating spacer layer
Let us discuss the results. between LCMO and YBC@sample No. #the STO layer is

1. While the decrease f,,sin structure No. 2 in com- Now continuous, and there is no diffusion of LCMO into the
parison with the pure YBCO filn{see Table)l can be ex- YBCO film, nor are there any ferromagnetic “needles” pen-
plained by the circumstance that the superconducting corrétrating into the YBCO film. The decrease jqfin this case
lations induced by the YBCO film are destroyed by thecan again be explained by the circumstance that the super-
exchange field of LSMO, the increaseTig,sfor films Nos. conducting correlations induced by the YBCO film are de-
3 and 4 in comparison with the pure YBCO filNo. 1) is  stroyed by the LCMO exchange field to a degree that de-
not completely understood. This effect may possibly be expends on the transparency of the interface. At the same time,
plained as follows. A YBCO film in contact with air after the value of the critical current in this film is lower than in
deposit loses oxygen. If a film of the insulator STO is deposfilm No. 2, in which there is direct LCMO-YBCO contact,
ited on the film, these losses do not ocdar are sharply Where the transparency of the interface should be higher and
diminished, and T, corresponds to the value obtained in the ] should accordingly be lowesee Table)l It seems likely
deposition chamber. that this discrepancy can only be explained by the diffusion

2. The lowering ofj. at high temperatures in structure of LCMO particles into the YBCO film, which creates addi-
No. 2 in comparison with the pure YBCO film is not very tional strong pinning centers. Thus for film No. 4 one ob-
significant. The cause of this might lie in the fact that theserves the direct influence of the LCMO exchange field on
substrate temperature during deposition of the films waghe superconducting properties of the YBCO film.
760-780°C, i.e., the diffusional range was rather large. Be- In summary, the results of our studies lead us to con-
cause of this, some of the LCMO molecules penetrate¢lude that the magnetic behavior 6f-1-S heterostructures
deeper into the YBCO film, creating additional pinning cen-is the result of a competition between the suppression of
ters. In thin YBCO films the critical current is determined by superconductivity in the YBCO film due to the circumstance
the pinning of the vortex structure. The LCMO exchangethat the superconducting correlations induced in the YBCO
field leads to a partial destruction of the superconductindgilm are destroyed by the LCMO exchange field and the con-
correlations induced by the YBCO film and hence to a dedrary increase in. due to the circumstance that ferromag-
crease of .. At the same time, the appearance of strong newnetic inclusions form potential wells of a size close to that of
pinning centers because of the ferromagnetic inclusions thdhe vortices at high temperatures. These ferromagnetic inclu-
have diffused into the YBCO film should lead to an increasesions, like the LCMO “needles” that penetrate into the
in j.. The competition between these two effects probablyyBCO film in the case of a “perforated” STO insulating

showed that there is a correlation between the critical curre
density and the surface roughness of the film. Figure 2 sho
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The magnetic and transport properties of iaa, ;MnO;_ 5 films with an oxygen deficiency
(6=0.1) and a LgdCa MnO; film with the stoichiometric oxygen content are investigated in a
wide temperature range. It is shown that the charge-ordered insu(@L) state is

observed for a Lg,Ca, sMnO, ¢ film with thicknessd<30 nm, which manifests mainly a cubic
crystal structure with an anomalously small lattice parameter for this composition. An
increase in the film thicknes&l& 60 nm) leads to a structural transition from the lattice-strained
cubic to the relaxed rhombohedral phase and is accompanied by a shift of the Curie point
(T¢) to lower temperature and a frustration of the COI state. The magnetic and transport properties
of the Lg, ,Ca& sMnO, o film with d=60 nm are similar to those exhibited by the optimally
oxygen-doped LgCa ;MnO; film. It is concluded that the formation of the COI state in the
Lay Ca MnO;_ s compound is governed by a compression of the crystal lattice rather

than accumulation of oxygen vacancies, the low doping of the substituted divalent ions, or
electronic phase separation. @03 American Institute of Physic§DOI: 10.1063/1.154241)0

1. INTRODUCTION balanced by a conversion of the Mn valence states between
. : Mn®* and Mrf*, which leads, first, to an increase of the

The hole-doped perovskite manganites are of great cur-, . . :

. - . Curie point (T¢) and, second, to the formation of the FMM

rent interest not only because of their interesting fundamen-

tal science, connected with the discovery of colossal magnesitate in the temperature rangie< T at a certain concentra-

. . 4+ .
toresistance(CMR), but also in connection with their tion of Ca. However, a change in the finMn** ratio can

potential applications to new devices such as magnetic redRf Produced by the creation of vacancies at the oxygen sites,
heads, field sensors, and memories. Recently evidence was Well: The oxygen deficiency leads to a degradation in the
presented for the coexistence at low temperatures of ferrd=Urie point and in the temperature of the metal-insulator
magnetic metallic(FMM) and charge-ordered insulating (M!) transition, providing the formation of the COI state in
(COI) phases in Lgg/CaysMnO; films, governed by the j[he manganite$: T.he other point of_ view is based on the _
lattice strains accumulated during the depositidiihat is  1dea of the electronic phase separation between phases with
contradicted by the common knowledge that the phenomdifferent hole densities in the low-doped manganites, which
enon of charge orderingO) is observed only in compounds ¢an also induce the coexisting nano-scale metallic and insu-
with a small averagé\-site cation radius(r,)<0.118 nm. lating clusters? Therefore, it is not clear what is the main
However, in view of the very similar energies of the COI andreason for the appearance of the COI state in these materials-
FMM states in these compountgi®ne might expect the ap- lattice strains, oxygen vacancies, or low doping of the sub-
pearance of COI regions in a compound with a largey)  stituted divalent ions.

induced by a structural distortion away from the ideal cubic  In this paper we report experimental results for
perovskite latticé&.It is believed that the stoichiometric com- Lay, CaMnO;_5 films with an oxygen deficiency
pound LaMnQ (Mn3+;t§geé) is antiferromagnetic due to (6=0.1) and Lg¢Ca ;MnO; film with the stoichiometric

the superexchange coupling between3Vrions. A partial  oxygen content. It was found that the COI state is observed
substitution of the trivalent 15 by divalent C&" ions is  only for LayCa, MNnO, 4 films with thicknessd=30 nm,

1063-777X/2003/29(2)/6/$22.00 117 © 2003 American Institute of Physics
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which manifest mainly a cubic crystal structure with an ’T
anomalously small lattice parameter for this composition. 4r a
The increase in the film thicknessl£60 nm) leads to a
structural transition from the lattice-strained cubic to the re-
laxed rhombohedral phase, which is accompanied by a shift
of the Curie point to lower temperature and a frustration of
the COI state. The magnetic and transport properties of the
Lag Ca MnO, ¢ film with d=60 nm become similar to
those exhibited by the optimally oxygen-doped Q
Lag oCa 1MNnO; film. Therefore the formation of the COI 1
state in the Lg/Ca, ;MnO3_ s compound is governed by a
compression of the crystal lattice rather than accumulation of 46 47
. . . . 20, deg
oxygen vacancies, the low doping of the substituted divalent
ions, or electronic phase separation.
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2. EXPERIMENTAL TECHNIQUES

N A OO @

All the films were prepared by rf magnetron sputtering
using a so-called “soft{or powdeyj target*® The total pres- . , , A
sure in the chamber was 502 Torr, with a gas mixture of 47,5 48,0 745 75.0 75.5
Ar and O, (3:1). The substrate was a LaAQ001) single 20, deg 20, deg
crystal with a lattice parametea=0.379 nm for the
pseudocubic symmetry. The substrate temperature duringfG. 1. a—The002) XRD peaks for LCM1(1), LCM2 (2), and LCM3(3)
deposition was 750 °C. Under these conditions we depositgg’“s' b,c—the(002) and (003 peaks, respectively, of the LCM1 film.
two Lay/CasMnO;_5 films with different thickness:
d=<30nm (LCM1) and d=60 nm (LCM2). The stoichio-
metric La Ca MnO; (LCM3) film with d=60 nm was served recently by Let al.® but without discussion. There-
made by additional postannealing at 800 °C in 1-atpnf@ fore, the XRD data attest that the LCM1 film contains two
1.5 h. The#-26 x-ray diffraction (XRD) patterns were ob- crystalline phases with different lattice parameters, in con-
tained using a Rigaku diffractometer with Ky radiation. ~ trast to the LCM2 and LCM3 films. The first phase with a
The lattice parameters evaluated directly from the XRD datdarger ¢ belongs to a relaxed state of the crystal lattice for
were plotted against cdg/sing. With an extrapolated Lag7Ca MnO;_ s with oxygen deficiency(A phasg. This
straight line to co%6/sin =0, a more precise determination interpretation is supported by the large value for the out-of-
of the lattice parameter was obtained. The high-resolutiolane lattice parameter, which differs greatly from the sto-
electron microscopyHREM) studies were carried out using ichiometric one for this compositioncé0.3849 nm)’ Us-

a Philips CM300UT-FEG microscope with a field emissioning the empirical ratio between the oxygen deficiedcgnd
gun operated at 300 kV. The point resolution of the micro-the out-of-plane lattice parameférwe estimated the value
scope is of the order of 0.12 nm. Cross-section specimer@f & for the A phase to bes=0.1. The second crystalline
were prepared by the standard techniques using mechanidgitaseB phasg, with an unusually small lattice parameter, in
polishing followed by ion-beam milling under grazing inci- view of the large peak intensity can be considered as the
dence. The resistance measurements were carried out by tagmary peak of the LCM1 film. The small value for the
four-point-probe method in a temperature range of 4.2—30¢attice parameter is provided by epitaxial growth of the film
K and a magnetic field up to 5 T. The magnetization in a fieldand the accumulation of a biaxial compressive lattice strain.
up to 100 Oe were taken with a Quantum Design SQUIDAN increase in the film thickness leads to a recrystallization
magnetometer in a temperature range of 4.2—300 K. during deposition or cooling of the film and results in the
disappearance of thB phase, which is inferred from the
absence of the second Bragg pdalrve 2 in Fig. 1a The
estimated value for the oxygen deficiency of the LCM2 film

Figure la presents tH@02 Bragg peaks for the LCM1 is §=0.11 and is almost identical with that for tAephase of
(1), LCM2 (2), and LCM3(3) films. It is seen that the LCM2 LCM1. Note that the results obtained coincide excellently
and LCM3 films display only one peak, which correspondswith the published data for similarly oxygen-deficit filris.
to an out-of-plane lattice parameter for the cubic symmetry The cross-section low-magnification HREM images of
of 0.3947 nm and 0.3923 nm, respectively. The thinneithe films studied are shown in Fig. 2. They were obtained
LCM1 film exhibits two Bragg peaks. The first of them with the incident beam parallel to a cube direction of the
(lower-intensity indicatesc=0.394 nm, which is almost co- substrate and parallel to the film/substrate interface. All films
incident with the lattice parameters of the LCM2 and LCM3 are epitaxial and exhibit sharp, flat, and well-defined inter-
films. The second is located very close to the substrate pedkces. However, it is seen that the structure changes slightly
and corresponds to=0.3795 nm. Figures la and 1b show for different films. The LCM1 film with smallest thickness
the high-angle peaks of th®02 and (003 reflections, re- (Fig. 29 exhibits a perfect single-crystal structure. It shows
spectively, in detail for the LCM1 film. It is noteworthy that uniform contrast; neither dislocations nor domains were ob-
a similar asymmetry of the substrate Bragg peak was observed. The LCM2 and LCM3 film&-igs. 2b and 2c, respec-

Intensity, 10° cps

3. MICROSTRUCTURE OF THE FILMS
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FIG. 2. Low-magnification HREM images of a cross section for LC(d)l
LCM2 (b), and LCM3(c) films. The insets are the FFT of the areas A and B
containing the interface for the LCM1 and LCMS3 films, respectively.

tively) exhibit a set of regions with a slightly different bright-
ness, which can be treated as the presence of crystalline
domains separated by the lattice stréshown by the white
arrow9.'® Moreover, in the LCM2 film the dark contrast
demonstrates the more or less disordered zones, suggesting &
the formation of chaotic domain structure, while in the j~,',-'.:i':-i:I;3:‘:'.f,;b
LCM3 film the columnar microstructure occurs with col- N—
umns parallel to the interface normal. The inset in Fig. 2ar|G. 3. HREM images of a cross section for LCM2 film near the interface
shows the fast Fourier transfor(RFT) of the HREM image (@ and 30 nm above ith). The insetsa are the FFT of the corresponding
(area A for the LCML1 film selected across the interface. It is areas of the film. The ir_15ebsare high-magpnification HREM images for the
seen that the FFT of an area containing the interface pros-UbStratdtOp) and the film(botton).
duces a rectangular pattern of the circled and unsplit spots.
Therefore, the out-of-planéc) and in-plane(a) lattice pa-
rameters are the same for both the substrate and the film.
Their value is coincident with the XRD data for tBephase tetragonal deformation of the crystal lattice in the LCM2
of the LCML1 film with the smallest lattice parameter film.
=0.3795 nm. A more detailed analysis of the HREM images  The insets in Figs. 3a and 3b show high-magnification
of the LCM1 film shows that inclusions of th& phase with  HREM images of LCM2 film for the substrate and the film,
the lattice parameter=0.39 nm are present near the top of respectively. The brightest dots represent@a atoms in
the film. the film as well as in the substrate. The less bright dots at the
The inset in Fig. 2c shows the FFT of the HREM image centers of the squares of brightest dots represent AlO chains
(area B for the LCM3 film selected across the interface, asin the substrate and MnO chains in the film. The measure-
well. In this case the FFT pattern for the similar area con-iment of a large number of interdot spacings allow us to ob-
taining the interface displays the spots elongated and slightliain the average values of the lattice parameters from the
split in thec (along to the interface normahnda (along to HREM images. According to an analysis one can conclude
the interface directions(shown by black arrows One can that the LaAlQ substrate has a pseudocubic crystal lattice
conclude that the interface is incoherent in the LCM3 film,with c=a=0.379 nm and angle of the cetl-=90°, and the
providing the difference in the lattice parameters of the subgreater part of the LCM1 film has also a pseudocubic crystal
strate and the film. A similar FFT pattern was obtained forlattice with c=a=0.379 nm andx-=90° (except for local
the area of the LCM2 film containing the interface, which isareas near the top of the film, which have a rhombohedral
reproduced in insed of Fig. 3a. In contrast to that, the FFT crystal structure withc=a=0.39 nm ande:=90.4°). The
pattern for the area of the film located 30 nm above thdCM2 and LCM3 films have a similar rhombohedral crystal
interface exhibits spots elongated only in thdirection(see  structure withc=a=0.395 nm anda-=90.6°, andc=a
insetb in Fig. 3b. We attribute these features to the slight =0.391 nm anda=90.6°, respectively. It is seen that re-
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FIG. 4. Temperature dependence of the resistance of the LCML film withouf !G- 5: Temperature dependence of the resistance of the LCM2 film without
(1) and with(2) an applied magnetic field of 5 T. The lines are a guide to the (1) and with(2) an applied magnetic field of 5 T. The lines are a guide to the

eye. The inset displays the temperature dependence of the field-cooled afy€: The inse displays the temperature dependence of the FC and the ZFC
zero-field-cooled magnetization for this film. magnetization. The insdt shows the temperature dependence of the mag-

netoresistance in an applied magnetic field of 5 T.

sults obtained agree very perfectly with the XRD data for thed_ | il h of th . ith d
investigated films. isplay an exponential growth of the resistance with decreas-

Therefore, both the cubitB-phase and the rhombohe- in% temperature. Unfortunately, our setup was limited to
dral (A-phasg crystalline phases coexist in LCM1, while 10° 2 and we could not measuf(T) down to the lowest

only the rhombohedral phase exists in LCM2 and LCM3. Anlemperature. The inset in Fig. 4 reveals.tha_t both field-cooled
estimation of the average crystaliite sizB) using the (FO) and zero-field-cooledZFC) magnetization curves rep-

Scherrer formula for the Bragg peak broadening shows th tesept a superp_osition of the two magnetic transitions b?'
the LCM1 film consists of large grain®(~50 nm) belong- onging tol the different phases. The onset. of the magnetic
ing to theB phase and small cluster &7 —10 nm) in theA transition is observed &af:;=230 K for the first phase and
phase. For LCM2 and LCMS3 the average size of the crystalfﬂ TCflOO K for the second phase.

lites turns out to be abol@~10-12 nm and 60 nm, respec- Flgur_e_ ° ShOWS that the_ LCM2 film does not undergo the
tively. The sizes obtained are supported by the peculiaritieg/II transition in the investigated temperature range, even

of the contrast in the HREM imagéBig. 2) and agree with thgugh negatiye _ ma%net?]resistanc(esl/lR) : a%p(?_ars q gt
the published results for thin fims of similar | =120 K, as in insetb. The MR value is defined by

compositiond®” The large difference in crystallite size be- MR= 100% [R(0)~R(H)J/R(H), whereR(0) andR(H)
tween theA and B phase indicates that the culicphase is are resistances with and without magnetic field, _rgspgctlvgly.
formed directly during deposition, while the rhombohedkal Inseta of Fig. 5 shows that the magnetic transition in this

phase is made during the recrystallization afterwards. film begins atT;=120 K; that is coincident with the onset
of the second magnetic transition in LCM1. Because the lat-

tice parametec of the LCM2 film is similar to that for theé\
phase of the LCM1 film, it is reasonable to assert thatXhe
Figure 4 displays the temperature dependence of the rgghase shows the magnetic and electronic transitions at a low
sistanceR(T) for the LCML film without(1) and with(2) an  temperature Tc, and Tp, in Fig. 4).
applied magnetic field of 5 T. The magnetic field was di- Figure 6 exhibits the magnetic and transport properties
rected at right angles to both the film surface and the trangor the LCM3 film. Insetb shows that the MRY{) demon-
port current. The experimental curves attest to the existencgtrates a peaklike behavior willp =150 K that is coincident
of two phases with different temperatures for the Ml transi-with the temperature of the magnetic transitidry. The
tion in the applied magnetic field. The first phase undergoesinusual FC curve oM (T), revealing a drop of the magne-
a transition from the insulating to the metallike stateTaj  tization atT<120 K (inseta in Fig. 6) can be explained by
~200 K, which agree perfectly with recently published re-the existence of a second ferromagnetitanted antiferro-
sults obtained for a similar thin film with oxygen magnetic transition in this film, witfy=118 K.}® We sug-
stoichiometry? The second phase manifests the MI transitiongest that it is the main reason for the peaklike behavior of
at Tp,=80 K. In zero applied magnetic field both phasesMR(T) for the LCM3 film.

4. EXPERIMENTAL RESULTS
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FIG. 6. Temperature dependence of the resistance of the LCM3 film withouEIG. 7. In(R/T) versusT ! for the LCM1 (1), LCM2 (2), and LCM3(3)

(1) and with(2) an applied magnetic field of 5 T. The lines are a guide to thefilms without an applied magnetic field. The inset displays the high-
eye. The insefa shows the temperature dependence of the FC and ZFGQemperature range. The solid lines are fitting curves based on the TAC
magnetization. The insétdisplays the temperature dependence of the mag-model.

netoresistance in an applied magnetic field of 5 T.

is connected with the appearance of the COI state in the
Lay Ca sMNnO, 4 thin film with an artificially reduced lattice
parameter.

The temperature behavior of the resistance for Ehe Ladt . Cd " Mn3t, _,Mnyt, 50357 VS is the ionic struc-
phase of the LCM1 film in an applied magnetic figkirve  ture of manganites according to Jonker and van Saiiten,
2 in Fig. 2 is very similar to that for a thin Lgg/Cay 3gMnO;  where \}; stands for the ratio of oxygen vacancies. Conse-
film in the COI state as reported by Biswasal? Conse- quently, the real MA™: Mn*" ratio in the LCM1 and LCM2
quently, the transition of th8 phase aff<210 K from the  films is about 0.9:0.1 instead of 0.7:0.3. A similar #n
insulating to the metallic state under applied magnetic fieldVin** ratio is applies to the LCM3 film with the optimum
(curve 2 in Fig. 4 can be treated as melting of the COI stateoxygen doping. Therefore, the concentration of*Mions in
and nucleation of the FMM phase with decreasing temperathe A phase of LCM1 is about equal to that in the LCM2 and
ture. The observed increase in resistancé<atl00 K (curve  LCMS3 films. However, the manganese valency is provided
2 in Fig. 4 attests that the inclusions of tilephase remain by the oxygen deficiency in the case of LCNA phas¢ and
in the paramagnetic insulatingr semiconductingstate up LCM2 but by the concentration of the substituted divalent
to Tp,=80 K. The authors of Refs. 1 and 2 presented arions in the case of LCM3. In both cases the decrease in the
explanation for the appearance of the COI state in thin maneoncentration of Mfi" ions reduces the Curie temperature
ganite films, based on the idea of a nonuniform distributionand leads to suppression of the MI transition for this
of the lattice strain that resulted from a transition from a two-compound-1?> On the other hand, our results show that the
to a three-dimensional growth mode. It was suggested thatrtificial compression of the unit cell volume leads to a sig-
the two-phase state is formed by separation of the film intanificant increase in the Curie temperatddewn to the value
high-strain and strain-free regions which possess differendf the lattice parameter which is typical for the stoichio-
transport and magnetic behaviors at low temperatures. Hownetric compositiojy in spite of the remaining deficiency of
ever, in our case the oxygen-deficit -&&, sMnO, ¢ thin Mn** ions.
film is separated into two differentrystalline phases, and Figure 7 shows the IRT) versusT ! plots for the
only the cubic phase with an anomalously small lattice palLCM1 (1), LCM2 (2), and LCM3 (3) films. In the high-
rameter gives evidence for the COI state. It is reasonable tiemperature range the plots can be described on the basis of
claim that the forced reduction of the lattice parameter, inthermally-activated-conductivitfTAC) model, which pre-
duced by the epitaxial growth mode, is equivalent to a dedicts an expressioR(T)=RyT exp(To/T), whereT, is the
crease in the averagesite cation radius(r ), which makes activation energy in units of temperature. The inset displays
this compound similar to ReCa MnO;3. It was shown re- that the best agreement between the experiment and the
cently that an increase of the out-of-plane lattice parametetheory (solid lineg is seen with the following fitting param-
of a PgCa 3MnO; film leads to frustration of the COl eters: Ry=5.78 10 2 Q) and T,=1470K for LCM1, R,
state®~?° Here we observe the opposite phenomenon, which=2.38 1072 Q and T,=1680 K for LCM2, andR,=4.5

5. DISCUSSION
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1072 Q) and T,=1700 K for LCM3. The values for the We conclude that the formation of the COI state in the

activation energy turn out to be almost identical for the©Xygen-deficit Lg4Ca ,MnO;_; films is governed by a
LCM2 and LCMS3 films. Taking into account that both films compression of the crystal lattice rather than accumulation of
have a rhombohedral crystal structure and similar hole derih® 0xygen vacancies, the low doping of the substituted di-
sities (similar Mr#*:Mn?" ratios, the result obtained is ab- Valent ions, or electronic phase separation.

solutely expected. The LCM1 film, most of which is in a  This work was supported by the KOSEF through the
cubic B phase, shows a smaller value Bf. It can be ex- Quantum Photonic Science Research Center and a Korea Re-
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The point-contact specti@he energy dependence of the second derivatives of the current—voltage
characteristicsof bimetal contacts of the amorphous alloys§b,; with silver are

investigated in the frequency range31®x 10° Hz. At low energies the spectral feature due to
the scattering of conduction electrons on two-level tunneling systems in point contacts of

the quenched alloy is clearly observed in the microwave region. This confirms the conclusion
reached previously by the authors for homocontg@tsP. Balkashiret al, Solid State
Commun.118 623(2001] that rapidly relaxing two-level systems with a characteristic relaxation
frequencyl’> 10" Hz are present in metallic glasses. After a high-temperature annealing of
the amorphous alloyfor 1 hour atT=800 °C) and its crystallization, the intensity of the spectral
feature in the region of low voltages across the contact increases substantially. A sharp
frequency dispersion of the amplitude of this feature is observed; it vanishes completely for
measurements at frequencies belewi x 10° Hz. The data attest to the formation of qualitatively
new, slowly relaxing two-level systems in the annealed Ni—Nb amorphous alloys. An

estimate of the characteristic relaxation frequency of the two-level systems from the frequency
dispersion of the measured signal gives a vdli@r~0.7x 10° Hz. The possible causes

of the formation of two-level systems in point contacts are discusse@0@3 American Institute

of Physics. [DOI: 10.1063/1.1542411

INTRODUCTION each well differs byA (asymmetric double-well potentjal

i . and that the wells are separated by a rectangular potential
Th(_a model of two Ieyel_ tunneling systemgLSs)— barrier with a characteristic heightand widthW. Although

dynamic defect centers with internal degrees of freedom—as

o : . o at low temperaturesT(~1—-10 K) the thermally activated
a new class of low-energy excitations in solids was originally

. 4 classical above-barrier transitions are forbidden, quantum
proposed to explain the linear trend of the temperature de- ; . R
tunneling between states in the individual wells can occur.

he frequency of these tunneling transitions is determined by
temperaturesT<1 K). It was subsequently learriethat the the parameters of the barrier and the mass of the tunneling

low-temperature properties of amorphous metals and alloys_~ "
are also well explained by the presence of TLSs, and aRartche.
important role in this is played by the interaction of these  , — , exp(—W\2mV/%?), (1)
structural defects with conduction electrons. In addition, as
has been shown by point-contd&tC) spectroscopy of plas- wheref wg is the characteristic energy of oscillations in an
tically deformed pure metafs? the scattering of electrons on individual minimum, andn is the effective mass of the tun-
TLSs cause of the low-energy features in the PC spectraeling atoms or individual atom. The distance between en-
(zero-bias anomali¢s ergy levels of a TLSthe excitation energy corresponding
Although the exact microscopic structure of the TLSs isto two configurations of the atomic structure, is given by
unknown—they could be special parts of dislocation linesE= A%+ Ag, whereAy=fw,;. It is assumed that because
intercluster or grain boundaries, interstitial atoms, etc., af the amorphous nature of the medium the TLSs are uni-
simple model of a particle in a double-well potential field formly distributed over values of the parameterand the
gives a good description of the properties of disorderecroperties of the sample are determined by the average over
(amorphous systems of completely different natures. Ac- the whole random ensemble of TLSs. This as is confirmed by
cording to the model of Ref. 1, a TLS can be represented asmeasurements of various thermodynamic and kinetic charac-
an atom moving in a potential well with two minima, created teristics atT~1 K.?®
by its nearest-neighbor environment, or as a group of atoms The interaction of TLSs with phonons in amorphous in-
which can form two or more almost equivalent configura-sulators is taken into account in the theory as a perturbation
tions in space with slightly different energies. Suppose thabf the asymmetry parametey. In amorphous metals it is
the difference of the energy levels of the lowermost states imlso necessary to take into account the interaction of the

1063-777X/2003/29(2)/7/$22.00 123 © 2003 American Institute of Physics
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TLSs with conduction electrons in order to explain the faster  In the alternative theory of Kozub and Kulikboth in-

(by 4-5 orders of magnituglgelaxation in metals as com- elastic and elastic processes of electron scattering on asym-

pared to insulators. metric (Ag<<A) TLSs in point contacts are taken into ac-
Starting from the results of numerous experiments on theount. The inelastic processes cause a positive anomaly on

measurement of the time dependence of the electrical corthe PC spectruni.e., on the curve ofl?V/d1%(eV,), which

ductivity and PC spectroscopy studies of mesoscopic coris usually what is recorded in experimentwhereas the con-

ductors, and also ultrasound experiments on bulk samplesibution from elastic scattering can have either sign, depend-

the TLSs can be classifie@ccording to the rates of transi- ing on the sign of the differences("— o) of the elastic

tions between the potential minima. scattering cross sections for electrons on TLSs found in two
1. Slow TLSs(relaxation time7>10 8 's), which are spatial configurations. The contribution of elastic processes

sometimes called two-level fluctuators, are characterized byo the current through a microcontact®at 0 is determined

a high barrier and a negligibly small value &f. Transitions by the expression

between the potential wells are brought about by thermal

activation or incoherent quantum tunneling. Alzﬁi M(rofor (1—N)+ o N.
2. Fast TLSs (108 s>7>10"12s) have a small barrier 2R Sc; (ri)loy( ) Ho N
and rather large values df, (10 %—1 meV, according to L
the uncertainty principle this makes for coherent quantum _ ﬁ (7Y
n > M(r))
transitions between two states. 2Ro 4] 28,
3. Ultrafast TLSs §<10~ 2 s) have such large values of
Ao that E is also large, and the physical behavior of the X|O(E;—eVy)+ 0(eVo—E))|,
system is determined by the uniformly distributed ground E+a(eVo—E)
state. (4)
The relaxation frequencl/ of a TLS is proportional to
the square of the ratio of the tunneling energy to the excita- 1 2
tion energy (\o/E)? (see, e.g., Ref.)7 The distribution q_E[l_(Z‘P(rJ)/v) .
function of the TLSs in the model of Refs. 1 and 2 is given . _ _ .
by the expression whereR; is the resistance of the point contact in the absence
of TLSs, S, is the transverse cross-sectional area of the con-
P(E,u)=1/2P(1—u) " Y2u,u=(A,/E)?, (2)  tact,M(rj) is a geometric factor that depends on the position

of the jth TLS, N; are the occupation numbers of the lower
and therefore in the amorphous state the slow defect centegergy levels of the TLSs, which depend on the voltage ap-
(E>A,) with an asymmetric two-level potential relief plied to the contact because of the inelastic interaction of
should basically be dominant. Thus the distribution functionTLSs with conduction electrors,® is the Heaviside step
of the TLSs over energy and relaxation frequencies shoulfunction, ande(r;) is the electric potential at the site of the
have the forrft individual TLS. The dependence of the occupation numbers
N; on the electron energy makes it possible to implement the
P(ET)=pE-1 1- —u2 elastic spectroscopy of TLS occupation numbers which was
(EN)=P(E) T o ' proposed in Ref. 11.
Thus both of the mechanisms discussed above for the
scattering of electrons on TLSs will give rise to low-energy
f P(E,IdEdI'=1. () features on the PC spectra. However, the characteristic relax-
ation times for the two processes are substantially different:
Two different mechanisms have been proposed for the~10"'?s for nonmagnetic Kondo scattering and
interaction of conduction electrons with TLSs in amorphousl0 3-10 8 s for occupation-number spectroscopy.
metals. The theory of Zawadowski and Vlad&efs. 9 and The universality conferred on the low-temperature be-
10; see also Ref.)&considers a mechanism of nonmagnetichavior of a wide class of amorphous solids by the presence
two-channel Kondo scattering for rapidly relaxing TLSs with of TLSs in them is attracting considerable interest in such
an almost symmetricX,>A) double-well potential. In con- systems and is stimulating the adoption of diverse experi-
trast to the formalism of the conventional one-channel theorynental methods, including point-contact spectroscopy, for
of the Kondo effect, which describes the scattering of elecstudying the properties of these specific structural forma-
trons on static magnetic impurities, this model treats a TLSions. In particular, it has been established by means of rf
as a dynamic defect with two quasi-spin values correspondpsoint-contact spectroscopy in measurements in the micro-
ing to the two states of the TLS. The two channels are assawave region up to frequencies~ 10! Hz (o<T") that for
ciated with the two values of the real spin of the conductionmetallic glasses of various compositions in the systems
electrons. Fluctuations of the electron density change th&e—B (Ref. 12 and Ni—Nb(Refs. 13 and 1A4it is rapidly
barrier height in the potential relief of the TLSs and therebyrelaxing TLSs that are mainly realized, with characteristic
alter the probability of tunneling transitions. With decreasingrelaxation frequencies exceeding'i®iz. Analogous results
temperature this mechanism leads to logarithmic growth ohave also been obtained for PCs based on imperfect poly-
the electronic resistivity in the low-temperature region andcrystalline thin films of pure coppér.
consequently, gives rise to negative feattirem the PC The goal of the present study was to investigate how the
spectra foreVy,—0 (V, is the dc voltage across the conjact frequency dispersion of the amplitude of the low-temperature
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feature on the PC spectra due to the scattering of electrons on

the TLSs is affected by the crystallization of the amorphous a

alloy NisgNb,; during high-temperature annealing. The

method of rf PC spectroscopy in the frequency range 1

10°-5x 10° Hz was used to measure the spectrum of con- \/

tacts of silver with the initial amorphous alloy &§yNb,; and
with the same alloy after it had been annealed for 1 hour at
800°C. It turned out that, unlike the amorphous state for
contacts with the annealed alloy, the amplitude of the low-
energy features foeVy— 0 depend substantially on the irra-

diation frequency. \/
3

EXPERIMENTAL TECHNIQUES 1 1 L 1 1 L

The studies were done on samples of the metallic amor- b
phous alloys NigNb,; obtained by fast quenching of the melt

and having the shape of thinr~20 um) ribbons 1-2 mm

~
D

wide. Thermal annealing of the ribbons was done in an inert x ,\/ \/

atmosphere of helium or argon for 1 hour at a temperature of g A

800 ° C with a subsequent slol—7 h cooling to room tem- ©

perature. According to published ddfa,such a heat- i —\‘\/ ~—___}
treatment regime leads to the formation of an equilibrium > 2

crystalline phase. For the quenched samples of metallic /\'
glasses the point contacts were made between the ends of the

alloy ribbon and the sharp edge of a bar of pure silver. After N

annealing, the ribbon became exceptionally brittle, and it

230 —20 —10 0 10 20 30
eVO, meV

was therefore attached with silver paste to a flat copper sur-
face, and the point contacts were formed between the surface
of the ribbon and a silver tip with a radius of curvature of
several microns. The surface of the ribbon after annealingi. 1. Point-contact spectra of heterocontacts of the quenched alloy
was treated by mechanical polishing and chemical etching.NisgNb,; with silver, measured at a sonic frequen¢g and at 5.12
The massive electrodes of the point contact werex 10;th (b) for ﬁiﬁef%“t CO";?tJeSiStt_a”ﬁ@b[%];hS ), |19 @, ?I?d 36 f
mounted in the holders of .tWO Ind.epend(_ant mlC.r(_)met_elﬁ:'cur:egjrves ave peen shnirted vertically, bu € scales are the same for
movements to permit changing their relative position in
space and varying the pressing force. This technique made it
possible to create contacts of different geometric sizes on
different parts of the electrode surfaces. biases ¥(>30 mV) is due to the turning off of the low- and
The point-contact studies were done by the standarfigh-frequency modulations for precise fixing of the zero
technique of recording the amplitudg, of the second har- signal level. The characteristic spectral feature at low volt-
monic of a low-frequency1623 H2 modulating current as a ages ¥/,—0) due to the scattering of electrons on TLSs is
function of the dc voltage applied to the contéenergy.l’  clearly manifested in the PC spectrum at a sonic frequency of
In the high-frequency measurements the contact was irradi= 3 kHz (Fig. 13 and has practically the same form in mea-
ated by an rf alternating field of low power, delivered to the surements at microwave frequencie$ x 10° Hz (Fig. 1b.
contact by a coaxial cable. The radiation of the rf oscillatorIn its general aspects this feature reproduces well the data for
was chopped at a sonic frequent3433 H2, and the dc homocontacts of metallic amorphous alloys of different com-
voltage different across the point contact—the video detecpositions in the systems Fe—B and Ni—Nb, which were stud-
tion signalV,—was amplified and registered by a phase deied in Refs. 12-14 in the sonic and microwave (6
tector at the chopping frequency in both the presence ane 10'° Hz) regions. Then, as the voltage is increased the
absence of rf irradiation of the point contact. In both casesignal amplitude varies smoothly and for some contacts
the measured signalé,(Vq) andVy(Vy), with an amplitude  passes through a maximum. In the spectra shown in Fig. 1
of around 1wV, are proportional to the values of the second(curves2 and 3) this peak ateV,~12 meV coincides in
derivative of the current—voltage characteristic of the pointposition with the maximum in the density of states of trans-
contact,d?V/d1%(eV,).'? All of the experiments were done Vversely polarized phonons in silvErwhereas the character-
at a temperature of 4.2 K. A detailed description of the meaistic energies of the corresponding phonons for Nb and Ni
surement technique is given in Refs. 12-14. are equal to 16 and 25 meV.However, for unambiguous
confirmation of the phonon nature of the featureeat,
~12 meV it is necessary to make special measurements on
NisgNby; contacts with other pure metals. One notices the
In Fig. 1 we show typical PC spectra obtained for sev-different behavior of the signal at high energiesV§
eral bimetal contacts of silver with the unannealeggNb,;  >20 meV) in Fig. 1. In spectrd and 3 the values o#/, and
alloy. The jumplike decrease of the signal amplitude at highVy in this region are positived?Vv/d12>0, i.e., the contact

PRESENTATION AND DISCUSSION OF THE MAIN RESULTS
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FIG. 2. Point-contact spectra of a heterocontact of the annealed allof!G- 3. Evolution of the PC spectra of a contact of the annealed alloy
NisgNb,, with silver, measured at a sonic frequer(@y and at the micro- ~ NisgNby; with Ag in measurements at different frequencies: a sonic fre-

wave frequencieso [Hz]: 0.48<10° (2) and 4.7%10° (3). The contact quency(1) and microwave frequencies[10° Hz]: 0.48(2), 2.036(3), and
resistancdR=7 Q. 4.72(4). The contact resistande= 14 ().

degree of regularity of the atomic lattice and, consequently,
. . I . . . should lead to a decrease in the concentration of TLSs. This,
resistance increases with increasing voliags is typpal for in turn, should decrease the intensity of the corresponding
an electron—phonon scattering mechgn’éﬁﬁhe nonlinear- feature on the PC spectra to such an extent that it vanishes
ity of th_e current—voltage_ charac';erlstlc is due to F?roce_gseéompletely in a perfect crystal. Experiments have shown that
of mulilgph(_)non ge_nerat|on, .Wh'Ch take_ place_ in _dirty the shape of the PC spectra are not fundamentally altered
contacts™ with the high relaxation frequencies typical of re- after annealing. However, for practically the same values of

l(ez(ig?an;f :[It]r?er:;srcetrot?:g ;:k;zi?;(?nn;nlg e:th%uccohmli?/\t/e}he low-frequency modulatio0.5-1.0 mV the amplitude

T ' of the spectral feature &V,—0 was 3-5 times larger. The
frequencies ¢~10° H.Z) cannot affect the shape of the re- PC spectra for two contacts of silver with the annealed alloy
cordgd curves. The m_flu_ence of slower Processes of r.eatNiSQNbM are shown in Figs. 2 and 3. The spectra obtained
sorption Sf nonegwhbnum phqnons with frquenmesfor different measurement frequencies are normalized to the
~10°-10 HZ.’ which take place in clean conta&st, are o -frequency curve in the high-voltage region, where the
not observed in the measured spectra. The negative values &E/;racteristic frequency of electron—phonon scattering is

d*v/dI= ateVo>20 me\_/ observed in s_pectrum_are_ possI- substantially greater than the frequency of the rf irradiation.

bly due to the destruction of the spatial localization of theIn the figures one can clearly discern the decrease of the

electronic states in electron—electron or electron—phonogmplitude of the low-energy line in the spectrum with in-
e 21,22 ; ; ;

collisions. The slight differences of the amplitude and creasing irradiation frequency. The corresponding curves for

shape of Fhe spectra @V, —0, like t.he t.’eha"'or OT the measurement of the differential resistance of these contacts
signal at high voltages, for contacts with different resistanceq o shown in Fig. 4. The increase in the resistance of the
and, hence, different geometric sizes should be attributed tf o

diff t relationshios betw h ribut ; ontact with increasing bias confirms an electron—phonon
iherent refationships between the contributions o Severacfattering mechanism at high voltages. It follows from Figs.
scattering mechanisms: electron—TLS, electron—phonon, an

electron—electron.

The measurements showed that asymmetry of the PC
spectra for different polarities of the applied voltage due to
the thermoelectric effects inherent to bimetal contacts was
practically absent. It is knowf? that the asymmetry de- —0.1
pends on the difference of the thermopowers of the metals in '
contact and the on the growth rate of the temperature of the
point contact as the voltage applied to it is increased. The G -0.2
temperature of the contacts studied can increase significantly
with increasing voltage because of the short mean free path
of electrons in an amorphous alloy. However, the ther- -0.3
mopower of metallic glasseé' have the same sign and
nearly the same magnitude as that of pure si(@e8—1 nV/

deg in the low-temperature regionT&30 K),? and that -04r

leads to a negative asymmetry of the spectra for different L ! 1 ! - L

polarities of the bias voltage. -30-20-10 0 10 20 30
Upon high-temperature annealing of the alloydNib,; eVo, mev

the topologlcal and composmonal disorders inherent to th IG. 4. Measurement of the differential resistance of the contacts in Fig. 2

amorphous state are SUbSt"_intia”y decreaseq. CrySta”_izatiQEhrve 1) and Fig. 3(curve2) in measurements at a sonic frequertsylid
of the alloy duration annealing results in an increase in theurves and at a microwave frequengglashed curves
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sort of behavior of the signal was predicted eatfidor the
electron—phonon interaction. In that case the amplitude of
the rectified rf current for an electron—phonon mechanism of
nonlinear electrical conduction of a contact will decrease as
[1+ (w/wp)?]~ Y2 (Refs. 19 and 20 wherew,y, is the char-
acteristic phonon relaxation frequency. It is reasonable to
suppose that the amplitude of the rectified current, which we
measured in the experiments, will have behavior analogous
to that for the nonlinear mechanism due to the interaction of
electrons with two-level defects. The curves in Fig. 5 show
557 K . 45 the functionAA~[1+ (w/T")?]~ Y2 calculated for three dif-
' o /.27c, GHz ferent values of the characteristic TLS relaxation frequency
I'. It is seen in the figure that the function calculated with
s, o il e o oo T oo o a2 070 Ha (curve2 n Fig, 915 1 good agreement
f?eaquer;cy degendence of tr;]e signal ampIFi)tude .calculated §joiey %Ith the experimental pomts. A_n estimate of the number of
[10° Hz]: 0.4 (1), 0.7 (2), and 1.0(3). TLSs in the contacts studied gives values of 100" (Ref.
14), and therefore the results in Fig. 5 and the vdugm
=0.7x10° Hz do not pertain to an individual TLS but rep-

: : . esent a certain effective characteristic of the whole set of
2—4 that in contacts with the annealed alloy the amplitude o : . -
. . wo-level dynamic defects in the contact, distributed over
the low-energy feature&zero-bias anomaligsdepend sub-

stantially on the frequency of the rf irradiation. At frequen- rela)_:_?]téorefsra?:e?g;sn; %Cgrbdc;?/g Lon;hne]blfﬁz 6usl oint to the
cies of around % 10° Hz this feature vanishes from the P 9 yp

spectrum completely. phresence :deslol\livly ril\axmg rTLSS in (';h?hpomt i:ton.tactsfwuth
The spectra in Figs. 2 and 3 do not have the phonoﬁ € annealed alloys. As we have said, the scattering ot elec-

feature that is observed for the quenched alloys in the regiof‘LonS on slow TLSS n ﬂ;e point contacts was cor_15|dered n
eV,~12 meV (see Fig. 1 and which retains its shape for the _Kozub—Kuh!( theory! Those authors paid partlcular at-
different measurement frequencies. Point contacts with th&en_tur)]ndto the r;mportaﬂce of ele;st;]c scatter|n?k pr_OC(lessgs,
quenched alloy were created by touching the sharp edges $fich do not change the state of the TLS, unlike inelastic
electrodes; this apparently led to a larger fraction of puréorocesseg, which are accompam_ed bygtrans_mon of th_e TLS
silver in the volume of the contact. In the contacts with thet© @n excited state. The contribution of inelastic scattering to
annealed alloy, which were created by the tip—plane method€ PC spectrum, zaccordmg to the results of Ref. 7, is pro-
the region in which the current is concentrated probably conPOrtional to &, /E)*, while the ratio of the intensities of the
sists of NigNb,, with a finely disperse structure, which inelastic and elastic processes depends linearly on the ratio
makes for a short mean free path for the electrons and thuo/E (Ref. 13. Therefore, if slow TLSs are present in the
degrades the spectroscopic properties of the contact. TH@Nact, the elastic contribution to the nonlinear feature in
concentration of the components in the alloysdNib,, is ~ the PC spectrum at low energie¥,~E will be the govern-
close to the eutectic composition yilb,, (Ref. 16. Eutec- NG one. Thus elastic scattering processes occur mainly on
tic alloys have a finely disperse structure and even after prcslow T'—$5 haylng an asymmetric potenua;l&o(> E), .
longed high-temperature annealing have an elevated resistijthereas inelastic processes mainly involve rapidly relaxing
ity (see, e.g., Ref. Jebecause of the significant influence of Structural defects with an almost symmetric potentiab (
interphase boundaries. The eutectic alloy in the Ni—Nb sys<E)- . _ .

tem consists of a mixture of two phases: thehase and a For comparison of our experimental results with the
metallic compound NNb with complex rhombohedral and theory of Ref. 11, we calculated the contributions of inelastic
orthorhombic structures with several atoms in the unitZell. and elastic scattering to thezPC spectrum, i.e., the values of
For these alloys the coordination numbers and the distancége second derivatives”V/d1%(eVy), using the correspond-
between neighboring atoms in the amorphous and crystallinélg expressions from Ref. 29. The calculations were done for
states are only slightly differeA®. The complexity of the T=4.2 K for an isolated structural defect wilt=1 meV at

crystal structure of NgN,; makes it hard to carry out PC the center of a clean point contact with a ballistic regime of
spectroscopy of phonons in these alloys. electron motion. Only the scattering of electrons on the TLS

Figure 5 shows a semilogarithmic plot of the relative was taken into account, while the interaction of the TLS with
changesAA in the intensity of the spectral line versus the phonons was ignoredsee footnote 2 The results of the
frequencyw for |eVy|~5 meV. The symbols in the figure calculation are presented in Fig. 6. Since the experimental
represent the experimental values of the quantity PC spectra exhibit spectral features of negative sign for

eVy,>0, while inelastic processes give a positive contribu-

AA=(Ay = Amin) (Amax=Amin) tion to the spectrunithe contact resistance increases with
whereA,.x and A, are the amplitudes of the peaks mea-increasing bias because of the growing electron energy loss
sured at the sonic frequency and at 4&7%° Hz, respec- to excitation of the TLSs a negative sign of the difference
tively. The theory of Ref. 11 predicts that the nonlinear con-of the cross sections for elastic scattering of electrons on
version signal will fall off with frequency as-w ! for point  TLSs in the ground and excited statgsr* —o~)<0] is
contacts in which electron—TLS scattering occurs. The samadopted in the calculations. As was mentioned in Ref. 11, the

1.0

AA, arb.units
o
SL
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FIG. 6. Form of the features in the PC spectra calculated according to thEIG. 7. Point-contact spectrum of the annealed alloyMi,, with Ag for a

theory of Ref. 11 for elasti€1l) and inelastid2) processes of electron scat- contact with an appreciable contribution from thermal effects, measured at a

tering on an isolated two-level system found at the center of the contacsonic frequency1) and at the microwave frequencieq 10° Hz]: 0.48(2)

(T=4.2 K, E=1meV). and 5.11(3). The amplitude of the low-frequency modulation for curze
wasV,,=0.93 uV. The contact resistande=7 ().

spectral line caused by elastic scattering has an asymmetr#'grmaﬂon of rapidly relaxing TLSs in such materials may be
shape with respect teVy,=E (curve 1 in Fig. 6), with a pialy 9 y

descending wing in the energy regie,>E. At the same played by intercluster boundaries of locally ordered

. . , anocluster$? The size of an individual cluster in Ni—Nb
time, we note that there is also an analogous wing but o ) . . . :

L . . . L - metallic glasses is determined in Ref. 16 from a comparison
positive sign for the inelastic scattering lifeurve 2 in Fig.

6. Behavior of s nd s been observed previtisn 08 [¢%1 oo e eeeon dfacton scaterng v
PC spectra in the electron-beam excitation of crystal-fiel ' g

levels in YbBeg; and PrNg. A comparison of the calculated aototrzi :::jlm:;eZnogﬁzgiv;Gdi;mceltljasrf)rl gor?rt:m_?hgp ;%IISO
spectra(Fig. 6) with the data of the experimental measure—Contacts studied here. with a diamedeFS'O— 10'0 am pcon-
ments(Figs. 2 and 3 together with the experimentally es- ' '

tablished frequency dispersion of the sighfaig. 5, proves tain around 16)—1(fclust.ers, which in turn should govern
. . the electron scattering picture.
that high-temperature annealing of the amorphous alloy .
NisgNby, has led to the formation of slowly relaxing TLSs. Let us consider the PC spectra for a contact that can
59 T4l manifest thermal effectéFig. 7). Unlike the data in Figs. 2

Let us discuss the possible nature of the fast and slovglnd 3. in Fia. 7 the experimentally curves of the measured
two-level structural defects. In Ref. 32 the molecular dynam- N FIg. xper y curv u

ics method was used to calculate the atomic structure, th%lgnals for different frequencies are plotted in absolute units.

parameters of the energy barriers, the effective masses, a @e amplitudes of the low- and high-frequency modulation

the probabilities of quantum tunneling for the anomalous reLurrents for this contact were standard and close to the analo-

gions of the lines of screw dislocations in a copper crystal. ”?g;;gﬁ?ggt—'ef éor;hoivce?/gt?ith'en \I/:égllujs Vg?'t(;]r; hsaildr;[ZIi, soa;)rr\e
was found that the motion of a kink in a dislocation line N ' ) 9

when the dislocation line is displaced smoothly by a Iatticetallned in the low- and high-frequency measurements at high

constar®® involves the movement of hundreds of atoms voltages {/(,>30 mV) differed severalfold for this contact,
Each atom is shifted by a very small distane®.01A. As a ‘rather than by 20-30% as is usually observed. The mono-

result, the effective mass and the parameters of the tunnelir{té?pn'ﬁe%?\é\/ttmgfct:ri;??ﬁ;tzgglgg?ﬁe\'\g::u'rnactzgisé?%h\gog?gneal
barrier turn out to be insignificant, and that makes for a high P 9

fequency of tunneling transitorisee formuiatl. In the 208 1 P98, B AT S R e ereased
motion of jogs on a dislocation line, the jumplike transition o P '

of the dislocation line to an adjacent slip pldhimvolves the Here the strong attenua‘qon O.f the S|gnql with increasing
measurement frequency is logically explained by a signifi-

tunneling of only a few atoms. Therefore, for such a struc- e 7
9 y nt decrease of the thermal contribution to the signal

tural defect the effective mass and the barrier parameters a?? . . .
appreciable, and the frequency of transitions is substantiallf}1 frequencies exceeding the thermal relaxation frequency
’ =w;~10°-10 Hz.* We note that for the given contact

lower. Thus a step on a dislocation line can be associate\?fve also observed a substantial suppression of the zero-bias
with a slow two-level system. It should be noted, however, bp

that in a multicomponent alloy the dislocation cores are of aanomaly, similar to that in Figs. 2 and 3, but, uniike the case

more complex structure containing different kinds of atoms " Figs. 2 and 3, the shape of the feature observed at different

Moreover, the surface of the sample may have an inﬂuencgneasurement frequencies is modified by thermal effects, as

because of the possible enrichment of the surface layer ias shown in Ref. 35.

one of the elements of the alloy and segregation of the com-
X CONCLUSION
ponents at interphase boundarés.
In amorphous alloys the situation is fundamentally al- In this paper we have investigated the influence of high-
tered, since a dislocation line cannot be defined as an exemperature annealing of NNb,; amorphous alloys on the
tended spatial defect. For this reason a special role in thelectrical conduction processes insfb,;—Ag contacts.
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A calculation is presented for the entropy and correlation functions of Pauling ice—a model in
which the energy of the microstates can take only two values: zero or infinity. The central

point of the proposed approach is the use of a canonical expansion of the thermodynamic functions
in irreducible multiparticle correlations. Reduction rules are formulated which establish the
relation between the correlation functions of orders..1,k—1 and thekth-order correlation
function of the system. The latter is calculated on the basis of the assumption of equal
probabilities of all allowed configurations of a compact grougk gfarticles and the normalization
condition. The order of approximation is determined by the number of particfes which

the correlations between states is taken into account. It is shown that with increasiagalues

of the entropy of two-dimensional “square ice” converge honmonotonically to its exact

value obtained by Lieb. The best agreement corresponds to those approximations in which the
group ofk particles has the lattice symmetry and contains closed loops of hydrogen

bonds. The method can be extended to arbitrary lattice systen®)08 American Institute of
Physics. [DOI: 10.1063/1.1542412

INTRODUCTION state of hexagonal ice or explaining the negative coefficient
of thermal expansion of ice at nitrogen temperatures. ieb

: ) 1 Bbtained an exact value for the entropy of two-dimensional
in terms of the number of behavioral anomafie$For ex- ice on a square latticé'square ice”); the result, like the

ample, ordir_1ary iCéh.iS not_acrystal in t_he exact meaning Of_PauIing approximation, had a remarkably simple fosn:
the word, since, while being ordered in respect to the posi—_ 3/5y144/31 0 4314(in units ofkg). Unfortunately, it has
tions of the centers of mass of the molecules, it is completel ot been possible to generalize Lieb’s matrix method to lat-
disordered in respect to the positions of the protons on th&aI P 9

hydrogen bond line&? With decreasing temperature the ces of other types. The presence of an exact solution has

spontaneous transition to an ordered state, as required by tﬁweade it possible to assess the correctness and rate of conver-

third law of thermodynamics, does not occur—hexagonal ic ence of various other statistical approaches that have been
at temperatureS<T wheréT ~70 K is the temperature used to solve this problem. We shall briefly characterize
* *

of the equilibrium phase transitidri remains in a metastable these approach.es. .
proton-disordered state. At the same time, for ice with the The most widely used method for calculating the entropy

. . . . 12’13 .
body-centered cubic lattice the transition to a state of order®’ Pauling ice is the diagram methdt; which corre-
ing occurs without difficulty’ sponds to a formal expansion of the entropy in a series in

An important characteristic of hexagonal ice is its re-POWers of 1/3. Specific calcglation; of the entropy of ice for
sidual entropy. Calculations according to the data of calorifhree types of lattice—two-dimensional square, face-centered
metric measurements have shown thatligéias a large re- cubic, and hexagonal—have been carried out to the twelfth
sidual entropy As,.e~(0.566+0.032)x10" 2 J/K per order of perturbation theory. At the same time, it should be
molecule! This value is close to the valulesIn(3/2) ob-  Pointed out that the partition function and correlation func-
tained by Pauling in 1935in the framework of a simple tions are represented by diagrams of different tygesd it
model of disordered ice and the mean field approximation fofs therefore difficult to identify the type of correlations re-
pairs of neighboring molecules. This agreement has stimusponsible for some particular contribution to the partition
lated a number of papérddevoted to the theoretical calcu- function.
lation of the residual entropy of ice. A new spike of interest  In the Kikuchi method of pseudoparticle ensembie
in the calculation of the residual entropy flared up in the latethermodynamic potentials and correlation functions are cal-
1960s and early 19785*%and was motivated not by refine- culated in a self-consistent manner. However, the procedure
ment of the Pauling model but by the intensive developmenof eliminating incompatible states of the pseudoparticles is
of general mathematical methods of statistical physicsextremely cumbersome. Although in principle the method
Therefore the calculation of the residual entropy of Paulingoermits one to take into account correctly the correlations
ice has been the subject of a much larger number of theorebetween states of arbitrarily remote molecules for an arbi-
ical papers than has the problem of determining the grountrary character of the interaction in the system, in reality it is

Water in the liquid and solid states is a unique substanc

1063-777X/2003/29(2)/8/$22.00 130 © 2003 American Institute of Physics



Low Temp. Phys. 29 (2), February 2003 T. V. Lokotosh and O. M. Gorun 131

possible to calculate only the contributions to the thermody-ever, as we mentioned above, the transition to the proton-
namic functions due to the correlations of nearest and nexbrdered state corresponding to the minimum energy takes
nearest neighbors. This approximation has also been used fens of thousands of years on account of the low rate of
a calculation of the residual entropy of Pauling (see Ref.  conversion. Therefore, the residual entropy of ice near abso-
8). lute zero practically coincides with the entropy of the proton

In view of what we have said, it seems advisable todisorder near the melting point of ice. The contributions of
advance the development of correlation methods for conlibron—phonon oscillations tas,. play a subordinate role
struction of the thermodynamic potentials. and can be neglectéfi The next simplification of the calcu-

The goal of the present study was to calculate the bulltations derives from the fact that the energy of the multipole
entropy of Pauling ice in the framework of a statistical interactions is not only much less than the hydrogen bonding
method based on a consistent accounting of the contributiorenergy of the molecules but also much less than the thermal
of the irreducible correlations, which play a decisive role inenergy at the melting pointkgT, ). This means that to a
systems with strong hydrogethighly directional bonds. first approximation the energy of all the Bernal—-Fowler con-
The idea of this method originated in the works by Ru&le, figurations can be assumed equal in a calculation of the en-
but it was not developed further in those or in subsequentropy of ice. This is the assumption on which Pauling based
works. his model of proton-disordered ice. Let us mention the main

The proposed approach consists ineapansion of the approximations that allowed Pauling to evaluate the entropy
entropy in a series in multiparticle correlation function$; b of ice in the model he proposed.
transformation of a fragment of the series on the basis of Each HO molecule forms four hydrogen bonds with its
reduction rules(relations between the multiparticle prob- nearest neighbors, so that its two protons can be distributed
abilities); ¢) the assertion that the probabilities of all allowed six ways on the four bond linetsee Fig. 1a Since the
states of &-particle cluster are equally probable); @ self- number of bonds in the crystal is twice the number of mol-
consistent calculation of the correlation functions of ordersecules, two of the bonds of a molecule can formally be
lower than the number of particles in the cluster. The numbetreated as being attached to it and the other two as being
k determines the order of perturbation theory. Concrete calattached to the neighboring molecules. The probability that a
culations were done for the cases of a simple square and@oton will be presenfor absent on each of the bonds is
three-dimensional hexagonal lattice. A comparison with theequal to 1/2. Accordingly, the probability that two bonds be-
results obtained previously by other approaches attest to tHenging to adjacent molecules will admit a given configura-
good convergence of the series for the entropy. tion of a chosen molecul@r, equivalently, a given distribu-

It should be emphasized that there is a weighty reason ttion of its protons is equal to (1/23. Thus the number of
return to the problem of the entropy of Pauling ice. This isstatesw and the entropy per molecule have the following
the problem of describing the structure and properties ofipproximate values:
amorphous and highly viscous states of water, in which mul- 3
tiparticle clusters play a decisive role. Our proposed method  y~ ~, s=Inw~~~0.405 (in units of kg). )
of irreducible multiparticle correlations is a reliable tool for 2 2
constructing equations of state of clustered systems. In addiFhese same values were obtained by Slater as a first approxi-
tion, a model for supercooled water is much more naturallymation in a different approaé’n.
constructed as an expansion of the Pauling ice model rather e see that the Pauling result is determined solely by the
than an expansion of the liquid—vapor model ordinarily usedocal properties of the network of hydrogen bonds, which are

for the purpose. the same for all ices, and corresponds to a situation in which
the molecules linked by hydrogen bonds form a Cayley tree.
1. PAULING MODEL OF PROTON-DISORDERED ICE Formulas(1) can be refined, first, by taking into account the

correlations between states of remote molecules and the de-
, is th ) ¢ fini K of hvd pendence of the entropy of proton disorder on the topological
ices Is the existence of an infinite network of hy rogenproperties of the network of hydrogen bonds, which are de-

bonds, wh_ich is regular in ice and irregular in the liquid ;o 1 inaq by the type of crystal lattit¥(even in the Pauling
phase. This is due to the structure of the water m°|eCU|q?10deb
0

which has two pronounced maxima each in the densities

positive and negative charge, the directions to these maxima

from the oxygen atom having a practically tetrahedral coor-

dination. In ice each water molecule forms four hydrogen a}:j Kz ‘/(1 ﬁ ;(1 m
bonds. In all modifications of ice the hydrogen bonds are

close to linear, i.e., they are such that the protons lie practi-

cally on the line connecting the two adjacent oxygen atoms.
The allowed distributions of protons can be described by b éo Q‘ O{;} bé OQQ ‘@
the Bernal—Fowler rule¥’ 1) two hydrogen atoms are found
1 2 3 4 5 6

close to each oxygen atom) Bne and only one proton is
located on each bond. Places where these rules are broken

are identified as defects. The Bernal—Fowler rules do nof'G: 1- The six possible ways of distributing two protons of th&@kmol-
ecule on the hydrogen bonds it forms in the three-dimensi@alnd two-

uniquely fix the posifcions _Of the protons in the system, or, indimensional(b) cases. The numbers-6 label the states of the molecule
other words, the orientation of the water molechlidow- corresponding to the different distributions of protons.

It is well known that the main feature of liquid water and



132 Low Temp. Phys. 29 (2), February 2003 T. V. Lokotosh and O. M. Gorun

An additional reason why the Pauling model is attractivestates of the other two particles, then(ijk) decomposes
is the probability of constructing a “square ice” model on into a producip,(ij)p4(k), and a binary correlation function
the basis of it. One actually needs only to drop the requireef the typep,(ik) decomposes into a prodyet(i)p4(k). As
ment of tetrahedral coordination of the hydrogen bondsa result, the expression in the argument of the logarithm in
forming each moleculéFig. 1b. As we have said, this cir- the formula forS; becomes unity, and the corresponding
cumstance is unimportant in the Pauling approximation an@ontribution to the energy is zero. Although no subgroup in a
is not explicitly used in it. system of interacting particles is exactly statistically inde-
pendent, the principle of decay of correlati&hallows one
to state that with increasing distance between the various
2. CONSTRUCTION OF CORRELATION FUNCTIONS FOR pairs of particles in a subgroup, the irreducible correlations
SYSTEMS WITH STRICT EXCLUSION RULES between their states rapidly decay, and the corresponding

In the case of Pauling ice we are dealing with a specificcontributions to the entropy tend toward zero. _
system with strict exclusion ruleé€SSER. By SSER we Let us consider an approximation in which seri@sis
mean a model system in which the energy of a microstatéruncated at th&th term. In other words, we shall neglect all
can only take on two values: zero or infinity. Other exampleghe irreducible correlation effects above té order. Let us
of SSERSs include hard spherédisks and long, non-self- discuss the character of the different distributions toktie
intersecting polymer chainéhe Flory—Huggins problem  term of serieg3) in more detail. All possible samples &f
The study of the mathematical properties of SSERs is imporParticles can be divided into linked and unlinked. In a linked
tant because they can be regarded as acceptable zeroth 8mple any two molecules can be connected by broken lines
proximations for real systems. (forming the “bonds” of the latticg that pass only through

In Pauling ice the energies of all Bernal—Fowler con-Sites of the sample itself. Further, on the set of linked
figurations are identical and taken to be zero, while the enk-samples one can always identify a configuration that is the
ergies of the configurations containing Bjerrum defects ardnost compacti.e., the configuration with minimum diam-
assumed to be infinite. States with infinite energy are intereten. . _ . _
preted as forbidden, and therefore the total energy of the From a physical standpoint the main role is played by
system is equal to zero. The nontrivial thermodynamic charthe contributions of compact configurations lofparticles.

acteristic of a SSER is its entropy. For such configurations the behavior of tkgarticle corre-
The entropy of a system dfl particles is expressed in lation function is determined mainly by interactions taking
terms of its distribution functiomy({&1): place within the sample itseffve shall call it ak-cluste). In
this casep(’(...) (the upper index here and below will de-
s=—-> > pn{ENIN py(LED), 2) note the order of approximatipran be constructed directly
2 from “first principles.” In particular, in a SSER one can use

the principle of equal probability of all allowed configura-
ions of ak-cluster to determine the highest-order correlation
function. All the lower-order correlation functionsi<k, are
determined on the basis of the higher-order ones with the aid

where {&;} is a complete set of variables which uniquely
determine the microscopic state of the system, and the ind
i enumerates the lattice sites.

It is physically obvious that a large part of the informa-

tion about the state of a system is contained in the low-ordePf igorous reduction relations. ,
correlation functionsp (&), pa(.£;), etc., which are re- A formula for calculating the approximate value of the

. . . (K) i i i
lated topy({& 1) by well-known relations. In view of this, it entropy S for different values ofk can be written in the
is expedient to write the expression for the entropy in the'0rm
form of a serieqsee Ref. 1

g 2 SW=gk+sK0+8H+...+5, (5)

S=5,-S,-S;+..., 3) o _ _ o
where S¥) is the sum of irreducible contributions over all
S =— n )=—N In , possible sets afn particles belonging to a compdcicluster.
' Z Eg,: pal&)inpa(&) %" pa(£1)INpe(€1) With increasingk the value ofS™) approaches a limit which
naturally coincides with the entropy of the system.

S,=— E 2 po(&,E)IN M The stated approach is internally consistent, since we are
i &4 P pa(é)pa(§)) neglecting irreducible correlation effects higher thah or-
der both in truncating the entropy seri@ and in determin-

Si=— 2 > pa(§ i &) ing the highest-order correlation function. We note that its
(ijk) & &) &k consistency is a consequence of the fact that only compact

. , _ configurations are reflected in it. In the noncompact groups

X In Paldi &, 80Pa(&)pal &) pal &) , (4)  of particles the correlations do not have such a direct
P& €Wp2(&in§))p2(&) .6k (energy-relatercharacter, since they are mediated by corre-

in which the symbols(ij), (ijk),... denote all possible lations with molecules that do not belong to the sample. The
samples of particle pairs, triples, etc. Seri@psis an expan- highest-order correlation function of such a sample must be
sion of the entropy in irreducible multiparticle correlations. determined by a correlation function of higher order.

The meaning of the term “irreducible” is most simply The optimal value ok depends on the specifics of the
illustrated by the example of a set of three particles. If theinterparticle interactions. For Pauling ice and other SSKRs,
state of one of themk) is statistically independent of the should be larger than unity. This is because the single-
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particle approximatior(actually the mean field approxima- /1\ ‘1’ (J>*
tion) is inapplicable, since it is unable to incorporate the W ¢
exclusion rule. It follows from physical considerations that

the best approximation for the correlation function and en- \

tropy should be obtained for values kfthat correspond to 1 0 o
clusters whose symmetry coincides with the point symmetry ‘ . ._
of the lattice. For a square lattice this requirement is satisfied

by clusters withk=4,5,9,...,which are squarek=4,9) '\

and cross-shapedk€5) (see below. The requirements of n

compactness and symmetry do not depend on the specifics of 0 N\ 2 /-
the interaction. In the case of systems with hydrogen bonds H/ ’ Q

an additional factor influencing the accuracy of the calcula-

tions is the presence of closed loops of hydrogen bonds iRIG. 2. Five-parti.cle cluste¢‘cross”). It contains two pairs of molec_:ules

the cluster. In particular, in 4- and 9-particle clusters all theconnected by horizontal hydrogen borids-0 and 0-2) and two equiva-
P . lent pairs of next-nearest neighbdfs-2 and 1-2").

loops of hydrogen bonds are closed, while in the 5-particle

cluster there are no closed loops. The leading role of clusters

with closed loops of hydrogen bonds is explained by the fact B o )
that for them the multiparticle correlations are taken intoSPecified states of the molecules at the indicated vertices of

account most completely. the square. Therefore,®)(1,4), defined as the ratio of the
In systems with a strong anisotropic interaction, innumber of favorable outcomes to the total number, is given

which microscopically nonuniform structures can arise, thedy
value pfk should be matched with the size of the region of 5 PiA1,4)+Pyp(1,4 1
nonuniformity. Py (L,4)= >p =36
The entropyS® of Pauling ice will take on its maxi- °
mum value in the case when all the allowed states of thét can be verified that for the pairs of molecules distributed as
k-cluster are assumed equiprobafl@hus for a SSER the indicated above, the correlation functipn(® assumes this
principle of maximum entropy allows us to approximate thesame value for 16 out of the 36 possible states of a pair. In
k-particle correlation function of the system by the expresten statesp;®’=1/27, and in the remaining 10 states it
sion equals 1/54.
This method of calculating the correlation function can
/Py for allowed states, g  also be applied for all the other groups of molecules with
0 for forbidden states, m<5 of the five-particle cluster and also in the general case.
) The basic feature of this method is the determination of all
where Pi=2, ¢ A(0£(é1...-.80) is the number of al- e correfation functionp((...), m<k from the correlation
lowed states of the compact group kfmolecules. Here fynction p( of the cluster as a whole. The relations between

pf(k)(glv‘fZi"'igk):

A(0O,) is the Kronecker delta. The upper indexdff) indi- ;09 'm<k andp(Y have the meaning of reduction rules.

cates the order of approximation, and the lower index is the |t js important to note that these reduction rules have a

order of the correlation function. substantially different character from the standard relations
Let us consider a way of finding the values of the low-

order correlation functions of _k-clus'ger for a specmc_ ex- P 1(E1re b )= pelErrennid) @

ample, whenk=5. On a two-dimensional square lattice in &

the five-particle approximation the most compact distributiorlf
of molecules corresponds to the situation when the centrg
molecule (see Fig. 2 is considered together with its four
nearest neighbor& cross-shaped configuratjohe total
number of different states of the 5-clusterRg=6-3%. In
particular, let us find the correlation functign,’® of the , .
molecules lying at opposite vertices of the minimal square.',n our(ka)pproacfgk)the rglaﬂon between th? gorrelatlon func-
Of the two possible variants of the distribution of the verti- 1ONS Pi-1 @andpyc” is given by a formula similar t¢7):
ces, we choose the one corresponding to the unit vegtor ® "
Fig. 2. Let the molecule in the lower right-hand corner of the pkfl(glv---gkfl):; pr (€1, i€,
square be found in the state labeledéh Fig. 1, and let the “
molecule in the upper left-hand corner be in state but the relation

Two pairs of molecules in the cro$$,2 and 1,2') are
arranged in the required way. These two pairs should both be pﬁ")z(gl,...,gk_z)z 2 pﬂk)(fly---ék)
taken into account on an equal footing in the calculation of f1
p5®(1,4). The number of states of the 5-cluster in whichis no longer valid. This is because adding a particle to a
molecules 1 and 2 are found in statt@nd 4 is P15(1,4) subgroup of k—1) particles to bring it to a compact
=9. At the same time, for molecules &nd 2 this number k-cluster K~ 10) can only be done in one way. At the same
is Py:2:,(1,4)=18. This difference is due to the different time, to obtain &-particle cluster by adding two particles to
number of allowed states of the central molecule 0 in thea subgroup of K—2) particles can be done in several ways.

Er the exact correlation functions of a system. Indeed, it
llows from (7) that

pk_z(gl,...,gk_»:; pr(é1,. &)

k—18k
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In constructingp(kk_)2 one must take all of these possibilities s'?~0.405, (13
into account. This way of calculating{”, turns out to be _ _ , it
completely consistent with the probabilisitic meaning of theWhich agrees with the Pauling restillt is somewhat smaller

correlation function. What we have said applies to all thethan the exact valu€. We note that in the case of a two-
lower-order correlation functions. dimensional square lattice the correlations between all the

When all the possible correlations in an ensemble ofearest neighbors are taken into account completely only

N~ 10?3 particles are taken into account, such problems gstarting in the five-particle and higher approximations.
not arise, and relatiofi7) does apply. The next correction to the value of the entropy comes

from taking into account the correlations in the states of
three “mutually nearest” molecules. There exist two physi-

3. CALCULATION OF THE ENTROPY OF “SQUARE ICE" IN cally different types of such configurations: d “corner’—
DIFFERENT APPROXIMATIONS FROM THE IRREDUCIBLE the Configuration formed by moleculds-0-1 in F|g 2,
CORRELATION FUNCTIONS and 2 a “segment’—three molecules lying on a straight

The features of the calculation of the bulk entropy ofine, like moleculesl —0—2"in Fig. 2. In the three-particle
Pauling ice by the method of series expansion in irreducibl@PProximation these configurations are statistically equiva-
correlation functions are most conveniently discussed for th&&nt- Taking into account that the numbers of “corners” and

extremely simple example of square ice. “segmentg" are, respec’Fiver, four times and twice the num-

When the physical equivalence of all the lattice sites isP€r of lattice sites, we find
taken into account, the single-particle contribution to the en- = 6e® - 1 &3 — 23 4 73 (14)
tropy per site is given by the formula 3 2 2 o

where
siP=— ; pP(EDIN P (&), 8)
b o == X pP&.6.E)INpSY(£1,65.69),
A molecule at a site can be found in six different state=e £1.62.83
Fig. 1), which in the single-particle approximation should be (15
treated as equiprobable. Therefore Y= —§E§ o (£1.62)INp5(£1,60).
1,62
pi(E)=1/6, £=1,..6 O . .
q In$3” ands;;’ the summation is over states of particles in

an

the “corners” and “segments,” and the prime denotes the
S(l):~5<11>: In6~1.792. (10) pair correlation function for non-hydrogen-bonded molecules

. . , in these same configurations.
This value of the entropy is more than four times as large as  |; ig easy to see that in formulés) one hasP;=54

the exact valué? since in the single-particle approximation while p(ls) and p(23) have the same values as in the two-

the restrictions on the states of pairs of hydrogen-bondefl,icie approximation. At the same time, the pair correlation
molecules are not taken into account. function p$*) takes the value 1/54 for 18 orientations of the

_In the two-particle approximation we must consider h5ir of molecules, and 1/27 for the other 18. Accordingly,
pairs of nearest neighbors. For any state of the first molecule

of a pair, the second can be found in only three of the six ~3.¥=In54, 3>=In18,
possible states. Thus, of the 36 states of a pair, only 18 are

1 2
allowed, so that 5,=5In54+ 227, 57 =In6.
@ 1/18 for allowed states,
P2 (€161 0 (0 forbidden states. (1D substituting the values 6§, p=1,2,2,3 into formula

(14), we obtains(®~0.519. We see that taking three-particle

The single-particle probabilitiep{®)(£), as may easily be correlations into account leads to a worsening of the agree-
seen, remain the same in the two-particle as in the singlanent of the approximate and exact values of the entropy.
particle approximation. We note that the topological properties of the lattice do

Taking into account the reduction rules, the equivalenceot play a role in the two- and three-particle approximations.
of all pairs of molecules, and also the fact that the number ofrhis is because of the absence of closed loops of hydrogen
pairs of nearest neighbors is twice the number of lattice siteonds in thek-clusters fork=2, 3. We encounter a different
we can write the entropy per molecule in the two-particlesjtyation in the four-particle approximation, in which the

approximatior{see formula4)] in the form: 4-cluster represents 4 molecules lying at the vertices of the
s(2)=Z§<22)—3§(12), (12) square and forming a closed loop of_bon_ds.
For any state of the molecule A in Fig. 3, molecules B
where and D can each be found in three different states. However,
depending on the states B and D, molecule C can be found
=5, B=— gEg pY(£1.6)INpP (& ,&,). either in one or in two states. A simple calculation shows that
1:62

P,=82, so that the probability of each allowed state is equal
Substituting(9) and (11) into the expressions fo?s(f) and to 1/82. If the four molecules formed an unclosed chain of
32, we obtaind{?)=1In18~2.8904 and&{®’=In6~1.7918 three bonds, the number of states would be equal- &6
and the value Another important consequence of the existence of a closed
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A B A B A B 3, =1n 82~4.4067,

(o 15 82 18 164 8 41
c c o 2 71"s T4 g TN Tt

~(4)_14| 41 27I 164 17916
a b =T T a7 ~L7oLe

FIG. 3. Examples of configurations of the 4-clustexguare”): the states of - - (4)
molecules A, B, and D uniquely determine the state of molecul@;Ghere These values together witfl6) lead to an estimate

are two allowed orientations of molecule(B). ~0.424. Thus taking into account the configurations forming
closed loops of hydrogen bonds leads to a significant im-
provement in the result, which, by the way, is now practi-
cally in agreement with the values of the entropy found by
loop of hydrogen bonds is that the single-particle probabili-e diagram method in Refs. 10—13.
ties p{*) are different from 1/6, and the two-particle prob- | the five-particle approximation the 5-cluster is cross-
abilities for the allowed states of a pair of nearest neighbor%hapedsee Fig. 2, and in the six-particle approximation it is
is different from t?e vas!ues in the two- and three-particleg 2x 1 rectangle. It is clear that although these approxima-
approximations g5”=p5*)=1/18). One can readily verify tions are very different qualitatively, one can assume before-
by a direct calculation that the preferred states of a moleculang that neither will improve upon the result obtained in the
ar‘? those with the protons Iylpg in a straight line, for Wh'Chfour-particIe approximation. Indeed, in the case of the
p{V=28/164. The states with protons on perpendicularcross” there are no closed loops of hydrogen bonds. In the
straight lines, labeled—4 in Fig. 1, are more rarely encoun- six-particle approximation we have two types of closed
tered: p{*’=27/164. Among the five physically nonequiva- |oops, but the symmetry of the compact cluster is lower than
lent configurations of a pair, the most common configurationne symmetry of the lattice. The values Bf and Pg are
is that in which the protons of each of the molecules lie in 8equal to 6 3* and 374, respectively. We shall omit the inter-

straight line. Its probability is equal to 10/164. mediate calculations and just give the results for the entropy
By simple identity transformations the explicit expres- iy these approximations:

sion fors® is brought to the form

(5) —=(5) _ ~=(5) (5)_, ya(5)
S S 23 25, +457,
s@W=g— 25"+, (16) ° 2 2

=280 - 35(% — 250 + 430 -3, (18)

=4 _ (4) (4)
Sa = 512{’54 Pa (£1.62.63.£0)IN P37 (£1.82.83.84)- where the notation has the same meaning as before. Plugging
(17 in the numerical values,

We see that the three-particle correlation functions do not 3> =In486~6.1862n &> =In18~2.8904,
appear ins*), nor do the pair correlation functions for the s

states of the molecules lying on the diagonals of the square. ”8(2,)~3.5520, 3 =In6~1.7918,

The latter belong to four 4-clusters simultaneoudhig. 4). L (5) . .

We note that expressiofi6) is in complete agreement with we find s>'~0.469. Similarly, with
the result obtained by the Kikuchi pseudoensembles 38 =1n 374~5.9243, 3%~ 4.4049, 3P~ 3.9820,
method® but, unlike that method, it is derived without elabo-

rate lines of reasoning and mathematical complexities. With ~ 3\®’~2.8760, 3%~1.7915

the numerical values of the corresponding correlation func-

(6) ~
tions substituted in, we have we gets . 0.383. . Sl : .
The single-particle probabilities in the six-particle ap-

proximation p{® for the equivalent state-4 and5, 6 are
equal to 0.164 and 0.172, respectively.
—] __——_75-1»— Thus we can conclude that the best approximation cor-
N
|
|
|

responds to the situation when the compact cluster contains
various closed loops of hydrogen bonds and the symmetries
of the cluster and lattice coincide. After the four-particle
cluster, these properties are possessed by the 9-particle clus-
j """""" I‘/‘\ """""" <>| ter, which is a 2 square, for whichP4g=2604. In this

T\

approximation the entropy is given by the formula

s©O=5 - 280 +3 . (19)

1

!

! . . . .

i : Determining the numerical values of the correlation func-
i

1

I

; :

i A ;

i (M () tions for the different allowed configurations of compact

0 ._._._._._._.;.\_ﬂ.‘. T clusters of six, four, three, and two molecules and the prob-
abilities of single-particle states of the two types, we find

FIG. 4. Four adjacent 4-clusters. The common elements are pairs of adja-

cent molecules and individual molecul@sach site belongs to four clusters s(9=7.864804-2-5.921714 4.407329=0.4287.
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TABLE I.
k 1 2 3 4 5 6 9
Py 6 18 54 82 486 374 2604
s(k) 1.7918 0.4055 0.5187 0.4242 0.4684 0.3825 0.4287
p{e(l) 0.16(6) 0.16(6) 0.16(6) 0.170 0.16(6) 0.172 0.174
p{e(II) 0.16(6) 0.16(6) 0.16(6) 0.165 0.16(6) 0.164 0.163

The relative error is around 0.7%. A very similar value of hydrogen bonds and the coincidence of the cluster and
was found in Ref. 13 in the twelfth order of perturbation lattice symmetries—are satisfied only for a 26-particle clus-

theory: S{j3)~0.4283. ter.

The results obtained for the entropy and the single- We take into account that hexagonal ice has two types of
particle averagep(¥'(I) and p{¥(Il), where I=5 or 6 and Il  closed rings of six hydrogen bondfig. 5), the so-called
takes one of the valuek-4, are collected in Table I. “armchair” and “hat.” ® The numbers of “armchairs” and

It is seen that with increasing size of the cluster within“hats” are half and 1.5 times the number of lattice sites,
which the irreducible multiparticle correlations are taken intorespectively. The number of possible states of the “arm-
account, the entropy and the single-particle averages changbair” (a) and “hat” (h) types are the samePg(a)
nonmonotonically. The smallest deviation from the exact=Pg(h)=730, so that the probability of each allowed state
result$ corresponds to clusters with=4 and 9, the sym- of the six molecules of a ring is equal to 1/730.
metry of which coincides with the lattice symmetry and in After some identity transformations, the extremely awk-
which the hydrogen bonds form closed loops. From thisward initial expression fos® takes the form
standpoint one expects that for further refinement of the en-
tropy value it will be necessary to consider a 16-particle
cluster(a 3xX 3 squarg

The values of the single-particle averageg(l) and 1
p{9(Il) can be compared only with the results obtained in —Z,(h) + =%y (h) + 23, (20)
Ref. 15 by the diagram method in the approximation of loops 2
containing 12 hydrogen bonds;p{*?(1)=0.190 and
p{*2(11) =0.155. We stress that in the approach taken her
the calculation of the correlation functiopd with m<k The calculation gives®~0.409,

precedes the calculation of the entropy, and therefore the This value agrees to an accuracy of 2% with the result of

accuracies to which the entropy and correlation functions arg.¢ 13 \which was found by the diagram method with all the
determined are z_issumed_to be the same. In the_dlagram methased loops containing 12 hydrogen bonds taken into ac-
ods the correlation functions are constructed independently, .« A very close value for the entropy of cubic ice was
of the partition function, and there is thus no consistent CONgyptained in Ref. 12 by a semiphenomenological method with

trol of the random errors. Moreover, in the method of irre-y, o minimal closed loops, also containing 6 bonds, taken into
ducible correlation functions the normalization condition IS account's®)~0.408

imposed on the correlation functions of all orders<k, cub

o . ) L ) Thus we are convinced of the good convergence of the
making it possible to avoid omissions or repeated Coum'n%equences(k) of approximate values of the entropy obtained

of physically equivalent states of the samples. In the diagrgr'f}om consideration of the truncated seri@. In addition,

method there is no analogous “sum rule” for the topologi- e resyits of the calculation directly attest to the largeness of

cally nonequivalent loops with a specified number ofy,e jrreqycible multiparticle correlation effects in ice or,

bonds,” and that makes it harder to monitor the random .. generally, in systems with strong hydrogen bonds. Ef-

errors. fects of this kind may be responsible for the formation of
clusters of mesoscopic size in liquid water.

6L 3. 3. 3.
S =§Sa(a)+ zse(m— 584(h)—3§3(a)+ Esz(a)

where the symbola andh label the contributions belonging
%o the “armchair” and “hat” conformations, respectively.

4. ENTROPY OF HEXAGONAL ICE

Let us turn to a calculation of the entropy of three-
dimensional hexagonal Pauling ice. As we have said, the

values of the entropy in the pair and three-particle approxi-
mations,s?) ands®), do not depend on the topology of the
lattice and therefore are the same for the square and hexago-
nal ices. In hexagonal ice the minimal closed contour of
a
b

hydrogen bonds is formed by six molecules, and we shall
therefore calculate the entropy in the six-particle approxima-
tion. We note that the molecules making up a hexagonal ring

of h_ydrOgen bonds qo not form the most compact group 0f:IG. 5. Conformations of the minimal closed loops of hydrogen bonds in
particles. Both requirements—the presence of closed loopsexagonal ice: the “armchair” typéa) and the “hat” type(b).
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CONCLUSION The statistical approach proposed in this paper also
fWorks successfully for finding the entropy of another well-

proton-disordered ice in the framework of the Pauling modefmown SSER model—a solution of ideal polymer chalns._
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A simple one-dimensional model of a ferromagnet in a vortex configuration is proposed for
qualitative description of the structure and dynamics of a vortex in a two-dimensional magnetic
system. The model describes a system of four parallel spin chains with single-ion anisotropy

of the easy-plane type and includes elements of both the contifalomg the chainsand discrete
(perpendicular to the chaindescriptions. An analytical study is made of the static vortices

and moving vortex solutions of stationary profile. The analytical results of a calculation of the
static structure of the vortices are supplemented by a numerical analysis for the analogous
discrete systems and are in good agreement with the numerical data. The approach is generalized
to the case of the description of gyrotropic motion of vortices of stationary profile in the
framework of the collective variables method for the combined continuum—discrete description.
The results are analyzed and compared with the data for two-dimensional magn2803©
American Institute of Physics[DOI: 10.1063/1.154241]3

1. INTRODUCTION the theoretical study of spin plaquettes has acquired addi-

di fth d4d , ; i _tional significance in connection with experimental research

Stu |esdc_) the ;tru?t?re an ynamlpio magnetic ‘;OE"on some new objects in the physics of magnets: magnetic
ces in two-dimensional ferromagnets with anisotropy of the | o 1edl  An  exact analytical treatment of spin

easy-plane type have recently been attracting significant a

tention on nt of the fact that the maanetic ph T r1[)’Iaquette%0 gives a rather clear explanation of the phenom-
ention on account of the fact that the magnetic phase trarg ., o|5ted to the internal modes of such a system in a vortex

sition in such systems takes place in accordance with the . . :
. ) . : configuration. However, because of the small size of a
Berezinski—Kosterlitz—Thouless mechanism and is accom-

panied by the formation of a large number of vorticean plir(]q:éa;tle, one cannot consider the motion of a vortex in such
the other hand, a significant number of two-dimensional and '

guasi-two-dimensional compounds have now been obtaine In_ t_h|s paper we propose a_one-d|m_en5|on_al model for
(a list of references and a brief review are given in Ref. 2 escribing the vortex properties in an anisotropic easy-plane

and so there is a heightened interest in studying them. Ir|1-|eisenberg ferromagngt. The mogiel.admits solut'ions of the
very recent years the experimental study of magnetiOrt€x type and can give a qualitative explanation of the
nanodotd” and artificial two-dimensional lattices of thém features of vortex dynamics in a two-dimensional magnetic
has become one of the most interesting areas in the physiéé’Stem: The first one-dimensional model of two-dimensional
of magnetic phenomena, as these might serve as a basic gppologlcalz defects was proposed by Frenkel and
ement of new technical devices. Experiments show that fo|,<o_nt0r0v_& for describing dislocations in a crystal lattice. In
certain ratios of the the transverse dimensions to the thickSPit€ Of its one-dimensional character, that model gives a
ness of the magnetic dots, magnetic vortices are observed [ﬁther accurate des_cr|pt|on of the core structure of a disloca-
them. However, the theoretical study of two-dimensionaltion and its dynamics and has been used successfully for
magnetic vortices is a rather complicated problem. Althougrnore than 60 yearS. Later a similar 1D model was
the structure of the vortices and their motion and internaProposed for describing complex magnetostructural topo-
dynamics have been investigated in some detail in a numbé@gical defects. In our case the study of the proposed 1D
of studies(see, e.g., Refs. 2 and 6)-3he majority of the ~Mmodel is also of important methodological significance: it is
results have been obtained in the collective variables methogimultaneously a continuum and a discrete model, depending
(CVM) or by direct numerical integration of the equations of on the direction, and it is therefore possible to study the
spin dynamics of the lattice. At the same time, in any ap{nfluence of the discreteness of the system on the topological
proach important information can be lost concerning the decharacteristics of defectsheir “topological charges.
pendence of the dynamics and structural properties of the The main feature of the proposed model and the dynami-
vortices on the parameters of the system, so that modeRkal equations for the magnetization are described in Sec. 2.
which admit an analytical treatment are extremely importanSection 3 is devoted to an analysis of the static in-plane
for gaining a qualitative understanding and finding an explavortex (IPV) solution in the model: analytical expressions
nation of the results of experiments and numerical simulaare obtained for the distribution of the spins in IPV, and the
tions. stability of this vortex solution is investigated. In addition to
The simplest models of this kind describe small frag-the analytical treatment, for the analogous discrete systems
ments of the spin lattice—spin plaquett@dn recent years of finite size we present numerical results on the determina-

1063-777X/2003/29(2)/13/$22.00 138 © 2003 American Institute of Physics



Low Temp. Phys. 29 (2), February 2003 A. S. Kovalev and J. E. Prilepsky 139

tion of the value of the anisotropy parameter at which the3 (in the standard notation the chosen spin direction corre-
IPV becomes unstable. We examine the static out-of-planeponds to an “antivortexy. This simplification of the bound-
vortex (OPV) solution arising in the proposed mod@ee ary chains leads to an additional effective anisotropy for the
Sec. 4. An analytical treatment for the case of weak easy-inner chainsl and2 which makes the OPV stable. The spins
plane anisotropy is also supplemented by data from a nusf the inner chainsl and 2 are free and can assume any
merical analysis of the analogous discrete systems of finitposition in the easy plane and can also deviate from the
size. The dynamical properties of the OPV are investigateghlane. The proposed model is capable of describing a vortex
(Sec. 5. Expressions for the magnetization distribution in aconfiguration if the corresponding static solution has the fol-
vortex of stationary profile are obtained for the cases olowing properties: the spins ifh have positivex andy pro-
“fast” and “slow” vortices. It is emphasized that the moving jections forx— — oo, while for x— + o0 they have positivex
OPV exhibits the characteristic asymmetry of gyrotropic mo-but negativey projections. In chair2 thex projections of the
tion. A version of the CVM approaét’ is proposed for the spins change sigfFig. 1). In such a configuration the total
case of a combined continuum-—discrete description of theirculation of the spin vector along a closed contour is equal
system, and a simplified effective equation of motion for theto 27. In other words, this solution possesses an analog of
center of the vortex is derived. The results are summarizetbpological charge around the vortex centery=0, but,
and compared to those from an analysis of two-dimensionalinlike the continuum system, in one passage around the cen-
systemgSec. 6. ter of the vortex the magnetization vector in magnetic space

does not follow a continuous circle but takes on only six

discrete values on the unit circle.

In the framework of the classical Heisenberg model this
The simplest model that admits an analytical treatmensystem is described by a Hamiltonian

of the statics and dynamics of magnetic vortices is a system
of two ferromagnetic spin chains with easy-plane anisotropy
(only single-ion anisotropy is considepe®uch a model ad- B
mits a solution with a vortex configuration in which all the H=—>, J(St-Sh 4SS ) - E(Sﬁz)z
spins lie in the easy plane. However, such an extremely sim- "
plified model cannot be used to describe a more interesting B
type of vortex, in which the magnetization vector can deviate )
from the easy planes. It is therefore necessary to use a more
complicated model in which the existence of both types of

vortex solutions are possible, depending on the value of thﬁ/here the index is the number of a pair of neighboring

anisotropy. spins from the first and second free chains alongxtlais,

I Ezttetes:rr]no%l?gt tgn?ﬁsl fjr;iti-o?]irjgirrﬁ:nessionoal:rczgsrzvf: q | is the classical spin vector of tieh pair of theith chain,
paq 9 wherei=1, 2 (§=1); J, is the exchange interaction con-

which admits analysis of the OPV solutions is illustrated in . U ~
stant between the spins of each individual free chaioor-

Fig. 1. The system includes four parallel spin chains with i i
fixed spins in the boundary chaifiabeled0 and3). Similar responds to the exchange between the fixed boundary spins
and the spins of a free chain, adds the exchange between

models have been proposed previolsipr describing the

properties of complex topological magnetostructural defects?pins Of, Qiﬁerent free chain(:al'l of the.exchgnge c.onstants
The fixed spin chain® and 3 model the two spin spaces are positivg. The parameteg is the single-ion anisotropy

surrounding chaind and 2, which contain the core of the constant, with5>0 for the case of easy-plane symmetry.

vortex. In our case the spins of the outer chains are fixed ifyrom here on we shall assume that all the magnetic param-

the easy planéhexy plane in Fig. 1 and are directed along eters are normalized to the value &f, i.e., J;=1. Since

the x axis for chain and in the opposite direction for chain € Single-ion anisotropy energy is much less than the ex-
change interaction energy, the so-called magnetic length

I=(3,/B)Y? is much greater than the interatomic distance,
and we can thus use the long-wavelength continuum descrip-
tion for the magnetization distribution along the chains. On
the other hand, in the direction of tlyeaxis the discreteness

of the system is taken into account, since the angles between
spins in this direction can be of the ordermfOrdinarily the
orientation of the spin vector is described in terms of spheri-
cal projections referred to the symmetry axiBe z axis in

the present cage

2. MODEL AND EQUATIONS OF SPIN DYNAMICS

(Sﬁz)2+jsﬁx_jsﬁx+‘]aﬂl'sﬁ ) 1)

FIG. 1. One-dimensional model of an easy-plane ferromagnet in a vortex ~ S=(SiN# COSe,Sind sing,cosp). 2
configuration: the three-dimensional form of the static in-plane vortex con-

figuration (a); the three-dimensional form of the static out-of-plane vortex

configuration(b); the xy projection of the central part of the out-of-plane .

vortex (the lengths of the arrows correspond to the values of the spin pro-  IN terms of the spherical anglég and ¢) the total en-

jection) (c). The center of the vortex is found at the poiht ergy is written as
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o 1.2 As we have pointed out, in a discrete two-dimensional
Ezf dX(EE [(6])+sir? 6,(¢!)?+ B cog 6;] ferromagnet with easy-plane anisotropy there are two types
o =1 of vortices: IPVs and OPVS. In a continuous medi(zon-

tinuum descriptionan OPV always has a lower energy than
an IPV*® Thus, unlike an IPV, an OPV is stable in the con-
tinuum limit. However, when the discreteness of the spin
—J[cos#, cost,+sindysind, cod o1 —¢r)] |, (3)  attice is taken into account, there is a critical value of the
easy-plane anisotropy3., and for 8> . (strong anisot-
where a prime denotes the partial derivati/@x (X is the  ropy) the IPV corresponds to the stable configuration of the
coordinate along the chainsHowever, in the Sections de- system. In the other case, wherc@<g., the OPV is
voted to analysis of the OPV solution, it will be convenient stable®7° This effect is due to the competition between the
for us to use different angle variables: anisotropy energy and exchange energy or, in other words, it
S=(cosy,sing cosy, siny siny), (4)  is due to the presence of two characteristic spatial scales—
the radius of a vortexthe magnetic lengthand the inter-
atomic distance. In this paper we will be mainly interested in
the case of weak anisotropy,<Q3<J (recall that all the
parameters are normalized dg), which corresponds to the

—J[sin 6, cosp,—sin 6, cose,]

i.e., a spherical coordinate system referred toxfeis (see
Fig. 1. In such a coordinate system, expressi@8nfor the
energy is rewritten as

o 1.2 actual physical situation. Because of this, the treatment can
E:f dx(iigl [())2+Sir g (x])? be substantially simplified thanks to the possibility of using
perturbation theory. However, we shall first study the IPV
+ BSIr o SI? x;]—J[ coSr, — COS, ] solution and analyze the stability of the IPV configuration to

determine the critical value of the anisotropy parameter.

—J[cosiry oS+ Singy Sing, o x1— x2) ] | -
3. STATIC IN-PLANE VORTEX

()
In the expressions for the energy densi®), (5) we have In considering the IPV solution, we limit ourselves to
dropped a constant term2J,. The variables(e,) and  finding the static structure and stability region of a vortex of
(x.¥) are related by that type. We note, however, that in the model under study
] ) the meaning of the IPV solution differs from that in the case
S,=cosf=sinysiny, tang=tany cosy. (6)

of a 2D system: as we have shown, in our model a IPV is a
In the angle variables, the equations of spin dynanttiee  solitonlike solution of a nonlinear equation, while in the 2D
Landau-Lifshitz equationdool like case the IPV is the solution of a linear equation of the Pois-
son type. In the IPV all of the spins of the inner chalnsnd

sin ¢1'2&()9(_t12: % Siniﬂl,z%tm:_ ;E , (7 2 have az component of zero, i.e., in terms of the angle
12 X12 variables we have introduceg; »(x)=0. It follows from

_ de1, OE _ 901,  OE o Eq. (6) that inthi; C&?G}v’fl,z(.X).Egcl.’z(X?. Far from the vortex

sin 91,27— % sin 6’1,27— - 51’ (8)  core the magnetization distribution is uniform, and E@.

. o and (10) are transformed to
or, in explicit form,

M gy ,— [ BSI? x1.0% (x1.)2Isingy ,cosyr 5
FIsingy ,— I[SiN gy ,COSY, 3

SiNy o+ SiN( iy 2= 1) = 0. (13)
These equations have two different solutions:

—SiN1C0SY; ,COK X217~ X1,2] +SiNY1 2k1 =0, Y1= =0 (12)
and

(SIM? i1 2x1 5)" — B SIM 4y SiN Y1 2COSX1 2 .

| —Jsing pSing; 1SiN(x 1,2~ x2,0) —Sin 901,2'7//1,2:0;( ) h=m—y=*3. (13
9
. For solution(12) the energy of the system falls off with

- i _ ’ 2

‘91;2+[B (¢1) ]S'n01'?00501'2 increasing longitudinal size of the system a&~ —L, and

+Jcosh, ,CoSgq ,— J[Sinf; ,C0S6; ¢ for solution(13) it falls off asE~ —3L/2, and thus solution

—C0S61,SIN 6, 1CO @1 ,— @2 1)] +SiN6; 2p1 ,=0, (13) describes a twofold degenerate ground state of the sys-

tem. In our model the vortex solution actually corresponds to

a one-dimensional domain wHll separating uniform do-

i ) i i : mains. At the same time, as will be shown below, this solu-

—JSiN015SIN01SIN(@1 2~ ¢2,1) = SING1 50150 tion manifests vortex properties, and the so-called vorticity
(10 corresponding to this solution is nonzero.

Here the subscripts denote the number of the free chain, and  Assuming thaty; (x) = ¥(x) and ,(x)=7— ¢(x) for

the upper of the two signs itr or = corresponds to the first an IPV, we can obtain from Eqs$9) [or Egs.(10)] a static

of the pair of indices. Below we consider only the case ofequation determining the magnetization distribution for an

equal exchange between all chaifls; J. IPV in the easy planay:

(SII’I2 01‘2@1‘2) ! Ij Sin 01125in ¢1,2
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Yyx—Jd sing+J sin 2¢5=0, (14

which is the same as the well-studied static double sine- 1 Vi(x)
Gordon equatiofisee, e.g., Refs. 17 and)18he topological __/ ‘
localized solution(14) with the vortical asymptotic behavior 0.5¢

found here(13) has the form _4 2 5

EVIN
ﬁan 8(x Xo)

wherexg is the coordinate of the center of the vortex, and the
lattice constant is set equal to unity. It should be noted, how-
ever, that this expression is a good approximation for the -1.5
Spin dlStrI,bl“!tlon n an_IPV only uq?gr. the condition that the FIG. 2. Profiles of the effective potentialg(x) andV,(x) as functions of
characteristic magnetic length-J is much larger than  the renormalized coordinates) and (26).

the interatomic spacing. Using solutigh5), we easily ob-

tain an expression for the energy of the system in the IPV

configuration:

Ppy=ppy=—2tan ! , (195

Ve (x)

1) a symmetric mode with small corrections, of the form

3
Eipy=a\J- 5 JL, (16) ™
2 b1=5-
where the first term describes the characteristic energy of the
vortex, and the second term corresponds to the ground state; ¢1=@py(X)+ d(X,1), @2=7— @py(X)+ d(X,1);
the numerical value of the constaamtis given by

XY, b= DX, (17)

2) an antisymmetric mode with
V2w
3

2 )
a= 5| (eax= 6=

m ko
~0.967. b1=5 — I(x,1), Op=%+ H(x,1), (18
We note that while in thg twp—dimeqsiqnal case the. energy of o, =gpy(X)— d(X,t), @=7— epy(X)+ d(X,t),

a vortex diverges logarithmically with increasing size of the h L b i0fl5

system’ in the system considered here the vortex solution” eri"”'PV IS given hy express!qm ).h Id It f .
separates two degenerate ground states and corresponds to, aT e IPV-OPVp 1ase transition should result from insta-
one-dimensional domain wall, the energy of which is ility of the symmetric mode, as is attested to by the sym-
finite 1618241 4 certain sense the situation is similar to the MetrY of the OPV solution. This assertion is also in agree-

. . O . .
“collapse” of a magnetic vortex in a Bloch line in a domain MeNt with previous resulfs® for two-dimensional systems

wall in a 2D easy-plane ferromagnet when the additionaf"”th a f|>'<ed boundary. Substituting expre:\ss(drj) mtp ©),
anisotropy in the easy plane is taken into account. It is wellV® o_btal_n th_e following system _Of equations in a linear ap-
known that the existence of the IPV configuration is possibléaroxImatlon in the small corrections:

only when the discreteness of the system in the core of the _ }"+ cosepyd =1, (19
vortex is taken into accouhtin which case the logarithmic

divergence of the vortex energy at the center of the vortex 9" +[cosepy—2 cof @ipy—(@jpy) >+ B19=— ¢,

solution is removend In view of that fact it is of interest to (20
examine the question of the existence of an IPV-OPV tran
sition in a model in which the longitudinal distribution of the
magnetizati_on is described lin the contir_1uum limit aqd onl_y /13— B(3>0), and the dots over the symbols on the right-
the interaction between chains is taken into account in a dis-

. and sides stand fa#/dt. For solutions of this system with
crete manner. As will be shown below, the energy of thethe form
OPV configuration is less than the energy of the IPV under
the condition of weak anisotropg<J, and thus the OPV d(x,t)=d(x)exprt), J(x,t)=d(x)exprt), (21)
should be stable for small values gf On the other hand,
this conclusion becomes invalid if the anisotropy is not
;mall. More(_)ver, since.the energy of the IPV configuration 21;5: v 225: —vd, (22)
increases with increasing anisotropy paramegdisee Eq. R R
(35)], one expects that the IPV should be energetically prewhere, and£, are Hermitean operators of the Sctliroger
ferred in the case of weak anisotropy. This question can bgype:

where for convenience the time, coordinate, and anisotropy
parameter are renormalized as followdt—t, JYx—Xx,

we obtain the coupled equations

investigated by using the method of Vakhiov and 92
Kolokolov'® and performing a stability analysis of the IPV 212 — —+V;(x), (23)
configuration. dx
Following Ref. 19, we must linearize the initial equa- R g2
tions (10) with respect to small time- and coordinate- £2=—W+V2(x)+ﬁ, (29

dependent corrections to the static IPV solution. There are
two modes that must be analyzed: with the effective potential¥/;(x) andV,(x) [see Fig. Z
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ropy parameterB.~0.73. Since the operatorﬁé—ﬁ) is
(25) negative definite on a manifold of functions with the sym-
y( \f ) ' metry of the ground state, one can conclude that the true
—X

,_( \F ) variational procedure leads to a critical value of the anisot-
=X

value of 8., for our system should be slightly smaller than the
value found.
To check our results and to track the connection of the
’,( \ﬁ x) proposed system with purely discrete systems, we carried out
a series of numerical computations for completely discrete

3 2 (26)  systems of finite size, analogous to that shown in Fig. 1.
1+2 cos}< \ﬁx) )

Vo(X)=——

2 Using the Hamiltonian of the discrete systé€t directly, we
determined numerically the vortex configuration with mini-
mum energy for systems containing 40, 60, and 100 free
We thus arrive at the eigenvalue problem spins(in the inner chains It is known that for a very small
N T two-dimensional system, the critical value of the anisotropy
;Clczﬁ— -V 19, (27)

parameter for the IPV—OPV transition depends substantially

with the condition that the eigenfunctions be finite at infinity. On the size of the systefrt’ However, as the size of the

We must analyze the sign of the lowest eigenvalue of théystem increases, the critical value of the anisotropy param-

operatorzlziz, which corresponds to the ground-state eigen_eter rapidly approaches a certain limiting value. For all the

function, as a function of the value of the anisotropy param-40." 60- and 100-spin systems it was found that the transition
eter. If the lowest eigenvalue of the operat®7) is positive, point lies in the mfcerval 0'695'(.3°<0'7'. This resqlt IS N
thenv is imaginary, and the initial problem does not ContaingOOd agreement with the analytical estimate obtained.
solutions which grow exponentially in time, and the IPV is

stable. In the opposite case a solution appears which grows

exponentially with time, and the IPV is unstable. Conse-4. STATIC OUT-OF-PLANE VORTEX CONFIGURATION

quently, it is necessary to find the dependence of the lowest ) . )
eigenvalue on the anisotropy parameter and the value of the AS We have shown above, the IPV is stable if the anisot-
anisotropy parameter at which the eigenvalue changes sigfPPy parameter is greater than a critical vajge~0.7J (in

This valueg, will be the IPV—OPV phase transition point. thiS Section we use an unrenormalized param@erThe
OPV is stable in the interval of anisotropy parameters

erate and posbesses & coninuous spectrm of posiive Al 5:<fe: The Structure o the OPY is much more compl-
P P P cated to study than that of the IPV, but the discussion can be

nite eigenvalues. In that case the inverse openafdrexists. simplified considerably by assuming thatJ. In our sub-
and is also positive definite. Taking this circumstance intdsequent treatment we shall therefore use perturbation theory

account, we can reduce the variational problem in the small parameteg.
<1~9|E D) 4.1. Magnetization distribution in a static out-of-plane
2 . 2
—vo=min (28)  vortex

(312 o) | .
We use the angle variables for the spin in the fédn In
to investigation of the eigenvalue spectrum of the operatothe case of weak anisotropyd{1) the distribution for the
L,, since the sign of its eigenvalues determines the signaturéelds #(x) and x(x) can be found in the form of a power
of the initial operator from27). In expressior(28) the sub-  series in the parametg: For an OPV the characteristic spa-
script 0 corresponds to the lowest eigenvalue, and the stafial scale(magnetic lengthis of the order ofg'? and, as
dard quantum-mechanical notation for the scalar product iill be shown below,d/dx~ Y2 As in the IPV case, in a
used. static OPV =7 — i,= 1. In addition, for a static vortex
As can be seen in Fig. 2, an upper estimate for the IPV-we havey;= x,= x (see Fig. 1b, 1c Taking these symme-
OPV phase transition point in the system under studg is try relations into account, we can reduce E&.to a pair of
=—V,(0)=1.5. Indeed, for alj3>1.5, the whole potential coupled nonlinear equations:

well for the Schrdinger operatorZ, is shifted above the . B L B

axis, and the ground-state eigenvalue is positive. This meaﬁg B Esm xtax'y coty=0, 29
that not all of the solutions of the initial set of equatiqt¥), ) ) . )

(20) are growing ones, and the IPV is stable for agy %" —[BSI x+(x")?Isinyg cosy—J[siny—sin 24]=0.
>1.5. To obtain the value of the IPV-OPV transition point (30

to high accuracy, one can use an approximate variational The vortex solution of equatior@9), (30) corresponds
procedure for studying the lowest eigenvalue of the operatofo a spatial rotation of the spin vector from the positipn
(L,— B), which corresponds to a symmetric eigenfunction=7/3, y=0 for x— — to the positiony= /3, y= for
without nodes and with exponentially damped asymptoticx— +o0; here the spins rotate practically along a conical
behavior at infinity. By choosing the comparison function for surface(see Fig. 3. In accordance with this assumption the
the ground state in the fornd=sechgx), wherey is the  value ofy remains of the order of unity, whilg’ ~ 82, For
variational parameter, we satisfy the conditions imposed. Théhe second fields= 7/3+O(B) andy' ~ %2 In Eq.(29) in
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tends exponentially toward its limiting valu¢e~ /3
—0O(exp(2/Bx)], which differs from the 2D case, in which
at large distancesp(y=a, x>a)~al/x. This difference
demonstrates the one-dimensional character of the proposed
model.

Substituting the solution$32) and (33) for the fields
¥ (X) andy(x) into the energy expressidb), we obtain with
an accuracy to terms of ord@

3
Eopv=12/8— >JL, (35

whereL, as before, denotes the longitudinal size of the sys-
tem. The OPV eigenenergy g2 at smallg is substantially
less than the energy of an IHgee Eq(16)).

FIG_. 3. Spatial rotation of the spin vector in the free chains as the coordinate  Fqor understanding the physical nature of the vortex so-
varies from=c to + . lution obtained, it is convenient to make a change of vari-
ables from(y,) to (S%¢). Substituting(32) and (33) into

. o the expression) for thez component of the magnetization,
the leading approximation one can drop the last term angye optain with an accuracy to ordgr

obtain the well-known static sine-Gordon equation, with the

soliton solution 5 V3 1
81’2:? —
9=2 tar L (expy/BX). 31) cosh\/Bx)
The last term in Eq(30) is of orderB. Thus this analysis 18 2 1
demonstrates the correctness of the initial assumption that - - . (36)
we made as to the order of smallness/éf Using the lead- 2v3 I\ cosf(\/Bx)  costi\/Bx)
ing approximation for the fiel&, we obtain the first correc-

The dependence of the total out-of-plane magnetization

tions for ¢ of the OPV on the anisotropy parameter looks like:
wo=3 L voe) (32 Vo
3 v3J cosit Bx ' M= /—34‘0(,3 ?), (37
and using Eq(32), we obtain an expression faraccurate to  and in the leading approximation the expression for the field
order 82 in the form @is
1 B sinhypx =—tan 1v3tanyBx), =—7— ;. 38
X(x)=2tan‘1expxﬁx+§E—\/E+O([3)2. 1 VBX), ¢=—m— e (38)
J costt VBx Using the expressions obtained for the fiefffsand o,

(33 we can find an expression for the density of vorticity of this
From Egs. (29 and (300 we can also obtain solution, which is an important characteristic of the OPV. For
the asymptotic behavior of the fieldgx) and (x) in the & two-dimensional magnet in the continuum description, the
OPV without making the assumption thatis small. For ~ density of vorticity has the fornsee, e.g., Ref. 22
X— * o one can linearize these equations above the ground IS do 0 dg
state[see Eq.(13)] and obtain Y= _— -, (39
xX(0)~Cexp(+ \/EX)’ and the total vorticity of the OPV in an infinite 2D magnet is
T V3B given by I'=[,Ydxdy=27S*(0), where S*0) is the z
Y)=+5= Czsﬁ_&] exp(F2v/8x), (39 component of the magnetization at the center of the vortex.
For the combined model under study theoordinate takes
where the constant of integrati@ depends o andJ and  on discrete valueg=0,1,2,3 and the derivativé/dy should
for small g can be represented in the forl€~2  pe replaced by symmetrized finite difference$!gy— (f,
+B(33) "1+ 0(B?). —f,)/2,(f,—f3)/2. To calculate the discrete analog of the

It follows from the form of solutiond32), (33) and the  total vorticity it is necessary to use the symmetry properties
asymptotic expressiofB4) that the size of the core of an f the OPV:Si=S4=0, =S5, 0u=0, ¢3=—, and ¢,

OPV is of order opv~B Y2 i.e., inthe cas?lgf smaBitis  —_ o, (for x>0); g,=7— ¢, (for x<0). The latter
substantially larger than for an IPVipy~J""*<lopy [S€€  relation takes into account the rotation of the spin vector by
Eqg. (15)). an angle of 2 in traversing a closed contour around the

Itis of interest to compare the results with the data fromeenter of the vortex. Thus we finally get for the vorticity

an analysis of two-dimensional systems. Far from the core Ofiensity(the indices give the number of the chiain
a vortex the asymptotic expression for the&component of

the magnetization falls off exponentially, so that in the two- Yo=Y :} i
dimensional cas&,~exp(—B8x). However, the fieldp also 177272 ox

o\ TSI
(Sip1) + > ox sgn(x), (40
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and for the total vorticity ) S,
0.8f al| o.sf b
r— f AX(Y1+Y,)+ 27 2(0). 1) - p=0685 - p=0.55
—oo 0.4 0.4
This result agrees with the result for an OPV in a two- I
dimensional continuum system. 05 e R %0
Since we will later be discussing the numerical treatment HRRRESINy LLLLZ0mm
of discrete systems of finite size along thaxis, it is helpful S S,
to lead off with an analytical discussion of the effects of 9.8 c| o8 d
finiteness of the chains. First it is necessary the rewrite the I I
leading approximation of the solution for the fie}d(31) in 0.4 0.4
order to satisfy the boundary conditiotfer the sake of defi- : $=0.15 - B =0.005
niteness we have chosen Neumann boundary conditans ok . — o4 =
the ends of chaind and 2 (i.e., at the pointsx==*L/2, FIITII TN, FT7ie e eIl IO
ANNNNNNNS e sy i) NANXNNANXNNS s gy i

wherelL denotes the total length of each chaim the lead-

i imati (0) ~ (0) isfi ine-

Ing approximationys 73, an_d x satisfies the SIN€-" £\, 4. Change of the distribution &, and the structure of the ordering of
Gordon equation. In order to satisfy the boundary conditionsne spins in the easy plane as the valugafecreases for a discrete system
we must choose the periodic cnoidal solution of the sine<onsisting of 40 spins in the out-of-plane vortex configuration.

Gordon equation:

m .
XO= T sin s Bx ), @ wpeaZ (49

where sng|«) is the Jacobi elliptic sirfé with argumentz In the treatment of a discrete system the factar i

and modulusk. The modulusf< is uniquely determined by expression46) must be replaced by the number of sphis
the length of the chains and the value of the anisotropy pa, the mobile chaind and 2.

rameter:
\/EL —K 43 4.2. Numerical analysis of a static out-of-plane vortex in a
2 (r). (43) discrete system of finite size
Here K is the complete elliptic integral of the first kind. It is helpful to supplement the analytical treatment by

Taking into account that the minimum valkg0)= /2 and numerical calculations for discrete systems of analogous ge-
thatK () is a monotonic function of its argumerf we can ~ Ometry for the purpose of extending the analysis to the whole
find the value of the anisotropy paramej@rat which the region of stability of the OPV without restricting consider-
vortex configuration vanishes. Indeed, as-0 the value of ~ation to the case of smaj only, and to study the vortex

B remains finite and approachgs = (7/L)2. For values of Structure at values of the anisotropy parameter close to the
B less thang, there exists only the uniform spin orderitig point of the !PV—QPV transmo.n. For finding the minimum-
the direction of thex axi) with no vortex. An analogous €Nergy configuration, expressid) for the energy of the
influence of the finite size of the system on the structure ofliscrete system was used directly and the random relaxation
an OPV was also noted previously in a study of a two-Procedure was employed for different values of the anisot-
dimensional spin plaguette with a free bound&ryhe bifur- ~ TOPY- _As the initial configuration we chose the distribution
cational splitting-off of the localized state from the uniform described by formuldl5), where the center of the vortex
state for systems of finite size is a well-known fact. It occurscoincides with the center of the systéthe coordinate origin

at a finite critical value of the bifurcation parameter, and inin Fig. 19 and we sef=1. We note that solutiofl5) was
two-dimensional systems this critical value is of order? ~ Obtained in the long-wavelength approximation and is cor-
(Ref. 21). Let us calculate the out-of-plane magnetization for'ect only for small. Only relaxation to configurations with

a system of finite sizé in the OPV configuration. Expres- the vortex symmetry was allowed. We investigated systems
sions for the locaz component of the spins can be obtainedcontaining 40, 60, and 100 spins, but because of the almost

by substituting the expressions for the fielgd) and 4(®  complete similarity of the results, in this Section we shall
into relation(6): consider the results of the analysis only for a system with 40

/3 mobile spindNeumann(i.e., free boundary conditions were
12_ Y2 chosen at the ends of the chdins
S:°= 2 n( \/’EX|K)’ (44) In the first step, relaxation was permitted only in the
easy plane, and in that way the true IPV configuration for the
chosen values of the parameters of the system was obtained.
The corresponding IPV distribution is very close to the spin
distribution in the easy plane in Fig. 4a. The discreteness of
" JL/Z \F the system, the influence of the finite lengths of the chains,
L= B

where the elliptic function dr{«) is defined as dry(«)
=(1- k?srf(z|k))*¥2 Then the total out-of-plane magneti-
zation of a finite system takes the form

i 1(X) + S5(x)]dx= (45 and the rather large value dfused all led as a result to the
transformation of the chosen initial IPV distributidiob-
In the limit 8— B, it approaches the value tained analytically in the continuum limit for an infinite sys-
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FIG. 5. The out-of-plane magnetization for one atom as a function of the ) . ) )
anisotropy parameteg for a system of 40 spins. FIG. 6. Total energy in a system of 40 mobile spins as a function of the

parameteiB for the out-of-plangOPV) and in-plangIPV) vortex configu-
rations and the uniform out-of-plan®PU) and in-plane(IPU) configura-
tions.

tem). In spite of this, the difference of the initial configura-
tion and that obtained after the relaxation procedure was not

very substantial ~0.02, at which the vortex loses its topological properties

In the next step the spins were allowed to leave the eas i .
) . L : . nd undergoes a transition to a uniform out-of-plane state
plane, and spin configuration in three dimensions was foun . :

OPU) with a nonzeroz component of the spinss,

(recall that the length of the spin vector remains congtant —sin(mi3)=v3/2, = - Si=cos(m3)=1/2, Si=SY=0j.

This was done for values of the anisotropy parameter in thq_ .

: . he dependence of the OPV enelgyp\(B) splits off at the
. <1. . . . .

interval 0.02<3<1.5 with a step of 0.0%for values of 3 point (B, .E, ) from the energy cuVEopf 8) of this uni-

less than 0.02 the system did not relax to a vortex configu: . . .
ratior) 4 9 form state. For eaclB< g, in a system of finite size, only

A graphical illustration of the distribution of the pro- the uniform states are stable: in the case considered here,

jection of the magnetization and the distribution of spins intr;ese(fga)thf tunlform out-of-pla@PL) and uniform in-
the easy plangy is given in Fig. 4. Analysis showed that for plane states. - . .
B<B.~0.695 the vortex solution acquired an out-of-plane The spin distribution n the latter is given t.)Y expression
component, strongly localized in the vicinity of the vortex (13). dThf %Ir? be:ILEnetrgt)/ mllrt}l]mum for a_mi ggslft'ﬁc_ogg'
core for small deviations of the values gffrom the critical sponds to the IPU state with energypy= orf=ay.
value B,. For such values of the distribution of spins in The OPU configuration, in turn, corresponds to a local mini-
the xy plane does not differ substantially from that in the mum of the energy. Fos=0 the energies of the OPU and

IPV. With increasing deviation of from the critical value IPU states are equal to each other.

(in the direction of lowerg) the in-plane ordering of the

spins changed in accordance with the results of the analytical

treatment{see Eqs(15), (32), and(33)]. The profile of the 5. DYNAMICS OF AN OUT-OF-PLANE VORTEX

out-of-plane magnetization simultaneously acquired an in- ) ) ) ]

creasingly smooth bell-shaped form. Similar behavior of the ~ L€t us consider the dynamical properties of an OPV in

z projection of the magnetization with decreasing anisotropyn€ case of weak anisotropy{<J). The difficulty in treat-

is observed in two-dimensional systems. ing the dynamics of an OPV in the proposed model lies in
Figure 5 shows the out-of-plane magnetization per spiﬁhe fg_ct that motion of the OPV is possi_ble .onIy und(_ar the

of the system as a function of the anisotropy parameter. Thgondition that the center of the vortex is displaced in the

curve has the characteristic bifurcational form and is in goodlirection of they axis from the symmetric position. This, in

agreement with the data for two-dimensional systems: ifurn, makes it necessary to consider a system of four coupled

arises at the poing, with a square-root singularity and tends €quations for the fieldgs, ; and x; .. We note that in an

monotonically toward its limiting valueM, /N=v3/2 for  infinite two-dimensional system an OPV cannot mditds

B— B, (we note that the maximum value M/N in a two- “frozen” in th_e_grm_md statp gnd motion is p055|bl_e only in

dimensional system is equal to unityrhe numericaM () system_s of finite size, even if they_ are bognded in iny one

dependence is in good agreement with the analytical resuﬂlmensmn.(The problem of the motion of Pitaevskiortices

M = m(318) Y2 (for small B). in a superfluid liquid in systems with a similar geometry is
Figure 6 showsE(8) for the OPV. At smallg the curve ~ €xamined in Ref. 23. _ . _
obtained numericallysee Fig. &is in good agreement with Let us start by analyzing the spectrum of linear spin

the result of the analytical treatmer(3) splits off in a ~ Waves propagating along the chains. To obtain the spectrum
bifurcational manner at the poif8= 3, from the the IPV it iS necessary to linearize the set of equati@sabove the
energy valueEpy-=66.1 (for N=40). For 8< S, the en- uniform ground state with respect tg, ,<1 and e; <1,

ergy of an OPV is less than the energy of an IPV, and at thes@nerey,=m/3+e, andy,=2m/3—¢5:

values of the anisotropy the IPV is unstable. The OPV
energy decreases with decreasiBgand reaches a value

2
1o~ =J(x12— *—E&q,, (47)
E,~—67.6 at a second bifurcation poigt= 3, ~ (7/L)? Xi2~ Bxaz= e xad L2

V3
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J 2 waves with a group velocity satisfying the relatidy<c,
8'1',2—381,22581,21‘/—§X1,2- (48 or, in other words, with wave numbets<pg? With the
given accuracy the dispersion relatiod®) and(50) lead to
Then, substituting (see also the Appendix
Xi(X,t) = x; sin(kx— wt), J 38J
' ' 0= e, wi=a24 28, (52
g;(Xx,t)=¢; cogkx— wt), 2 2
we arrive at the dispersion relation In these relations the indicssanda, as before, charac-
] terize the symmetry of the fieldg, ,.
wgz (B+ k?) 2 +k? |, (49 5.1. Motion of an out-of-plane vortex of stationary profile

Let us give an estimate of the different terms on the
right-hand side of systen(51). It follows from the static
solutions(32) and(33) that the characteristic spatial scale of
the magnetization distribution is of ordgt’?, i.e., the spatial
gradients are of ordel/ 9x~ B¥2. The time derivatives are of

for the antisymmetric moda with x;=— x5, e1=82. We 5 ,jary/ 12 Then the terms on the right-hand side (5)
emphasize that the dispersion relations obtained corresporp%ve the following ordersV2g for the term in the curly

to spin waves in a system with a special type of l:)Ound"’l%rackets andvB®? for the terms in the parentheses and

Cﬁn.d'tlgns (C\i/\:/glthlfotﬁpo&t.e d_weﬂc}hogs OL the frllxgd spln? md square brackets. As long as the vortex velocity lies in the
chains0 and3). If the spins in the boundary chains are fixed ;o BY?=c,<V<c=(J/2)"? (“fast” vortices) the term

in the same direction, then the dispersion relation for the ' curly brackets on the right-hand side of B is the
H 2__ 2 2 H
symmetnc mpde WOUl.d be)s—[(ﬁ+J).+k ][.‘Hk 1, !USt main term. Otherwise, for “slow” vortices with velocities
as in the antisymmetric mode. The dispersion relations ob\—/<C this term can be dropped
. . . . . 2 .
tame@ have q_uahtatwel_y the same form as the dispersion Let us consider slow vortices moving with velocitigs
relation for spin waves in a two-dimensional easy-plane fer-_ 51/2_ c,. In this case one can use perturbation theory, tak-

romagnet with fixed boundary conditiorief the Dirichlet ing the solution(31) for the static OPV as the leading ap-
type). The lowest symmetric mode coincides with the Spec'proximation'

trum of a two-dimensional magnet if the size of the two-

for the symmetric mods with x;=yx», e,=—¢,, and

3J
oY L2
2+k

wi=(B+23+Kk?) , (50

dimensional system in one direction i82. The dispersion Xio=2tanm el py,, <1, (53
relations obtained are also reminiscent of that for a biaxial o . .
ferromagne®® where = \JB(x— Vt). Substituting expressios3) into the

It follows from Eq. (49) that the minimum spin-wave right-hand side of51) and linearizing the left-hand side of
phase velocity is approximateNBﬂ”w(J/Z)Z:c. Itis well  System(51) with respect to small, ,, we obtain the follow-

knowr?* that the motion of nonlinear localized excitations of N9 System of equations:

stationary profile is possible only at velocities lower than the
minimum phase velocity of linear excitation¥€c). From MK,z‘ﬂ( 1- —H) 12— (g o p21)
here on we will be interested only in the case of vortex costt 7
motion at low velocitiesvV<<c. 8 VB%?2 sinhy
In a static OPV the spatial rotation of the spinsxegoes =*t37 3 cos 7 (54)

from —o to +o0 occurs almost along a conical surface with

a vertex angley; = m— ¢~ m/3. This fact demonstrates the Taking the particular solution of this inhomogeneous system,

convenience of using the new variables,. By linearizing  we find that to the accuracy used the expressionsyfoy

Egs. (9) with respect to smalk; ,, one can express;, in  have the form

terms ofy; , and derive simplified equations containing only 32
i ; . 4 VB°4 sinhy

X1,2 (the details of this procedure and of the spin-wave spec- Xio=2tam lelt o — ——— (55)

trum are given in the Appendix Thus in this Section we ' 3 J° coshy

consider only the simplified equations for the fiejgs,: The expressions fog , are as follows:
1Y .

, B . 2 .
X127~ 5SIN 2x1,2~IsiN(x12~ X2, = §{2X1,2+X2,1} T B 3BV
Y=—= — —sech p+ \/ ==——sechy,
3 3] 2Jc
B . . . 2 .
+ F— " (56)
*33 X2,1(Sin 2y o+ sin 2X2,1)+3J[2X1,2X1,2 2m B 3BV
L o o (,/;2:?+—secﬁ’ n+ msechr;.
+3x1.2X12 (X1,2X2,0 " — x21lx2.4]- (51) v3J
Such a simplification is possible only at small The solution obtained for the slow vortices goes over to
The equations obtained are easily analyzed for the casdke static OPV solutiort32), (33) in the limit V—O0.
V<pY2 and g¥?<V<c (we assume thaB<J~1). Since For fast vortices we introduce the new pair of variables

the system of equation&l) was derived for motion with  u=x;+ x>, W=x1— x2, in terms of which we can rewrite
velocitiesV<c, those equations can be used to study lineasystem(51) in the leading approximation as
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St

L 1({V\?
3lc

This system has a unique solution for moving vortices o

stationary profile withw=0, and it reduces to the standard

_ Consequently, vortices with topological charges of dif-
u”— g sinucosw=0, ferent signs moving in the same direction are shifted in op-
(57) posite directions along thg axis.

" — Bsinw cosu—2J sinw=0.

f5'2' Description of the dynamics of an out-of plane vortex
in the framework of the collective variables method

sine—Gordon equation with a solution in the form a kink: A simplified description of the 2D dynamics of an OPV
is usually given in the framework of the collective variables
X1=x>=2tan 1 e, (58) method(CVM), in which the coordinates of the center of the
) ) ) OPV R(t)=(X(1),Y(t)) are used as these collective vari-
where differs from 5 by the Lorentzian denominator: ables. This procedure leads to the well-known equations of
Thiele for (X(t),Y(t)).?>2?% (The corresponding equations
X—Vt for Pitaevski vortices are obtained in Ref. R3Generaliza-
&= ﬁ—m- tion of Thiele’s analysis foS=S(r, R, R) gives the follow-

ing equation of motion for the vortéx&’
In this approximation we obtain from E¢A3) (see Ap-

pendix MR+GR=F. (62)
. 38 v/e Here M is the effective mass tensor for the OPV,
Y=—+ "\ -7 ————=sech, F=—JE/JR is the force acting on the OPV, ar@ is a
3 2J J1-(VIc)? so-called antisymmetric gyrotensor with the components
27 38 V/c B _f de IS* S e
=3 " N2 oo 69 Cum G | IMFy X T wax) ©d

In these solutions we have dropped termﬁ Secﬁ 7, For an OPV in an infinite two-dimensional magnet, where

since for velocities in the intervat,<V<c they are sub- S=S(r—R), one can make the substitutiof9X, 9/3Y

stantially smaller than the “dynamical” term@roportional ~ — —d/dx, —a/dy. After that, the definition(63) coincides

to V). Consequently, the solutiorf§5) and(56) can be used with the expression for the total density of vorticity for a

as an approximating formula in the entire range of velocitiesstatic vortex,'=G,,=27qS(r)|,-r, whereq is the topo-

V<c. logical charge of the OPVin the case considered=—1).
Substituting solutiong55), (56) into relations(6), we  Since in our cas&s# (r —R), the gyrotensor component

find the distribution of the component of the magnetization Gxy is not equal to the total vorticity. This component can be

in the moving Vortex(we are neg|ecting Correctionslg to found by USing the solution obtained for a mOVing vortex.
the static distribution In this Section we propose a variant of the generalization

of the CVM to the case of systems like the one under dis-

V3 v cussion. The procedure used to derive the simplified equa-
Si~ ?sechn 1+ \/;—sechn)_ (600  tions of motion is extremely similar to that described in Refs.
2, 25, and 27, but in our case the approximate solution for

A more accurate expression can be obtained using th&e moving vortex is known, and the problem consists in
higher static corrections from expressid8$). From the so- determining the coordinates of its centére collective vari-
lution (60) we see thaS;+ S5, i.e., the magnetization dis- ables. For the coordinateX(t) this can be done rather sim-
tribution is asymmetric. Asymmetry proportional to the vor- Ply: it is sufficient to replace in the solutions for the mov-
tex velocity in a moving vortex solution is also observed ining OPV by the combinatiork—X(t). However, theY
the motion of a vortex in a 2D systehi. For the system coordinate of the center of the vortex is not uniquely defined.

under discussion this asymmetry leads to an effective shift of Ref. 27 the authors proposed to define the center of a
the center of the vortex in the direction. vortex from the distribution of the field. We consider a

Let us also consider the solution for a vortex with the more consistent definition in terms of the distribution of the
other sign of its topological chargeee the remarks at the field S*. Since thez projection of the magnetization is
beginning of Sec. R It can be obtained by replacing, , by coupled to the magnon density, it seems natural to us to
7— x10. Thus the signs in front of the terms in the paren-choose the¥ coordinate of the vortex as the magnon center
theses and square brackets in sys(ém would be Changed of mass, by analogy with the introduction of the center of
to the opposite_ However, the equation of motion is Con_maSS in classical mechanics. The definition of the collective
served under the substitutiéh——V, and the final solution ~coordinateY for the center of the moving OPV then has the
looks like: form

V3 \Y} 7 ..(S;—S5)dx
SV~ ?sech§< 17 /% Esechg) . (61) Y= PSSk (64)
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Substituting expressiof60) for S* into this definition, we InL, whereL is the distance from the center of the OPV to
obtalr_1 a relation between thécoordinate of the IPV and its the nearest boundary; this is the reason why the vortex mass
velocity: is finite in our model.

2 .
Y=— EX. (65)
a J
6. CONCLUSION

We rewrite our moving solution&9) and (60) as functions

of x—X(t) andY(t): In this paper we have proposed a quasi-one-dimensional
model for describing the vortex structure of IPVs and OPVs

V3 V3 and the dynamic properties of OPVs in an easy-plane ferro-
i’2=7sechniz 7Y sec 7, magnet. Unlike the two-dimensional case, where the IPV has

been studied only in a discrete approach, here the continuum

) description of the magnetization distribution along the chains

sinhy 66) forming the one-dimensional system is preserved. Taking

cosit 5+ 3sintf 7’ into account the discreteness of the magnetic lattice in one

direction is sufficient for the existence of two types of vorti-

sinhz ces in this approach: in-plane and out-of plane, i.e., in the

combined description one can study fundamentally discrete

features. We have found the critical value of the anisotropy
wherey= \/E(X—X(t)). (the point of the IPV-OPV transitionn the framework of

The expressions found for the dependence of the soluthe proposed model. The result is supported by numerical
tions on the collective variabldthe coordinates of the center studies of discrete systems with an analogous geometry.

of the OPV} can be used to drive an effective equation for ~ We have obtained analytical expressions for the magne-
these variables in the usual way. However, the definition ofization distributions in the IPV and OP¥the latter in the

¢,=—tan *v3tanhy—2v3wY

©,=—m+tan 1v3tanhy—2v3nwY

coslt »+3 sinit 7’

the gyrotensof63) must be modified: case of weak anisotropyand discussed the features of the
vortex solution which stem from the special properties of the
. 2 z z proposed model. For the system under study the gradient of
e 0S¢ IS depy . . _
Gyy=—Gyy= de —————. (67 the azimuthal anglep falls off exponentially at large dis-
—o k=1 \ X Y ox Y tances from the vortex core, and the difference between the

Substituting(66) into this formula, we obtain an expres- spin directions of the mobile chains tends toward a finite
sion for the gyrotenso®,, = — G :37'T which differs from  value. The one-dimensional character of the model leads to
X X ! finite values of the vortex mass and energy, in contrast to the

the expression for the gyrotensor in a two-dimensional infi- NP , , X
nite ferromagnetG,. = — G, = 2. This difference is due to  C2S€ of an infinite two-dimensional system. At the same time,
Xy yX .

the fact that the extremely simple substitut®n (r —R) is the vortex solution obtained has many of the properties of

not suitable for the system under study, where it is necessau’iprt'Ces in a two-dimensional system. . . n
to useS=S(r, R). We have analyzed the motion of “fast” and “slow

The generalized Thiele equatig62) that follows from OPVs of stationary profil_e. We have shoyvn that_a m°‘_’i”9
the generalized ansag=S(r— R R) was obtained in Refs. vortex has an asymme';rlc structur_e, as in tvvo_—dlmensmna.l
2 and 27. In our system the C(;mbined description we haVsystems.. We have obt.a_uned analytical expressions for vorti-
used Ieads to a modification of the definition of the mass%es moving with veIocmeSKc. W(_e have also develpped a

generalization of the collective variables method which takes

Fensor, which contains derivatives V\.”th respect tp .the VelocTnto account the combined description of the system, and we
ity of the center of the vortex, and since the explicit form of

. S hav in xpressions for the gyrotensor mpo-
the solution for an OPV moving in the direction is known, ave obtained expressions for the gyrotensonandompo

th mponentd... are found in a rather obvi wav- nent of the vortex mass tensor.
€ compone xx are fou a ratner obvious way. The results presented here may be important for consid-

ering two-dimensional magnetic systems with a strong dif-
I IS¢ IS¢ dey 68 ference of the spatial sizes.
N X IV ax )’ (68) Some of the materials of this paper were presented at the
_ conferences EASTMAG-200(EKkaterinburg and Nonlinear
whereX=V. Using the solution in the initial fornfwithout  Lattice Structure and Dynamid®resden, 2001. The au-
substituting the expression for the velocity in termsfahto  thors thank M. MBogdan for helpful comments and additions

2
M, = f dka

1

it), we obtain the vortex mass in the form in regard to the analysis of the stability of the IPV.
M —@ 69
gy 69 AppENDIX

We note that this component of the mass tensor is finite, For derivation of a simplified system of dynamical equa-
unlike the infinite mass of a vortex in a two-dimensional tions containing only the variableg, ,, we need to retain in
system. However, one can sh\ihat for a ferromagnet of Egs.(9) only the nonlinear terms in the small quantitiss,.
finite size the effective mass of a vortex is of the order ofThen for the first pair of equations we obtain
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J . Vi .1 " 2 .
Jeq ot 5821+ X127t TS“"ZE(XLF X2,1) X12~ Bx12=I(X1,2~ X201 T 5(2)(1,2"‘ X2,1)
V3 , o , 4 oy
+ Z(ﬁ SIN x1.2+ (X122 =21, (A1) + W(5X1,2+ 4x12)- (A6)

Then for the symmetricx; = x,) mode we obtain
2 1-2ie ~(B+k?) Dk
12572 J 2

and for the antisymmetric modec{— x»)

and for the second pair

" ﬁ f .
X127 5 Sin 2x1,—J sin(x1,2— x2,1)

i;912:_3(812)(12)'4‘ﬁ'ﬁ‘lzsmz)(lz wg:(s_Jk2+3_JB+3JZ /(1_£k2)

) \/j 3 ) ‘/§ i i 2 2 3J

J . ~(B+23+Kk?) el (A8)
+ s (81,21 €2,9SIN( X1 2~ X2,0)- (A2) 2

These relations agree with the exact values to terms of order
. 4
The exact expressions fer, , are as follows: K*.
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A recently developed method is used to make acoustic measurements oéM§le crystals.

The components of the elastic constant tensor are determined from the data of these
measurements. The experimental data are used to calculate the total and partial phonon densities
of VSe,, which permit an explanation of the vibrational spectra of this compoun®0@3

American Institute of Physics[DOI: 10.1063/1.1542414

The vanadium dichalcogenide V.Se whose point- these elements consists of three layers, the upper and lower
contact and Raman spectra have recently been obthimed, formed by selenium atoms and the middle an interlayer of
quasi-two-dimensional layered structures which are now beyanadium atomgFig. 1). The layers of the metal and chal-
ing actively studied because of a number of interesting propcogen in VSe are displaced relative to one another in such a
erties(see, e.g., Refs. 2 and.Bince the study of the phonon yyay that within a “sandwich” the vanadium atoms are found
spectrum of VSgby neutron-diffraction methods is difficult i, 51 gcrahedral environment of selenium atoms. Although

on account o_f7the practically total transparency of vanad|ur'r\/Sez is an intensively studied compound, the absolute values
for neutrons'~’ the present problem can be solved by recov- " . .

. . T . ?f the sound velocitiesand the elastic constants it have
ering the interatomic interaction constants from the results o
not been measured before.

acoustic measurements and a subsequent theoretical calcula- . .
tion of the phonon density of states. Additional information The technolo_gy for. growing VSzesmg_Ie cryst.als can
about the phonon spectrum of ViSewhich, because of the produce.flakes with a size 6f50—-200um in thg direction
complexity of its crystal structure, should have an abundancBerPendicular to the layers. In the preparation of x-ray-
of various kinds of features in the form of rather sharp spike®riented samples for the acoustical studies, plane-parallel
similar to those mentioned in Ref. 8, can be found in the datdaces perpendicular to thel00] and [010] axes were ob-
obtained by point-contact and Raman spectroscopy. tained by mechanical polishing in a special miniature vise.
In this report we present the results of measurements ofhe working faces, perpendicular to tfig01] axis, were
the elastic constants of Vgand of a calculation based on cleavage planes. As a result of this treatment the acoustical
those measurements for the density of phonon states of thggath length in the plane of the layers was 1-2 mm and that in
compound; these results can be used to give an adequaite perpendicular direction was 40—1@n. For determin-
interpretation of the results of Ref. 1. ing the sound velocity we developed a new version of the
The VSg crystal consists of a set of planar structural hhase technique, representing a kind of “Nonius” measure-
formations—"“sandwiches” stacked on one another. Each Oﬁlent procedure. Initially by recording the phase—frequency
characteristic of the samplérequencies near 54 Mbave
obtain a rough estimate of the value of the sound velocity,
which allows us to estimate the numberof whole wave-
lengths that fit in the sample. The total phase delay created
by the sample is found from the relatich=n360°+A,
whereA is the reading of the phase meter €0A<360°).

It was established by special studies that the irreproduc-
ibility of the phase measurements when the same sample is
remounted is not more than 20°, and therefore the accuracy
of the measurements is estimatedsas20°/®, i.e., ~0.3%
for acoustic path lengths in the millimeter range, and 2—5%

FIG. 1. Structure of the vanadium dichalcogenide ¥S¢ (@), Se(O). in the direction perpendicular to the layers. The “Nonius”

1063-777X/2003/29(2)/4/$22.00 151 © 2003 American Institute of Physics
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TABLE I. Sound velocities and elastic constants in YSigle crystals at
T=77K a
S 02
Sound velocity, | Elastic constants, S
Mode s " c
10° cm/s 10" dynfcm i
T
[001] T 1.70 £ 0.05 c, =169 % 0.1F
(001} L 2.67 £0.27 Cyy =417
[o10] T 2.53 £ 0.01 ¢, =142 0.0 A ,L . A
I
ql 1100] - Ces = 3.74 E ook b
[010] T 1.52 £ 0.01 le d=2 -
[O]
ql 1001] - - L
> 01}
[100] L 3.940.1 ¢, =8.9
VI_> 0.0 A_J\‘A_A./\Jlu N Il “_L.L
& 0.
technique for acoustical measurements will be set forth in € c
detail in a separate paper. < 0.05
In the plane parallel to the threefold axis the samples are @ '
quite thin(with characteristic dimensions of 0.047 and 0.038 > 0.0 , A W
mm). In this direction the absolute values of the velocities o 20 40 60 80 100

are determined by comparison of the phases of the signals E, meV
that have passed through samples of different lengths. The
values of the sound velocities measured at a temperatut%G- 3. Contributions to the phonon density from vibrations of the Se at-
T=77 K and th lasti tant lculated the basi oins: the total contributioa) and the contributions of vibrations along the
B an ee a§ IC constants caiculated on the basis q yers(b) and perpendicular to the layefs).

them are presented in Table |.

From the results of the acoustical measurements of the
elastic constants we calculated the ratios between the force _ _ . . .
constants of the interatomic interaction. Using tiienatrix ~ Where Vo is the unit cell volumew,(k) is the dispersion
methodl® with the continued-fraction techniqd&!? we  relation of the vibrational mode of index, €% are the po-
found the total(Fig. 2 and partial phonon densities corre- Iarization vectors, the integral is taken over an isofrequency
sponding to the contributions from displacements of selesurface ink space,ds, is an element of that surface, and
nium atoms(Fig. 3 and vanadium atomgFig. 4) to the  Va=|Va(K)|=[Vko,(K)| is the absolute value of the phonon
vibrational spectrum of the V$dattice both along the layers group velocity. The total phonon density is the sum of the
and in the perpendicular direction. partial densities:

The partial phonon densitie§?(w) (where the index
labels the atom and the indéxhe direction of displacement v(w)=2, vV (w)=2, V(o)
are determined asee, e.g., Ref. 13 a o

vV, A fﬁ ds,
(Zw)sazlwa (

3
Vo

ds,
|q(q)(k)|21 (1) :(277) aIle“ é(k)w Vg .

We note that the partial densitied?(w)=3>_,v(¥(w) for
many compounds are determined by neutron diffraction, by
the isotopic contrast methd@® Because of the weak inter-
action between the individual “sandwiches” of the Se—V-Se
0.2r type, the lattice period of VSén the direction perpendicular
s to the layers can be considered to be much larger than the
g characteristic interatomic interaction radi(ia fact, atoms
S separated by one lattice period along tbeaxis are practi-
0.1+ cally noninteracting As a result, the vibrational density of
this compound exhibits characteristic features of both crys-
talline and disordered compounds, viz., the presence of a
L large number of quasilocalized vibratiofi®m a defect-free
AVAV.VA N VO lattice) on diverse parts of the continuous spectrum band.
0 20 40 60 80 100 Such features, though much more pronounced, are inherent
E, meV to the spectra of high- superconductors and similar com-

FIG. 2. Total phonon density calculated by tffematrix method from the pOUh_dS, the Iatti&elsperi()d of which along t@eaxis is ?Ub'
data of acoustical measurements. stantially largef'*1°In the case of VSgthe comparatively

2

1) = o
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brations, and is therefore clearly observed on bd@‘?’(w)
a and »°¥w). The peak at the higher frequenci
~43 meV corresponds to longitudinal vibrations, and it is
therefore present on the curve of the partial densjf(w)
but is extremely weak on thegse)(w) curve because of the
very small interaction between the corresponding weak-
dispersion vibrational modes.
These two peaks coincide in frequency with the peaks on
the Raman spectra given in Ref. 1. The substantial difference
AA/\J in the height and width of the Raman peaks as compared to
0.0ttt 1 the peaks under discussi¢they are substantially higher and

T 0.05 b narrower on the theoretical curves of Fig.i8 explained, on
the one hand, by the fact that we have considered an ideal
A 1 N
o

-

V(V) , meV
O
T

lattice, and the presence of any defects and even the natural
isotopic composition of Se can lead to smearing of the nar-
row peaks, and, on the other hand, by the fact that Raman
spectroscopy does not detect the short-wavelength phonons
which in this case have the same frequencies.

At E~21 meV and 28 meV there are peaks observed on
the partial densities both for vibrations of the vanadium at-
oms and of the selenium atoms, and they correspond to an-
tiphase displacements of the V and Se found in adjacent
layers. These peaks are broader and lower than those dis-

cussed above, and they correspond to modes with stronger
0.0 T 1 . dispersion. The fact that the peaks due both to the longitudi-
0 20 40 60 80 100 nal (E~28 meV) and transverseE&21 meV) vibrations
E. mev are present on the function} (w) and () is also due
to the fact that the polarization direction of these modes does
FIG. 4. Contriputi_ons to the phonon c_iengity from _vibra_ttions of the V atoms:not coincide with the principal axes of the crystal and to the
the total contribution@ and the contributions of vibrations of the V atoms . . . o
along the layexb) and perpendicular to the layér). strongerllnteractlor? of these_modes with each other. While in
the previous casévibrations in the plane of a close-packed
layen structural defects did not lead to mixing of the longi-

small lattice period in this direction is “compensated” by the tudinally and transversely polarized vibrational branches, for

strong anisotropy of the interatomic interaction. As a resultthe modes under discussion now such interference, due in
the vibrational Spectrum of ngontains SlOle propaga’[- particular to the stresses caused by the various defeCtS, is
ing modes which form Sharp resonance peaks on the phondﬂeVitame. Therefore, the Raman Spectra given in Ref. 1 have

V) mev
Xy !

8

0.0

0.1

z?

vV mev™'

density. a single large maximum at an intermediate frequency
The partial densities°*(w) in VSe, are similar to (E~28 meV) instead of the two peaks.
those found in highly anisotropic layered crystése, e.g., Of course, since information for determining the force

Ref. 16, and for concrete models see Refs. 13, 17, and 18constants of VSgcame from acoustical measurements, there
The fact that the role of the layers is played by three-atonfannot be complete assurance that the phonon density in the

Se—V-Se'sandwiches” leads to changes in the behavior ofhigh-frequency region has been recovered precisely. How-
the partial density{>®(w) (the z axis is chosen along the@ ~ ever, because of the weak interaction between-\B-Se
axi9 and also analogous changes due to the bending stiffne4gandwiches,” the partial densities(* (w) have the charac-

of the monolayers, i.e., to smearing of the low-frequencyteristic features of an isolated light impurity monolayea-
peaks. nadium is only about half as heavy as selenium

The sharp peaks on the partial density®|(w) are due Thus in our view the almost complete localization of
to both Van Hove singularities for various vibrational modesthese partial densities in the high-frequency region of the
and to the presence of weak-dispersion segments on the opentinuous spectrum is therefore completely explainable.
tical branches, which are characteristic for highly anisotropic It should also be noted that in real VSerystals the
layered crystal$® especially for values of the wave vector partial density should not have as pronounced a resonance
close to zero. These are the vibrations that are manifested flarm because of the smearing due to various structural de-
the Raman spectra. fects.

Let us first consider the two sharp peaks Bt The position of the characteristic peaks on the total pho-
~40 meV andE~43 meV. Each of them corresponds to anon density agrees with the results of measurements of the
weak-dispersion optical mode correspondifigr k=0) to  point-contact spectraFor example, the point-contact spectra
the Raman-active antiphase vibrations of the selenium atorrend the theoretical densities of states for selenium atoms
lying in the same plane, since the partial densini{e\Q(w) have a characteristic low-frequency peak 5—7 meV),
(Fig. 4) show no traces of these peaks. The maximum at thahich should appear in all the low-temperature characteris-
lower frequencyE~40 meV corresponds to transverse vi- tics of the compound under study. This peak is the termina-
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tion of the “quasi-Debye” segment on the density of states,yield direct information about the partial densitie$®(w).
v(w)~w?, and it is therefore present on all the partial pho-  The authors thank K. R. Zhekov and A. N. Zholobenko
non densities. The frequency of this peak corresponds to th@r assistance in the measurements of the elastic constants.
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High- T, rf SQUID for magnetic microscopy
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The spectral density of magnetic flux noisgz(f) is investigated for highF. rf SQUIDs with a
pumping frequency of 390-457 MHz, placed inside three-layer Permalloy and
superconducting shields. A superconducting interferometer with inner dimensions of the pickup
loop of 100< 100 um is prepared by thin-film technology with a YBaCuO—-PrBaCuO-YBaCuO
Josephson junction of the ramp-edge type. It is shown that with the use of a cooled
preamplifier, the energy sensitivity of SQUIDs in the “white” noise regiam frequencies above

1 kHz) is 4x10 % J/Hz and is mainly determined by the intrinsic noise of the High-
superconducting interferometer and the shields. At low frequencies the predominant noise is from
external fields penetrating directly into the shields. The addition of a ferromagnetic antenna

to the SQUID microscope increases the intrinsic noise of the magnetometer 16 8° J/Hz at
frequencies above 1 kHz. @003 American Institute of Physic$DOI: 10.1063/1.154241)5

INTRODUCTION However, as follows from the classical theory of SQUftds,
] ) o ] an increase of the inductance will lead to a rapid decrease of

The creation of _SQUID_mlcrosco_p]e%wnh high spatial  he modulation index of the output voltage, a decrease in the
resolution requires increasing the signal-to-noise ratio antyonyersion transconductance, and an increase in the intrinsic
hence, the sensitivity of highi, rf SQUIDs. This is because noise, which depends on the ratib/Lg, where Lg
of the fact that when scanning an object, for any algorithm:(q)olzw)zlkBT is the fluctuational inductanceb, is the
used to solve the inverse problem of magnetic defectometryfnagneﬁC flux quanturkg is Boltzmann’s constant, arlis
the accuracy of location, classification, and determination of,e temperature.
its parameters all depend on the signal-to-noise ratio in the gq, SQUIDs with nitrogen coolingT=77 K) the fluc-
compilation of the data base. . ~ tuational inductancd.=1.02<10 1°H, and in the usual

In the room-temperature study of objects containingsjm technology for preparation of interferometers the value
spontaneous or induced magnetic moments, the spectral defiy| _ js close to unity in all published studies. This means
sity of external magnetic noise at the sample is much greatgf5t the so-called nonhysteretic operating regimg, (
than the typical sensitivity of a higfi; SQUID microscope. —27L1./®,<1) the is realized for highF. rf SQUIDs
Therefore, to improve the signal-to-noise ratio the sensitivgyii, | ~10-1°H and T=77 K under conditions such that
element and the sample are placed in a Permalloy shield. Thge thermal fluctuation enerdyT exceeds the characteristic
working frequencyf of the microscope is chosen in the Josephson junction coupling enerigyb,/27r. Herel . is the

“white” noise region, which for the usual shielding condi- itical current. In other words, for higli. SQUIDs with
tions starts at hundreds of hertz. In such a microscope th/ngl the dimensionless parameter

intrinsic 1f noise of a hight, SQUID has practically no

effect on the quality of reconstruction of the characteristics  y=2wkgT/I P (8]
of the object under study, which is determined by the sensi- ) ) ) )

tivity of the SQUID in the “white” noise region, the shield- is greater than 1 in practically all published studies.

ing coefficient for external electromagnetic fields, and the For y>1, L/Lg~1, and B <1, it fOIIOW,S from the
gain factor for the magnetic flux from the sample to thetheory"that the average value of the curréht circulating in

SQUID. Since a highF, SQUID is found at a temperature of the interferometer of the SQUID at a fixed phase difference
" C

77 K while the object of study is at room temperature, so tha® 2Cr0Ss the contact is sharply reduced:

they_have to pe separated by a gap for thermal |sqlat|on, the (h~I exp(—L/2Lg)sing, )

spatial resolution of a SQUID microscope can be improved

by using a magnetic antenna—a magnetic circuit made of and this leads to the above-mentioned rapid falloff of the

ferromagnetic materigle.g., in the shape of a cone sensitivity of highT. rf SQUIDs with increasing inductance
For improving the sensitivity to magnetic field and the of the pickup loop. In the nonhysteretic regime, when the

gain factor for the magnetic flux from the object to the nonlinearity is small, expressiorfi2) should describe a

high-T. SQUID, the geometric inductande of the super- high-T rf SQUID to good accuracy, and in the limit of not

conducting quantum interferometer is made quite largevery large values ofy, e.g.,y~1, one had./L~1 andg,
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<15 This is easily understood by formally replacing the mi- cillator circuit, preamplifier, magnetic antenna, and shields
crowave energy in Ref. 5 by the thermal fluctuation energytaken into account is an extremely complicated problem even
kgT in the analytical expressions for the amplitude—if one ignores the influence of the noise that is specifically
frequency characteristics of the SQUID in the nonhysteretigelated to the features of highs materials. Therefore, in this
regime. paper we have made a direct experimental stud&lﬁ(f)

To take into account the influence of the large thermalfor two variants of a film-type highF, rf SQUID magneto-
fluctuations on a highF. rf SQUID operating in the hyster- meter(with and without a ferromagnetic antenrmaced in a
etic (8.>1) regime, it is necessary to carry out an analysisshielded space.
of the Fokker—Planck equation in this limit. Such theoretical
studies for the regiOI’y~ 1, L/LF’V]., and,6’|_~1 were car- EXPERIMENTAL RESULTS
ried out in Ref. 6. A more detailed analysis, also based on ) _ )
numerical solution of the Fokker—Plank equation, and ex- _The pickup loop of the highF. SQUID, with an area of
perimental studies of the characteristics of high-rf ~ 100X100 um, was made from a YB&u;O;_, epitaxial
SQUIDS @ have made it possible to extend these results tdilm 150 nm thick, deposited on a SrTiGubstrate by the
practically arbitrary values ofy, L/L, and 8, . For ex- method of laser ablation. To increase the.couplmg with the
ample, for the regioi./Le~1 it has been shown that ther- externgl antenna of the microscope, the mterferome?er was
mal fluctuations in rf SQUIDs lead to a more complicatedMade in the form of a magnetic flux concentrator with di-
renormalization of the average circulating current and di-mensions of X3 mm. For such a geometry of the device the

mensionless inductang®,_, which in this case can be writ- Period of the output voltage of the SQUID magnetometer
ten in the form with respect to magnetic field wasAB/®,=1.3

X108 T/®,. The characteristic voltagd/.=I,Ry (the
) L | Ju(1ly) 3 product of the critical current times the contact resistaRge
Yexg — 2L Jo(1ly) |’ 3 in the normal, nonsuperconducting sidter Josephson junc-

- ] tions of the ramp-edge type made from YBaCuO-
whereJ;(1/y) andJo(1/y) are modified Bessel functions. It pygacu0-YBaCuO epitaxial films with a barrier thickness
follows from expressioni3) that for y>1 the average value 4t 5_10 nm has values of around 2V at 77 K (I,
of the circulating current practically coincides with the re- — 1o_ 15uA, Ry=1.5-2Q). Thus for these interferom-
sults of a previous studiwhile for y<1 it is modified in @ eters the ratio of the energy of thermal fluctuations to the
rather complicated way. This effective decrease in the NON3opsephson junction coupling energy has a vajee0.7 for
linearity of the interferometer in Eq&2) and(3) is due to the L/Le=1.6 andB,=2-5. The comparatively low values of
influence of thermal fluctuations, which lead to a change irpN for PrBaCuO-based junctions limits how much one can
the cugrent—yoltage_ and signal characteristics of th&ncrease the excitation frequency #/@f high-T, SQUIDs
SQUID," and, in the final analysis, to a degradatipnopor-  (hecause of the onset of strong nonadiabatic phenomena
tional to Be) of its sensitivity. S ~in the pickup loop at a level of~500 MHz. Indeed, for

It was shown in Ref. 9 that for optimization of the signal Ry~1 Q the characteristic time of the interferometer,
characteristics and sensitivity of an rf SQUID working in the .— L/Ry, becomes comparable todAt 1/27~1 GHz.
large-fluctuation limit f~1, L/Lg~1), it is necessary to To decrease the influence of the noise temperature of the
increase significantly the coupling coefficidnbetween the  rgjaxation circuit and reduce the contribution of the noise of
resonance circuit, witl factorQ, and the pickup loop. For - the subsequent cascades of the measurement circuit, we used
tf;e hysteretic regimgg, >1 the usual matching condition g cooled two-cascade preamplifier based on GaAs field-
k?Q=1, y<1 must be rewritten a’Qe=1. This reflects  effect transistors. The noise temperatWizeof the amplifier
the fact that in this limit the nonlinearity of the current— unit, measured by the method of “hot” and “cold” loads,
voltage characteristics of the SQUID is strongly reduced oRyas 35 K at room temperature. Although the noise tempera-
account of the influence of thermal fluctuations, and itsyre of the unit was not measured when the preamplifier was
working regime becomes similar to the nonhysteretic regimegqoled to 77 K, we can state that it did not exceed the value

Itis knowrf* from the classical theory that the sensitivity jngicated above. At a frequency of 400 MHz the gain of the
of an rf SQUID improves significantly with increasing exci- cooled cascade was 30 dB in a 20 MHz band. For matching
tation frequencyw/2m, and this improvement can o a Cer- of the input impedance of the amplifier with the resonance
tain degree compensate the influence of thermal fluctuationgycyit we used a partial connection scheme. The amplified
in the regiony>1, L/Lg~1. For example, in Ref. 10, in @ gjgnal at the output of the second cascade of the cooled pre-
study of a highT, rf SQUID in the regime of large fluctua-  gmpjifier was detected by a wideband amplitude detector
tions, L/Lg~1, y>1, at an excitation frequency of 850 yith a working frequency bandwidth of more than 40 kHz.
MHz, the energy sensitivity in the “white” noise region was Figyre 1 shows the main elements of the resonance ci@uit
found to be and the circuit of the cooled preamplifiés).

Se=Syp(f)/2L~5.6x 10 3L J/Hz, () The.lnd.uctan'ce of the the single-ply cql of. the reso-

nance circuit, which was made of copper wire with a diam-
where S, is the square of the spectral density of magneticeter of 0.07 mm, was 7:210 8H. The loaded Q factor of
flux noise. the resonance circuit wa3~ 100 at the maximum coupling

A calculation of the total sensitivity of a high; rf coefficientk~0.1. Increasing the coupling coefficient further
SQUID microscope in the limit of large fluctuations with the led to a loss of stability of the gain, i.e., to regenerative
intrinsic noise of the interferometer and the noise of the osamplification.

Beri~BL
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FIG. 2. Spectral density of magnetic flux noisg2 versus frequency for

high-T rf SQUID magnetometers in a three-layer Permalloy shield: SQUID
magnetometer with a magnetic anteriiaand without an antenn@).

FIG. 1. Main elements of the resonance circuit of the hilghf SQUID and — ghactrg density of the noise at frequencies above 100 Hz
cooled two-cascade preamplifi@d and the electrical circuit of the amplifier

cascade(b). The special use of a filter in the form a chip in the source increases by a factor of 3.5-+dee Fig. 2 Below 100 Hz the
circuit, together with the use of absorbing ferrite beads at selected fixednoise is the same for both magnetometers and is determined
positions in the drain circuit made stable operation of the cascade possible igy the magnetic field in the shield. The increase in the intrin-
the specified frequency band. sic noise of a SQUID magnetometer having a ferrite antenna
can be attributed to an increase in the inductance of the
pickup loop[Egs. (2) and (3)] and to the direct insertion
For studies of the the intrinsic noigthe spectral density noise of the magnetic antenna.
of magnetic flux noisethe high-T. SQUID was placed in-
side a special compact glass-reinforced plastic cryostat with
a volume of 1 liter. In turn, the cryostat was mounted with DISCUSSION OF THE RESULTS
the SQUID in a cylindrical three-layer Permalloy shield If a small (f<R) dipole with magnetic momentn is
made from the alloy NM-79. The shielding coefficient of the found in the sample under study, the magnetic inducBon
static component of the Earth’s magnetic field with respect tqoroduced by this dipole will fall off with distance &(R)
the z coordinate was measured by means of a ferroprobe- 4 u,m/27R3. Here u is the magnetic permeability of the
magnetometer in the place where the SQUID and magnetimedium, uo=4-10 ’ H/m, andR is the distance to the
antenna were located and was found be 62-65 dB. FG®QUID along the axis of the dipole of radius The design
analysis of how the spectral density of the noise of theof our cryostat allows one to place the high-rf SQUID
high-T, SQUID depends on the choice of working point and magnetometer a distance 2 mm from the object, which is at
the type of magnetometer, we used a B&K Type 2033 low-room temperature. Since the characteristic values of the radii
frequency analyzer with a frequency band from 0 to 20 kHzof the magnetic dipoles to be investigated lie in the range
Figure 2 shows the spectral density of the magnetic flux =0.1—-1.0 mm, in order to increase the magnetic induction
noise as a function of frequency, obtained for two variants o8 produced by the dipole at the point where the SQUID is
the SQUID magnetometer. For the SQUID magnetometefocated it is necessary to increase the magnetic permeability
without the magnetic antenna at the input the energy sensy, of the medium. In other words, a magnetic circuit made of
tivity in the frequency range £6-10 Hz reaches values a material withu>1 should be placed between the magnetic
8e=4x10"*° J/Hz, which corresponds to a magnetic-field dipole and the SQUID magnetometer. Then the magnetic in-
resolution SY?=2x 10" '3 T/Hz'? in the “white” noise re-  duction will be
gion. It is seen from the graph that at frequencies below
10° Hz the total noise can be represented in the forft,1/ B(R)= pefpom/2mR’ ®)
where the exponent varies from 1 to 0.5at frequencies of Depending on the material and construction of the rod,
0.03 to 300 Hz The large spikes at frequencies of 50, 100,the effective magnetic permeabilipy. can increase the con-
and 150 Hz are due to the penetration of external nois&ersion ratio of the signal to the SQUID magnetometer while
(which are apparently harmonics of the grid voltage suppliegsimultaneously increasing the inductance of the pickup loop.
to the leadp indicate the presence of magnetic fields inOn the other hand, the high magnetic permeability of the
the shielded space at the levels of 1bT/HZY? and magnetic circuit acts as a kind of concentrator of magnetic
8x 10 13 T/HZY?, respectively. noise, and at low shielding coefficients the magnetic antenna
For a SQUID magnetometer inductively coupled to abecomes ineffective. In the experiment under discussion the
conical rod with a minimum diameter of 0.5 mm and a spectral density of the magnetic flux noise of the SQUID
length of 2 mm, made from a weakly conducting ferrite, thewith the ferromagnetic antenna increased by a factor of
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3.5—4, while the conversion ratio for some dipoles increaseduction would bedB<4x10 13 T/HZY2 and for ettt

by a factor of 5-10. Another very important consideration is~10 one could register magnetic dipoles of area 100
that the shape of the magnetic antenna and the effective de<100 um with a current of several microamperes.

crease in the distance between the dipole and the SQUID can The authors thank S. I. Bondarenko, A. A. Shablo, and
greatly improve the spatial resolution of the SQUID micro-p, p. Pavlov for helpful discussions.

scope. . o _
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The heat capacity of the solid solutions (9ByKrq.95 and (CD))g.0Krg.04d O2) 0,002 re

investigated in the temperature interval 0.7—1.6 K. The contribution to the heat capacity of the
solutions from the rotational subsystem is separated out. Conversion betwegratitk

T nuclear spin species of GDs detected. It is shown that in unconcentrated solutions of methane
isotopes in krypton the rate of conversion is larger for the deuteromethane molecules than

for the methane molecules. @003 American Institute of Physic§DOI: 10.1063/1.1542416

Research on the physical properties of ($HKr,_,and  <0.01%); Kr—purity 99.79%Xe—0.2%, N—0.01%, Q
(CDy)Kry—, solid solutions yields information about quan- and Ar<0.01%); Q—purity 99.99% (N<0.01%). Prior to
tum effects in the dynamics of spherical rotors. A clear quanthe experiments the samples were held for about a day at the
tum effect manifested on a macroscopic level isjowest temperature of the measurements. The error of mea-
conversion—transitions between tie T, and E nuclear  surement of the heat capacity of the solutions was 6% at 0.8
spin species of the CHand CD, rotors, with total spins of K, 296 at 1 K, and 1.5% at 1.6 K.
the nuclei ofl =2, 1, 0 and =4, 2, 0, respectively. Equilib- The contribution to the heat capacity from the rotational
rium is established between spicies through conversion. TheubsystenC,,; was separated out. The temperature depen-
study of conversion in solid methane and solid solutions ofjence of the experimentally determined heat capacity of the
methane in rare gases has been the subject of a large numbgtational subsysterg,., of the solutions, normalized by the
of experimental and theoretical worksee Refs. 1-3, the CD, concentrationn and the universal gas constaRt
handbooks;® and the literature cited therginAt the same  (C,,/nRis the reduced heat capacity of a mole of rordss
time, there are no reliable experimental data on the observgresented in Fig. 1. Also shown in Fig. 1 is the temperature
tion of conversion in solid deuteromethane and in solid sodependence of the rotational heat capacity calculated from
lutions containing deuteromethafi€.For a long time it was  the spectrum indicated below for the equilibrit@ equiin
thought that the conversion of GDnust occur very slowly  (solid curve and high-temperatur€ nqn (dotted curve
because of the relatively small magnetic moment of the deucontributions of the nuclear spin species of LI ot equilib
terium atoms and for that reason is not manifested in realas calculated on the assumption of rapid conversion, for
experiments. characteristic conversion times<t,,. Cqnign Was calcu-

The main result of the present study is the detection ofated on the assumption that conversion does not take place
nuclear spin conversion of GDmolecules in a krypton ma- at all, and the relationship between the nuclear spin species
trix. Calorimetric studies were done for a 5% solution of of CD, remains at the equilibrium value for high tempera-
CD, in Kr and for the same solution doped with 0.2%.t  tures and free molecules of G@Xa X1 :Xg=15:54:12).
had been established previoustiat a 0.2% @ concentra- The lower rotational energy levels of a ¢botor in the
tion accelerates conversion in a weak solution of methane igrystalline field of krypton were calculated in Ref. 7 and are
krypton by at least an order of magnitude while having prac-as follows (the energy levels are in kelvins, and the degen-
tically no effect on the phonon subsystem and spectrum oéracy of the levels is given in parentheses

rotational motion of the Clrotors. SpeciesA: 0 K (15), 22.5 K (45).
The heat capacity of these solutions was determined by  SpeciesT: 4.7 K (54), 11.0 K (36).
means of an adiabatic calorimétén the temperature inter- SpeciesE: 11.0 K (36), 34.4 K(24).
val 0.7-1.6 K. The calorimetric heating time wdsg It is easy to see that at low temperatures and in the

=2-4 min. The effective time for one measurement of thepresence of conversion the largest contribution to the heat
heat capacity wat,,=t,+t.~40 min, wheret, is the time  capacityC,; is from transitions between the lowest levels of
for establishment of a steady temperature trend of the caldhe A (0 K) and T (4.7 K) species. In the experiment the
rimeter from the time the heater was turned on. The gasesdicated contribution to the heat capadily,, is determined
used for preparing the samples had the following composiby the number of molecules that have undergone transition
tions: CD,—isotopic purity 99%, purity with respect to other from level A (0 K) to level T (4.7 K) over the timet,,, of one
gases 99.20% (N-0.5%, G—0.2%, CO—0.1%, and Ar heat capacity measurement. In the case of rapid conversion
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1.4 octupole—octupole (OO) interaction between nearest-
12 neighbor CH (CD,) molecules in the lattice. The intramo-
lecular interaction mixes the nuclear spin states, while the
e 1.0 intermolecular OO interaction brings about transitions be-
5“ 0.8 tween rotational states with a transfer of the energy of con-
2 version to the lattice.
©o06

In CH,—Kr solutions the magnetic moment of the proton
is greater than the magnetic moment of the deuteron, and the
contribution of the intramolecular magnetic interaction is
larger. On the other hand, the intermolecular OO interaction
should give a larger contribution to conversion in the
CD,—KTr solution for the following reasons. The noncentral
interaction between CHmolecules in the solid phase is
FIG. 1. Temperature dependence of the normalized heat capacitjés R smaller than that bgtween (;Imolecules, since in the lowest
of the solid solutions (CB o sKro.es (O) and (CD)ookToosd Or)oons (@). St Of theA species the octupole moment of the quantum
The solid and dotted curves were calculated from the spectrum of Ref. 7 fofotor CH, is smaller than that of the rotor GD and the
the equilibrium and high-temperature(:xr :xg=15:54:12) distributions ~ amplitude of the zero-point orientation vibratiofii®rations
of the nuclear spin species of ¢[xespectively. of CD, is substantially smaller than for GHThe noncentral

interaction between rotors decreases with increasing libration

o , ) i , amplitude. According to Ref. 8, for weakly braked rotors the
equilibrium will be established over the tintg (Cror Will b€ -1y ersion rate increases with increasing octupole—octupole
maxima). In the limiting case of no conversion the ratio of jyieraction.
the concentrations of the species correspond to the high- oy results indicate that the “bottleneck” governing the
temperature distribution, an@,o=Ca ot Cr,rott Cerotr - conversion rate in Cl+Kr and CQ—Kr solid solutions is
where the heat capaciti€ rot, Cr,rot» aNdCe ot are deter-  the intermolecular interaction and the related probability of
mined solely by transitions within each species. transfer of the conversion energy to phonons.

The influence of conversion on the results of the mea- \\e plan to continue our calorimetric studies of SEKr
surements is evidenced by the following circumstanse®  ggjid solutions by expanding the region of gBoncentra-
Fig. 1). In the solid solution (C[)o 0sKro.9sthe experimental  tions in the solutions and the temperature interval of the
values ofC,/nR are several times higher than the calcu- neasurements.
lated valuesCiqnign for the high-temperature distribution of The authors thank M. A. Strzhemechny for a discussion
the nuclear spin species. The fact that a 0.2%@@mixture  of the results.
has an insignificant effect on the experimental values of
Ciot/NR indicates that the distribution of the nuclear spin*g.mai. bagatskii@ilt.kharkov.ua
species of CRis close to the equilibrium distribution in the
samples studied. It should also be noted that the experimen-
tal data are close to the calculated temperature dependence va. Minchina, V. G. Manzhelii, M. I. Bagatskii, O. V. Sklyar, D. A.
for the case of an equilibrium distribution of the species. Mashchenko, and M. A. Pokhodenko, Fiz. Nizk. Ter@J, 773 (2001)

; ; : ; [Low Temp. Phys27, 568(2001)].
Thus in this StUdy we have for the first time detected 2M. |. Bagatskii, V. G. Manzhelii, I. Ya. Minchina, D. A. Mashchenko, and

nuclef_ir spin conversion of the GDnolecule. _ I. A. Gospodarev, J. Low Temp. Phy&27, No. 3 (2003.
It is important to note that the rate of conversion of the 3w. Press,Single-Particle Rotations in Molecular Crystalsol. 92 of
CD, rotor in the solution (CR)goKroes (the ratio Springer Tracts in Modern Physics, Springer-Verlag, Berlin—Heidelberg—

. =8504) i New York (1981).
(Crot/NR)/ Crot equii=85%) is notably larger than the rate of 4V. G. Manzhelii, A. 1. Prokhvatilov, V. G. Gavrilko, and A. P. Isakina,

conversion of the more quantum rotor £ the solution  syycture and Thermodynamic Properties of Cryocrystals, HandtBek
(CHy)ooKrges at T<1.6 K (in the latter case the ratio  gell House, New York—Wallingford, UK1998.
(Ciot/nR)/C,y equilib is equal to 12%; Ref.)2 5V. G. Manzhelii, A. 1. Prokhvatilov, . Ya. Minchina, and L. D. Yantsevich,

~Itis natural to assume that in the GBKr solutions, as \HN";'I}?nZ(;gfd?fUBé”(igggc_"Ut'ons of Cryocrystaliegell House, New York—
in the CH,—KTr solution, the dominant mechanism of conver- sy | Bagatski, I. Ya. Minchina, and V. G. Manzhdli Fiz. Nizk. Temp.
sion at low temperatures is a hybrid mechanf‘samcording 10, 1039(1984 [Sov. J. Low Temp. Phy<L0, 542 (1984)].

to which the conversion rate is determined by the simulta—;K- Nishiyama, J. Chem. Phy§6, 5096(1972.

neous intramolecular magnetic interaction between the ~ - Niman and A. J. Berlinsky, Can. J. Phys, 1049(1980.

nuclear spins of the HD) atoms and the intermolecular Translated by Steve Torstveit
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ERRATA

Erratum: Magnetic properties of a LaMn  ;4C04 5,05 single crystal
S. N. Barilo, V. I. Gatal'skaya, S. V. Shiryaev, and L. A. Kurochkin

Institute of Solid State Physics and Semiconductors, Belorussian National Academy of Sciences,
ul. . Brovki, 17, Minsk, 220072, Belorus

R. Shimchak and M. Baran

Institute of Physics, Polish Academy of Sciences, Al. Lotnikow 32/46, 02-668 Warsaw, Poland
Fiz. Nizk. Temp.28, 853—855(2002

The following corrections were reported by the authors.

On page 853, the authors names should read: “S. N. Barilo, V. |. Gatalskaya, S. V. Shiryaev, L. A. Kurochkin, R. Szymczak,
and M. Baran.”

On page 853, the affiliation for the first four authors should read: “Institute of Solid State Physics and Semiconductors,
Belorussian National Academy of Sciences, ul. P. Brovki, 17, Minsk, 220072, Belorus.”

On page 853, in the first paragraph, line 8 from top, the sentence should read: “The colossal magnetor¢€istRice
observed in substituted manganites is ordinarily explained by the double-exchange model in combination with Jahn—Teller
(JT) distortions of the crystal structure.”

On page 853, in the left column, line 5 from the bottom, the sentence should read: “LMCO single crystals with Co content
close to 0.5 were obtained by electrochemical deposition in a platinum crucible from a fluxed melt of the binary system
Cs;M00,—Mo00;.”

On page 853, in the right column, line 3 from bottom, the sentence should read: “The suscepgilityM/H increases as
temperature decreases and is close to saturation at low temperatures.”

On page 854, in the left column, line 11 from bottom, the sentence should read: “Thewgatue 75u5 which we obtained
for a LMCO crystal is identical to the theoretical value of the magnetic momentxfo0.541° associated with the

Mn**—C&" interactiord giving rise to FM in a LMCO crystal.”

On page 854, in Figure 2 the caption should read: “Temperature dependekicefaf LMCO single crystal in a 50 kOe field:
xec (O), xzrc (A); solid line—fit of a Langevin function.”
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A review of the experimental and theoretical research on one-dimensional and zero-dimensional
electron systems localized near a liquid helium surface is given. The properties of the

electronic states on a flat liquid helium surface, including the surface of thin helium layers, are
briefly considered. Ways of realizing one-dimensional and zero-dimensional electron

systems and the results of experimental and theoretical studies of their properties are discussed.
Experiments on the investigation of localization processes in quasi-one-dimensional

electron systems are described. Collective effects in systems of this kind are considered, and the
possibilities for the use of low-dimensional electron systems on the surface of liquid

helium for creating electronic devices and quantum computers are explor&D0® American

Institute of Physics.[DOI: 10.1063/1.1542406

INTRODUCTION dimensional systems are created by means of complex tech-
) ) ] nological processes based on semiconductor materials. The
Systematic research on two-dimensional electron Syssrenaration of both metal wires and high-quality semicon-

tems on liquid helium began almost immediately after theq,cior structures presents a rather complicated technical
publication of the first theoretical papers of Cole and Céhenproblem. Dissipative processes in such systems are deter-

gnd Shikirf _predic_ting surface electron states on liquid he-inaq by many poorly controlled factors, such as the pres-
lium. Two-dimensional electron systems on the surfaces ofpce of impurities, the method of preparation, etc. For this
quantum liquids have proved to be practically ideal for €x-rga50n it is of interest to obtain and study one-dimensional
perimental and theoretical research on low-dimensional syssq zero-dimensional electron systems on liquid helium,

tems by virtue of their exceptional uniformity and cleanli- \yhich will have all the advantages of surface electrons in
ness. An important feature of this system is that it 0beyggmparison with other low-dimensional systems. In particu-
classical Boltzmann statistics and consists of particles with g, in systems with dimensionality lowered through the use
strong, unscreened Coulomb interaction. This last CircUMg¢ g rface electrons, by virtue of the weak interaction of the

stance makes for such interesting behavior features of thgiectrons with the liquid helium surface, one can expect low
system as Wigner crystallization, for example. Furthermoregisginative carrier losses, high mobilities, and rather narrow

the substratéthe liquid helium surfaceon which the two-  giectron interlevel transition lines. One further advantage of

dimensional electron layer is formed is “soft” and can be ;s type of low-dimensional systems is the possibility of

deformed by the electrons. - _ . easy control of their properties: the characteristics of the po-
The study of two-dimensional electron systems on liquitie i wells in which the particles are localized, carrier con-

helium has been the subject of a number of reviews andeniration, degree of dissipation, etc. Research on one-

monographs: dimensional and zero-dimensional electron systems on liquid

_ In the present review we discuss the properties of Onepg|iym has recently come under intensive development, and
dimensional and zero-dimensional electron systems near ifiteresting new results have been obtained.

liquid helium surface, i.e., systems in which, besides local- |, s review we shall briefly list the main properties of
ization of particles perpendicular to the surface of the liquidy 1vo-dimensional electron system on liquid helium which

there is also an additional localization along the liquid—vapor, e necessary for understanding the behavior of electron sys-
interfacial s_urface_. o ) . tems with lower dimensionality, and we shall discuss the

A two-dimensional electron system on liquid helium is ,ain stydies, both experimental and theoretical, pertaining to
among the simplest of physical systems. Many of its PropPery asi-one-dimensional,  one-dimensional, and  zero-
ties can be calculated to high accuracy,

_ ! permitting reliableyimensional electron systems on liquid helium.
comparison of the results of calculations and experiments. In

recent years interest in the study of systems of lower
dimensionality—one-dimensional and zero—dimensionah_ SURFACE ELECTRONS ON A FLAT HELIUM-=VAPOR
charge systems—has risen sharply. Such studies are impaKTEREACE
tant not only from the standpoint of understanding the fun- o )
. ;. . . ... 1.1. Spectrum of electrons on liquid helium
damental physical regularities but also in connection with
various technical applications. One-dimensional and quasi- The formation of surface electronic states on liquid he-
one-dimensional electron systems are usually realized in thitium is due to the presence of electrostatic attractive forces of
metal wires and semiconductor structures, while zeroa polarization nature which are exerted on an electron by the

1063-777X/2003/29(2)/28/$22.00 7 © 2003 American Institute of Physics
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The electron binding energy in the ground stateAis
~8K, and the average distance of the electron from the
liguid surface in the energy ground statg),, is much
larger than the interatomic distance in liquid helium. For
liquid *He one hag(z),=114 A, (z),=456 A. For liquid
3He the corresponding distances are somewhat larger, since

d(r,z)="1,(20e*";

mA ®

V=7

1 vz
_ 32, 4 _
fo(2) 7 0 z( 1 >

- . . . 4
FIG. 1. Schematic arrangement of electron levels near the surface of quuibtS dielectric constant is smaller than that“éfe.

helium.

liquid helium and the existence of a potential barrier prevent
ing the penetration of the electron into the liquid. Thus an

For a more exact treatment of the problem it is necessary
to take into account the finiteness of the potential bawigr
and the distortion of the potential at small distances from the
surface. This leads to certain corrections in the energy

spectrun®.
Importantly, the existence of surface electronic states re-

electron is trapped in a one-dimensional potential well, andy;ires the presence of a potential barrier preventing penetra-

its motion is free along the surface of the liquid and is quany

tized in the direction perpendicular to the surfdsee Fig.

1). The energy spectrum of electrons localized on the liqui

helium surface has been calculated by Cole and Coaed
independently by ShikiA.

The potential energy of an electron near the liquid he—t

lium surface can be written approximately in the form

A
- —, z=0,
V(z)= z 1)
Vo, z<O.
Here
_€(e—1)
C 4(e+1)

(wheree is the electron charge ardis the dielectric con-

ion of the electron into the medium. The other substances
besides helium in which such a potential barrier exists are

O|iquid and solid hydrogen and neon, for which surface elec-

tronic states have been observed by Troyandyakilodin,

and Khakin.”® However, since the dielectric constant of
hose substances is larger than that of liquid helium, the elec-
tron binding energy with the medium is substantially greater
than in the case of liquid helium, and), is much smaller.
For example, for solid hydrogeml\=150 K and (z);
=25A.

Experiments with surface electrons on liquid helium are
usually done in pressin@r “holding” ) electric fields. In the
presence of an electric field, perpendicular to the surface
of the liquid, the potential energy(z) can be written as

A
——+eE,z for z>0,
z (4)

stant of liquid helium andz is the coordinate perpendicular V(z2)=
to the surface of the liquid. The value Affor liquid helium o

is small by. V|rtu_e of the fact that its dielectric constant is ccyjations show that the pressing field causes deformation
close to unity ¢=1.057). _ _ in the discrete part of the spectrum. Calculations of this kind
The value of the potential barriéf, preventing penetra- 4o simpler to do for a strong pressing field. In that limit the

tion of the electron into the liquid was measured by Woolf g6c4r0n energy spectrum and wave functions have the form
and Rayfield and turns out to be rather large-( eV), and
,y*

one can letvy— in the calculations. eE, .
The energy spectrum of the surface electrons can be cal- A1~ fl?? fi(2)= MA'(V z=&),
culated by solving the Schdinger equation and assuming (5)
the potential energy is given ki) with Vy=. The electron . [2meE \"?
spectrum then has the form a2 :

gi(k)=A"+1%k%2m, AY=-A/I?,

for z<O.

Here Ai(x) and Ai'(x) are the Airy function and its deriva-
L 21ms2 (2) tive, and ¢ are the absolute values of its zerog; (
A=mAZ/2h". —2.238, £,=4.088). Equatior(5) is valid under the condi-
Herem is the electron masé, is Planck’s constank is the  tion A y* <A, . The influence of the pressing electric field on
two-dimensional wave vector of the electron along the surthe spectrum of surface electrons was considered by Grimes,
face of the liquid, and=1,2,3... is the number of the state. Brown, Burns, and Zipfel.
The first term describes the quantized motion of the electron  The first experiments with surface electrons on liquid
perpendicular to the surface of the liquid, and the secondhelium involved the investigation of features of their motion
term is due to the free motion of the electron along the suralong the surface of the liquid. Shikin, Kovdrya, and
face. We see that the spectrum describing the motion of thRybalkd used a time-of-flight method to measure the mobil-
electron perpendicular to the liquid surface is hydrogenlikeity w of electrons on liquid helium in a weak pressing elec-
Then the wave functions of the ground and first excitedtric field. It was found that at relatively high temperatures the
states have the form value of i is practically the same as the mobility of electrons
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220 investigated by Grimes and Adarts.Mast, Dahm, and
Fettef® and Glattli, Andrei, Deville, Poitrenaud, and
200} Williams?! observed edge magnetoplasmons in a 2D electron
system, and it turned out that there are several branches of
180 magnetoplasma oscillations that propagate along the bound-
o} ary of the electron laye??
«~ 160} Perhaps the most interesting phenomenon arising in a 2D
system of surface electrons is the transition to a crystalline
140} state. The possibility of existence of an electron crystal was
considered back in 1934 by WigrérA system of surface
120 . . ) . . electrons on liquid helium has turned out to be the most
0 10 20 30 40 50 suitable object for studying this phenomenon. Crystallization

vV, V in an electric field was first observed by Grimes and Addms

B o from the appearance of coupled phonon-ripplon resonances,
FIG. 2. The transitions -2 and 1-3 for electrons on liquidHe versus

the pressing potentidlThe points are experimental and the curves are the-and then later by Rybalko, Esel'son, and KOV&Fyan(_j by
oretical. Dahm and co-workefé from the onset of features in the

behavior of the electron mobility in different pressing elec-
tric fields. The kinetic and dynamic properties of electrons on

. . ) ) liquid *He, including in the region of the crystalline state,
in gaseous helium in the three-dimensional case. Measurémye been studied by Kono and co-workérs.

ments of the mobility of surface electrons at temp;réltures in

the region 1.2—4 K were made by Sommer and T : - :

a capagcitive method, which perm>i/tted the use of ratr:teﬁrr higr}'z' Electrons on thin layers of iquid hefium
pressing electric fields. They observed a noticeable differ- An electron found near the surface of a liquid helium
ence in the mobility from the three-dimensional case. Thdilm covering a solid substrate is acted upon by an attractive
first measurements of the energy spectrum of surface eletorce from both the helium and the substrate. The dielectric
trons on liquid*He were made by Grimes and Browhand  constant of the majority of solid substances is much larger
those measurements were continued in Ref. 6. The results, than that of liquid helium. The attractive polarization force is
the form of curves of the frequendyof electron transitions accordingly stronger, and that leads to a substantial change in
from one energy level to another are presented in Fig. 2. Ththe energy spectrum of the surface electrons.

solid curves show the theoretical dependence. Good agree- The first theoretical calculation of the spectrum of elec-
ment is seen between the experimental data and theoretickibn surface states on a helium film was done by Shikin and
calculation. The energy spectrum of surface electrons in higMonarkhaz.gAccording to Ref. 29, the potential of the image
pressing fields was measured by Lambert and Richd&rds.forces can be written to a good approximation as

They found that the transition frequencies increased several-

fold when the pressing field was increased to 2000 V/cm. V(z)=-— é— —1+Fdz, z>0, (6)
The energy spectrum of surface electrons on licitie was z d
measured by Volodin anddgl'man?? e (84— ¢) Ay

The mobility of surface electrons at relatively high tem- A1=m, Fd:?,

peratures is governed by their scattering on helium atoms in

the vapor, while forT<0.8 K it is determined by the inter- Whereeq is the dielectric constant of the substrate. From this

action of electrons with thermal excitations of the liquid he-we see that the presence of the substrate reduces to the ap-

lium surface (ripplons. The mobility of surface electrons pearance of an additional pressing electric field. For films

was considered theoretically by Saitoh in the gas scattering 300 A thick the effective pressing field is rather large, and

region and by Shikin and Monarkha in the ripplon scatteringthe spectrum of the surface electrons has the form

region (see Refs. 3 and)4Experimentally the influence of 72\13

the electron—ripplon interaction was first observed by Ry- A,=— —l+§| —) F§’3, @)

balko, Kovdrya, and Esel'sdfiand by Grimes and Adans. d 2m

The study of electron transport in a 2D system on liquidwhereé, are the zeros of the Airy function of E().

helium in a magnetic field was begun with the work of van It follows from Eq.(7) that the spectrum of surface elec-

der Sanden, van der Heijden, de Waele, and Gijsframd of  trons on a helium film is analogous to the spectrum of sur-

Stone, Fozooni, Lea, and Abdul-Gatfeand has since been face electrons on bulk helium in the presence of a pressing

the subject of a large number of papésee, e.g., Refs. 18 field. We note that the typical values of the binding energy

and 19. differ quite substantially from those for electrons on bulk
The study of a two-dimensional system of electrons orhelium. For example, the binding energy of electrons on a

liquid helium gives information about the properties of thefilm ~300 A thick is~100 K for e4=5, a typical value of

surface of the quantum liquid, on the one hand, and about thihe dielectric constant of a solid substrate.

behavior of the two-dimensional electron system itself—in  The energy spectrum of surface electrons for very thin

particular, about the collective effects that are observed in &yers of liquid helium on a metallic substrate were calcu-

two-dimensional electron layer—on the other. Plasma oscillated by Gabovich, Il'chenko, and Pashiits¥ In that case

lations in a 2D surface-electron layer have been detected arie electron spectrum differs fro@) and has the form
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eZ 3 1/2d 1/21-2 Z
where a,=%2%/me?. According to this calculation, fod
=65 A the distance between levels 1 and 2 Es, 1

~1200 K; the corresponding transition frequency lies in the N
submillimeter range of microwave oscillations.

Surface electrons on a film of liquid helium were first
registered by observing the drainage of charge to the liquid 5 H
helium surface from the film-coated dielectric walls of an 4
experimental ceff* Electronic bound states were also de- ???????????? 7

tected on a metal substrate by Volodin, Kkia, and -——-—=V S
Edel'man using a similar techniqdé.

Importantly, the binding energy of the surface electronsriG. 3. One-dimensional electron system on liquid helf8r:—dielectric
on a helium film is high and depends on the film thicknesssubstrate with a linear profil&—liquid helium (the thickness of the helium
In reality the surfaces of solid substances are rough, with 4™ is exaggerated in the drawing
characteristic roughness size of #8-10 ° cm. Therefore,
the electrons on a helium film are found in a random poten-

tial consisting of a set of potential wells and humps. In this  Kovdrya and MonarkH¥ proposed a method of creating
case the electrons can be localized in the potential wellsy gne-dimensional electron system which might offer the
Therefore, the mobility of electrons on a helium film is or- ggme advantage&leanliness, uniformity, the possibility of
dinarily very low. The kinetic properties of electrons on ajde variation of the parameteéras for the two-dimensional
helium film can be influenced by another effect, which wassystem on bulk helium. To achieve this goal it was proposed
predicted by Monarkh&’ A large pressing field exerted on 1o yse a curved liquid surface arising when the superfluid
the eIeCtron by the SUbStrate can Iead to the formation Of ﬂe”um |eaks under Capi"ary forces into grooves in the d|_
dimple, which is a sort of polaron, the motion of which is ejectric substrate lying at a height above the liquid level

According to theoretical estimates, the mobility of such a«troughs” formed in this case is

polaron should be low. These effects will be considered in

Sec. 4. The mobility of electrons on a helium film in a mi- @

crowave field was first investigated by Karamushko, r= pg_H ©)

Kovdrya, Mende, and Nikolaenk#,and the mobility in the

low-frequency limit, by Andref® Jiang and Dahff found  wherea andp are the surface tension and density of liquid

that the mobility of electrons on a helium film covering a helium andg is the acceleration of gravity.

very smooth glass surface is much higher than that obtained When these “troughs” on the surface of liquid helium

in Refs. 34 and 35. are charged, the polarization forces of the substrate tend to
confine the electrons, localizing them above the prominances
of the substrate, and the external pressing electric feld

2. ONE-DIMENSIONAL AND QUASI-ONE-DIMENSIONAL will move them to the bottom of the “troughs,” the potential

ELECTRON SYSTEMS ON LIQUID HELIUM energy of an electron upon its displacement by a distance

from the center perpendicular to the axis of the “trough”

increases by an amount

2.1. Characteristics of a one-dimensional electron system.
Electron spectrum. Influence of magnetic field

There are several ways of obtaining a one-dimensional ek ,

electron system using surface electrons on liquid helium. V(y) or (10
Ginzburg and MonarkHa proposed to use a dielectric sub-

strate with a system of sharp linear prominances lying paraléthe liquid channel is directed along tleaxis). The motion
lel to one another. The substrate lies beneath the surface of the potential along thg axis in such a potential well will
the liquid helium. When the liquid is charged, the large im-be oscillatory, with a frequency

age forces exerted by the dielectric cause the electrons above

the substrate to accumulate over the prominances on it, form- B
ing a linear structure. However, in order to obtain sufficiently @o=
deep and narrow potential wells, the height of the liquid over

the prominances must be very sma#t {0"° cm), and be- and, consequently, under the conditidm,>kgT (kg is
cause of the unavoidable roughness and nonuniformity of thBoltzmann's constantwill be quantized. The electron mo-
substrate, that should lead to appreciable uncontrolled varidion along thex axis will remain quasi-free.

tion of the potential relief. Chapl proposed to create a For surface electrons on liquid helium the effective
one-dimensional electron system on liquid helium with the*Bohr” radius is

electrons localized over thin metal wires lying under the sur-
face of the liquid. However, in that case it is also hard to
achieve good uniformity.

(11)

eEL 1/2
mr

_AhP(e+1)
_mez(s—l)_g

1
=— 0 A.
By
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Since in real experiments=10"3-10 % cm, one always wherew, is the cyclotron frequency. Spectrufb) reflects
hasrg<r. Therefore the wave functions of electrons local-the facts that, first, the distance between energy levels
ized in the linear potential wells under consideration can behanges, and, second, the mass of the electron is replaced by
written in the form an effective masea* =m(1+ w?/ w3).

=ey (y)fi(z), n=0,1,2,...
l’bl'n’kx n(V1(2) 2.2. Realization of a quasi-one-dimensional electron system

112 (12 on liquid helium
Ca =12 22 n
Yi(y)=m 1M'yo Veey 2%, YO_—( ) .

Mwg A two-dimensional electron system on liquid helium in a

channel 35um wide (quasi-two-dimensional systenwas
Herek, is the one-dimensional wave vector of the electronobtained by Marty* A meander line was used for making the
along the axis of the channel. The functidngz) andf,(z) measurements. The width of the electron layer in which the
are given, as before, by expressi@), where nowy depends  electron density was approximately uniform wa20um.
onE, and is determined by a variational method. The energyAs a result of studies of the stability of the charged surface in

spectrum of the electrons can be written as the channel it was shown that the maximum attainable elec-
tron density was greater than the corresponding value for

A 1 h2k2 bulk helium and equalled 4 10° cm™2.
en(kd =— |7+(nJr E)ﬁ“’fﬁ om (13 A quasi-one-dimensional electron system on liquid he-

lium was first obtained by Kovdrya and Nikolaeffkaising
ForH=5cm,r=5x10 4 cm, andE, =2000 V/cm we ob- an optical diffraction grating as a substrate. The grating ma-
tain wo,=8x10" s™! and a localization length of the par- terial was glass with a dielectric film of naphthogene depos-
ticle in the direction transverse to the channg|=4 ited on its surface. The distance between rulings of the grat-
X 10" cm. The distance between energy levels will being was 1.25um, and the depth of the grooves was Qu3.
AE=%wy=0.5 K. Thus the system under discussion can beExperiments were done at a temperature of 1.5 K and a fre-
considered one-dimensional to good accuracy at sufficientlguency of 1.1 MHz. In measurements of the electron mobil-
low temperatures. ity a strong anisotropy of the conductivity of surface elec-
An advantage of this one-dimensional system is that itrons moving along and transverse to the channels was
can be quite uniform. The electrons in the liquid channels lifound. The value oAE was~0.1 K. SinceAE<kgT, the
at a large distance from the solid substrate, and their behawelectrons occupied not only the ground level but also higher-
ior is therefore unaffected by roughness and irregularities ofying levels. This system therefore cannot be considered
the substrate. Indeed, substrate roughness with périadd  strictly one-dimensional. However, since the width of the
amplitude¢ will give rise at distanceg> A to a polarization liquid strips charged with electrons was T0cm, which cor-

potential responds approximately to the average distance between
) 1o electrons, one can speak of a one-dimensional chain of
§V~ — E(L_l) W_g(é eXF{ — E) (14) Charges'
d(eqt+1l)z A\ z A A quasi-one-dimensional electron system on liquid he-

o ) ] ) ] lium was also obtained by Yayama and Tomokiyo with the
which is exponentially decaying. Estimates by this formula;qe of an optical diffraction gratirfj.

for z~A givg 5V=<10"3 K. A more substantial influence on Kirichek, Monarkha, Kovdrya, and Grigor&proposed

the uniformity of the system can be exerted by electrons; gimple method of creating a single conducting channel of
localized on the thin f|Im over prominances of the groovedhigmy mobile electrons through curvature of the liquid he-
substrate. Under certain conditions they can have the prey,m, surface; the channel was formed at the acute-angle
dominant influence on the carrier transport. However, as W"]unction of two planes of a weakly polarized polymer film

be shown below, the use of substrates with a smooth surfaggyunted on metal electrodes. The polymer film used was
and low dielectric constant makes it possible for all the eleCMyIar which has a dielectric constant ef1.5 at helium

trons to be removed from the prominances to the bottom ofgmperatures. In zero pressing electric field the electrons are
thg liquid channels grooves and thus to obtain a rather cleagy nqg mainly on the helium film, where their conductivity is
uniform system. o low and they do not contribute to the signal. When a pressing
By studying the influence of magnetic field on the char-,enial is applied, the electrons accumulate on the highly
acteristics of a one-dimensional electron system, Sokoloy,ed surface of the liquid helium. Then a noticeable signal
and Studaff calculated the_ wave fu_nctlons and spectrum Ofappears, and one can determine the conductivity of the chan-
the electrons for a magnetic field directed alongtendy | with the electrons. The electron density and the effective
axes. It was found that a magnetic field substantially altergiqyin of the conducting channel were calculated. A method
not only the parameters but also the.for_m of.the_energy SPeGf creating quasi-one-dimensional and  quasi-two-
trum. In the case when the magnetic field is directed alongjimensional electron systems in single channels with the use
the z axis, the electron energy spectrum has the form of lithography was proposed by Valkering, Sommerfeld, Ri-
F 202K chardson, van der Heijden, and de WARknd also by Lea
—ox (15)  and co-worker§?
2mQ In experiments with quasi-one-dimensional systems cre-
ated using dielectric substrates it is important to know the
Q= wst+ g, electron densityn in the channels. To calculate one must

1

A
Sl,n(kx):_ |—2+ I"H'E Q)+
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solve an electrostatics problems on the assumption that the
potential is constant over the whole liquid helium surface,
including both the film and the thick layers of helium found
in the channels. Such a method of determining the electron 4He
density was wused by Kovdrya, Nikolaenko, and
Sommerfeld'’ There are also experimental methods of find-
ing n. Hu and Dahrff determined the electron density over
a thin helium film by measuring the signal excited in an
electrode moving perpendicular to the surface of the charged
liquid. Here the value of the signal is proportional to the
electron density. This method, which was applied to a uni-
formly charged surface, also can be used to measure the ¢
average electron density in a system of quasi-ONerIG. 4. Measurement celt—substrate2,3—electrodesA—heating fila-
dimensional channels. For determining the electron densitynent;5—copper casingé—guard electrode; A,B,C—the driving, interme-
in a single quasi-one-dimensional channel, Lea andiate: and receiving electrodes.
co-workeré® used a simple and elegant method. They ap-
plied a negative potential to an intermediate electrode in the
experimenta| Ce”7 and at a certain value of the app“ed poWlth electrons were measured. Data on the valugsldfand
tential the electrons were removed from part of the driftA¢ can be used to determine the rél and imaginaryG;
space of the cell, and the electron signal vanished. From tharts of the conductance of the cell and thence to find the real
value of this potential one can calculate the electron densitpart of the resistivity of the electron layer and, accordingly,
The shape of the liquid channel—in particular, its curva-the electron mobilityx. The method of calculating was
ture, determined by expressi¢8)—can vary under the in- analogous to that used in Ref. 53.
fluence of the pressure exerted on the liquid by the layer of ~ Figure 5 gives the temperature dependence of the elec-
electrons. Valkering, Klier, and Leider&py using an inter- tron mobility w in the conducting channels for gratings |
ference method to measure the profile of the surface of theeurves2—4) and II (curves5,6). The curves pertain to dif-
charged liquid in channels 30@m wide, showed that in the ferent heightsH of the gratings above the liquid helium
presence of a layer of electrons of densitgn the surface of level. Here for comparison we also show the temperature

the liquid in the channel, the radius of curvature is givendependence ok for bulk helium, taken from Ref. 2fcurve
approximately by the expression 1). It is seen that the electron mobility for the quasi-one-

dimensional channels is less than that for bulk helium. For
(16) both gratingsu decreases with increasirtg), although for a
given value ofH the value ofu is higher for grating I. This
A calculation of the change in height of the liquid helium is because the dielectri_c constant of_naphthogene, into which
level by formula(16) for the values of the pressing electric the grooves of the grating were cut, is less than that of glass.

fields used in Refs. 42 and 47 showed that the position of thEO" grating I at small yalues dfl the electron mobility i_n-
liquid level in the channel changes by no more thancreases with decreasing temperature, andTfer0.8 K it

3% 105 cm, which is much less than the depth of the chanC€@Ses t0 depend on temperature. At large values die
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2.3. Electron transport in quasi-one-dimensional electron .
systems 10 sntete, ~o7
. ) . . . 00 0 0, 4,

Electron transport in quasi-one-dimensional systems cre- %O% o
ated on liquid helium with the use of diffraction gratings has w e .f
been investigatéd®°~>2in the temperature region 0.05-1.8 =z f P S Sl
K at frequencies of 100 kHz and 1.1 MHz in pressing electric £ 4 4 A
fields of up to 2.5 kV/cm on two types of diffraction grat- - I s
B . . 3. 01 F oA
ings. Grating | had a distance between groovas A#i+w+++f +
=1.25um, and grating Il haca=5 um. The groove depth 5 A$$++ﬁ*
h was 0.2—-0.3um in both, and the groove width was 1.25 0.01F a "6
um in grating | and 1.7«m in grating Il. The glass surface of s+
grating | was coated with naphthogene, onto which grooves At
were ruled, while grating Il was glass. A typical experimental 0.001 : : :

o - 0.3 07 1.1 1.5 1.9

cell used for measurement of the mobility is shown in Fig. 4. T K

The liquid helium lies a distandé from the upper surface of
the gratings. Voltage from a generator is supplied to the elecrIG. 5. Electron mobility versus temperature in a guasi-one-dimensional

trodes so that the driving electric field is directed along thesystem on liquid heliurf” Curve 1 is for a 2D electron layef. Grating I:
grooves of the gratings. curves2, 3 and4 correspond to valueld =0.6, 4, and 6 mm, respectively.

. Grating II: curves5 and 6 pertain toH=0.8 and 1.7 mm. The arrow indi-
The changes of the amplitudeU and phase\ ¢ of the cates the temperature of the transition to the crystalline state at the average

signal passed through the experimental cell upon charginglectron density in the conducting channels.
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value of u initially increases with decreasing temperatureplon frequencyw,(q) corresponding to a ripplon wave vec-
and then, after passing through a maximum, begins to deor q~1/L (whereL is the characteristic localization length
crease. of the electroin thenm should be replaced by an effective

For grating Il the behavior of the mobility is different: carrier massM*, and K,—K,+K*, where K* is deter-
the value ofu decreases exponentially with decreasing tem-mined by the restoring force due to the presence of the
perature. Curvé is described by the equation dimple3®

= £ Experiments show that the value &f,+K* found in
0
F=7 eXp< KeT

(17) Refs. 47 and 50—52 is higher than the value corresponding to
free motion of the carriers and is an increasing function of
with the coefficientsay=(2.5+0.1)x 102 m?K/(V -s) and H. This circumstance can serve as additional evidence of
E=(6.0+0.1) K. Curve5 is well approximated by the ex- Carrier localization. _ _
Localization of the electrons in the random potential of

pression the substrate has also been observed over a helium film of
W, E @, E, thicknessd< 700 A 343°At the same time, the channel depth
I s KeT trex - keT)' (18 in Refs. 47 and 50-52 is-2400 A, i.e., this is essentially
5 ) bulk helium.
whered, = (4.9= O.2)><2102 meK/(V-s), E;=(5.4+0.1) K, In the case of strong localization the carrier motion is
G, =(4.4x0.3)X 107 mPK/(V -s), andE,~0.05 K. thermally activated, and the mobility is determined by the

The exp_erimeptal values of.the electron mobilityin a expression
quasi-one-dimensional system is lower than the value calcu- >
lated theoretically by Sokolov, Hai, and Stud¥rand the _ 87080 e
temperature curves differ from those found th&rén Refs. T ’
47 and 50-52 it is conjectured that this difference is due t?/vhere’é is the average distance between potential wells
localization of the electrons in quasi-one-dimensional chan-', =~ ~ 0 : 9 : b ’
nels under the influence of the random potential in whichWhICh is approximately equal to the distance between elec-

they move. This potential arises because the channels, excem?nS localized on the filmy, is the oscillation frequency of

in the region of “deep” liquid at the center, have strips of the particles in _the potential weII?. The valueséx@f_f?und
o . L . from the experimental data are ®0and 5< 10 s for
thin film along the sides. Localization of electrons occurs in

T - curvesb5 and 6, respectively. Thus in the case of strong lo-
places where the film is thin. The mobility of such electrons™ " ." " : 2
: 135 . . calization the natural frequencies of the electron oscillations
is extremely low."*>The localized electrons on the film cre-

L . . in the potential wells are rather high.
ate a random potential in which the electrons found in the ) . . Lo
d atiov The quasi-one-dimensional channels studied in Refs. 47
eep part of the channels move. If the variatidv of the and 50-52 are not strictly one-dimensional. Estimates show
random potential along the channel is less thgh, it will that the distance betweer{ energy levels in .them determined
. L ,
have a weak effect on the electron motion, bubW=ksT by relation(13), is 0.05-0.1 K, which is much less than the

the effect can become strong. With increaskighere is a . .
. . - temperature of the experiment. In addition, the electron den-
decrease in the radius of curvature of the liquid channels and, " . ) .
Sity in experiments is often such that 2—4 electrons lie across

an increase in the area _occu_p|ed by the thin film. The elec'fhe width of a channel. The quantitative interpretation of the
trons localized on the film lie closer to the center of the

e L . ...Iesults obtained is further complicated by the fact that elec-
channel, and the variation of the potential increases; thi L .
o ron localization can be accompanied by polaron effects on
leads to a decrease of the mobility.

It is seen from Fig. Acurves2—4) that an increase ikl the liquid helium surfacéthe properties of the polarons will

and, hence, inbV substantially alters the character of the be considered in Sec. 4.1

carrier motion, especially at low temperatures. It has been

conjectured that the fact that is independent off for T 2_.4. Kihetic properties of electrons in systems close to one-

<0.8 K and also the small drop ip in that temperature dimensional

region (curves2-4) are due to the quantum character of the  Quasi-one-dimensional electron systems on liquid he-

transport of the surface electrons in the random potential. Aium were obtained in Refs. 47, and 50—52. A high mobility

the same time, the character of cungsnd 6 attests to a could be achieved only for wide channels, across which sev-

thermally activated transport mechanism: the variation of theeral electrons were located. For narrow channels, where the

potential amounts téV=5-6 K. influence of the electrons localized on the thin film is great,
Experimental data foG, andG; can also be used, as in carrier localization effects arose and the mobility decreased.

the case of a helium film in Ref. 35, to find the vallg In a single channel formed by two Mylar filffsit was nec-

=Mmaw,, which is determined by the Coulomb restoring forceessary to accumulate a rather large amount of charge in order

in the electron system;, is the frequency of plasma oscil- to register the signal from the electrons, and that made for a

lations propagating in the system of conducting channels large number of electrons across such a channel also.

Upon localization of the electrons the plasma spectrum ac- Kovdrya, Nikolaenko, and Gladchenko®® obtained

quires a term corresponding to the natural frequesagyof  and studied a low-dimensional, close to one-dimensional,

the electron oscillations in the potential wellsb, electron system in which there was only one electron across

= \/waz+ wzp, which is analogous to an optical mode of anthe channel. The grooves into which the liquid helium was

electron crystal(see Ref. 3 If the signal frequencyw at  leaked were made from a dielectric with a small dielectric

which the measurements are made is much less than the ripenstant and a smooth surface. This made it possible to col-

(19
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== == FIG. 7. Temperature dependence of the mobility of electrons in a 1D system

o . . . on liquid helium for various states of the substritd—as-prepared sub-
FIG. 6. Schematic illustration of the profile of the potential energy of an g4t n=6x10" (0), 8X10° (#), 5.6x10* cm™! (K); 2—4—substrates
. . . _ 9 , 1 4 . 4
electron in a liquid channel &, =450 V/cm? with charge and defects on the surfangs 6.6x 10° (¢,0), 4.8X10° (A),
1.5x10" (W), 10° cm™* (A). The solid curve is a theoretical calculation for
r=5x10 % cm andE, =450 V/cm3*

lect the charge from the helium film covering the substrate
by means of the pressing electric field and to obtain a rather
pure one-dimensional system. when the value of,; is known, and also by tying the data on
The experimental cell is analogous to that used in Refthe conductance of the channels at 1.5 K to the theoretical
51 (see Fig. 4 The dielectric substrate was a glass slab lvalue of x obtained on the basis of an exact calculafidn.
mm thick on which a nylon filament 0.1 mm in diameter was The values ofn, determined by the two methods agreed to
compactly wound. The tops of the nylon filaments were cov-within 30%. The interval of linear densities in the conducting
ered by a helium film~2.5x 10" ® cm thick, and “troughs”  channels was %10°~2.5x10* cm™ !, which corresponded
of liquid helium formed between the filaments. The radius ofto a largest distance between electrans2x 10 4 cm.
curvature of the surface of the liquid in the “troughs” was Figure 7 shows the mobility as a function of tempera-
r=35um, and there were 150 conducting channels in theureT in a one-dimensional electron system on liquid helium

cell. for a clean, as-prepared substrate and for a substrate with
The dielectric constant of nylon at helium temperaturesdefects and charge on the surface. We see that initjally
is approximately 1.5. increases sharply with decreasing temperature for all the sub-

The form of the potential well in which the electrons are strates; aff <0.9 K the increase of. with decreasingr for
localized and the energy levels at a pressing electric fieldhe clean substrate becomes more gradual, while for charged
E, =450 V/cm are shown in Fig. 6. The potential well is substrates or substrates with defects the mobility either be-
quite deep 6000 K). On its upper part we see the featurecomes practically independent &f (curves2,3) or actually
due to image forces exerted on the electron by the solidlecreases with decreasing temperatateve4). We see that
substrate in those places where the thickness of the film bder T=0.5 K the mobility for the clean substrate is more
comes small. There is practically no potential barrier whichthan an order of magnitude higher than that in the case of a
might confine the electrons over the film. This makes it posdarge amount of chargeurve 4.
sible to remove all the electrons from the thin-film layers to ~ The sharp increase in the electron mobility for the clean
the liquid “troughs,” where the electrons are found over asubstrate at relatively high temperatures is due to the fact
thick layer of helium, and thus to ensure a rather good unithat in the temperature region 0.9—1.5 K the carrier mobility
formity of the one-dimensional system. Estimates show thain the absence of localization, as in the case of a two-
the potential barrier vanishes at a pressing electric fielddimensional electron system on liquid helium, is determined
E, >200 Vicm. by the predominant scattering of electrons by helium atoms

Measurements of the 0° and 90° components of the sigin the vapor, the number of which decreases exponentially
nal passed through the cell when it is charged with electronsiith decreasing temperature. Fb+<0.8 K the value ofu is
were made at a frequency of 100 kHz. The electron densitgetermined by the interaction of the electrons with ripplons,
per unit lengthn,, was determined at 1.5 K from the ratio of and this dependence is less sharp.
the resistances of the channels in the unsaturated (dase Figure 8 shows the value of the paramefgr K* (see
complete compensation @&, by the self-field of the elec- Sec. 2.3 for substrates with different carrier mobilities. It is
trons to the resistance of the channel in the saturated casseen that the substrate with the low valuewohas a larger
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FIG. 9. Temperature dependence @f (curves1-3) for the data corre-

N - . .
FIG. 8. The parametdf,+ K* characterizing the restoring force in systems sponding to curve, 3, and4 in Fig. 759

of conducting channels with different values of the mobility.

value ofK,+K* than the clean substrate. The experimental
value of K, +K* is practically independent of temperature. jnflyence of the random potential is determined by the ex-
The typical potential well depth for the one-dimensional pressiony ;1= 41— 4t whereu is the electron mobility

electron system under discussion is approximately equal tgy, 5 substrate with charge and defects, ands the electron
6000 K in each of the conducting channels; the characteristi&obimy for the clean substrate.

localization length in the direction transverse to the channel Figure 9 shows the temperature dependencg ptal-

for electrons on t[15e ground energy levgh=Aa/(Mwo),  culated with the use of the smoothed experimental curves
had a value of-10 cm for the pressing field used in Refs. 1_4in Fig. 7. Although the accuracy of determinationof
55-59. Fora~2x10 " cm the electron—electron interac- \yas ow, especially at high temperatures, one can neverthe-
tion energy \..=7-8K. Unfortunately, the distance be- |gss notice that to within the error limits of the calculation, a

tween energy leveldE=0.13 K, so that the conditiodE  gjight growth ofy,, with decreasing temperature is observed
>kgT did not hold, and the electrons were found not only on¢gr cyrves1 and 2, while for curve3 a decrease ofsy, is

the ground energy level but also at higher-lying levels. Thisypserved.
increased the average transverse dimension of the channel, Tnhe character of the motion of the carriers in a 1D chan-
since the characteristic scale for the localization of electronge| should depend strongly on whether localization occurs or

found_on a leveln is given approximately byy, if the influence of the random potential reduces merely to the
~YoVn+1/2 (Ref. 54, where forn>1 we use the approxi- appearance of an additional scattering mechanism. In Ref. 59

mation n=KkgT/hwy. For 0.5 K it has a valuey,=3 it was assumed that for the experimental cudvin Fig. 7

X107° cm, and aff=1.5 K it is somewhat larger. and, accordingly, curvéd in Fig. 9 one observes only an
The characteristics of the electron system under studyqgitional scattering on the random potential, while for ex-

are presented in Table I. perimental curve8 and4 in Fig. 7 and, accordingly2 and3
Itis seen that for a clean substrateTat 1 K the carrier iy Fig. 9 a localization of the carriers apparently occurs.

mean free patty>y,, while for T=1K, on the contrary, Evidence in favor of this assumption is provided by the

lo<yn. At the same time, for substrates with conductingpehavior of the parameté,+ K* for substrates with charge
channels characterized by the lowest mobilieyirve 4), Ig and defects on the surfac¢Eig. 8). It is seen that at large
<yn in the entire temperature region investigated. values of the parameteK,+K* has the same value for
The experiments made it possible to isolate the influenc@nannels with different values of. This corresponds to
of the random potential on the carrier mobility. Here it wasnon|ocalized motion of the electrons. However, for channels
assumed that the contributions to the scattering of electrongith w<100 n?/(V-s) the value ofK,+K* is larger for
on helium atoms in the vapor and on ripplons and the prozhannels with smallex; this may be evidence of localization
cesses by which the random potential limits the motion ofof the carriers. The upper scale in Fig. 8 shows the values of
the carriers are additive. Then the mobility limited by the kslo (K is the electron wave vector corresponding to the
thermal motion. It is seen that the increase I§f,+ K* starts
from a valuek{l,~20, so that one can assume that the lo-

TABLE |. Characteristics of the electron system. . . . . .
calization in the 1D channels under study begins to be mani-

Clean substrate Substrate with defects fested atk{l,~15-20. The increase (Kp-f— K*, as in the
(curve 1, Fig. 7) (curve 4, Fig. 7) quasi-one-dimensional systems considered in Sec. 2.3, can
I K | | be thought of as being due to the appearance of an optical
o g . g Y mode of plasma oscillations as a result of the localization of
m¥#V-s) | 102 em | mMYV:s) [ 10 em | 107 cm
the electrons.
0.5 250 3.1 19 0.24 1.6 The mean free paths of electrons in their scattering by
1.0 65 11 20 0.35 23 helium atoms in the vapor and by ripplons have been ob-
15 7 0.15 7 0.15 28 tained in a theoretical analysis of the mobility of electrons at

the ground energy level in a 1D systéiAccordingly, the
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mobility of surface electrons in a 1D system in the gas scat-
tering region can be written as

V2 e(kgT)Myorgm?
M1D 3\/;3 thga(z)

HereNy is the density of the helium atoms in the vapor, and
a, is the electron scattering length for helium atoms. It is
interesting to compare expressi(0) with the correspond-
ing expressions for the mobility,p and wp of electrons in
the three-dimensional and two-dimensional cases:

(20

1 e 2e

Ny== . waoN .
#3073 TaZ(2amkgT)¥2 2070 3772a0hy( )
21

We see that in the three-dimensional casgN,~ T2 in
the two-dimensional case,pN, is independent of tempera-
ture, and in the one-dimensional casg,Ny~ T2 The mo-
bility of electrons in a 1D system in the ripplon scattering
region at high pressing electric fields is independent of temFIG. 10. Calculated mobility of electrons in a quasi-one-dimensional system

T,K

perature and is described by the expression in the “complete control” regime as a function of temperature for different
values of the pressing electric fiekel [V/cm]: 500 (1), 1000(2), 2000(3),
6afh 3000(4).5
=, 22
M1D me Ef (22

result with the experiment of Ref. 59, where it was shown
that the mobility in a 1D system is independent of the gen-

Th bility of elect . . di ional erator signal up to valueg,=200 mV. However, the value
€ moDility of €lectrons In quasi-one-dimensional con- ¢ o driving electric field acting on the electrons at this

ducting channels on the surface of superfluid helium in thg/alue of the signal was not determined in Ref. 59: it could

case when _the electrons occupy several energy levels Wiave been extremely small on account of screening, and it is
considered in Ref. 54. The effects on the mobility from elec-

. . ) . therefore impossible to make a quantitative comparison of
tron scattering on helium atoms in the vapor and on rlpplon%e results of the experiment and the calculation.
were investigated in the one-electron approximation, in

which the electron—electron intera_lction is ignored, and in thez.s. Electron transport in a magnetic field

so-called “complete control” regime, when the electron—

electron collision frequency,, is much higher than the Monarkha, Sokolov, Hai, and Studdrtconsidered the
electron—ripplon collision frequency,, and the collision mobility of electrons in a quasi-one-dimensional electron
frequencyve, of electrons with helium atoms in the vapor. system in the presence of a magnetic field parallel to the
The expressions obtained for the mobility are very Compn-pressing electric field. Calculations done by the method of
cated and cannot be written in analytical form. The results othe dynamic structure factor showed that the effective mobil-
the calculation for the complete control regirfvenich is the ity decreases with increasing magnetic field. It was found
most important limit from an experimental standppiate  that the temperature dependence of the mobility in the pres-
presented in Fig. 10, which shows the temperature depen-
dence of the mobility for various pressing electric fields. It
follows from the figure that the value qf in a 1D system
decreases substantially with increasiBg. For T<0.1 K

one observes a decrease wfwith decreasing temperature.
This behavior ofu is due to transitions of the electrons from
level to level, the probability of which increases with in-
creasing temperature.

The nonlinear transport of electrons in 1D channels on
liquid helium was studied theoretically in Ref. 60. It was
shown that in the electron—ripplon interaction region the
electron mobility begins to increase at a certain value of the
driving field. It follows from the calculation that this effect
takes place both for small electron densities per unit length
(the one-electron approximatipand for relatively high den-
sities(the complete control regimeFrom the theoretical de-
pendence of the electron mobility on the driving electric fleldFIG. 11. Mobility of electrons in a quasi-one-dimensional system as a func-

EH , which is shown in Fig. _ 11, we see that begins to ~ tion of the driving electric field aT=0.6 K for E, [V/cm]: 1000(1), 2000
increase aE;~10 mV/cm. It is appropriate to compare this (2), and 3000(3).%°

which agrees to within a constant factor with the mobility of
electrons on liquid helium in the two-dimensional case.

40

w, 108cm?2/(V-s)
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1 L ! dependence, but far<0.8 K the theoretical temperature de-
0.4 0.6 0.8 1.0 1.2 pendence decreases with with decreasing temperature, and
T, K that is not observed in the experiment. The difference be-

tween the theory and the experimental data may be due to the
fact that the electrons in a quasi-one-dimensional channel are
found in the potential well that forms the channel, and that
can affect the features of the electron motion in a magnetic
field.

The properties of the electron transport in a quasi-one-
o . dimensional system in high magnetic fields was studied in
ence of a small magnetic field is of a nonmonotonic charaCret 62 The mobility was calculated in the framework of the
ter, just as in the absence of magnetic figdde Fig. 10 memory function formalism. The effective relaxation time,

The experimental curves of the temperature dependences i, the case of a 2D electron system, was expressed in
of (nep,) ! for different magnetic fields$ are shown in - omgs of the dynamic structure form factor, but with allow-
Fig. 12. The meagurements were made using the experimelyc o for the presence of subbands in the quasi-one-
tal cell and technique described in Sec. 2.4. The substralgmensional system. The results of the calculation show a
that was used contained defects, so that the electron mobilityong influence of magnetic field on the effective conductiv-
in zero magnetic field at 0.5 K was lower by approximately &jyy, in hoth the gas scattering and ripplon scattering regions.

factor of 1.5 than the maximum value of this quantity for a Dyugaev, Rozhavski Vagner, and Wyd&? considered
perfect substrate. Nevertheless, the data qualitatively reflegf,, possibility of investigating the Aharonov—Bohm effect
the influence of magnetic field on the character of the elecyith the use of a ring of electrons on the liquid helium sur-

tron transport in a quasi-one-dimensional system. It is seef,.a At low magnetic field the electron spectrum is of the
in Fig. 12 that the influence of magnetic field on the effectives,
mobility is progressively greater the lower the temperature.

FIG. 12. Temperature dependence pn&g,,) ~* for electrons in quasi-one-
dimensional channels: as-prepared substite) (V¥); substrate after sev-
eral heating cycles foB [T]: 0 (@), 0.68(0]), 1.36(A), 2.05(0). Curvel
is the calculation of Ref. 54, curvés-4 are the calculations of Ref. 19 for
a 2D system foB=0.8, 1.5, and 1.9 T, respectively.

When the magnetic field is increased to 2 T the effective m_ A 1 1 , @ ?

" : EV=—S+|n+ s |liogt —= | m'+—] ,
mobility decreases by approximately a factor of 2 at 1.2 K n I 2 2mR§ (O
Einfobzﬁ(p\[;ro;)qmately afactorof 5at0.5 K, falling to avaluewhere Ry is the radius of the electron ring, is the mag-

getic flux quantum¢® is the magnetic flux through the ring,
andm’'=0,=1,+2,.... The first two terms have the same
form as in(13), while the third term describes the influence

ture of 0.5 K. The value of.(B) decreases with increasing of mqgnetic field on the motion of the elgctrons ".q the ring.
B; at low B the experimental data agree with the theoreticalIn spite of the fact that the corre'_spondlng. studies require
calculatiort® up to valuesB~0.03 T. extremely Iovy tempgratL_Jres, experlments_wnh s_uch elgctron
A consistent calculation of the characteristics of quan-s.yStemS are interesting in that they.mgke I ppssuble to'mves-
tum magnetotransport in a two-dimensional electron quuidt'g""te the Aharor.10v—B'ohr.n effect in ideal rings of Wigner
was done in Ref. 19. The electron conductivity was writtenCryStaIS and Luttinger liquids.
in terms of the dynamic structure factor. In that case the o ) ) _
quantum electron transport is governed by the components GfS: Weak localization in quasi-one-dimensional electron
the conductivity tensor with a magnetic-field-dependent ef Systems on liquid helium
fective collision frequency¢x(B). Calculations using the re- Localization effects in low-dimensional disordered elec-
sults of Ref. 19 are shown by the dotted curves in Fig. 12. Itron systems have by now been rather widely studied both
is seen that fof >0.8 K the temperature dependence of theexperimentally and theoreticalff. Two localization regimes

effective mobility is qualitatively close to the experimental are distinguished: strong and weak. Strong localization arises

Figure 13 shows the magnetic-field dependence of th
normalized mobility u(B)/ o [«(B) is the mobility in a
magnetic field, and. is the mobility atB=0] at a tempera-
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when the carrier mean free pakh associated with elastic 1.5 .

scattering is small, and the conditithy<<1 holds  is the i T=13K

electron wave vectdr In the weak localization regime the o 13 .

conditionkly>1 holds. Weak localization arises as a result < i -

of the interference of the wave function of an electron when & 1ir "

it is multiply scattered by impurities; this leads to appre- 0 9_ T"' L . .

ciable corrections in the kinetic coefficients and, in particu- e a

lar, to a decrease in the conductivity. Inelastic scattering pro- tr T=1.63K .

cesses and a magnetic field will disrupt weak localization. &o 1.0+ P

Altshuller, Khmel'nitskii, Larkin, and Le® showed that the & o

conductivity of carriers increases in a magnetic field as a 0.9r %&E anﬂ

result of the suppression of localization; this negative mag- o8l " v B ' !

netoresistance effect is one of the most characteristic signs of T T=2.0K

weak localization. O 1.0F we T
Until recently attention had been focused mainly on the X "938;" vy v

study of weak localization effects in degenerate electron < o9t :'v'" " " .

systems—in metals and semiconductors. Meanwhile, it is of % "":'.

great interest to study these effects in a nondegenerate elec- 0.8 L

05 10 15 20 25
B, T

ol

tron gas, examples of which are electrons localized on the
surface of liquid helium or of hydrogen and neon crystals. In
nondegenerate systems, by changing the temperature one qag. 14. Magnetic-field dependence of the channel resistance divided by the
controllably vary the electron wave vectok=Kks resistance in zero m_agnetic fi@?(h_t different temperatures. The different
— 2mT/# and hence the value &l,, which substantially ~SYMPoIs pertain to different experiments.
determines the localization processes. In addition to chang-
ing kt in the surface electron layer, there is also a possibility
of changing the electron density and the value ofy in @ channels in zero magnetic field, for different values of the
single experiment. This possibility can be important formagnetic fieldB. It is seen thalp,,/p, initially decreases
studying subtle localization effects. with increasing magnetic field and then, after passing

Weak localization effects in a two-dimensional system ofthrough a minimum, begins to grow approximately @s
electrons have been investigated by Adams and Pa&fanen-B2. It is natural to assume that the negative magnetoresis-
and by Adam¥ for a system on solid hydrogen in the pres- tance observed in the experiments in low magnetic fields is
ence of carrier scattering on surface roughness and on heliudue to weak carrier localization effects in a quasi-one-
atoms and for a system on the surface of liquid helium in thedimensional electron system. As we have said, a magnetic
presence of scattering on helium atoms in the vapor byield suppresses localization and thereby leads to a decrease
Dahm and co-worker® In those studies the magnetocon- in p,,. As the magnetic field is increased furtheg, begins
ductivity of the electron layer was observed to increase withto grow as a result of a decrease of the effective relaxation
increasing magnetic field; this effect is due to the supprestime in connection with a transition to a quantum transport
sion of localization by the magnetic field. regime.

Weak localization effects are most clearly manifested in ~ The data can be used to determine the value of the nega-
guasi-one-dimensional and one-dimensional electron sygive magnetoresistanc®p,, due to localization effects.
tems. Electron transport in quasi-one-dimensional and 1D The characteristic length over which the coherence of
systems under conditions of weak localization has been studhe electronic states in the 2D system is disrupted is given by
ied in various kinds of nanostructures: in metal films andthe expression
semiconductors, in carbon nanotubes, and in other systems.

In Refs. 55-59, as a result of a study of the mobility of | (2)_ /L L=

. . . . . oline linTUTTg» (23)
carriers on the surface of liquid helium in an electron system ® 2 ¢
which was close to one-dimensional, it was found that local- . . . . .

wherel;, is the mean free path in relation to inelastic pro-

ization of the carriers, leading to a substantial decrease in the )
cessesyy is the thermal speed of the electron, angdis the
effective mobility, occurs foif <0.8 K in the case when the
time over which the coherence of the wave function of the
substrate is contaminated by foreign impurities or has ari

localized state is disrupted. Stepf®mas shown that for
accumulation of charge on it. However, because the experi-
electron scattering by helium atoms

ments were done in zero magnetic field it is difficult to dis-
tinguish strong and weak localization processes. ho M4\
Kovdrya, Nikolaenko, and Gladchenko measured the 7,=(67om5)"? N okT W)
magnetoresistance in a close to one-dimensional electron .
system on liquid helium in the gas scattering region, in thewherer is the relaxation time associated with inelastic pro-
temperature interval 1.3—2.0 K at a pressing electric field otesses, an¥, is the mass of théHe atom. Table Il shows
450 V/cm and a magnetic field of up to 2.5 The results  the values of_(z) calculated using Eq$23) and(24). We see
are presented in Fig. 14, which shows the values of the maghat at relatlvely high temperature§2)<yn, while for T
netoresistance,,(B) divided by the resistancg, of the =<1.3 K, onthe contrary* >y, From a comparison of,

: (29)
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TABLE II. Characteristics of conducting channels.

Yu. Z. Kovdrya

_— Ty Iy kT l0 Y, L((g) s pg/p’o Ac/n,

' 107's 107 cm 107 cm 1075 cm 10%em®/s
1.3 10.3 3.6 10.9 2.64 4.64 0.83 4.44
1.63 2.51 0.97 3.29 2.96 2.0 0.75 1.59
2.0 0.91 0.42 1.58 3.3 1.06 0.86 0.35
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and L it follows that for the system under study the be-  With the use of Eq(25), an expression describing the
havior due to localization effects is intermediate between 1Dlecrease in conductivity of a two-dimensional nondegenerate
and 2D. electron gas due to localization effects was calculated in Ref.
The value ofp§/p{) for B=0 [p{” and p{’ are the  69. There it was assumed that fb=1 one obtains a value
resistances of the channels in the absence and presence Jgt= a’(prl)—Io) (Ref. 64, whereprl) is the characteristic
localization, respectively and also the values df andy,  distance over which the coherence of the wave function in
are given in Table Il. We see from the table that the effect okthe one-dimensional system is disrupted, aidis a con-
localization on the conductivity of the system in zero mag-stant. The corresponding expression far, has the form
netic field amounts te-20%. The values given in the table 12,2
for Aa/n, which characterizes the decrease in conductivity E) n_T (
per unit charge as a result of weak localization effects, are ™ m °

shown in Fig. 15 as a function of the denshy, of helium |, the derivation of(29) it was assumed tha’=1 and
atoms in the vapor. It is seen thAtr/n increases with de- L(1)=UT(T /75)Y2 wherev is the thermal speed. Expres-
@ ® ’ :

creasingNy . o sion(29) gives a fair description of the experimental data if it
The influence of weak localization on the magnetocon-gne adopts a value, /7o=1.44 (the dashed curve in Fig.
ductivity of a nondegenerate electron gas was investigated ifi) The agreement of the calculated and experimental data
Ref. 70. The corresponding expression &gy is analogous  gnnarently indicates that the system under study is close to
to that obtained in Ref. 65 and can be written in the form  gne._gimensional in terms of the characteristics of weak lo-

To

Ao=—
1 P

112
- 1) . (29

262 (= dE of calization processes in it dt<2 K.
Uxxzi ——— | ——|| viEro— —J3|. (25 It is interesting to note that the experimental values of
md JE1+u?B?\  JE 27 7,170 are less than the analogous quantities in Ref. 68. Ap-

parently in the quasi-one-dimensional system under study,
additional mechanisms that disrupt the coherence of the
e function appear, e.g., due to interlevel transitions.

HereE is the energyf is the distribution functionyj is the
density of statesk, is the threshold energy below which dNav
localized electrons do not contribute to the conductivity, an It is known that a magnetic field will disrupt the local-

d is the dimensionality of the system. The quantity de- ization when the magnetic lengthy~l,. However, this

pends on the dimensionality of the system and for a tworondition can scarcely be applicable to the system under
dimensional electron gas is given by the expression study. As we mentioned in Sec. 2.1, the energy spectin

1 1 Am 1 m of a one-dimensional electron system in a magnetic field is
Jo=7— ¢(§+ KET(Z)) - l//<§+ m) , (26)  described by expressiafl5). An interesting feature in this
%]
which for B=0 reduces to
Jp=—in e 2 >
g (27)
L g+
Here 4/(x) is the digamma function. The decrease in conduc- N
tivity of a two-dimensional electron system in zero magnetic g 3t
. . . . . i
field as a result of weak localization effects is given by the =
expressioff - ol
£
Ao ne’f | Te 08 2
0y= W nT—O. ( ) 1k
In the derivation 0f28) it was assumed th&.= 0, which is 0

valid for electron scattering on helium atoms in the vapor,
when the densityN, of helium atoms is low. The values of
Ao, /n calculated with the use of Eq$24) and (28) are 6. 15. Depend ko the densitv of heli t _—

H H _ _ H . . ependence og/n on e density o elilum atoms In e
presented in Fig. 1%the dotted-and-dashed lindt is seen vapor®® The solid curve is experimental data, the dotted-and-dashed curve is

from Fig- 15 that relation(28) corresponds poorly to the he calculation of Ref. 70 for a 2D system, and the dashed curve is the
experimental data. calculation according to Eq29) for 7, /7,=1.44.
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case is that, unlike a two-dimensional electron system, where 6
an electron is localized by a magnetic field to a length of the
order of Ay, in the present study electron motion along the
channel remains possible, sinkg#0 in spectrum(15) in a
magnetic field. It can be assumed that localization effects
arising as a result of the interaction of electrons with scatter-
ers are suppressed at substantially higher magnetic fields.

|

02, 1021 Hz2

3. COLLECTIVE EFFECTS IN QUASI-ONE-DIMENSIONAL 0 1' '2 é T
ELECTRON SYSTEMS kya

3.1. Plasma oscillations FIG. 16. Dispersion relation of collective modes (1) and w; (2) for a

; i ; iati ; one-dimensional chain of electrons for5x10"* cm, a=10"* cm for
_ The_ dispersion relation for plas_ma oscillations in a two-EL=1500 Ve
dimensional system of particles with the Coulomb interac-

tion was first considered by Ritchié.lt was found that, in
contrast tO_ the thr.ee'd|mensl|0na| .Case, the SpeCtl‘um of The frequency of the p|asma oscillations propagating in
plasma oscillations in a two-dimensional charge layer doeg system of parallel channels was calculated in Ref. 59. The

not have a threshold frequency, and it can be written in thgyasmon dispersion relation was shown to have the form

form 5
4mnje

A
k,—22 sinh(k, (H—d)),
HD

2mne? |12 (k)=

w(k)=( k) , (30) PR mb
m - (33

wherek is the plasmon wave vector. The presence of metal- kX=L—n, n=12,3,....

lic electrodes leads to partial screening of the Coulomb in- x

teraction, and spectrutt80) is altered. For thin films of he- The parameterdq andAyp are determined by the geom-

lium, when the film thicknessd<a (a is the average etry of the cell:

distance between electronshe spectrum of plasma oscilla- _ . .

tions in the long-wavelength limit, as was shown by Apa=eq cosfik.D)sinh(k,d) +cosftk,d)sinh(k,D),

Monarkha’? is of an acoustical character with a dispersion Ayp=e¢4coshk,D)sinh(k,H)+ coshk,H)sinh(k,D).

relation (39

47e’nd
m

12 Herek, is the wave vector of the oscillationi, is the dis-
. (31) tance between channel3, is the thickness of the dielectric
substrate on which the channels are formeds the thick-
The energy spectrum of plasma oscillations over bulk heliunhess of the helium layer in the channel, amds the distance
was first observed in Ref. 15. from the substrate to the upper electrode. In the analysis it
The spectrum of plasma oscillations in a one-was assumed that the electron density distribution transverse
dimensional electron system was considered by Krashenify the channel iss-function-like.
nikov and Chaplik in Ref. 73 and also by Chaplik in Ref. 38. The problem of plasma excitations in a nondegenerate
It was found that to within a logarithmic factor the spectrumqyasi-one-dimensional electron system was considered in
of the longitudinal plasmon branch is of an acoustical Chargeneral form by Sokolov and Stud&rtEmploying a many-
acter and is given by the expression particle approach and using the random phase approxima-
2 1 tion, they calculated the response function of a quasi-one-
w(k)=cky, c=e mln al (32)  dimensional system for arbitrary values of the wave vector
x k, and subband number. In the limit of small wave vectors
The dispersion relation for the collective modes in a one-and low temperatures they obtained the spectra of plasmons
dimensional chain of electrons found in a channel filled withpropagating within a band and between bands. They showed
liquid helium was investigated theoretically by Sokolov andthat, in agreement with previous calculatidfishe plasmon
Kirichek’® over a wide interval of wave vectors,. The dispersion relation along the bands is of an acoustical char-
calculation was done for both zero and nonzero magnetiacter, while the plasma oscillations propagating transverse to
field. The results of the calculation are presented in Fig. 16the channels are optical.
the dispersion relation for the longitudina) and transverse Experiments on the direct measurement of the spectrum
®, modes of plasma oscillations for a single chain of elec-of plasma oscillations in one-dimensional and quasi-one-
trons. We see that the transverse optical braach which  dimensional electron systems on liquid helium have not yet
starts at a threshold frequeney, [see Eq.(11)], has the been done. In Refs. 55-59 the frequency of plasma oscilla-
characteristic feature thad, (k,) is a descending function tions was estimated using the corresponding expressions for
from 0 to m/a. Calculations show that a magnetic field the conductance of the experimental GélThe values ofv,
“softens” the longitudinal mode; in the limiwy<w. the  found in the experiments turned out to be approximately
lowest mode is determined by the expressian_ three times larger than the theoretical values according to
~(wolw)w, i.e.,0_<w. (33), (34). This difference was explained in Ref. 59 as being

w(k)=u0k, Upg=
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the result of unavoidable slight imperfections of the profiledwherec, is taken from Eq.32). Estimates shown that for
substrate on which the 1D system was realized, causing thgpical dimensions of the conducting channkls 1 cm and
channels to be divided into shorter segments, so that the=10"% cm one would havel.~1K. Thus forT<T. a
average effective length of the liquid channels used in exene-dimensional electron system can be ordered.
pressions33), (34) should be smaller. This leads to an in- In a two-dimensional crystal the electrons localized in
crease irk, and, accordingly, in the frequendy, . In Refs.  the crystal lattice form a dimple on the liquid helium surface,
51 and 52 the characteristic frequencies of plasma oscillaand that leads to the appearance of coupled electron—ripplon
tions were estimated from the data on the mobility of elec-modes®® which were studied in detail in Ref. 79. An analo-
trons under conditions of their strong localization. In both ofgous picture should be observed in a linear electron chain if
those papers the results were of a qualitative nature that ditl undergoes a transition to an ordered state. Sokolov and
not permit making a reliable comparison with the theory. WeStudart® in a study of the properties of coupled electron—
note that the plasma oscillations under the experimental comipplon modes in an ordered linear chain showed that
ditions of Refs. 55-59 are strongly damped, so that one iglectron—ripplon coupling, as in the case of a 2D system,
actually talking about only some average frequencies charauses a dimple to form under the electrons, and in that case
acterizing the response time of the 1D system to a disturthe effective masseM; and M, for the longitudinal and
bance. Direct measurements of the spectrum of longitudinalansverse motions of the particles, respectively, will be dif-
plasma oscillations in a 1D system of electrons on liquidferent. Accordingly, the longitudinal plasma modeand the
helium are possible only at low temperatures under conditransverse frequendy, of electron oscillations in the chan-
tions of high carrier mobility or at large values of the wave nels assume the form
vectork, , when the oscillation frequencies will be high.
m 1/2 m
Z>|=cu”(M—) , Z’o:wo(M—

I 1

1/2

, (37

3.2. Transition to an ordered state

At sufficiently low temperatures and high particle densi-where w, is taken from Eq(32) and wq from Eq. (11). Es-
ties a two-dimensional electron system undergoes a transiimates show that foa=10 * cm andE, =3000 V/cm the
tion to a crystalline state. The transition occurs when theeffective masses have the valuk=2.3x 10°m and M,
parametell” characterizing the ratio of the potential energy =10''m. These are much larger than the effective mass of an
of the particles to their kinetic energy; =e?\/7n/kgT, electron in the case of 2D ordering. The effects considered
reaches valued',,=1272°"%" The melting of the two- can be used to search for ordered phases in a 1D system of
dimensional crystal is described by the Kosterlitz—Thoules®lectrons on liquid helium.
theory/® which treats melting as the appearance of a large The formation of a dimple in a 1D electron system on
number of free dislocations, which had been bound to eachquid helium with the corresponding increase in the effective
other below the transition. It is shown in Ref. 76 that themass should lead to a substantial decrease in mobility. Such
melting temperature depends on the shear modulus of then effect was observed for a two-dimensional electron crystal
two-dimensional crystal; an exact calculation of its valuein Ref. 27. For a 1D electron system no mobility decrease
was done my Morf. The value obtained there for,, wasin  due to the onset of ordering was noticed in Refs. 55—-59
good agreement with the experimental data. The theory ofiown to 0.5 K. Apparently the observation of this effect re-
dislocation melting, as has been established by Nelson amglires still lower temperatures.
Halperin/® predicts the appearance of a hexatic phase above A classical nondegenerate system of electrons in narrow
the melting temperatur€,,, with the transition to an isotro- channelsquasi-two-dimensional electron systemas stud-
pic liquid occurring at higher temperatures. ied by Bajaj and Mehrotf& by the molecular dynamics

In discussing the stability of a crystal, one considers thanethod. In a study of a layer containing up to 50 electrons
mean-square displacements of the particles at the lattice sitedong the channel and 8 electrons across the channel it was
from their equilibrium positions. In the harmonic oscillation found that the critical value of the parametérat which

model these displacements can be written in the form melting occurs is substantially larger than the analogous
1 frwg(K) quantity for a 2D electron system. Figure 17 shows the de-
(Au?)= 2 coth———=, p=1.t, (35) pendence of the parametEy, on the number of electrons
2mN 1 wp(k) 2kgT along the channel\,. It is seen that up ttN,= 20 the pa-

whereN is the total number of particles in the system. For afameterl’y=250-350, and at largeN, the value ofl'y,
three-dimensional crystal u?) turns out to be a small quan- increases in a jump t6,,=550. An interesting feature of the
tity, while for a two-dimensional crystal it diverges as.liiL results obtained is that, as a calculation shows, in the liquid
is the size of the crystal Nevertheless, in this case for a State the electrons are localized in the direction transverse
crystal of finite size the value @fAu?) turns out to be finite 10 the channel and delocalized in the direction along the
at sufficiently low temperatures. For one-dimensional lineachannel.

chains the situation is not so definite. Nevertheless, estimates Experimentally the crystallization of electrons in a nar-
show® that for a one-dimensional system of finite length thefoW channel was studied by Lea and co-workérghey

temperature of the transition to the ordered state is finite anf1€asured the electron conductivity along a channep6
approximately equal to wide, 395 um long, and 1.6um deep on a liquid helium

surface. A schematic diagram of the electron microchannel is
shown in Fig. 18. By applying suitable confining potentials
to the electrodes, one can form an electron lay&O um

. 4mamd a6
~ el (36)
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L y y ' ; FIG. 19. Effective resistance of an electron layer in a microchannel: a—
0 10 20 3,\? 40 50 p(T) for T>0.8 K for n=5.1x10° cm™2; the solid curve is the theoretical
X

calculation; b—p(T) for T<0.8 K for electron velocities of 161), 31 (2),
and 64 m/s(3) for n=3.5x10° cm 2. The arrow indicates the melting

FIG. 17. Dependence df on the number of electrons along the channel, . ; .
P 9 temperature of the crystal with the given electron density for a 2D fyer.

N,, forN,=8:'<T, (M), '>T", (A). The melting curve passes between
the points denoted by different symbéts.
density is nonuniform over the width of the channel, electron

streamlines appear, on some of which the electrons leave the

wide (in which case 30 electrons are found along the widthgimples and in others the electron motion is due to motion of
of the channgland measure the resistance of the channel by dimples. This is due to the existence of a region in which
applying an ac voltage to the source and drain electrodeg, depends weakly off,. The periodic oscillations of the

The results are shown in Fig. 19 in the form of the temperamaximum electric field realized in an electron channel are

ture dependence of the resistapcef the channel. It is seen eyidence of such dynamic ordering in a quasi-two-
that forT>0.8 K the value op decreases with decreasig  gimensional electron crystal.

and the dependence is well described by the theory. How-
ever, forT<0.8 K a significant growth of the channel resis- 4. ZERO-DIMENSIONAL ELECTRON SYSTEMS ON LIQUID
tance begins, and this growth gets stronger as the excitingeLIUM

signal acting on the electron layer is increased. This effect
was attributed by the authors to a transition from an isotropiqiu

liguid at high temperatures to a spatially ordered phase N€ teristics of the bubble are determined by the pressure ex-

T,,. It was established that the value of the nonlinear effecgr,[eOI by the trapped electron on the liquid and by the
depends on the electron velocity. Figure 20 shows the ele pposing surface tension and external pressure. The charac-

tric field acting on the electron layer for different velocities teristic size of an electron bubble in liquftHe is ~25 A,

Zf;he/ elelgtron mo_tlon .alogg thedChéllqr?Pel't:A‘?t i/elc/)m:htes and the ground state energy-s0.15 eV. The properties of
MIs a inear regime 1S observed, whilegt= 7.2 MISe — g1ac0n hubbles in helium have been considered in many

moving electrons begin to emit npplons W.'th wave VeCtororiginal papers and are discussed in reviews and monographs
g=G; by a Cherenkov processs( is the first reciprocal (see, e.g., Ref.)3

Iatticg vector of the cryst}al Forv>v, the electrons leave Several types of zero-dimensional electronic states can
the dimples and move mdependentlyé%f them. Such a PalterPe realized on the surface of liquid helium. Some of them
has also been observed for a 2D crysteince the electron will be examined in more detail. Electrons can also be local-

ized in bubbles in dense gaseous helium; their properties
were studied in detail in Ref. 84. Such bubbles can be local-
Guard Surface . .. . .
slectrode e|ect,ons-l 10um Metal ized near the liquid helium surface by an electric field, form-
a Insulator ing a peculiar zero-dimensional electron system at the inter-
face between the liquid helium and the vapor. Aside from a

A typical zero-dimensional system realized in liquid he-
m consists of an electron trapped in a bubblEhe char-

SumE g study of the mobility of electron bubbles in the gas near the
2 Electrode - Helium microchannel surface of the liquid® there have been no experimental stud-
Source ies of the characteristics of such systems. In Ref. 85 a pecu-
% electrode
¥ Vy 40 . ,
g 30 0§ N f T o
] =
[— > Gate |"— =
€ 20-
H>- & ol
Drain - - L . L . .
e | o e 0 20 40 60 80 100 120 140
b c v, m/s

FIG. 18. Schematic diagram of an electron microchannel: cross-section&!G. 20. Driving electric field-velocity characteristics of electrons for a
view of the microchannela), photograph of a microchanng); connection pressing potential of 1.81), 1.2 (2), and 0.8 V(3). The lines are drawn
of the measurement circuit to the microchanfw/? through the points where the features appear on the experimental Etrves.
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liar polaron state in which the electron is localized was pre-
dicted to exist in gaseous helium in a high magnetic field. We
know of no experiments that have been done to observe and
study the properties of this state, including near the liquid
helium surface.

4.1. Polaron state of electrons on the liquid helium surface.
Localization of electrons in polarons on the helium
film

It was shown by Shikiff that in a sufficiently high
pressing electric field an electron can be localized in the
plane of the helium vapor-liquid interface. There appears on
the liquid helium surface a sort of polaron—an electron plus
a deformation of the surface of the liquid. Localization of the
electron leads to an increase in the local pressure on the
liquid helium surface, and the exertion of this pressure in
turn causes deformation of the liquid surface, leading to the
formation of a microscopic dimple. A self-consistent local-
ization of the electron appears. It was shown by Sfifkimd
Shikin and Monarkh¥ that the energy of such a localized

) 0 10 20
state of the electron can be written 3
E,, 10° V/iem
e’E? V2 1
W= — 2 N ——p| — z . vo=1.87, (38 FIG. 21. Binding energy of an electron in a one-electron dimple as a func-
ma KL?’O tion of the pressing electric fieldge, : 1—calculation of Ref. 88,

where L is the characteristic size of the dimple, ard
=p0/« is the capillary constant of liquid helium. The
value ofL is determined by the expression

to the van der Waals forces exerted by the substrate. The

L= Ama i (39 effective capillary constant of the film can be written in the
m eE "’ form
It follows from Eq.(38) thatW is negative ifkL<1. For — P . _ B
E, =3000 V/cm one hasV=—0.1 K and, hence, foil K“=—(9+9), =, (42)

W, meV

107"

Yu. Z. Kovdrya

2—calculation according to formulé8), 3—calculation of Ref. 91.
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< 0.1 K the formation of an electron polaron is energetically
favorable. The volume of the dimple is determined by the
relation

B Bo
P~ @Faraay

where B, andd’ are constants characterizing the substrate
material. The binding energy of a polaron depends on the
film thickness asd™*. For thin films the value ofV can

reach several degrees, and the maximum deflection of the

- eE,

VL=27-rf Eryrdr=—s, (40
0 aK

where &(r) is the deflection of the liquid surface. Fé&i,

=3000 V/cm one hay =10"° cm’, and, accordingly, the jiquid in the dimple can reach severaigstroms.

effective mass of the polaron can reach values of = Ejectron polarons on liquid helium are interesting be-
10°~10°My4 (M, is the mass of the helium atom cause by changing the pressing electric field one can alter the

The electronic states in such a polaron can be regardeghjue of the coupling of the particle with the medium. The
as zero-dimensional. They have Chal’acteristics—binding erbinding energy and effective mass Of an e|ectron po'aron
ergy and localization length—peculiar to zero-dimensionalyere studied by Hippolito, Farias, and Stuf%and by Jack-
systems, and also, if the potential well in which the electrongon and Platzm&f®in the framework of the Feynman path-
are localized is sufficiently deep, a set of energy levels.  jntegral method. Figure 21 shows the calculated binding en-

A magnetic field normal to the surface of the liquid pro- ergy W of a polaron over bulk helium as a function of the
motes the formation of an electron polaron. In the limit whenpressing electric field. It is seen that the calculations done by
the magnetic lengthhy<L, the binding energy of the po- jfferent methods are in good agreement. Figure 22 gives the
laron can be written in the fori polaron effective masM* as a function of the thickness

PE? (11 of the helium film for different substrat@éThe value oV *
by W) . increases sharply with decreasidgven for substrates with
H a weak van der Waals coupling, such as solid neon.

The characteristics of one-electron dimples on thin lay-  The hydrodynamic model of an electron polaron presup-
ers of liquid helium were considered by MonarkliséAs we  poses the absence of thermal ripplons on the liquid surface,
have said, the presence of the substrate gives rise to an aice., strictly speaking, it is valid fof =0 K. The features of
ditional pressing electric field, and it is also necessary to takéhe formation of a polaron on a helium film at nonzero tem-
into account the renormalization of the capillary constant dugeratures were considered in Refs. 89 and 90. The bind-

W=

(41)
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M* A detailed analysis of the theoretical papers in which
various characteristics of electron polarons on the surface of
liquid helium have been calculated is given in the review by
Studart and Sokoloysee p. 245 of Ref. 41
Many papers have been devoted to the search for po-

laron states on the liquid helium surface. Although it is still
too early to draw a final conclusion as to the detection of
Sapphire such states with a sufficiently high binding energy and stable
dimple, it is nevertheless of interest to discuss the main re-
AN E =100V/em sults of the experiments that have been done and the direc-
0N R tions of future searches.

"'~~.~. Sapphire The first information as to the possibility of formation of
\\ e, a magnetic polaron on liquid helium was obtained by

\ “E =0 Edel’man in cyclotron resonand€R) experiments? It was

found that the CR lines are shifted to higher frequencies by
an amountdw, that could be due in part to the formation of
a magnetic polaron. According to the theoretical
estimate¥' %

FIG. 22. Effective mass of a polaron versus the thickness of the helium film. 2E2
The solid curve is a self-consistent calculation, and the dashed curves are the _ S
harmonic approximatioff W= SmTah’

10°

E =0
1 N Neon\ { f
0 200 400 600 800 1000
d, A

(44)

The experimental value afw, turns out to be approximately

ing energy and effective mass of polarons for both thin fiimsthree times larger than the theoreti_cal_ valuef although the
(d=100 A) and for films of arbitrary thickness were calcu- deéPendence ofw . onE, agrees qualitatively with Eq44).

lated for various temperatures and for a coupling constant 1 he formation of a polaron should lead to a sharp change
determined by the relations in the character of the electron motion along the liquid he-

lium surface. If the mobility of free electrons is determined
by their interaction with helium atoms in the vapor and with
ripplons, then, since a polaron dimple on the helium surface
has a characteristic size=10 ° cm, the mobility of an
electron polaron should be determined by the viscosity of the
ﬂquid. In Ref. 87 it was shown that the mobility of a polaron
Bn bulk helium can be written in the form

(eE})? fi%k;
8waE,’ ¢ 2m’

a= (43
wherek, is taken equal téc. It was found that the thermal
ripplons destroy the polaron states, preventing the formatio
of a stable dimple, and the destruction of the localized stat
occurs at a rather small value of the rakigl /W. Figure 23

shows the dependence of the polaron effective mass fon 27h a®?

different values ofky=E_./kgT (Ref. 89. It is seen that for m= ym7%%E 3" (45)
small values of, (high temperaturgspolaron formation is _ ) _ o _

difficult even at large values of the coupling constant. where 7 is the viscosity of liquid helium. The value of

from (45) is much smaller than the mobility of free electrons.
In addition, the temperature dependence of the mobility ac-

103¢ cording to(45) is determined by the temperature dependence
FoA— x0=103 of a and 7. Since for liquid*He atT<1.3 K the value ofy
M* [ e~ X0=102 AAAAAA increases with decreasing temperature, the valye sifould
o —xp=10] A decrease accordingly. We also note that, unlike the case of
—x.=100 A gy NOS C
-8 —%o=10 & free electrons, for whiclu~E| “ at high pressing fields, for
102l AAAA/ electron_ polarons one has~ Els. In R_ef. 33 the following
E A expression was obtained for the mobility of electron polarons
C on a helium film:
r 4rra’e(kd)?d . s
L M:W' F =eEl+Fd, (Kd) <L/d,
10 L (46)
& whereF 4 is taken from Eq(6).
L },o/ Thus the formation of polarons on liquid helium is re-
i ’,o/" vealed most simply by the presence of features in the behav-
i °o°°°°/ ior of the mobility of electrons on liquid helium at high
10 o oo pressing electric fields and on thin helium films. This is the
0.1 1 10 method that has mainly been used to register polaron states
o on liquid helium.
FIG. 23. Effective mas#1* of an electronic polaron as a function of the Even in the first experiments on the detection of surface

coupling constant: for various values ok,=E_ /kgT.%° electronic states on a helium film it was established that the
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A
: A : N on the thickness of a helium film on a Sitall substratg=5.6).%"
N K
N 4
Z/ ) when it was filled with helium to the necessary distadce
AV =ko/HY? from the bottom, wheré&, was assumed equal to

3% 10 ¢ cn*®. Measurements were made at a frequency of
9.4 GHz in the temperature range 1.65—2.15 and at electron
densities of up to & 10° cm™ 2.

The conductivity of the electron layer was determined

from the shift in the Q of the cavity when the dielectric insert

—] T je—

Vo was charged with electrons. The relative error in determina-
FIG. 24. Diagram of the experimental cell for investigating the high- tion of the Q was 5%' ) )
frequency conductance of electrons on a helium film:cylindrical cavity, The values obtained for the effective high-frequency mo-
2—vacuum chambe@—dielectric insegf—bottom of cavity,5—heating  bility of the electrons for a film on the surface of a sapphire
filament, 6—spark gap/—coaxial cable: substrate was 0.17(V-s) at 1.7 K. The electron mobility

on a liquid helium layer on Sitall glass {=5.6) as a func-
tion of the layer thicknesd, obtained by Mende, Kovdrya,

velocity of surface electrons on a film is very low. It re- and Nikolaenkd is shown in Fig. 25. It is seen thai
mained unclear, however, whether this effect is due to a lovincreases with increasirgy and atd=600 A the mobilityu
electron mobility or to other mechanisms, e.g., a low rate ofeaches its value for surface electrons on bulk helium. It was
transition of electrons from the helium film to the bulk lig- found in that study that the electron mobility is approxi-
uid, where they were registered. The first measurements ahately inversely proportional to the density of helium atoms
the mobility of surface electrons on a helium film with the in the vapor.
use of microwave cavitié4 showed that, depending on the Low-frequency measurements of the mobility of elec-
kind of substrate and the quality of its surface, the mobilitytrons on a liquid helium film were first made in Ref. 35. The
of surface electrons for films 300 A thick is 0.1-1.6/¢v experimental cell used in that study had the feature that the
-s), which is much lower than the mobility of electrons on liquid helium level relative to the substrate could be varied
bulk helium. by means of a system of two coupled sylphons, into one of

The measurement cell used in Ref. 34 is shown in Figwhich helium was delivered under pressure. The helium
24. A cylindrical cavityl, having a diameter and a height of level was measured by a capacitive sensor.
42 mm and with its walls covered by a layer of lead, was  The results are presented in Fig. 26. It is seen that, start-
placed in a chambe?. The bottom of the cavity was electri- ing at valuesd=800 A, the mobility falls sharply with de-
cally isolated from the walls. A dielectric inse8, with a  creasing thicknesd of the helium film, reaching values of
thickness of 1 mm and a diameter of 41 mm, was placed od0 * m?/(V-s), which are much lower than the mobility
the bottom of the cavity. The electron source was either abtained in microwave measurements.
rapidly switchable heating filamet or a discharge near a The low-frequency mobility of electrons on helium films
tungsten tips. The microwave power was coupled in and outon different substrates has been investigated in many studies.
by coaxial lines7; their coupling coefficient with the cavity Wilen and Gianett¥ measured the mobility of electrons on a
could be tuned by means of adjusting screws located on thieelium film on a glass substrate in the temperature range
outside of the cryostat. Thely;; mode of electromagnetic 1.5-1.7 K. It was shown that at=750 A the measured
oscillations of the cavity was used for the measurements. Inalues ofu are close to those for the bulk liquid. With de-
that case the alternating electric field was directed parallel tareasingd the mobility falls and its value becomes irrepro-
the surface of the dielectric insert. ducible. Dahm and co-workéfs'®° made detailed and care-

The Q of the cavity was determined from the dampingful measurements of the mobility of surface electrons on
decrement with with a relative error 6f0.5% with the aid films on smooth glass substraté&he substrate roughness
of a precision Q meter. was of the order of 20 Ain the temperature region 1.2—1.9

The thickness of the film at a given value ldf which K for film thicknesses of 220-250 A. The electron density
was determined from the shift in the frequency of the cavityon the films was monitored by measuring the induction sig-
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FIG. 26. Dependence of the low-frequency mobijityn the film thickness Y
for electrons on a helium film at two different temperatufeghe inset
shows the dependence afon E, for a helium film 930 A thick. FIG. 27. Mobility of electrons on a helium film versus 2 for different

substratega) and the dependence of the paramgtem y from Ref. 4(b).
The data of Ref. 105 for 1.5 KO, @, A, A); the data of Ref. 97 foll

nal from the Charge |ayer on a Vibrating electrode. It was=1.7K (%); the data of Ref. 106 fofr =1.6 K (< ); the solid curve shows
found that the experimental data differ from the results ofi"® data of Ref. 107 reduced by a factor of 10.

theoretical calculations that take into account the scattering

of electrons on helium atoms in the vapirand also the

one- and two-ripplon mechanisms of electron scattef?f.  pointed out that this empirical dependence also gives a fair
was established that the difference is practically independenfescription of the data of Refs. 97, 106, and 107. The situa-
of temperature, so that the additional scattering could be ation is illustrated by Fig. 27(taken from Ref. % which
tributed to the interaction of electrons with defects of theshows plots ofu(d~2) and B(y), wherey=(s4—1)/[4(eq4
substrate. +1)].

In measurements of the mobility of electrons on helium By analyzing the behavior of the mobility of electrons
films on a solid substrate with weak van der Waals couplingon a helium film from Ref. 97, Marquez and Studarr-
(solid neon, Kajita and Sasak® observed that for thin he- rived at the conclusion that the motion of electrons on a film
lium films (several monolayeysthe relaxation time of the is of a polaronic character, involving the formation of a
electrons is determined by the expression stable dimple, in which case the polaron mobility is given by

S T(—31+ 7_;1, (47) an expression analogous 6). This c_onclusion is in_r_leed

of refinement, however. The problem is that the mobility of a
whererg and 7g are the relaxation times associated with thepolaronic dimple should be determined by the viscosity,
interaction of electrons with helium atoms in the vapor andwhile, according to the data of Ref. 97, the valueofis
with substrate roughness, respectively. In Ref. 104 the MOapproximately inversely proportional to the densﬁM of
bility of electrons on a helium film on a solid neon substratehelium atoms in the vapor. It was pointed out above that the
was measured in a pressing field of up to 9000 V/cm. It wasnobility of electrons on a helium film in Ref. 105 is also
shown thatu depends weakly on the thickness of the heliuminversely proportional tdNy, and the mobility measured in
film. Refs. 99, 100, 106, and 107, except for the influence of sur-

De Jeu and Platzmafsee Ref. 10bmeasured the mo- face roughness, is mainly determined by the scattering of
bility of electrons on helium films covering substrates of electrons by helium atoms in the vapor.
solid Ne, Ar, Kr, and LiF in the temperature range 1.5-1.6  |n answering the question of whether the electron motion
for film thicknesses up tai~800 A. They found that the on a helium film is of the character proposed in Ref. 92 or
mobility is inversely proportional to the density of helium js governed by some other mechanism, it is apparently
atoms in the vapor and fol<550 A is described by the necessary to take the roughness of the substrate into account
empirical formula,u~e‘ﬁ’d2, where 8 is a coefficient that in addition to the value of the effective pressing fidtd
depends on the substrate material. Dafpm281 of Ref. 4 =E, +E4. It was established by an electron microscopic
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analysis of the structure of the substrate surffadeat the field the data on the longitudinal conductance can be ex-
characteristic height of the substrate roughness is 20 A, witplained in terms of an effective collision frequency of the
an average distance between asperities of*Xn. It was  magnetopolaronic dimple with helium atoms in the vapor.
established in Ref. 34 that the characteristic roughness for a A feature of the results is that no transition to free-
sapphire substrate consists of round protrusions 200—300 &lectron mobility is observed for thick films, in spite of the
in height, with a density of-10'° cm™2, and defects in the fact that the valu&V=0.5 K becomes less than the tempera-
form of “ridges” with a height and width of 700 A. The ture of the experiment, and the polaron should not be stable.
Sitall substrate used in Ref. 97 was smoother: the asperities Thus the experimental results on the electron mobility on
on it had a characteristic height of 200 A and a density ofhelium films covering substrates that are not very smooth can
~10'°cm™2. For a helium film 300 A thick, roughness on be described in terms of polaron effects arising either as a
such a scale should lead to rather large variations of theesult of a strong effective pressing electric field, as was
potential, although, because of the finite thickness of the heproposed by the authors of Ref. 109, or as a result of sub-
lium film, they will be smoothed out in accordance with strate roughness, giving rise to a random potential in which
relation(14). We note that for the substrates used in Refs. 34lectrons are localized with the subsequent formation of po-
and 97 the density of potential wells was greater than théaron states.
electron density. Coimbra, Sokolov, Rino, and StudHft calculated the
One can propose the following picture of the motion of mobility of electrons on a helium film with allowance for the
electrons on the surface of a helium film. By virtue of rela- scattering of electrons by substrate roughness and showed
tion (14), the variations of the random potential owing to that under reasonable assumptions as to the average height of
surface roughness are not very large, and the electrons atiee asperities and the distance between them, the experimen-
localized in the random potential not in a single potentialtal data could be reconciled with the theoretical calculations
well but in several of them, with a characteristic localizationin the case of thick films d>350 A). For thinner films,
length (this is an analog of Anderson localizatiorhe lo-  however, the experimental values of the mobility are lower
calized electron forms a polaron. The electron mobility isthan the theoretical values by a factor of two to three. This
effected by jumps from one localized state to another, withmay be evidence of electron localization in a random poten-
the formation of a polaron in each localized state. This pictial due to substrate roughness. Apparently this effect, as had
ture of the electron motion on a helium film was proposed bybeen conjectured previously, is predominantly responsible
Jacksort® who found that the diffusion coefficient resulting for the character of the transport of carriers on thin films.
from electron tunneling between localized states with a  However, at present one cannot say with certainty that
strong electron—ripplon interaction taken into account isthe polaron states predicted in Refs. 86 and 87 are in fact the
given by peculiar zero-dimensional electronic formations on liquid he-
lium which have been registered quite reliably in experi-
D=2 F{— 1 eEr ments. For reliable observation of polaron effects due to the
=pr7expg — s Kke——— . . o :

4 2av presence of a uniform pressing electric field and the field of

the substrate it will be necessary to investigate thin helium

where vy is the thermal velocity of the electrom,is the  fimg on atomically smooth surfaces at ultralow tempera-
relaxation time, and is the density of states. The valuelef  ,res.

: (48)

is taken from Eqs(42) and (43). Since ke~ (dg/d)?, for The formation of polarons on the surface of liquid
B, >Eq one has EY=E,, and, accordingly, 1 helium can also be detected from the resonance absorption
~exf—(dy/d)7]. In the opposite limiting cas€, <Eq,  of a microwave field in the transition of electrons localized

which is ordinarily realized in experiments, one has i polarons from the ground energy level to excited levels.
~exp{—(dyd)*], in contradiction with the experimental re- | ehndorff and Dransfeld" observed a peak in the absorption
sults. In spite of the fact that the above expression was oboy electrons on thin helium films on a Mylar substrate at a
tained for the conditiorE, <E,, one can assume that it temperature of 1.12 K and an electron density of 7
remains approximately correct in a wider range of relation-yx 141 cmy~2, which they interpreted as a transition to the
ships betweef, andE. Itis not ruled out that the viscos- first excited state of the polaron. However, it has been noted
ity plays some role in the motion of electrons on a liquid (p. 281 of Ref. 4 that at the given temperature and electron
helium film, as was noted in Ref. 92. density it is possible for an electron crystal to form, and the
Wyder and co-workerS® measured the mobility of elec- apsorption peak could thus be due to one of the modes of
trons on a helium film covering a quartz substraig (- plasma oscillations of the crystal. The characteristics of po-
=4.3) in the region of film thicknesses 300~700 A at ajarons in one-dimensional and quasi-one-dimensional elec-

temperature of 1.3 K in magnetic fields up to 10 T at fre-yron systems on liquid helium were examined in Ref. 112.
guencies of 3—6 kHz. The characteristic height of the sub-

strate roughness was less than 150 A. The data obtained were _ o _

explained by the authors in terms of the formation of stable4'2' Bound states of an electron with a positive ion: diplons

electron polarons under the influence of the uniform external  As was shown by Monarkha and Kovdr{&, when a
pressing electric field, which reached values of 8500 V/cmpositive ion with charge), which is coupled to the substrate,
and the field of the substrate. For thin films the polaron for-is present in the helium film, it can form peculiar bound
mation energyW was greater thakgT, and the values ob- states with an electron localized above it on the surface of
tained for the mobility agreed well with the theoretical the liquid helium (Fig. 28. Such a complex is called a
predictions® It was also shown that in a strong magnetic diplon. The positive ion is attracted toward the solid sub-
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FIG. 28. Structure of a dipole complégiplon).t*®

strate by image forces, and an image charge of negative sign, 10 20 30 40 50
e'=e(eq—e)l(eqte), arises in the substrate. The total
charge of the ion and its image @=2|e|s/(e4+¢). The
potential energy of interaction of an electron on the liquid
helium surface with the ion has the form

Qle| . Qle'| 2e?(g3+e?)e

eD  edD (eq+e)2eg(d+2)%+r?’

(49

where —Qe/eD s the total interaction energy between the
electron and the charg®, Qe'/e4D is the interaction en-
ergy of the charg® with the image charge of the electron,
D is the distance between the ion and the chasgasde’, 0 : - "
d is the thickness of the helium filnz, is the distance be- 10 20 30 40 50

tween the electron and the surface of the liquid, ansl the d, nm

deviation of the electron position from that corresponding t0g|g. 29. Binding energy of an electron in a diplta and the energy of the

the minimum distance from the ion. Assuming that the dis-transition 1-2 (b) as a function of the thickness of the helium fitl The
placements of the electron from the equilibrium position aredashed curve was calculated on the assumption of a smooth liquid surface,

small and expanding49) in the parameters/(d+z) and _the dotted curve was calcu_lated with the c_Ieformaupn of the surface ta_1ken
2/d. we obtain into account as a perturbation, and the solid curve is an exact calculation.

U=

292(85"!‘82)8 1 2 2
= mﬂfﬁﬁ‘ Emwdr ) (50) film (Fig. 29 and also found the profile of the liquid surface
over the positive ionFig. 30. For d=300 A the binding
2lel(ef+ede , 2e%(sited)e energy was quite large, 170 K, and the maximum deflection
= legte) g’ “4 (ogt o) legmd® (5D of the liquid was~2.5 A. A magnetic field splits the level of

] ] the first excited state into two sublevels. At low fieBighe
The spectrum and wave functions of an electron in the plangistanceAE between the ground and first excited level in-

of the helium vapor-liquid interface are of an oscillatory -regses linearly with increasir®, while at high magnetic
nature with a characteristic frequenay, and a localization  fg1ds AE~B2.

radius L= (%/mwy)Y2 The distance between levels for a
glass substrates;=6) andd=300 A is ~13 K, and the
corresponding localization length~80 A. It was shown in
Ref. 113 that for helium film thicknesses larger than 70 A the
diplons are stable formations both with respect to the pen-
etration of electrons into the liquid phase under the influence
of the electric field and also against small oscillations of the
liquid surface. Estimates show that for a helium film 300 A
thick on a glass substrate the surface of the liquid is stable up
to electron densities of 10'° cm 2.

As we have said, a localized electron creates a local
pressure on the liquid helium surface, and that can cause a

dimple to form. A consistent treatment of the characteristics ' -15 . . .
of diplons in such a case was given by Farias and Petters, 0 20 40 60 80
who solved the Schringer equation for the electron jointly 20 , . r.’ nm .
with the equation of mechanical equilibrium for the liquid "0 20 40 60 80
surface with allowance for the influence of the external r, nm

pressing electric flel_d and an external ma_gnetlc _ﬂeld' The)ﬁ G. 30. Deformation of the liquid helium surface as a function of distance
calculated the energies of the ground and first excited state @iy an electron in the ground and excitédsey states for different values of

the electron in a diplon for various thicknesses of the heliurmd [A]: 100 (solid curve, 200 (dashed curve 500 (dotted curvg!'4
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An interesting question concerns the collective proper- 4 0.50F
ties of such zero-dimensional systems as diplons, since a égo.zs— \‘\
study of these properties will yield information about the CE
characteristics of the diplons themselves. A positive ion in 8F o
liquid helium presents as a sphere of solidified helium of *
radius 6 A. The experiments of Maravigita have shown =
that ions in a helium film are mobile particles, with a mobil- _Z 61
ity of 2.8 cnf/(V-s) at T=0.9 K. Thus the ions localized @
near the substrate in a film will apparently form a rather - 4
uniform layer of charge. Monarkh¥ and also de Freitas, Ny
Rino, and Studalt’ considered the collective modes of a b
diplon liquid on the assumption that the positive ions are 2r
mobile particles. They showed that the plasma oscillations in
such a system are of an acoustical character and are analo- 0 L L ! L L !
gous to plasmons on a thin film covering a metallic surface: 15 16 17 1-§r K1-9 20 241

47n;e’d\?
w(k)= —*> , (52 FIG. 31. Temperature dependence of the conductivity of an electron layer
M on a film of liquid helium, divided by the difference between the potentials

. . . . V, at which the film was charged ang, at which the electrons were pre-
wheren; is the density of diplons. We note that, according tocipitated out onto the dielectric substrafeV,=30 V, V,=0 (®); V,

Ref. 114, the effective mass of an electron, on account of the 150 v, v,=75 v (A); v,=200 V, V,=150 V (0J). The inset shows the
dimple it forms, can be very large, and the mass of a positiveesults for the case when the substrate was charged with positive ions at
ion in helium is also quite large~40M,).**® Thus the total = V1=—200 V; the points {-) were obtained fok/,=—25 V.

effective mass of a diplon will also be large and, hence, the
frequencyw (k) will be small. The high-frequency electronic

mode Otf Z ﬁ}yetrtﬁf d|plodns r\:vas C?:f”“f%'? Ref. 116, and Itdone in Ref. 34 by measuring the microwave conductivity of
was noted that this mode has a threshold Trequengy electrons on a layer of positive ions coupled to a substrate

S'”Ce the lonsn a helium f|Im_on a solid substrate ar€overed with liquid helium. A film-coated substrate placed in
rglatlvely mOb”?’ they can form an lon CFVSt?‘" In that Case & microwave cavity was charged with positive ions to a den-
diplon crystal will fqrm when the hellum'fllm is charged Wlth sity n, =101 cm2, and then an electronic charge was de-
electrons to a_densmy=ni. The prope_rt|e§ of the collective posited on the liquid helium surface to an electron density
modes of a diplon crystal were studied in Ref. 116. It Wasn=ni. Figure 31 shows the temperature dependence of
_shown that at a low _frequencz;_;< r(Gy), where @(G,) o/AV (o is the conductivity of the electron layey, is the
IS the frequgncy of rlpplons with a wave vector Corresloond'pressing potential at which the film was charged with elec-
ing to a reciprocal lattice vectpra diplon crystal has two

. des. | tudinal dt o ith trons in the cases when the substrate did not contain ions
acoustic modes, longitudinal)(and transverset, with ve- and when it was charged with positive iofisse). It is seen

The first experiments on the detection of diplons were

locities that if the substrate is charged with ions, the valuerbdV
re?d?\ 13 is much less than the analogous value obtained in the ab-
CLt=byt M*as| (53 sence of charge. Figure 32 shows how the effective mobility

_ . o Of the electron layer in the case when the substrate was
where b;=4.25 andb,=1.43; a is the distance between charged with positive ions depends on the thickries$ the

diplons. At a high frequency> w(G;) the plasma oscilla-  helium film for an equal density of electrons and ions. At
tions acquire a threshold frequency

wﬁt=ﬂ)é+ w|2’t, ?Z)S=E ngr2<wd, (54) 120

whereC, is the electron-ripplon coupling constant.

We note that the plasma modes obtained on the assump-
tion that the positive ions are mobile should apparently be
strongly damped by virtue of the low mobility of the ions.

The possibility of diplon formation in phase-separated
SHe—*He solutions was analyzed by MonarkHa.

A system of diplons can be particularly interesting in the
casen<n;. Then the electrons can move from one positive
ion to another, and, depending on the height and width of the
barrier that an electron must overcome, its motion can be 0 L 1 ! L
classical or quantum. If the ions form a crystal lattice, band 1 3 4 5 6 7
motion of the electrons can arise. Datfhconsidered the d, 102 A
possibility that a Mott tr_ansmon can OF:CUF as the overla_p 9fFIG. 32. Effective conductivity of an electron layer on a helium film as a
the electron wave functions changes in response to variatioginction of the film thickness in the presence of positive ions on the sub-
of the thickness of the helium film. strate;n=1.1x 10'° cm 2 (Ref. 34.
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first oo varies weakly with increasing, but, starting at potential barrier preventing penetration of the electron into
~400 A, it increases sharply, growing by more than an orthe medium. The spectrum of electronic surface levels on a
der of magnitude fod~500 A. spherical particle of solid hydrogen was found for particles
Thus the behavior of electrons on a helium film in the of different radii, and it was shown that the frequency spec-
presence of positive ions on the substrate differs substantialiyum of the energy levels for particles of radius 1—&th
from their behavior in the absence of positive charge. Thextends from optical frequencies to 14010 Hz. It was
effective mobility u.z of the electrons in the presence of conjectured that cosmic radiation from dust clouds might be
positive ions on the substrate is 0.0%/(V-s) at 1.7 K, due to the presence of such surface states on particles of
which is much less than the electron mobility in the absenceolid hydrogen.
of positive charge on the substrate. The temperature depen- The analogous problem for helium clusters was consid-
dence is also noticeably different in the two cases. While forered by Rama Krishna and Whaly. They solved the
electrons over a substrate not containing positive charge th®chralinger equation for clusters with a specified number of
value ofa/AV is approximately inversely proportional to the helium atoms and calculated the binding energy and also the
density of helium atoms in the vapor, for electrons on a filmposition of the excited levels of an excess electron on the
in the case when positive ions are present on the substratglium surface. It was shown that a liquid spherical cluster is
a/AV is inversely proportional to the density of rotons. stable against deformation. It was established as a result of
These results can be explained by the formation of dimpleshe calculations that the binding energy of an electron with a
with a large effective mass, beneath the electrons. Accordingelium cluster decreases with decreasing radius of the clus-
to estimates;* the effective mass of the dimples can reachter. For example, for a cluster of radius 180 A the binding
valuesM* =(10'-1%*)m (m is the electron magsin this  energy is equal to 0.04—0.06 K, which is more than an order
case, together with the optical mode characterized by thef magnitude smaller than the binding energy of an electron
frequencywy from (51), there arises another optical mode ith bulk helium. The average distance of the electron from

with a lower threshold frequency the liquid helium surface in such a cluste(®;=200 A, as
m \ 12 compared to 75 A for bulk helium. As yet there have been no
Z)dzwd<w (55 experimental studies of electronic states on helium clusters,

although they are of interest, since they would allow one to
For a helium film of thicknessl=300 A the frequencyoqs  determine various characteristics of the clusters, such as their
=10°-10 s™*. At the frequencyw>aq used in Ref. 114, sjze and temperature.

the electrons will move together with the dimple under the  One of the ways of obtaining zero-dimensional electron
influence of the microwave field. If the dimple is rather deep,systems on the surface of liquid helium, as in the case of
as in the case of diplonS, the diSSipative losses will be dete'bne_dimensionaj and quasi_one_dimensiona| electron sys-
mined by its interaction with thermal excitations of the bulk tems  is to use a specially profiled dielectric substrate cov-
helium—r'otons. With increasing thickness of the helium film g g by a thin layer of liquid helium. The profiled substrate
the coupling of the electrons with the ions is weakened, anthas a system of identical recesses. If the liquid helium cov-
accordingly, the high-frequency mobility increases. The exring such a substrate is found at a certain height above the
periments described are of a preliminary nature, and furthegquid level, it forms a system of dimples on the surface of
study is required. the liquid. In the presence of a pressing electric field an
~ Lehndorff and co-authot§' observed a narrow absorp- electron can be localized in such a dimple. The characteristic
tion peak at 9 GHz for electrons on a helium film in the frequency of oscillations of the electron and the localization

presence of positive ions on the substrate, while in the a%ngth are determined by the same relations as for a one-
sence of positive charge the absorption peak did not appeaimensional systerfsee Sec. 2)1

The authors attributed the presence of the additional absorp- This way of realizing a quasi-zero-dimensional system

tion peak to the formation of diplon_s in the helil_Jm film. It_ i_t was used by Sommerfeld and van der Heifdéand Valk-
possible that what was observed in Ref. 121~|s a transﬂmr&ring' Yayama, and van der Heijd&i.The substrate used in
due to the presence of a threshold frequedgy in the  pet 125 is shown schematically in Fig. 33. It contains a
plasma oscillations of electron—dimple complexes. periodic array of prominances with a distance between them
of 5 um. The distance from the top of the prominances to the
bottom of the recesses is 0.48n, and the distance from the
An interesting example of a zero-dimensional electronsaddle points to the bottom of the recesses is m The
system on liquid helium is a system of electrons localizedsubstrate is positioned at a height of 5-8 mm above the
over nanostructures. Such nanostructures might be eithéelium level, and the deflection of the liquidih
small helium clusters or thin layers of liquid helium covering =0.06 um. The distance between energy levels in such a
a specially profiled substrate. Experiments in this area ardimple at the pressing field, =500 V/cm used in that study
now only beginning, but it is nevertheless appropriate to notés ~0.1 K. The potential barrier for the transition of an elec-
the main trends and observations for this research. tron from one dimple to the next I3=eEAh=20-40 K(in
Electronic states near a dielectric particle of sphericathe limit of a low electron densily Obviously the electron—
shape were first considered by Kkia (for solid electron interaction will decreasé. By measuring the mag-
hydrogen.}?? It was found that stationary electronic levels netoconductivity of the electrons in such a system, the
exist which arise as a result of the attraction of a particleauthors established that the electron mobility is 0.26 m
polarized by the field of the electron and the presence of &V-s), approximately an order of magnitude lower than for

4.3. Electrons localized over nanostructures
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FIG. 34. Adc field-effect transistor utilizing surface electréffsa: E is the

source electrode, JEis the gate, and £and E are drain electrodes;
1—qguard electrode2—collimator. b—Side view of the device.

FIG. 33. Profiled dielectric substrate) and the experimental ce{b) for . . . . .
realizing a quasi-zero-dimensional electron system on liquid helfam: dimensional or one-dimensional channel 1 mm in length. A

1—upper electrode?—guard ring, 3—profiled substrate and glass slab, continuously heated tungsten filament emits electrons which
4—electrodes5—helium level gauge. pass through a collimator and enter a drift space. The elec-
trons move from the source electrode #© the drain &
: . . . through an electrode,Fon which suitably chosen potentials
bulk helium. In spite of the fact that in the experiment g z y b

<~ AE/K dth tem i i | di ional. th are imposed so that it acts as a gate. The electrode Esed
s and the system is not purely zero-dimensional, thag, measuring the current that has passed through the device.
study nevertheless demonstrated for the first time the pos

bility that di ional ; iauid heli b "he device is 10 mm long and 4 mm wide.
ity that zero-dimensional systems on fiquid helium can be e current—voltage characteristics of the device were
realized in such a way.

. . . studied, and it was shown that such a device can be used to
A similar system was realized by Leiderer and

) . obtain and investigate a one-dimensional electron system—
co-workers'?® The substrate differed from that used in Ref. 9 y

125 onlv in that the dist bet . 0 uantum wires, which are realized when the thermal de Bro-
only in that the distance between prominances was §Iie wavelength of the electron exceeds the width of the

um and the average depth of the recesses of the substr ﬁanne]

was 0.1 um. Experiments were done fdi=1cm in the ;
An analogous ac device created by Lea and co-wotkers
temperature range 0.2-1.4 K. It was found that below a cer- g y

tain el th ductivity of the elect d was considered in Sec. 4.3. The length of the device is 1 mm,
ain temperaturet the conduclivity of Ine €iectrons de- 5, e length and width of a channel arei@8. This device
creases sharply, an effect which was attributed to localizatio

. : - a0 as used to study the features of crystallization in a quasi-
gLrtfk;:eelectrons in the dimples formed on the liquid he“umone-dimensional system on liquid helium.

The possibility of creating analog quantum computers
and their working principles are widely discussed at present.
Quantum computers can solve complex mathematical prob-
lems that cannot be solved on ordinary digital computers. A

A study of the properties of low-dimensional electron quantum computer contai, interacting quantum bit&u-
systems on liquid helium is not of only fundamental interest.bits). Each qubit is a quantum system containing at least two
In recently published studies, ideas for using surface eledevels, which, as for a classical bit, are assigned two values,
trons for practical applications have been proposed or implef0) and |1). However, unlike classical bits, qubits can be
mented, viz., for the creation of microelectronic devices andound in a state corresponding to a linear superposition of the

5. MICROELECTRONICS AND BITS FOR QUANTUM
COMPUTERS WITH THE USE OF SURFACE ELECTRONS

bits for quantum computers. ground level and an excited level. This sharply increases the
Klier, Doicescu, and Leider& first made dc measure- storage volume and the speed of quantum computers.
ments in a quasi-two-dimensional electron system SHea There is now an active search for systems that can be

film covering a structured metallic surface. The device theyused in quantum computers. Systems that have been pro-
created is an analog of a field-effect transistor utilizing surfposed for use as qubits include atoms in traps, electrody-
face electrons. The device is shown schematically in Fig. 34namic cavities working in a quantum regime, nuclear spins
It contains source and drain electrodes @dd &, respec- of atoms, nuclei in complex molecules, electrons in potential
tively) and a gate E which is a narrow quasi-two- wells, and Josephson structuresge Ref. 128 Among the



102 Low Temp. Phys. 29 (2), February 2003 Yu. Z. Kovdrya

5 2 high magnetic fields the one-ripplon processes are sup-
1 pressed, and the time, for transition of the electrons from
\ the excited to the ground level will be determined by two-
B ripplon processes, which are much less efficient:
s oys
T _wa(m (rB g\ B 2me? .
) K- J i Lt A R e
l: t :l i - H wherew, is the frequency of the ripplon that is excited, with
= elium _1
a wave vectok ~\ .
~ a 4 Estimates show that foF=10 mK this time has a value
Vv T,=10 %s.

An important feature of qubits using electrons is the

FIG. 35. Quantum bitéqubits using surface electrorté” 1,2—upper elec-  gjinole—dipole interaction of two electrons localized over ad-
trodes,3,4—lower electrodes5—heating filamentV, andV, are the po- . .
tentials on the electrodes. The arrow indicates the magnetic field directionl.aCent electrodes. It can be written as

o2
Vaa= @<Z>1<Z>2, (59

guantum systems that could be used to construct quantum
computers, a system of surface electrons on liquid helium isvhere(z), and(z), are the distances from the liquid surface
apparently one of the most promising. The idea of makingor electrons in the ground and excited states, respectively.
quantum computers using surface electrons was proposed Iiis interaction shifts the position of the electron levels by
Platzman and Dykmatf® At sufficiently low temperatures an amount that fod=0.5 um is approximately equal to
(T<0.1 K) the vapor pressure over liquid helium is vanish-10-2 K, and it leads to a coherent transfer of energy from
ingly small, and electrons localized on the surface of liquidone electron to another.
helium are coupled to their surroundings only via ripplons.  The qubits under discussion work as follows. By irradi-
For T=10 mK the number of thermal ripplons is small, and ating the electrons with a microwave field of a given fre-
the rms displacement of the surface of liquid heliumsis guency, one can, by choosing the pressing potentialand
~(kgT/a)?=2x10"° cm. V, on the electrodes, transfer an electron in one of the qubits
For an electron found on the ground energy level, therge.g., the firstfrom the ground to the excited level. Then the
exists a weak coupling with ripplons, limiting the mobility of value ofV, is varied so that two levels pass through reso-
the particles, which can reach values of 16%/(V-s).** The  nance. If the duration of this variation is suitably chosen, a
interaction of an electron with ripplons having a characterissuperposition of the ground and excited states will arise for
tic wave vectOIk—rB is determined by the relaxation time the second electron.
of an electron from the excited energy level to the ground To determine the state of the wave function at time

level, which can be written as after completion of the computations, it is proposed in Ref.
fi(rg)2 A2m 129 that the sign of the potentials andV, be changed to
Tl:§(5_ , R= 57 (56)  the opposite, so that the electrons localized near the surface
T

of the liquid can tunnel to the vacuum and pass to the upper
Estimates show thaf;~10 ° s. Hence it follows that the electrode, where they are registered. The values of the poten-
two lowest electronic levels can be used for realization of dials V, andV, are chosen such that the lifetime of an elec-
qubit. The state of the qubit can be changed using microwavgon on the excited level is short and the lifetime of an elec-
radiation to transfer the electron from the ground to the extron on the ground energy level is long. This allows one to
cited level. obtain information about which state each qubit is found in
Figure 35 shows a schematic illustration of two coupledat the end of the computations.
qubits based on surface electrons on liquid helium. The Surface electrons on liquid helium are an extremely
lower electrode, lying under a helium layer of thickness promising system for implementing large analog quantum
=0.5um, is a system of metallic slabs at a positive poten-computers. The density of qubits in such a system can reach
tial (only two electrodes are shown in the figuréhe size of Ng= 10% cm™2. These qubits are easily controlled, it is com-
the slabs and the distance between them are of the order pératively easy to read out information from them, and they
d. The upper electrode is also a set of analogous slabs placédve an acceptable time for destruction of the coherent state.
opposite the lower slabs. One electron is localized on each We note that the diplons considered in Sec. 4.2 can be
slab on the liquid surface. used as qubits. A system of such qubits will look like that
Unfortunately the lifetime according to E(p6) is short, shown in Fig. 35 except that the role of the lower electrodes
and it would be desirable to increase it for more reliablewill be played by the positive ions placed on the substrate
operation of the quantum computer. This can be achieved bgurface. These qubits can be tuned by varying to voltage on
applying a magnetic field perpendicular to the liquid surfacethe upper electrodes. The spectrum of an electron in a diplon,
which localizes an electron to the magnetic length  just as in the case of an electron in a magnetic field, is os-
=(#ic/leB)? (c is the speed of light In a magnetic field the cillatory, and an electron is localized around the atom within
energy spectrum of the electrons acquires a discrete charaa{ocalization length., which in this case is analogous to the
ter, with a distance between levels .. At sufficiently  magnetic length. It can be assumed that one-ripplon pro-
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cesses will also be suppressed in a diplon qubit, and that wilP’D. B. Mast, A. J. Dahm, and A. L. Fetter, Phys. Rev. L&, 1706

increase the lifetime of an electron at the excited level.
The lifetimesT, , of electrons at the excited level are
related to the linewidthAw of the transition from level to
level. The value oAw in the temperature range 1.3—2 K was
measured by Grimes, Brown, Burns, and Ziffdt was
shown thatAw is determined by the interaction of the elec-

(1985.

21D, C. Glattli, E. Y. Andrei, G. Deville, I. Poitrenaud, and F. I. B. Williams,
Phys. Rev. Lett54, 1710(1985.

223, s, Nazin and V. B. Shikin, Zh.Kk8p. Teor. Fiz.94, 133 1988[Sov.
Phys. JETR67, 288(1988].

2%0. I. Kirichek, P. K. H. Sommerfeld, Yu. P. Monarkha, P. J. H. Peters, Yu.
Z. Kovdrya, P. P. Steijaert, R. W. van der Heijden, and A. T. A. M. de
Waele, Phys. Rev. Let#4, 1190(1995.

trons with helium atoms in the vapor and at 1.3 K has a valuezs_p, wigner, Phys. Rew6, 1002(1934).

of 10 GHz, which corresponds ,=10"'°s. Andd*° cal-
culated the values adkw both in the region of interaction of

electrons with helium atoms in the vapor and in the ripplon,

region (T<<0.8 K). It was found that fof <0.7 K the value
of T, decreases as the pressing electric fie]dis increased,
and forT=0.5 K it has a value of 10'—10 8 s for pressing
fields in the rangdz, =0-300 V/cm.

The linewidth of the optical transitions in the ripplon
scattering region was measured by Volodin anfélEnan’®!

who showed that, starting d=0.6 K, the linewidth of the

2C. C. Grimes and G. Adams, Phys. Rev. Ld®, 795(1979.

26A. S. Rybalko, B. N. Esel'son, and Yu. Z. Kovdrya, Fiz. Nizk. Tersp.
947 (1979 [Sov. J. Low Temp. Phys, 450(1979].

'R. Mehrotra, C. J. Guo, V. Z. Ruan, D. B. Mast, and A. J. Dahm, Phys.
Rev. B29, 5239(1984).

28K, Shirihama, S. Ito, H. Suto, and K. Kono, J. Low Temp. PH&L, 439
(1995; K. Shirihama, K. Kirichek, and K. Kono, Phys. Rev. LeR9,
4218(1997).

2%, B. Shikin and Yu. P. Monarkha, Fiz. Nizk. Temp, 957 (1975 [Sov.
J. Low Temp. Physl, 459(1975]. .

30A. M. Gabovich, L. G. Il'chenko, and EA. Pashitski, Zh. Eksp. Teor.
Fiz. 81, 2063(198)) [Sov. Phys. JETB4, 1089(1981)].

3IA. S. Rybalko and Yu. Z. Kovdrya, Fiz. Nizk. Temp, 1037(1975 [Sov.

transition 1-2 is |nde_per_1dent of temperature and has a 7" "~ Temp. PhysL, 498 (1975]. ,

value of~30 MHz, which is approximately 5.5 times larger 2. p, volodin, M.'S. Khakin, and V. S. Eeman, JETP Lett23, 478
than the theoretical values obtained for this linewidth with (1976.

one-ripplon electron scattering processes taken into accounf?;l;]- P-leosnsa(ffg?é]FIZ- Nizk. Templ, 526 (1979 [Sov. J. Low Temp.
ThIS difference was explglned as be,mg due to the _pOSSIble"“V. |. Karamushko, Yu. Z. Kovdrya, F. F. Mende, and V. A. Nikolaenko,
influence of edge effects in the experimental cell, which lead Fiz. Nizk. Temp.s, 219(1982 [Sov. J. Low Temp. Phys, 109(1982];

to nonuniformity of the pressing electric field. Lea and vu.z. Kovdrya, F. F. Mende, and V. A. Nikolaenko, Fiz. Nizk. Tenp,

co-workerd®? made measurements Af up to temperatures

of ~0.1 K and showed that the experimental results are ing

satisfactory agreement with the calculation of Ref. 130.

1129(1984 [Sov. J. Low Temp. Phy<l0, 589 (1984)].
3E. Y. Andrei, Phys. Rev. Let62, 1449(1984.
H. W. Jiang and H. J. Dahm, Jpn. J. Appl. Ph6, 745 (1987).
V1. Ginzburg and Yu. P. Monarkha, Fiz. Nizk. Ten.1236(1978 [Sov.

The author thanks V. N. Grigor’ev, Yu. P. Monarkha, and J. Low Temp. Phys4, 580(1978].
S. S. Sokolov for reading the manuscript and offering helpful 33¢ V. Chaplik, JETP Lett31, 252(1980.

suggestions.

*E-mail: kovdrya@ilt.kharkov.ua

M. Cole and M. H. Cohen, Phys. Rev. Le23, 1238(1969.

2V, B. Shikin, Zh. Esp. Teor. Fiz58, 748 197([Sov. Phys. JETB1, 936
(2970].

3V. B. Shikin and Yu. P. Monarkh&wo-Dimensional Charged Systefirs
Russian, Nauka, Moscow(1989.

4E. Andrei (ed), Two-Dimensional Electron Systeni¢luwer, Dordrecht
(1997.

5M. A. Woolf and G. W. Rayfield, Phys. Rev. Lett5 235(1965.

6C. C. Grimes, T. R. Brown, M. L. Burns, and C. L. Zipfel, Phys. RES;.
140 (1976.

"A. M. Troyanovski, A. P. Volodin, and M. S. Khin, JETP Lett.29, 59
(1979.

8A. M. Troyanovski, A. P. Volodin, and M. S. Khikin, JETP Lett29, 382
(1979.

SV. B. Shikin, Yu. Z. Kovdrya, and A. S. Rybalko, Fizika Kondensirovan-
nogo Sostoyaniy@TINT, Kharkov), Vol. XV (1972, p. 99.

10w, T. Sommer and D. J. Tanner, Phys. Rev. L2T. 1345(1971).

HC. C. Grimes and T. R. Brown, Phys. Rev. L&, 280 (1974.

12D, K. Lambert and P. L. Richards, Phys. Rev2B, 328 (1981.

B3A. P. Volodin and V. S. Bel'man, JETP Lett30, 633(1979.

1A, S. Rybalko, Yu. Z. Kovdrya, and B. N. Esel'son, JETP Lé®, 280
(1975.

15C. C. Grimes and G. Adams, Phys. Rev. L&8, 145 (1976.

M. C. van der Sanden, R. W. van der Heijden, A. T. de Waele, and H. M.

Gijsman, Jpn. J. Appl. Phy26, 749 (1987).

u. Z. Kovdrya and Yu. P. Monarkha, Fiz. Nizk. Tem}2, 1011(1986

[Sov. J. Low Temp. Phydl2, 571(1986)].

493, s. Sokolov and N. Studart, Phys. Rev5B 2640(1995.

41D, Marty, J. Phys. C: Solid State Phyk9, 6097 (1986.

42yu. Z. Kovdrya and V. A. Nikolaenko, Fiz. Nizk. Temf8, 1278(1992
[Sov. J. Low Temp. Phy<8, 894 (1992].

“%h. Yayama and A. Tomokiyo, unpublishéd993; H. Yayama and A.
Tomokiyo, Czech. J. Phyd6, Suppl. S1 3531996.

40. 1. Kirichek, Yu. P. Monarkha, Yu. Z. Kovdrya, and V. N. Grigor’ev,
Fiz. Nizk. Temp.19, 458 (1993 [Low Temp. Phys19, 323(1993].

4°A. M. C. Valkering, P. K. H. Sommerfeld, P. J. Richardson, R. W. van der
Heijden, and A. T. A. M. de Waele, Czech. J. Ph¢§, Suppl. S1 321
(1996.

4®p_ Glasson, S. Efurt, G. Ensell, V. Dotsenko, W. Bailey, P. Fozooni, A.
Kristensen, and M. J. Lea, Physica2B4, 1916(2000.

4"u. Z. Kovdrya, V. A. Nikolaenko, and P. K. H. Sommerfeld, Czech. J.
Phys.46, Suppl S1 3471996.

48X, L. Hu and A. J. Dahm, Cryogenic32, 681 (1992.

4A. M. C. Valkering, 1. Klier, and P. Leiderer, PhysicaZB4, 172 (2000.

50y, A. Nikolaenko, H. Yayama, Yu. Z. Kovdrya, and A. Tomokiyo, Fiz.
Nizk. Temp.23, 642(1997 [Low Temp. Phys23, 482(1997)].

5H. Yayama, A. Tomokiyo, O. I. Kirichek, I. B. Berkutov, and Yu. Z.
Kovdrya, Fiz. Nizk. Temp23, 1172(1997 [Low Temp. Phys23, 878
(1997].

%2vu. Z. Kovdrya, V. A. Nikolaenko, H. Yayama, A. Tomokiyo, O. I. Kir-
ichek, and I. B. Berkutov, J. Low Temp. Phykl0, 191(1998.

53y, A. Buntar, V. N. Grigor'ev, O. I. Kirichek, Yu. Z. Kovdrya, Yu. P.
Monarkha, and S. S. Sokolov, J. Low Temp. Ph§&.323(1990.

543, S. Sokolov, Guo-Qiang Hai, and N. Studart, Phys. Re%1B5977
(1995.

SYu. Z. Kovdrya, V. A. Nikolaenko, S. P. Gladchenko, and S. S. Sokolov,
Fiz. Nizk. Temp.24, 1113(1998 [Low Temp. Phys24, 837 (1998].

6vyu. Z. Kovdrya, V. A. Nikolaenko, S. P. Gladchenko, and S. S. Sokolov,

A, O. Stone, P. Fozooni, M. J. Lea, and M. Abdul-Gader, J. Phys.: Con- J. Low Temp. Phys113 1109(1998.

dens. Matterl, 2743(1989.

yu. Z. Kovdrya, V. A. Nikolaenko, O. I. Kirichek, S. S. Sokolov, and V.
N. Grigor’ev, J. Low Temp. Phy€91, 371(1993.

%u. P. Monarkha, Shin-Ichiro Ito, K. Shirihama, and K. Kono, Phys. Rev.
Lett. 78, 2445(1997).

5"Yu. Z. Kovdrya, V. A. Nikolaenko, and S. P. Gladchenko, Physica B
284-288 168(2000.

%83, P. Gladchenko, Yu. Z. Kovdrya, and V. A. Nikolaenko, Physica B
284-288 1958(2000.

593, P. Gladchenko, V. A. Nikolaenko, Yu. Z. Kovdrya, and S. S. Sokolov,



104 Low Temp. Phys. 29 (2), February 2003

Fiz. Nizk. Temp.27, 3 (2001 [Low Temp. Phys27, 1 (2009D)].

Yu. Z. Kovdrya

%A. Cheng and P. M. Platzman, Solid State Comni25).873 (1978.

%0vu. P. Monarkha, S. S. Sokolov, Guo-Qiang Hai, and N. Studart, Phys. %M. Saitoh, J. Phys. @6, 6983(1983.

Rev. B52, 15509(1995.

613, S. Sokolov, Guo-Qiang Hai, and N. Studart, Physic2E950(2002.

523, Nelson, Yu. P. Monarkha, S. S. Sokolov, and Guo-Qiang ldtrna-
tional Symposium on Quantum Fluids and Solids. Abstrattmstanz,
Germany(2002), p. 18.

53A. M. Dyugaev, A. S. Rozhavskil. D. Vagner, and P. Wyder, JETP Lett.
67, 434(1998.

64p. A. Lee and T. V. Ramakrishnan, Rev. Mod. PHy%. 287 (1985.

558, L. Altshuller, D. Khmelnitski, A. L. Larkin, and P. A. Lee, Phys. Rev.
B 22, 5142(1980.

56p_W. Adams and M. A. Paalanen, Phys. Rev. L&t{. 451 (1988.

§7p. W. Adams, Phys. Rev. Le#5, 3333(1990.

58 Karakurt, D. Herman, H. Mathur, and H. J. Dahm, Phys. Rev. 18&t.
1072(2000.

5%u. Z. Kovdrya, V. A. Nikolaenko, and S. P. Gladchenko, JETP LZg3.
465 (200D.

“OM. J. Stephen, Phys. Rev. B, 5663(1987.

"R. H. Ritchie, Phys. Revl06, 874 (1957).

"2Yu. P. Monarkha, Fiz. Nizk. Tem8, 1459 (1977 [Sov. J. Low Temp.
Phys.3, 702 (1977)].

7M. V. Krasheninnikov and A. V. Chaplik, Fiz. Tverd. Telaeningrad 21,
2502(1979 [Sov. Phys. Solid Stat2l, 1444(1979].

743, S. Sokolov and O. I. Kirichek, Fiz. Nizk. Temp0, 764 (1994 [Low
Temp. Phys20, 599 (1994)].

73S, S. Sokolov and N. Studart, J. Low Temp. PHy26, 499 (2002.

8. M. Kosterlitz and D. J. Thouless, J. Phys.6C1131(1973.

"IR. H. Morf, Phys. Rev. Lett43, 931(1979.

"®D. R. Nelson and B. I. Halperin, Phys. Rev.1B, 2457(1979.

V. E. Sivokon', V. V. Dotsenko, Yu. Z. Kovdrya, and V. N. Grigor’ev, Fiz.
Nizk. Temp.22, 1107 (1996 [Low Temp. Phys22, 845(1996]; V. V.
Dotsenko, V. E. Sivokon’, Yu. Z. Kovdrya, and V. N. Grigor'ev, Fiz.
Nizk. Temp.23, 1028(1997 [Low Temp. Phys23, 772(1997)].

805, S. Sokolov and N. Studart, Phys. Rev6@ 1556 (1999.

81K. M. S. Bajaj and R. Mehrotra, Physica B94-196, 1235(1994.

82p, Glasson, V. Dotsenko, P. Fozooni, M. J. Lea, W. Bailey, G. Papageor:y

giou, S. E. Anderson, and A. Kristensen, Phys. Rev. 1&f.176802-1
(2001).

83A. Kristensen, K. Djerfi, P. Fozooni, M. J. Lea, P. J. Richardson, A.
Santrich-Badal, A. Blackburn, and R. W. van der Heijden, Phys. Rev.

Lett. 77, 1350(1996.

84A. G. Khrapak and N. T. YakuboElectrons in Dense Gases and Plasma

[in Russian, Moscow, Nauk&1981).

85L. S. Kukushkin and V. B. Shikin, Zh. l&p. Teor. Fiz.63, 1830(1972
[Sov. Phys. JETB6, 969 (1973].

86y, B. Shikin, Zh. Eksp. Teor. Fiz.60, 713 (1971 [Sov. Phys. JETR3,
387 (1971)]. )

87y, B. Shikin and Yu. P. Monarkha, Zh.K&p. Teor. Fiz.65, 751 (1973
[Sov. Phys. JETRS, 373(1974].

880. Hippolito, G. A. Farias, and N. Studart, Surf. St13 394 (1982.

895, A. Jackson and P. M. Platzman, Phys. Re®534886(1982.

903 A. Jackson and P. M. Platzman, Surf. ei2, 125 (1984.

94 . M. Sander, Phys. Rev. B1, 4350(1975.

92G. E. Marques and N. Studart, Phys. Rev3® 4133(1989.

%y, S. Edel'man, zh. Kksp. Teor. Fiz77, 673(1979 [Sov. Phys. JETBO,
338(1979]. ]

94, B. Shikin, Zh. Esp. Teor. Fiz.77, 717 (1979 [Sov. Phys. JETRO0,
361(1979].

9F. F. Mende, Yu. Z. Kovdrya, and V. A. Nikolaenko, Fiz. Nizk. Tenifp,
646 (1985 [Sov. J. Low Temp. Phydl1, 355(1985].

%L, wilen and L. Gianetta, ifProceedings of the 17th International Con-
ference on Low Temperature Physi€art 1(1984), p. 221.

9H. W. Jiang and A. J. Dahm, Jpn. J. Appl. Phgs, 745 (1987).

1004, W. Jiang, M. A. Stan, and A. J. Dahm, Surf. St@6, 1 (1988.

103\, Saitoh, J. Phys. Soc. Jp#2, 201 (1977).

103y B. Shikin and Yu. P. Monarkha, J. Low Temp. Ph{$, 193 (1974.

0%, Kajita and W. Sasaki, Surf. Scl13 419(1982.

104, Kaijita, J. Phys. Soc. Jpi®2, 372(1983; Surf. Sci.142, 86 (1984).

9%, M. Platzman, Surf. Scl70, 55 (1986.

1084, W. Jiang and A. J. Dahm, Surf. S@29, 352 (1990.

107, L. Hu, Y. Carmi, and A. J. Dahm, J. Low Temp. Ph$8, 625(1992.

1085 A. Jackson, Surf. Scl70, 65 (1986.

100, Tres, Yu. P. Monarkha, F. C. Penning, H. Blayssen, and P. Wyder,
Phys. Rev. Lett77, 2511(1996.

1%, Coimbra, S. S. Sokolov, J. P. Rino, and N. Studart, J. Low Temp. Phys.
126, 505 (2002.

1B, Lehndorff and K. Dransfeld, J. PhygFrance 50, 2579(1989.

112G, A. Farias, R. N. Costa Filho, F. M. Peeters, and N. Studaierna-
tional Symposium on Quantum Fluids and Solids. Abstractsstanz,
Germany(2002), p. 49.

Wyu. P. Monarkha and Yu. Z. Kovdrya, Fiz. Nizk. Tem@, 215 (1982
[Sov. J. Low Temp. Phys8, 107 (1982].

G, A. Farias and F. M. Peeters, Phys. Re\6®B 3763(1997).

1158, Maraviglia, Phys. Lett. 425, 991 (1969.

1oy, P. Monarkha, Fiz. Nizk. Tem®, 1133(1982 [Sov. J. Low Temp.
Phys.8, 571(1982].

17y, de Freitas, J. P. Rino, and N. Studdréectures on Surface Science
Springer-Verlag, New York1987, p. 177.

1183, poitrenaud and F. I. B. Wiliams, Phys. Rev. L&, 1230(1972.

1%u. P. Monarkha, Fiz. Nizk. Temgb, 940 (1979 [Sov. J. Low Temp.

Phys.5, 447 (1979].

°A. J. Dahm, Z. Phys. B: Condens. Mat@8, 333 (1995.

1218 | ehndorff, C. Vossloh, T. Gunzler, and K. Dransfeld, Surf. Q63
674(1992.

122\, S. Khakin, JETP Lett.27, 668(1978.

123\.. V. Rama Krishna and K. B. Whaley, Phys. Rev3B, 11839(1988.

1245 K. H. Sommerfeld and R. W. van der Heijden, J. Phys.: Condens.
Matter 7, 9731(1995.

1257, M. C. Valkering, H. Yayama, and R. W. van der Heijden, J. Low Temp.
Phys.113 873(1998.

126A M. C. Valkering, I. Klier, and P. Leideretnternational Symposium on
Quantum Fluids and Solids. Abstractéonstanz, Germang20013), p. 50.

1273, Klier, 1. Doicescu, and P. Leiderer, J. Low Temp. Phy&1, 603
(2000.

1283 Ya. Kilin, Usp. Fiz. Naukl69 507 (1999.

12% M. Platzman and M. |. Dykman, Scien284, 1967(1999.

130T, Ando, Phys. Soc. Jpr4, 765(1978.

18IA, P. Volodin and V. S. Bel'man, Zh. Ksp. Teor. Fiz.81 368 (1981)
[Sov. Phys. JETB4, 198 (1981)].

3% G. Frayne, P. Fozooni, W. Baiey, P. Glasson, G. Papageorgiou, and M.
J. Lea,Europhysics Conference. Abstractel. 26A (2002, p. 162.

Translated by Steve Torstveit



	105_1.pdf
	108_1.pdf
	113_1.pdf
	117_1.pdf
	123_1.pdf
	130_1.pdf
	138_1.pdf
	151_1.pdf
	155_1.pdf
	159_1.pdf
	161_1.pdf
	77_1.pdf

