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Electronically induced phenomena: low temperature aspects „Preface …
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Electronic excitations of insulators and semiconduct
initiate a complex sequence of transport and relaxation p
cesses involving both the electronic and the nuclear s
system. Under certain conditions they may result in a div
sity of dramatic changes of the local atomic arrangement
bulk materials as well as of surfaces and interfaces. Th
effects are based on a concentration of the electronic ex
tion energy within a volume of the order of a unit cell as
result of localization. From the point of view of condens
matter theory, investigations of electronically induced ph
nomena are of great importance for elucidating the prob
of nonradiative transitions in solids and the physics of n
equilibrium processes.

A fundamental understanding of the mechanisms and
ementary steps of these transport and relaxation proce
may open new ways for many novel technological appli
tions, including electronically induced reactions on t
atomic scale in material and surface sciences, micro-
nanoelectronics, photochemistry, and biology. This promis
on the one hand, to avoid troublesome irradiation-indu
deterioration and damage of materials and devices, and
the other hand, to produce benefits from material modifi
tion induced by electronic excitations and from finding a
proaches to the use of these techniques to full potential.
terial modification via excitation of the electronic subsyste
is a topic of active current research covering a variety
materials including insulators, semiconductors, molecu
systems such as biomolecules, HTSCs, and others.

The electronically induced processes give rise to a div
sity of microscopic phenomena such as mass diffus
charge transport, defect formation, bond breaking and b
creation, and desorption of different species from surfa
~molecules, fragments, and atoms, either neutral or charg!.
In all these cases the dynamical processes in the exc
states, their interplay, and the conversion of electronic ene
into kinetic energy of the lattice atoms are of primary impo
tance. Very often these phenomena are used as an effi
tool for studies of solids, adsorbed layers, and clusters. C
sidering the high current interest in nanoparticles, the inv
tigation of electronically induced phenomena in these str
tures is particularly promising.

The most efficient experimental approach is a combin
employment of selective excitation and selective analy
techniques. Impressive progress has been made u
narrow-bandwidth synchrotron radiation and short la
pulses. Tunable light in a wide spectral range has ope
new avenues for detailed studies of processes induced
excitations in the excitonic range, in the range of band-
band transitions, and in the inner-shell region. The pu
structure of synchrotron radiation has made it possible
combine energy- and time-resolved measurements. Re
progress in laser technology has enabled researchers t
vestigate fast dynamics by pump and probe techniques
femto- and picosecond time scale. The photon stimula
desorption~PSD! is investigated for a wide spectral rang
1631063-777X/2003/29(3)/2/$24.00
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from infrared ~IR! through vacuum ultraviolet~VUV ! to x
rays, with registration of ions, neutrals, and metastab
Electron-stimulated desorption~ESD!, and especially its an-
gularly resolved variation ESDIAD~electron stimulated de
sorption ion angular distribution!, provide interesting infor-
mation on the dynamics and the directions of chemi
bonds. Electron-ion coincidence techniques~EICO! link the
primary excitation and the products, enabling an unambi
ous analysis of the electronic evolution. The high potentia
studies of electron transport in condensed matter was d
onstrated by the muon spin relaxation~mSR! technique.
Scanning microscopy~STM and AFM! and the spectrocopic
techniques related to them allow an unsurpassed view of
microscopic details of surfaces in real space.

Low-temperature studies are of considerable importa
for gaining a better insight into the mechanisms of electro
cally induced phenomena, since they allow one to minim
the influence of thermally stimulated processes. Moreo
there exists a special group of low-temperature solids,
van der Waals condensates. Mainly wide band-gap insula
with weak interparticle interaction, they are accepted
unique model systems for unveiling elementary steps of
electronic evolution, including transport, localization, a
coupling to the nuclei. This is why this special issue is d
voted to electronically induced phenomena occuring at l
temperatures and in cryogenic systems.

The paper by Bargheer and Schwentner is focused
mass transport in rare gas solids studied by ultrafast spec
copy. The theoretical article by Ratner deals with the ene
transport properties of two-atom excitons and holes. Elect
transport phenomena in cryogenic solids and liquids are
plored by Eshchenkoet al. by advancedmSR techniques,
while the paper by Lastapiset al. concentrates on electro
transport on semiconductor surfaces studied by STM te
niques. Bass and Sanche review reactions induced by s
electrons in cryogenic films of molecular systems, includi
species of biophysical interest. The effect of electron irrad
tion on structure and bonding of SF6 is the topic of the con-
tribution of Faradzhevet al. Soft landing of size-selected
clusters in cryogenic layers is investigated by Lauet al.
Bond breaking by excitation of deep core levels monitor
by ion desorption from a number of condensed and adsor
molecules is reviewed by Baba. The article of Maseet al.
reports on the potential of the EICO technique for the inv
tigation of electronically induced bond breaking in conde
sates and physisorbates. The paper by Arakawaet al. con-
cerns the metastable particles desorption from rare
solids. The authors were able to measure absolute yield
the metastable atoms. The formation of biexcitons in Ne l
ers condensed on a metal substrate is explored by Wiet
et al. in PSD experiments. The paper by Savchenkoet al.
concentrates on the creation of permanent lattice defects
excitonic mechanisms.
© 2003 American Institute of Physics
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Though a single issue cannot cover all aspects of
research, we do hope to give the reader a brief overview
the current research in this field and to show to some ex
the development of a basis for the controlled modification
e
of
nt
f

lattice structures and for implementing surface-sensit
technological processes.

P. Feulner
E. Savchenko
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We review different approaches to measure the transport of F atoms and ions in rare-gas
matrices and compare the experimental results to simulations. Static measurements on sandwich
structures and co-doped matrices yield rather long travel ranges beyond 2 nm, in accord
with early classical simulations which predict a channeling of the F atoms in rare gas matrices.
Nonadiabatic simulations show a rapid energy loss, fast nonadiabatic dynamics, and only
short travel ranges of typically 1 unit cell. The rapid energy loss, fast nonadiabatic transitions and
the time scale for direct dissociation~;250 fs! are verified by femtosecond pump–probe
experiments. It remains a challenge to account for the long-range migration when nonadiabatic
processes are allowed in simulations, and to measure the long-distance flights directly by
ultrafast spectroscopy. ©2003 American Institute of Physics.@DOI: 10.1063/1.1542437#
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1. INTRODUCTION

The transport of low-energy neutral atoms and io
through atomic and molecular layers is of importance in
verse areas such as radiation physics and chemistry, de
tion by beams, electrochemistry, and chemistry in matric
This overview tries to tie together theoretical predictio
with a set of experimental data from different techniques
turns out that transport is a significant challenge for theo
ical treatment. We therefore focus our attention on the tra
port of small atoms and ions through solid rare-gas films
subject most amenable to theoretical simulations. The in
action of the migrating particles with the rare-gas lattice
oms is expected to be strong, and from a mechanistic p
of view a small particle size should support migration. T
size of an external particle in a lattice is best characterized
the separation of the minimum energy in the pair potent
The pair potentials for a set of neutral atoms with respec
the interaction with Kr atoms, scaled to the Kr–Kr Lennar
Jones potential, are taken from a recent review1 and dis-
played in Fig. 1. From the chosen selection it turns out tha
atoms have the smallest size of the ground-state atoms a
may be surprising that even H atoms are considerably la
according to this consideration. Only oxygen atoms in
excited1D state appear smaller; however, here we intend
deal only with ground-state atoms or ions. Therefore the p
ticles of choice for long range migration are F atoms toget
with F1 and F2 ions, and we restrict this overview exclu
sively to those. Information on other particles can be o
tained from Ref. 1 and the literature cited therein. Conce
ing the term transport, we also intend to restrict ourselv
There is a large body of information on thermally activat
migration. The onset of this process at temperatures of 2
in Ar and 15 K in Kr is shown in Fig. 2 for F atoms. In thi
article only the migration of ‘‘hot’’ F atoms with kinetic en
ergies well above these thermal energies will be conside
The kinetic energy originates typically from photodissoc
tion of an F-containing molecule, and the topic of interes
the range of this nonequilibrium particle until it comes to re
due to a sequence of scattering events. Therefore the ex
1651063-777X/2003/29(3)/9/$24.00
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ments are in general carried out at temperatures well be
the thermal threshold. However, care has to be taken
unintentional local heating is also avoided.

Classical simulations date back to 1984, and they pre
a very interesting, quite long-range motion for F atoms in

FIG. 1. The sizes of atoms, as discerned from pair potentials with Kr, sc
to the Kr–Kr Lennard–Jones parameters. The lowest energy surface
each of the spin–orbit terms is shown, and the curves are shifted to ha
common dissociation limit at zero. The diatomic states corresponding to
various atomic terms are RgX (3P) for X5O(3P) and S(3P), RgX(11S1)
for X5O(1D), S(1D), and H(1S0), RgX(I 1/2) for X5F(2P3/2). The figure
is reproduced from Ref. 1.
© 2003 American Institute of Physics
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crystals.2 Some trajectories showed a motion along ‘‘cha
nels’’ for several lattice constants and one may associa
‘‘channeling’’ known for energetic particles.3 The further im-
provements in theory will be sketched in Sec. 2. The inc
sion of nonadiabatic processes and more advanced pote
energy surfaces seems in general to increase the intera
with the lattice and to reduce the range. Therefore it rema
a challenge for experiment to separate out the channe
type of motion with a long free path between large-an
scattering events, in contrast to the diffusive type of mot
with a hopping from site to site and without essential angu
correlation.

A ‘‘gedanken’’ experiment using a particle beam of we
defined momentum and recording in transmission the cha
in energy and direction as the thickness of a rare-gas film
varied monolayer~ML ! by monolayer would require a fre
standing film. The escape experiments described in Sec
employ dissociation of molecules well oriented on a sin
crystalline substrate surface, and the penetration of the
sulting F ions through the overlaying rare-gas films
measured.4 The transmission of the ions already decays
zero at a rare-gas coverage of 1~2.5! ML for F1 (F2) ions,
indicating a very strong interaction of the ions with the ra
gas, while for neutral atoms the detection problem rema
unsolved. Therefore, sandwich type of experiments are
signed in which F atoms are generated by photodissocia
of F2 in a surface layer. They are sent through a spacer la
with variable thickness, and the penetrating ones are
corded in a substrate layer.5 The discussion of these exper
ments in Sec. 3.2 will reveal a moderate penetration dept
Ar of the order of 2 nm, or 8 to 9 monolayers. However, t
angular information is no longer available. It will be emph
sized that assuming a diffusive or channeling type of mot
would lead to rather different average length of travel for
same penetration depth.

Another body of information will be considered in Se
3.3, in which the transport of F fragments between dopa
in a rare-gas film is studied. Statistical doping is attempte
these experiments, which therefore involve averaging o
spatial separations. Rather long ranges of migration
found in several of these experiments. The problem of

FIG. 2. Fluorescence intensities from RgF excimers after complete d
ciation of F2 /Ar 1:4000~s! and of F2 /Kr 1:3000~d! by irradiation at 248
nm. The fluorescence is excited with 193 nm in the Ar and 275 nm in the
matrix. Heating the samples at a rate of 0.5 K/min yields the thresholds
thermal recombination, indicated by the step in the excimer fluoresce
intensity. Figure taken from Ref. 26.
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spatial averaging and perhaps of multiple excitations, wh
also showed up in the sandwich experiments, will be
dressed. This type of experiment, is essential, however, s
it leads into the very heart of chemical applications in t
framework of matrix isolation spectroscopy.6,7 The formation
of a high density of F-containing compounds can be op
mized with these studies. A variety of solid-state rare-g
excimer lasers with extraordinary high excimer density a
thus gain have been realized in this way.8,9

A promising new avenue is presented in Sec. 4 by stu
ing the cage escape of F atoms with femtosecond t
resolution.10 The very first results indicate that it will be
possible to follow the F atom migration from site to sit
Finally, a combination of the time-resolved experiment w
spatial information proposed in Sec. 5 may lead in the n
future to a complete characterization of transport in the sp
of the ‘‘gedanken’’ experiment.

2. SIMULATIONS

In a strictly classical molecular dynamics calculation o
F2 molecule was placed at the center of a cell of 365
atoms with the fcc lattice structure.2 Cage exit probabilities
were studied at 4 and 12 K within an excess energy rang
0.5 to 2.8 eV. Inspection of the finally populated sites for
trajectories at 12 K showed that 5 F atoms had left the cell
All these trajectories revealed a wiggly motion along a latt
diagonal~110 direction! without sidesteps, as demonstrat
in Fig. 3. One such trajectory was observed at 2 eV exc
energy and four at 2.8 eV. An extrapolation of the path b
yond the boundary of the cell according to the calcula
small energy loss of 0.5 eV/nm resulted in a total trav
length of ;3 nm, or 12 monolayers. This fascinating lon
range and channeled motion stimulated further simulati
and experimental investigations. The summation of pair
tentials and the relevance of nonadiabatic processes
points of concern, because the interaction of an F(2P3/2)
atom with a rare-gas atom involves a ground stateX1/2 and

o-

r
or
ce

FIG. 3. Result of the earliest classical simulation of an F fragment trave
along the 110 direction after dissociation of F2 with an excess energy o
E52.8 eV. The sample cell contains 365 Ar atoms atT512 K and the F
fragment finally leaves the cell. Figure taken from Ref. 2.
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an excitedI 3/2 potential. Running half of the trajectories in
similar slab of Kr on theX1/2 potential energy surface an
half on theI 3/2 resulted in a better agreement with the e
periment as to the simulated cage exit probabilities ver
excess energy than did assuming very rapid electronic re
ation to theX1/2 surface.11 Relying still on additive pair po-
tentials and including nonadiabatic processes in a semic
sical way by Tully’s surface hopping method showe
however, that reorientation of thep orbitals proceeds very
fast in Kr on a time scale below 100 fs.12,13The method was
applied to study the migration of F atoms induced by
radiative dissociation after emission of Kr2

1F2 to the repul-
sive ground state.13 The F atoms acquire a kinetic energy
only about 0.2 eV, and the heating of the cage due to
Kr–Kr repulsions is included. A significant and fast ener
loss by nonadiabatic transitions was observed which subs
tially shifted the distribution of final distances of the F atom
from the initial position to smaller values. Exclusion of the
nonadiabatic contributions resulted in a large probability
cage exit to different sites next to the original F atom po
tion ~see Fig. 4!, but no F atoms excursions beyond one u
cell were reported. A very instructive statistical treatment
the barrier height distribution from additive pair potentia
was applied to F2 dissociation with orbital alignment an
cage exit in Ar and Kr~Ref. 4!. Parallel alignment of the
p-hole to the cage wall corresponds to much lower bar
heights. If it is assumed that this favorable orientation yie
qualitative agreement with the measured cage exit proba
ties, however, the simulated absolute values are lower b
factor of two, and long-range migration was not address

Finally, a major effort was undertaken to go beyond t
summation of pair potentials and to diagonalize the Ham
tonian for the molecular electronic states in the solid-st
environment. The potential energy surfaces of 36 electro
states and the nonadiabatic couplings between them w
derived from the diatomics-in-molecules approach for F2 at
the center of a cluster of 54 Ar atoms.15 Excitation with 4.6
eV and 6.53 eV was considered. All trajectories of the hig
energy excitation lead to dissociation and direct exit from
cage. The example in Fig. 5 illustrates the fast release
kinetic energy~Fig. 5a! and the manifold of nonadiabati
transitions~Fig. 5c! on a subpicosecond time scale. The
atom leaves the cage~Fig. 5b!, but the F–F amplitude re
mains between 10 and 15a0 and the F fragments do not leav
the cluster itself on the 1–2 ps time scale of the simulatio
Thus the question of long-range migration is still open.

FIG. 4. Two typical adiabatic trajectories for the dissociation of Kr2F in a
Kr matrix. The path of the F atom is shown: a! no cage exit, b! direct cage
exit with stabilization in theOh interstitial site. The figures are reproduce
from Ref. 13, and no trajectories with longer range were reported.
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clusion of charge transfer contributions by the diatomics-
ionic-systems method,16 for example, may weaken the inte
action strength of the F atom with the lattice. Femtoseco
experiments discussed in Sec. 4 allow to follow the fragm
motion in real time and provide a more direct way of com
parison with the simulations. In essence, it remains to
experiment to settle the contributions of long-range trajec
ries to migration.

3. ESCAPE AND TRANSPORT EXPERIMENTS

3.1. Transmission through rare-gas overlayers at surfaces

The transmission of low-energy ions through thin film
is studied in a long-standing effort in relation to the depth
origin of secondary ions. The subject is covered in this v
ume by the contribution of Madey and a review by Akbul
et al.17 Here we include only a brief account on the transm
sion of F2 and F1 ions through rare-gas films4 because it is
interesting to compare the ion properties with those of n
tral atoms. A saturation coverage of PF3 is condensed on a
Ru ~0001! surface in a way that it exhibits a ()
3))R30° low-energy electron diffraction pattern and a
azimuthally ordered F1 and F2 electron stimulated desorp
tion ions angular distribution pattern. Monolayer-b
monolayer growth of rare-gas layers on top of the PF3 mol-
ecules has been verified.4 F1, F2 and F2

2 are desorbed by
bombardment with 300 eV electrons. The attenuation of
F1 and the F2 yield with Kr and Xe coverage is displayed i
Fig. 6. F1 ions desorb with a mean kinetic energy of;4 eV,
and F2 ions have a peak kinetic energy of 0.7 eV. The
tenuation for F1 is very efficient, and one monolayer block
the transmission completely. The effect is attributed to ela
scattering and charge transfer. A small contribution of la
angle scattering is in favor of charge transfer contributio
F2

2 attenuation is similarly strong.
The initial increase in F2 yield originates mainly from a

suppression of neutralization which occurs near the s
strate. Attenuation is once more quite efficient and the2

ions are blocked for film thicknesses between 2 and
monolayers. Elastic scattering seems to be the dominan
tenuation process. The longer range compared to F1 is at-

FIG. 5. Direct dissociation of F2 in an Ar54 cluster equilibrated at 8 K and
excited with 4.9 eV excess energy. The nonadiabatic calculations dem
strate a! rapid energy loss within 0.2 ps, b! direct cage exit to the neares
interstitial site at 10 a0, and c! rapid hopping among the quantum stat
~numbered from the ground state51 to the most repulsive valence sta
536) associated with the F2 molecule. The figures are taken from Ref. 1
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tributed to the specific layering in an fcc structure whi
provides channels perpendicular to the surface until com
tion of the third layer. The measured angular distribution
in accord with the necessity to direct the escaping F2 ions
into the channel direction.

In summary, a severe attenuation for the ions is obtai
in the escape experiments. However, some type of chan
ing seems to occur for F2 ions in the thickness regime of
monolayers. For a small fraction of O1 even longer penetra
tion up to 5 or 6 monolayers, was observed.18 Most interest-
ing would be escape measurements for neutral F ato
which are most likely also present in these experiments.
neutral atoms are more difficult to detect.

3.2. Sandwich film structures

In an alternative approach the transport of neutral F
oms through an Ar spacer layer of variable thickness is s
ied in a stack of three rare-gas films. The inset in Fig
shows a scheme of the sandwich-like structure.19 30 to 40
nm of Kr are condensed on a MgF2 substrate. The thicknes
of an Ar spacer layer on top of the Kr film is varied fro
sample to sample between 0 and 100 nm. Finally the st
ture is closed by an F2 doped Ar film typically 5 nm thick.

FIG. 6. Plot of the total ion yield generated by electron bombardmen
PF3 /Ru(0001) as a function of Kr~s! and Xe~d! overlayer coverage. The
data are normalized to unity for the clean surface value. The figures
reproduced from Ref. 4. a! The F2 yield first increases with rare gas cov
erage, but the transmission decays to zero for 2.5 ML coverage. b! The F1

transmission decays linearly to zero for 1 ML coverage.
e-
s

d
el-

s,
e

t-
d-
7

c-

The thickness of each layer is carefully controlled by
quartz microbalance. The compactness of the Ar spacer l
is verified by the suppression of surface excitons from the
film and the structural quality is optimized by condensati
rate and temperature.19 The F2 molecules are dissociated u
ing synchrotron radiation with a photon energy of 10.25 e
thus delivering on average a kinetic energy of 4.3 eV to e
F atom. The F atoms generated in the top layer which re
the Kr film are recorded by the characteristic Kr2

1F2 fluores-
cence. The emission intensity for irradiation during the f
mation of the stack is displayed in Fig. 7. Besides so
background during Kr and Ar condensation, a pronounc
increase upon condensation of the F2 /Ar top layer is ob-
served which continues even after completion of the
layer. The increase is attributed to the dissociation of the2

content. A fraction of the formed F atoms penetrates throu
the Ar spacer and contributes to the emission. The satura
after prolonged irradiation indicates complete F2 dissociation
and the maximal amount of F atoms which can be kicked
the dissociation process through the spacer layer of Ar. P
ting the saturation valuesSs for a set of samples versus th
Ar spacer thicknessd yields a rather monoexponential de
crease of the probability for penetration, as shown in Fig
The derived penetration depthd0 varies between 2.3 and 2.
nm for two different sets of data, indicating a mean pene
tion for a 1/e attenuation of 10 monolayers.19 Thus a much
larger penetration depth is observed for neutral F atoms c
pared to ions. The value is of the order of magnitude p
posed by the very first classical simulations, and it ch
lenges the more advanced calculations. For furt
consideration one has to distinguish between the penetra
depthd0 measured in this experiment, the average length
travels0, and the mean free pathl between scattering events
The penetration depth measurement does not directly
whether the migration is diffusive or predominantly rectili
ear due to channeling. In any case,d0 is a lower limit fors0 .
For diffusive motion with shortl one would obtain a much
largers0 compared to the measuredd0 . The parallel geom-
etry in the sandwich structure also imposes some constra
For a predominant rectilinear migration with exponent
damping, it turns out that only a rather narrow cone of t

f

re

FIG. 7. Intensity dependence of Kr2F fluorescence at 444 nm for irradiatio
with 10.15 eV during sandwich condensation. The inset shows the sand
structure. The background of 1000 cts/s is due to the Kr detection layer
the Ar spacer layer only. Upon condensation of the F2 /Ar ~0.5%! layer, the
emission grows and saturates at the signal levelSs . For more detailed dis-
cussion see Ref. 19.
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jectories directed normal to the layers contributes sign
cantly to the signal. The decomposition ofd0 into s0 andl is
not yet unique. A reasonable estimate which is consis
with the measuredd0 yields s057 nm andl 50.9 nm. Thus
for a mean free pathl of three monolayers between larg
energy loss and large angle scattering events, one obtain
average length of travel of the order of 7 nm, or 28 mon
layers. For an extreme diffusive motion withl as small as the
nearest neighbor separation an upper limit ofs0517 nm is
derived.

The detection of the F atoms in the Kr layer is in itse
interesting. It is surprisingly efficient. The high sensitivi
originates from exciting excitons in the Kr film, which tran
fer their energy to the F atoms.20 By investigating the depen
dence of the F emission and Kr emission on the Kr fi
thickness and by modeling the spectral dependence, it
possible to derive the migration properties of the excito
and the transfer efficiencies. Indeed, 10% of the availa
light flux can be funneled to a small content of F atoms
only 1/100 of monolayer by optimizing the experiment.
addition, the Kr emission intensity can be used to norma
the detection efficiency, and an improved set of data w
obtained withd052.5 nm~Ref. 20!.

The rise in the signal in Fig. 7 during the deposition
the top layer contains independent information ond0 . If the
F2 molecules are dissociated efficiently during the layer-
layer growth, then those generated later on have to cross
distance between the actual surface and the interface bet
the Ar/F2 film and the Ar spacer film before they enter in
the Kr layer. Thus this rise corresponds to a penetra
depth measurement for a single sample with a continuo
variable spacer thickness.21 Figure 9 displays the measure
rise and its simulation with differentd0 values. Once more
d0 between 2 and 2.5 nm is obtained. It is important, ho
ever, that now a check of consistency for each sampl
possible between the rise according to Fig. 9 and the atte
ation by the pure Ar spacer according to Fig. 8. In this wa
reliabled052.1 nm corresponding to 8 or 9 monolayers w
established.21 This value is close to the earlier results and
consistent with the discussion in terms ofs0 and l. In addi-

FIG. 8. Saturation valueSs of the Kr2F fluorescence intensity as a functio
of the Ar-spacer layer thicknessd for two data sets. The solid and dashe
line are exponential fits to the data with decay constants~mean penetration
depth! d052.8 and 2.3 nm, respectively. For a detailed discussion of
experiment see Ref. 19.
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tion, it was found that several samples yield a significa
penetration probability for rather large spacer thickness
the order of 10 nm. The effect was attributed to multip
excitation of the F atoms induced by impurities. Prolong
irradiation allows the crossing of large thicknesses by t
unintentional multistep excitation. The effect has to be k
in mind as a source for overestimation ofd0 in related ex-
periments.

3.3. Multiply doped films and crystals

This subject has been reviewed recently1 and some main
results are summarized briefly. The realization of a high-g
solid-state excimer laser was based on the formation o
high density of XeF in Kr, Ar, and Ne matrices.22,23The XeF
centers are prepared by F2 dissociation and transport of the
fragments to the Xe dopants. It was immediately recogni
that the F atoms undergo long-range migration.24 A system-
atic study of the migration properties was carried out
shuttling F atoms between Xe and Kr dopants in an
crystal.25 The kinetic energy of the F atoms of;0.5 eV was
acquired by emission of the KrF and XeF exciplexes to
repulsive ground state. An average length of travel of 5 t
nm or 10–15 lattice constants was derived from the shutt
kinetics, assuming a statistical distribution of the dopan
The bimolecular recombination of F atoms in Ar crystals w
recorded via the bleaching of the Ar2

1F2 emission in an
analogous study, and an average length of travel of 7 nm
obtained for an estimated kinetic energy of 0.7 eV~Ref. 26!.
For Kr crystals co-doped with F2 and Xe it was observed tha
the F atoms migrate an average length of (864) nm in the
case of a kinetic energy of 2.4 eV, while they remain loc
ized below 1.9 eV~Ref. 27!.

The high mobility of F atoms was exploited quite ear
to establish new photochemical reactions in matrices.7,28,29

This field is very active, and a major improvement
achieved by a combination of ESR and IR analysis w
optical spectroscopy.30–33A quantitative study of the migra
tion lengths was done34 using the kinetics in the addition
reactions of F to CO and O2 ~Ref. 34!. A comparison of
vapor-deposited matrices with results from free-stand
crystals shows a dramatic increase, from 0.7–1.4 nm in

e

FIG. 9. Normalized measured Kr2F emission intensity during deposition~up
to the dip in the spectra! and for prolonged irradiation. The spacer layers a
5.6 ~curve 1! and 1.1~curve 2! nm thick. The assumed penetration dept
d051.3, 2.5 and 5 nm for the modeled curves are indicated. For a deta
discussion of the model the reader is referred to Ref. 21.
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films to (1466) nm in the crystals. The influence of th
morphology on the observed migration length must
strongly emphasized. There is long-standing experienc
the art of sample preparation. The condensation of films
pecially has to be carried out with optimization of the co
densation temperature and rate to avoid porous or disord
structures.1 Therefore the preparation and structure of t
films studied in Secs. 3.1 and 3.2 was carefully controlled
summary, the results from the multiply doped samples e
phasize a considerable average length of travel of neutr
atoms, typically of the order of 5 to 10 nm for samples w
good structural quality. The results are compatible with th
from Sec. 3.2, since the penetration depthd0 yields a lower
bound for the average length of travels0, and estimates for
s0 fall into this range. Some of the values for small kine
energies in multiply doped samples appear to be rather c
to the upper limit. The method of multiple doping has to de
with the statistical averaging and with a possible deformat
of the lattice in the vicinity of the dopants. This provide
motivation to investigate sandwich structures with transp
through a pure spacer layer. It is quite satisfying that b
methods yield a consistent and quite large average lengt
travel.

4. FEMTOSECOND PUMP–PROBE SPECTROSCOPY

Femtochemistry allows one to follow the intermediat
in a photochemical reaction on a molecular time scale.35 The
method is therefore well suited for studying the recombi
tion dynamics in the matrix cage as well as cage exit a
presumably migration. ClF molecules have been establis
as a good source to follow the dynamics of F atoms
matrices.36 Emission from the boundA8 state of ClF to the
ground state allows to record the remaining concentration
ClF molecules. The quantum yield for permanent dissoc
tion of ClF in Ar, i.e., cage-exit of the F fragment withou
e
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s-
-
ed

n
-
F

e

se
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n

rt
h
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-
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n
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geminate or non-geminate recombination, was measure
be 5%. In Kr matrices the decay of the ClF concentration
an order of magnitude faster.

A prerequisite is that the sample composition be appro
mately constant over the whole pump–probe scan. In
case of ClF in Ar, the dissociation efficiency is sufficient
small. In Kr matrices, the fluorescence from the excim
states Kr1F2 leads to a mobilization of the F fragments an
can be used to prepare a convenient equilibrium37 in the
reaction ClF1Kr
Cl1KrF. The femtosecond experimen
are carried out in this equilibrium, which slowly decays b
cause F atoms are expelled from the laser focus by seque
reexcitation. The F fragments accumulate in a ring arou
the laser focus. This can be verified by translating the sam
perpendicularly to the laser beam~focal diameter of 100mm!
after several minutes of irradiation. Whereas the Kr1F2

fluorescence in the original spot has decayed significantl
increases when the ring around this focus is probed. Thus
F fragments are transported over this macroscopic len
scale by successive reexcitation. A detailed description of
equilibrium and F transport will be given elsewhere.10

To apply ultrafast spectroscopy, both the pump- and
probe transition must lie in a spectral range which is acc
sible with femtosecond laser sources. The dynamics of
ClF molecule itself can be conveniently followed by probin
to the Cl1F2 manifold withlprobe,320 nm. The dissociated
F fragments can be monitored by exciting the Kr1F2 exci-
mer with an ultrafast pulse at lprobe,270
nm.37 The formation of Ar1F2 from F fragments in Ar re-
quires much shorter wavelengths (l;210 nm) which are at
present not easily accessible with femtosecond lasers.
problem can be circumvented by co-doping the Ar mat
with Kr or Xe.

The recombination dynamics of ClF—as opposed
cage exit—is studied by preparing a vibrational wave pac
near the inner turning point on the repulsive limb of theB
cket
FIG. 10. a! Scheme of the wave packet dynamics with the probe window indicated by the vertical arrow atRwin54.8a0 that yields the pump–probe spectrum
in panel b. The wave packet is excited~dashed vertical arrow! above the gas phase dissociation limit~dotted line! and loses energy in theB state due to
interaction with the cage. b! fs-pump–probe spectrum withlpump5387 nm andlprobe5319 nm. The arrows above the peaks indicate how the wave pa
passes through the window. Further discussion of the wave packet dynamics can be found in Ref. 38.
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state with a short laser pulse according to the scheme in
10a. The passage of the wave packet through the spatia
gion of a delayed probe pulse leads to excitation to the io
ClF states. The intensity of the emission from the ionic sta
versus the time delay thus monitors the time sequence
passages through the probe window. The measured
course38 in Fig. 10b displays the outward motion of the wa
packet~→!, the return from the outer turning point~←!, and
the subsequent oscillations~↔!. Analysis of the spectrum
shows that the wave packet loses most of its kinetic ene
during the long-lasting outer bow in the first collision wi
the cage,38 in accord with the simulation.15 The recombining
wave packet does not reach out so far due to the energy
and in the next passages it is caught near the outer tur
point. The wave packet can be scattered with skewed an
from the matrix cage. If an aligned ensemble of excited C
molecules is prepared by photoselection with a polari
pump beam, probing the polarization dynamics shows
the bond direction is tilted within few oscillations on a time
cale of 1.2 ps.39 This ultrafast reorientation by scattering an
recombination has to be well distinguished from the us
rotation, which even in the free molecule would lie in th
100 ps range. The dynamics of nonradiative transitions
tween electronic states was investigated via the spin flip fr
a repulsive singlet state to bound triplet states. These no
diative transitions are surprisingly fast, and 40% to 50%
the final triplet population is already reached after the wa
packet returns from its first encounter with the cage, i.e.
about 500 fs.40 This result agrees very well with th
simulations.15

Initial results on cage exit and localization of the wa
packet in a neighboring cage are presented below, whi
detailed description will be given elsewhere.10 ClF in Kr is
excited with a sequence of two fs-pulses with a duration
approximately 100 fs at the wavelengthsl15387 nm and
l25270 nm. The fluorescence from the Kr2

1F2 excimer
~lifetime ;150 ns! is recorded as a function of the time dela

FIG. 11. Normalized Kr2F fluorescence intensity for ClF/Kr~1/1000! at T
55 K as a function of the time delayt between two fs pulses atl1

5387 nm andl15270 nm. The process that leads to the formation of
Kr2

1F2 exciplex is indicated in Fig. 12a for positive time delays and in F
12c for negative time delayt. For t.0 the fs-pump–probe spectrum me
sures the ultrafast direct cage exit of F in Kr. Aftert5250 fs the first F
atoms have reached the nearest interstitial site.
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between the two fs-pulses. The 270 nm pulse probes a
atoms that have been accumulated in the course of the
periment. To detect a fs-pump–probe signal of the hot esc
ing F atoms, it is necessary to employ a differential tec
nique that subtracts the strong background from th
accumulated F atoms. Figure 11 shows the resulting Kr2

1F2

fluorescence as a function of time delay between the pu
at l1 andl2 . Care is taken to accurately determine the tim
zero when the two pulses overlap ‘‘in situ’’ by a FROG-cross
correlation.41 The interpretation of the spectrum for positiv
time delays t.0 is straightforward. The pump pulsel1

5387 nm excites ClF to its bound3P state beyond the dis
sociation limit ~cf. Fig. 12a!. After approximately 250 fs, a
first maximum in the signal indicates that the F atoms ha
arrived at the nearest interstitial site (Oh). Here l2

5270 nm excites the ‘‘hot’’ KrF to Kr1F2, which leads to
the Kr2

1F2 configuration and emission after structural rea
rangement. This time agrees very well with the prediction
direct cage exit from the simulations15 and corresponds to a
straight flight of the F atom through the triangular window
Kr atoms, as indicated by the solid arrow in Fig. 12b. T
signal keeps rising in the first 2 ps and is essentially cons
for 100 ps. The assignment of the structures after the
peak requires further experimental and theoretical eff
since they originate from both delayed cage exit and mig
tion of the F fragments within the matrix. For positive tim
delays the signal is linearly dependent on the intensity
both pulses, in accord with the scheme in Fig. 12a.

For negative time delays, thel25270 nm pulse takes
the role of the pump pulse, and a two-photon transition w
l15387 nm is used as a probe. The peak att5250 fs de-
pends quadratically on the intensity of thel25387 nm probe
pulse. Figure 12c shows the corresponding pump–pr
scheme. The pulse atl25270 nm excites ClF to its repulsiv
1P state. After 50 fs, while the Cl–F is stretching on the1P
surface, an efficient two-photon transition atl25387 nm
transfers the wave packet to the ion-pair manifold Cl1F2.
This is consistent with the potential energy diagram of C
~Ref. 42! and with the fact that only one peak is observed
negative time delays, since vibrational and nonadiabatic
cay to3P prohibit another excitation when the wave pack
returns. After absorption ofl1 andl2 in this time ordering,
the wave packet travels towards larger Cl1 – F2 distances on
the ionic manifold ~Fig. 12c!. The F2 ion may reach a
nearest-neighbor cage, as indicated in Fig. 12b by the s
arrow, and show the same fluorescence from Kr2

1F2 after
relaxation within the excimer state. The experiment dem
strates that the F2 ion can overcome the barrier for cage ex
within the ionic manifold, however, the pump–probe del
contains no information on the dynamics of the cage exit
the F2 ion, as the time between the pump and probe puls
spent on the valence states. Here it may be more approp
to call l1 the pump pulse andl2 the control pulse, which
determines the yield for F2 cage exit.

5. CONCLUSION

Fluorine ions have rather small penetration depths~Sec.
3.1!. The transmission of F1 through Kr and Xe films is nea
zero for one monolayer. The damping to a transmission

.
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1/e, which is used throughout the paper as the definition
penetration depth and average length of travel, occurs
ready for a half monolayer.

The experimental evidence for neutral F atoms, in c
trast, yields much larger penetration depths. The early stu
of multiply doped Ar crystals are described by the react
cross sections with other particles on the track of the mo
F atom~Sec. 3.3!. Therefore the derived track length corr

FIG. 12. a! Scheme for the pump–probe spectrum in Fig. 11 fort.0. The
pump pulsel15387 nm prepares a wave packet on the bound3P state of
ClF. The F atom leaves the cage, overcoming the barrier and can be p
by l25270 nm to form the Kr1F2 excimer. b! ClF molecule on a single
substitutional site of the Kr fcc lattice. The arrow indicates the direction
the F atom’s cage exit. c! Scheme explaining the peak att5250 fs in Fig.
11. l25270 nm prepares a wave packet on the repulsive1P state of ClF. A
two photon resonance after 50 fs transfers the wave packet to the
Cl1F2 manifold. F2 exit, rearrangement, and relaxation lead to the Kr2

1F2

excimer.
f
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sponds to the number of visited sites and is correlated w
the average length of travels0 . Considerations of multiply
visited sites, etc., were not included in the evaluation of
kinetics. These measurements, carried out by several gr
for various reaction partners, consistently yield an aver
length of travel on the order ofs057 to 10 nm in well-
ordered Ar samples. It was shown that the average lengt
travel may be reduced to 1 nm in disordered matrices. T
interpretation of the multiple-doping experiments could
questioned concerning the assumed statistical distributio
dopants and a modification of the F mobility by lattice d
formations in the vicinity of the dopants. In addition, th
kinetic energy was provided by a rather intense laser exc
tion that dissociates F2 molecules, and the locally deposite
energy could mobilize previously generated F atoms that
trapped in the vicinity. This unintentional reexcitation ca
enlarge the observed length of travel.

Therefore, the penetration depthd0 of F atoms through
an Ar film of well-defined thickness was determined in t
sandwich experiments~Sec. 3.2!. In this way the excitation
region is separated from the transport region, the trans
region is spatially well defined, and lattice distortions
dopants are avoided. In carefully prepared and character
Ar films, a penetration depth of around 2 to 3 nm was o
served in several independent measurements. Multiple e
tations were excluded according to the spectroscopy. T
assumption and the consistency of the data were checke
monitoring the penetration kinetics during growth of the t
layer, which delivers the F atoms by F2 dissociation. Slowing
down the deposition rate in such a way that most of the2

molecules are dissociated on the actual surface before
covered by the next monolayer allows one to decide whe
F atoms are remobilized after completion of the film. In se
eral samples remobilization indeed occurred and was at
uted to unintentional impurities. Sorting out the we
behaved samples resulted once more in a penetration d
between 2 and 2.5 nm.

To compare the penetration depthd0 with the average
length of travels0 from the multiply doped samples, th
different geometries have to be taken into account. The p
etration depthd0 corresponds to a vertical and straight pa
through the spacer layer. The isotropic angular distribution
the initial momentum of the F atoms leads to a correspo
ing average length of travels0 significantly larger than the
measuredd0 , even for straight trajectories. A diffusive typ
of motion enlargess0 further, and a realistic estimate ofs0

57 nm was derived from thed0 values. This is at the lowe
limit of the range derived from the multiple doping expe
ment and consistent within the error bars. Thus the exp
ments show that F atoms provided with several eV of kine
energy travel more than 2 nm in Ar matrices, i.e., at leas
monolayers.

If we contrast the experimental findings with the calc
lations ~Sec. 2!, we arrive at a severe discrepancy. The ve
first molecular dynamics simulations looked promising a
predicted long-range trajectories which exceed the cho
size of the cluster. Advanced calculations, which treat
interaction of the F atom’sp-orbital with the matrix in more
detail and include nonadiabatic transitions among the e
tronic surfaces, yield much shorter travel ranges. Impro
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ments of the potentials by using the DIM method did n
resolve the problem. All of the more recent high-level calc
lations predict cage exit only to neighboring sites and
long-range mobility at all.

On the other hand, these simulations deliver a swarm
trajectories on the femtosecond time scale. The recomb
tion dynamics of ClF molecules in Ar, studied in a first set
femtosecond pump-probe experiments, agrees well with
predictions of the DIM-trajectory simulations on F2 as far as
the very fast energy loss and the redistribution in the ma
fold of electronic states are concerned~Sec. 4!. Finally, the
cage exit dynamics of the F fragment, measured in C
doped Kr samples, shows a time for direct cage exit to
next site within 250 fs, in good agreement with the pred
tions. It seems that the discrepancies between experim
and high level simulations are on a rather subtle level t
allows for a convincing prediction of the short-time dynam
ics ~up to 1 ps! but precludes correct simulation of the m
gration.

Thus it is up to a monitoring of the migration proce
itself by femtosecond spectroscopy to pin down where
demonstrated deviation between experiment and simulat
occurs. This may be accomplished, e.g., by combining fe
tosecond spectroscopy with co-doped matrices.

This collection of results was obtained in long-standi
collaborations with the groups of Prof. V. A. Apkarian, Pro
B. Gerber, Prof. J. Manz, and Prof. H. Gabriel.

*E-mail: nikolaus.schwentner@physik.fu-berlin.de
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Coherent motion and anomalous transport properties of exciton and hole polarons
with intrinsic vibrational structure
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It is shown that intrinsic vibrational degrees of freedom, inherent in two-atom exciton and hole
polarons, drastically affect their transport properties in wide-band dielectrics~rare-gas
solids and alkali halides!. A fast excitonic energy transport and a comparatively high hole mobility,
experimentally observed and attributed to two-site polarons tightly bound with the lattice,
cannot be explained by the conventional theory of small-radius polarons that predicts their
negligibly weak diffusion, exponentially small in the ratio of the binding energy to
temperature. The theory developed below with allowance for the intrinsic vibrational structure of
two-site polarons describes qualitatively a large relevant set of experimental data which
seem anomalous from the viewpoint of the conventional theory. ©2003 American Institute of
Physics. @DOI: 10.1063/1.1542438#
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INTRODUCTION

In dielectrics with broad exciton and hole bands, form
by a strong exchange interaction, the most stable excito
and hole states are known to be of a two-site type~two
neighboring atoms, strongly brought together, form a qu
molecule with the exchange binding growing sharply w
decreasing interatomic distance!. Such two-atom electronic
excitations with an intrinsic vibrational degree of freedo
are inherent and distinctly observed in the electronic spe
of rare-gas solids1 and alkali-halide crystals2 ~these classes o
dielectrics have common features of electronic structure,
lined at the beginning of Sec. 1!.

Such two-atom excitations are usually treated as
laronic states tightly bound with the lattice. In the theory
polarons, the energy of this binding is identified with t
separationD of the polaron level from the bottom of th
corresponding band. For the classes of dielectrics mentio
the separationD is of the scale of 1 eV.

However, the transport properties of such two-site ex
tations cannot be described satisfactorily within the conv
tional polaronic theory.3–6 For a strongly bound polaron, th
latter predicts an exponentially small diffusion coefficient

D5D0 exp~2Uact/Teff!, ~1!

where the activation energyUact is close toD andTeff stands
for an effective temperature~expressed in energy units!
which at low temperatures makes allowance for the lat
zero-vibration energy. This inference of the theory drastica
contradicts experimental evidence~analyzed in Secs. 5 an
6! of a fast transport of charge and especially energy
two-site polarons.

The physical reason for this discrepancy consists in
following. The conventional theory considers the hopping
a polaron devoid of intrinsic structure. Such a polaron, st
ing near a lattice siteA, causes lattice deformation around
and a corresponding lowering of the polaron level by
amountD'Uact. The electron or hole localized at siteA at a
1741063-777X/2003/29(3)/11/$24.00
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deep levelEA can go over to a neighboring siteB only under
a fluctuation of its lattice surroundings strong enough
lower the level of the electronic state localized at siteB down
to EA . The energy of such a lattice deformation is found
be close toD, as described by Eq.~1!. Such a simple notion
is not applicable to a two-site polaron: its intrinsic degree
freedom enables it to move continuously together with
deformation cloud maintaining the polaronic state. In oth
words, the lattice deformation around a new position o
two-site polaron is mainly produced not by thermodynam
fluctuations but by the continuous motion of the polaron
self.

In the present paper, the theory of the continuous mot
and transport properties of two-site polarons is develo
and qualitatively compared with experiment as applied
rare-gas and alkali-halide crystals. First, in Sec. 1, it
shown that a fast transport in these dielectrics is conditio
by some features of their electronic spectrum, viz., the
change nature of the exciton and hole bands and their an
tropic structure, entailing one-dimensional translational m
tion. As a result, the energy barrier impeding the translatio
motion is sharply diminished as compared to a structure
polaron with the same binding energyD.

In the next Sections, 2, 3, and 4, such one-dimensio
motion of two-site excitations is explored, depending on
main factors dictating their character, viz., the vibration
energy of a two-atom quasi-molecule and the height of
‘‘residual’’ energy barrier. In the case of a high vibration
energy, much exceeding the barrier height and tempera
the translational motion has a coherent directional chara
~Sec. 3!, but under thermodynamic equilibrium~Sec. 4! the
translational motion aquires a diffusive character, and tra
port is slowed down by several orders of magnitude co
pared to the former case. In Secs. 5 and 6 a qualitative com-
parison with experiment is carried out as applied to these
cases.
© 2003 American Institute of Physics
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1. CONTINUOUS ONE-DIMENSIONAL MOTION OF
POLARONS WITH INTRINSIC DEGREES OF FREEDOM

This manner of translational motion is to a large deg
conditioned by a feature of the electronic spectrum of ra
gas or alkali-halide crystals. In the case of a rare-gas cry
the system of excitonic bands occupies the upper part of
dielectric gap~more than 10 eV wide! and originates from
the Rydberg atomic excited statesns2np5(n11)s. A signifi-
cant bandwidth of about 1 eV is due to a rather strong
change interaction between an excited atom and adja
ground-state ones. On the other hand, this strong exch
results in the existence of two-site excitonic states. A tw
site exciton is formed on adjacent atoms which are brou
together, providing a much stronger attractive exchange
teraction than for regular lattice sites. Such a two-at
quasi-molecule with a bond energy of about 1 eV is qu
similar ~judging from spectroscopic data! to the correspond-
ing excimer molecule in the gas phase.1 In a crystal, the
vibrational levels of such a quasi-molecule turn to narr
subbands practically covering the energy extent of all ex
tonic bands.7,8

The dispersion law of excitons or holes is determined
the interatomic overlap of excited statesns2np5(n11)s,
which mainly coincides with the overlap of thenp-hole states
ns2np5 centered at adjacent sites. This overlap is larges
the direction of thep-state axis and gives rise to a sharp
anisotropic excitonic dispersion law.9 Actually, a free exciton
or hole moves in the direction of the minimal effective ma
which coincides with the axis of thenp-hole and dictates the
axis direction of a two-site exciton or hole polaron.

The outlined picture holds qualitatively for alkali halid
crystals with large anions and small cations~e.g., NaI, NaCl,
and KI!. The exciton and hole states~free or self-trapped!
formed in the sublattice of closed-shell anions are simila
those of rare-gas solids. These electronic excitations, as
ated with the anion sublattice, cannot be noticeably affec
by small cations with a very high ionization potential.

The translational motion of two-site excitons and ho
is described by the same equations and has the same q
tative features~a distinction in their behavior, caused by e
sentially different lifetimes, will be considered in Secs. 3 a
4!. So far this distinction does not manifest itself, and
will speak, for definiteness, about holes.

Let us trace the qualitative features of the motion o
two-site self-trapped hole~also called a two-atom ionize
quasi-molecule! in a rare-gas crystal. The molecular ion co
sists of two identical rare-gas atoms A and B with a comm
sharedpx-hole in their outer shell~the x axis coincides with
the axis of the atomicP state!. These atoms are brough
together by a strong exchange interaction conditioned by
hole. The exchange potential, mainly proportional to
overlap of thepx states centered at the points A and
strongly diminishes with an increase of the angle betw
the x axis and the AB direction.9 So, the hole forming the
quasi-molecule AB is polarized in thex direction, coincident
with the quasi-molecule axis AB. The translational motion
the hole is conditioned by the exchange interaction betw
the atoms A, B and other atoms. Since this exchange is
nificant only for adjacent atoms lying on the same axisx, the
motion of a two-site hole is of a one-dimensional charac
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~which is evidenced experimentally; see Sec. 6, Item 2!. Be-
low we will consider the motion of such a hole along th
atomic chain, with allowance being made for its static thre
dimensional surroundings. The same relates to two-site e
tons as well.

The nontrivial phenomena under consideration are c
ditioned by a nonpair exchange interaction of atoms am
which a hole is distributed.9,10 Such an exchange is describe
by the usual exchange Hamiltonian

H5 (
n51

N

E0an
1an2 (

n51

N21

V~xn112xn!

3~an
1an111anan11

1 !. ~2!

HereE0 is the site hole level,an
1 is the creation operator fo

a hole on thenth atom, 2V(x) is the negative exchang
energy, strongly dependent on the interatomic distancex, and
xn is the coordinate of thenth atom counted along the chain
The hole is generally distributed among several atoms
described by the eigenfunction of the Hamiltonian~2!

C5(
n

cnwn , (
n

ucnu251, ~3!

whereucnu2 is the portion of the hole at thenth site, and

wn5an
1Cground ~4!

is the corresponding site state of the crystal (Cground is its
ground state!.

The same Hamiltonian~2! also describes an exciton
with the sole difference that the operatoran

1 in Eqs.~2!, ~4!
creates an atomic excitation instead of a hole at thenth site.
Therefore, all of the inferences drawn below in this Sect
and in Sec. 2 pertain to holes and excitons to the same
gree.

The lowest eigenvalue of the Hamiltonian~2! for arbi-
trary fixed positions of the atoms is

W5E02maxH(
n

V~xn112xn!cncn11J , (
n

ucnu251

~5!

~the energy is minimized with respect to the set$cn%). If the
occupation numberscn were fixed, the quantity~5! as a func-
tion of atomic coordinates would be the sum of pair pote
tials V(xn112xn) multiplied by fixed coefficients. But in
fact the occupation numberscn depend substantially on
V(xn112xn) and, hence, onxn ; therefore, the hole energ
~5! cannot be reduced to the sum of pair potentials. T
circumstance is of fundamental importance: it results in
substantial lowering of the energy barrier that impedes tra
lational motion~within the pair potential approach, this ba
rier is found to be much higher and the translational mot
much slower!.7,8

For a periodic chain consisting ofN atoms, the minimum
of energy~5! is achieved atcn5N21/2, which corresponds to
the lowest band state.

We consider the opposite case of a tightly bound p
laronic state with a hole localized near two adjacent ato
brought together~they are numbered, for definiteness, by i
dicesn52 and 3!. For this pair of atoms, the exchange mu
tiplier V(x32x2) in ~5! strongly exceeds the rest of the mu
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tipliers V(xn112xn); hence, the energy~5! is minimized at
c25c3'221/2, the rest of the coefficientscn being much
less. Such a state labeled by A is shown in Fig. 1, where
areas of the circles denote the portion of the hole,ucnu2,
localized on the atoms. Let us trace the change from the s
A to a similar state D with the hole shifted by one cha
period, first keeping to the traditional notion and then w
allowance for the nonpair exchange interaction.

Within the traditional notion,3–6 the state A turns imme
diately to the state D: the hole hops by one lattice per
from the atomic pair~2,3! to the pair~3,4!. To make such a
hop possible, an adjacent atom 4~devoid of a hole until the
hop occurs! must be moved towards atom 3 strongly enou
to reduce the distance~4,3! down to the distance~3,2!. The
energy of such a deformation nears the binding energy
that the hopping rate is described by Eq.~1!.

If the nonpair exchange interaction is taken into accou
the picture becomes quite different: the initial state A turns
the final state D through a continuous sequence of inter
diate states~B, C...! in the following way. To minimize en-
ergy ~5!, atom 4, when moving towards the pair~2,3!, gets a
portion of hole that increases with decreasing separa
~4,3! ~as shown by the varying areas of the circles!. Thus, the
distribution of the hole among atoms follows their motio
continuously ~not by a jump as within the conventiona
scheme!. This sharply diminishes the energy barrierB to be
overcome when changing from the initial state A to the fin
state D.

Nevertheless, the height of the ‘‘residual’’ energy barr
essentially influences the translational motion of a two-s
hole that, in view of its long lifetime, moves in thermod
namic equilibrium with the lattice and occupies rather lo
vibrational levels comparable with the barrier height. Unli
a hole, a two-site exciton, during its short lifetime, comp
rable with the time of vibrational relaxation, occupies hi
vibrational levels. As long as the vibrational energy mu
exceeds the barrier height, a two-site exciton moves
a coherent directional way practically irrespective of t
barrier.

FIG. 1. Translational motion of a two-site self-trapped hole via its conti
ous redistribution among atoms, shown by circles~the areas of the circles
indicate the portion of the hole on the atoms!. The hole sequentially passe
the states A, B, C, D without overcoming a significant barrier. This sche
relates to a two-site exciton as well.
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For this reason, the barrier is of great importance o
for the motion of holes. In the next Section, the barrier
investigated as applied to two-site holes, but the results
tained are pertinent to two-site excitons as well.

2. ENERGY BARRIER FOR TRANSLATIONAL MOTION

To obtain the barrier, let us introduce the total adiaba
potential of anN-atom chain containing one hole:

Wtot~x1 ,...,xN!5W~x1 ,...,xN!1 (
n51

N21

u0~xn112xn!

1 (
n51

N

(
R

u0~ urn2Ru!. ~6!

The total potential consists of the hole energy~5! @first
term on the right-hand side of Eq.~6!# and the sum of the
pairwise ground-state interatomic potentialsu0 taken along
the chain~second term! as well as between every chain ato
~with coordinatesrn) and the immovable lattice atoms no
belonging to the chain~with coordinatesR!. To find the bar-
rier, one has to continuously change from the state A to
state D~see Fig. 1! via reducing the distance~4,3!, the rest of
interatomic distances being adjusted to the minimum of
total potential~6! at a given separation~4,3!. Such a trajec-
tory in the space (x1 ,...,xN) inevitably passes a symmetri
configuration C~Fig. 1! that provides an extremum ofWtot .
Usually a two-site hole state A or D is assumed to be sta
that is

Wtot~C!.Wtot~A!. ~7!

If the condition~7! is met, the barrier height should be d
fined as

B5Wtot~C!2Wtot~A!5Wtot~C!2Wtot~D!. ~8!

Below, the barrier definition~8! will be used without
restriction~7!, a negativeB being understood in the meanin
of the energy separation between the stable three-atom
C and unstable two-atom state A or D.

To calculate the barrier~8! for a real crystal, it is neces
sary to reconstruct the total potential~6!. It contains, besides
the ground-state potentialu0 which is known to good
accuracy,9 the resonance contribution~5! defined through the
exchange potentialV(x), mainly proportional to the inter-
atomic overlap integralJ(x) ~x is the interatomic distance!.
The dependenceJ5J(x) can be derived approximately from
the ground-state repulsion potential that, on one hand, i
the main proportional toJ(x)2 and, on the other hand, i
known to decrease with increasingx nearly as exp(212x/ l )
~l is the interatomic distance in the ideal lattice!9. Thus, the
exchange potentialV can be approximated in the form

V~x!5V0 expH q
l 2x

l
1gS l 2x

l D 2J , q'6. ~9!

Here we have allowed for a small quadratic term influenc
the barrier. The pre-exponential factorV0 ~close to 0.24 eV
for solid krypton! can be derived from the width of the hol
band formed in the ideal lattice (V5V0 at x5 l ).

Below, the parametersq, g, andV050.24 eV are taken
for solid krypton. For hole states, there are no spectrosco
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data to derive the exchange interaction parametersq andg.
But q andg can be derived for the lowest two-site exciton
state via fitting the corresponding luminescence spectr
~energy position and half-width! with experiment. Note that
the exchange interaction, resulting from ap-hole in the va-
lence shell, cannot noticeably differ for the hole and excito
the p-electron is completely removed in the former case
carried over to a large-radius Rydberg state in the lat
Making use of this, let us fit the required parametersq andg
with the two-site exciton luminescence band of solid kry
ton. The fitting can be carried out with nearly the same
curacy with q varying in the range 660.5 and the corre-
sponding values ofg given in Table I as a function ofq.

For every set~q, g!, Table 1 presents the barrier~8!
calculated with the exchange potential~9! for two lattice pa-
rameters 0.5812 and 0.5850 nm related to temperatures o
and 110 K, respectively.11 ~Note that the lattice paramete
appearing in the last term of Eq.~6!, influences the barrier in
an essential way. It grows with a decrease of the dista
between chain atoms and the nearest lattice atoms lying
yond the chain.! Table 1 demonstrates a high sensitivity
the barrier to the exchange potential parameters as well a
the lattice period~its thermal increase by 0.7% lowers th
barrier by about 100 K!. The point is that the potential~6!,
whose maximum creates the barrier, is formed by the sum
positive and negative quantities with a scale of 1 eV, wh
exceeds the characteristic height of the barrier by about
orders of magnitude. A slight variation of a separate su
mand causes a significant relative variation of the barrier

As will be shown below, the barrier height influences t
hole motion in an essential and nontrivial way~the specific
way of realizing the barrier is of much less importance!.

Song12 has estimated the barrierB for a two-site hole
quasi-molecule in solid argon within the approximation
pair potentials. The interaction between the atoms of
quasi-molecule~atoms 2, 3 in Fig. 1, state A! and between
every atom of the quasi-molecule and an adjacent atom
belonging to it~the pairs 1,2 and 3,4! was described by the
same potential, which was assumed to be independent o
hole distribution between these atoms. As a result, it w
found that the barrier height does not exceed 0.05
5600 K, which agrees in order of magnitude with Table

TABLE I. Barrier height~8! for solid krypton calculated using the exchang
potential~9! with differentq andg for lattice periods 0.5812 and 0.5850 nm
related to the temperatures 80 and 110 K, respectively.
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3. DIRECTED TRANSLATIONAL MOTION OF A TWO-SITE
POLARON „EXCITON… ON HIGH VIBRATIONAL
LEVELS

Due to its short lifetime, comparable with the vibration
relaxation time, a two-site exciton dwells on high vibration
levels during a significant part of its existence. The direc
translational motion, possible only on high vibrational leve
manifests itself in an anomalously fast energy transport.

Even within the one-dimensional model~set forth in Sec.
1! a rigorous quantum-mechanical description of such
complicated phenomenon seems unrealistic. Below, only
electronic subsystem will be considered in a quantu
mechanical way; the lattice motion will be described clas
cally in the adiabatic approximation. The latter is justifie
since the separation between the lowest level of the Ha
tonian ~2! and the rest of its levels greatly exceeds bothT
and the vibrational frequencies of the chain~expressed in
energy units!. Within this model, the lattice is represented b
an N-atom chain~its length is chosen large enough that t
calculation results are independent ofN!. The rest of the
lattice atoms are assumed to be placed strictly at their s
and are taken into account by the last term in the total
tential ~6!.

Keeping to the adiabatic scheme within the on
dimensional model, let us first consider the lowest excito
state formed at arbitrary fixed positions ofN atoms. The
energyW of this state is given by Eq.~5!. According to a
standard procedure, the partial derivatives of the right-h
side of Eq.~5!, added to the sumWScn

2, should be taken
with respect to the coefficientscn and equated to zero. Thi
results in the system of linear homogeneous equations

V~x22x1!c22Wc150,

V~xn112xn!cn111V~xn2xn21!cn212Wc1

50 ~1,n,N!, ~10!

V~xN2xN21!cN212WcN50.

Let D be theN-order determinant of this equation sy
tem. The excitonic energyW(x1 ,...,xN) at arbitrary fixed
positions,x1 ,...,xn , of the chain atoms can be obtained fro
the equation

D~W,x1 ,...,xN!50. ~11!

Of theN roots of this determinant, the lowest one corr
sponds to the self-trapped excitonic state and is separate
a large gap from all the other roots, which belong to
slightly distorted excitonic band. The least root is identifi
with W. SubstitutingW into ~6!, we obtain the total adiabatic
potentialWtot of the N-atom system with a self-trapped ex
citon.

The classical motion of the system ofN atoms with the
nonpair potential~6! is described by the equation

M0

d2xn

dt2
1

]Wtot~x1 ,...,xN!

]xn
50 ~12!

with the atom massM0 .
Equation~12! was solved numerically for solid krypton

under the following conditions. At the initial timet50, a
two-site quasi-molecule with the vibrational energyEvib
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arose on two adjacent atoms arbitrarily chosen inside
atomic chain. In the course of motion, the electronic exc
tion is distributed among 4 atoms~as shown in Fig. 1!. The
nonequilibrium vibrational energy, concentrated within th
four-atom complex, is maintained at the given levelEvib via
a weak continuous input of energy. The rest of the atoms
in equilibrium with the lattice at a given constant tempe
ture T. In the course of motion, the total average kine
energy of all atoms of the chain~except the above four-atom
complex! was maintained at the level (N24)T/2 via a very
slow injection or removal of heat. Simultaneously the disp
sion of this kinetic energy as a function of time was ma
tained at a proper level of (N24)1/2T/2 ~to that end, every
atom of the chain received weak random augmentations t
momentum with the frequency of lattice vibrations!.

The computer solution of Eqs.~11!, ~12! exhibits some
general features. The strongest resonance bond, formed
tween two atoms with the numbersL and L11, comprises
more than half the electronic excitation~this means thatcL

2

1cL11
2 .0.5); the excitation is concentrated practically co

pletely on four atoms (L21,L11,L12). The vibrational en-
ergy of this four-atom complex decreases slowly~by about
1% per period! in the course of thermal relaxation. Note th
in the corresponding quantum-mechanical system the vi
tional relaxation occurs substantially~by two orders of mag-
nitude! more slowly in view of the relevant conservatio
laws and complicated phase relations between different
brational wave functions.9 This circumstance was taken int
account by a weak steady input of energy into the four-at
complex, which maintained its vibrational energy at the i
tial level.

The character of the motion is determined by the para
etersEvib andT. Numerical analysis of Eqs.~11!, ~12! shows
that the translational motion of the four-atom complex c
occur either in a diffusive way~through random translationa
shifts, one of which is shown in Fig. 1! or in a coherent
directional way~through sequential shifts matched in pha
with one another!. The directional motion takes place at
high vibrational energyEvib and a low temperature; in th
opposite case, the self-trapped exciton moves in a ran
diffusive way. The picture is practically independent of t
barrier heightB as long asB!Evib . The boundary between
these types of motion in theEvib-versus-T plane is shown in
Fig. 2.

Figure 3 shows the motion of the exciton center
weight

xc5 (
n51

N

ucnu2xn S (
n51

N UcnU251D ~13!

at different points of theEvib-versus-T plane. The figure dem
onstrates that the motion of a two-site exciton changes
character in a similar way with increasing vibrational ener
at a constant temperature~Fig. 3a! or with decreasing tem
perature at a constant vibrational energy~Fig. 3b!. The direc-
tional motion of an exciton is quite stable on the right-ha
side of the boundary indicated in Fig. 2, whereas on
left-hand side directional motion can be realized during sh
time intervals in a random way due to fluctuations.

At any temperature, the stability of the coherent trans
tional motion of the self-trapped exciton depends strongly
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its vibrational energy. This seems quite natural since t
translational motion is coupled with the vibrations of th
four-atom complex.

The directional motion velocity,V5dxc /dt, is found to
be of the scale of the sound velocity in the crystal. This
easy to understand: a longitudinal elastic wave, coupled w
electronic excitation, propagates in the crystal in basica
the same way as ordinary sound. As can be seen from
3a,V grows withEvib . The directional motion velocity was
found to be proportional toEvib

1/2 and practically independen
of temperature and barrier height~at Evib50.63 eV,V coin-
cides with the longitudinal sound velocity in solid krypto
equal to 1.373105 cm/s).

4. DIFFUSIVE MOTION OF A TWO-SITE POLARON „HOLE…

IN THERMODYNAMIC EQUILIBRIUM WITH THE
LATTICE

Unlike short-lived excitons~with a lifetime of about 1
ns!, two-site hole polarons during measurement of their m
bility have a long lifetime~more than 1ms!,13 exceeding the
vibrational relaxation time by 3 or 4 orders of magnitud
Therefore, a self-trapped hole moves under conditions
thermodynamic equilibrium with the lattice. Such motio
was investigated by solving Eqs.~11!, ~12! in a way de-
scribed in Sec. 3, but without the input of energy into t
four-atom complex to maintain its vibrational energy at
given level. Under such conditions the hole polaron mot
is of a random diffusive character, so that the hole mobilitym
is connected with the hole diffusion coefficientD by the
known Einstein relation

m5
De

T
5

e

2Tt (t j<t
~Dxj !

2, ~14!

wheree is the electron charge,T is the temperature in energ
units,Dxj stands for the random shift of the center of weig
of the hole at the instant of timet j , and the summation ex
tends over all statistically independent shifts occurring d
ing time t.

FIG. 2. Regions of the diffusive and directional motion of a two-site excit
in the plane temperature versus vibrational energy.
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FIG. 3. Typical fragments of the motion of the exciton center of weight calculated by solving Eqs.~11!, ~12!. The exciton coordinates in units of the cha
period~ordinate axis! and time~abscissa axis! are relative to an arbitrary origin. The figure shows how the character of motion changes:~a!—with increasing
vibrational energy~indicated in the figure in eV! at a constant temperature equal to 60 K;~b!—with decreasing temperature~indicated in the figure! at a
constant vibrational energy equal to 0.2 eV. The directional motion is quite stable on the right of the boundary presented in Fig. 2 and arises inm
fluctuation way on the left of the boundary.
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To evaluate the diffusion coefficientD with sufficient
accuracy, the diffusional motion of a hole was traced fo
time of about 5 ns; during this time, about 700 squared ch
periods are accumulated in the sum~14!.11

Unlike an exciton occupying a high vibrational level, th
equilibrium motion of a self-trapped hole essentially chan
its character depending on the barrier heightB, as is demon-
strated in Fig. 4. As can be seen from the figure, for a h
barrierB5386 K54.8T ~upper curve in Fig. 4!, a hole par-
ticipates in motion of two sharply different types: hig
frequency vibrations with a small amplitude~merged into a
thick line on the reduced scale of the figure! and random
transnational shifts by one chain period, which look li
hops on the scale used. Note that in fact such ‘‘hops’’ oc
in a continuous way, as shown in Fig. 1. For a lower barr
‘‘hops’’ by several (M52,3...) chain periods become po
sible~the meaning of such ‘‘multiple hops’’ will be explaine
below!. In Fig. 4, every ‘‘hop’’ is marked by the numberM
indicating the distance of hopping in units of the chain p
riod or, more briefly, the hopping multiplicity.

As the barrier lowers, the distinction between trans
tional shifts~‘‘hops’’ ! of the hole and its vibrational motion
is blurred. Along with usual high-frequency vibrations, low
frequency ones appear with amplitudes enhanced up to
chain periodl. Such low-frequency vibrations can result~but
not inevitably! in a transnational shift according to th
scheme of Fig. 1; their large period~up to 10 ps! corresponds
to a small variation of the adiabatic potentialWtot when
changing between the states B and C near the top of a
barrier.

It is easy to understand why the vibrational motion
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FIG. 4. Typical fragments of the diffusional motion of the center of weig
of a hole in thermodynamic equilibrium with the lattice atT580 K, calcu-
lated for different barriers~whose height is indicated in kelvins by the larg
numerals!. Random transnational shifts~hole ‘‘hops’’! are marked by small
numerals indicating the hopping distance in units of the chain period. As
barrierB is lowered in the regionB,T, the vibrational motion of the hole
develops at the expense of its transnational motion~therefore, as can be see
from Fig. 5, diffusion is not monotonously enhanced as the barrier is lo
ered!.
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well pronounced only in the case of a low barrier. Of inter
are vibrations of a few atoms~the atoms 2, 3, 4 in Fig. 1!
among which the hole is distributed. Such vibrations are
companied by overcoming the barrier in both directions. F
a high barrier (B@T), a noticeable motion of the hole i
made possible by a strong short-lived thermodynamic fl
tuation during which the system has enough time to pass
barrier only in one direction; such motion looks like a ser
of random independent hops~quite distinct atB5386 K
54.8T). As the barrier is lowered somewhat (B5288 K
53.6T), the fluctuation lifetime becomes sufficient to pa
the barrier one time sequentially in both directions, wh
results in single-period vibrations with an amplitude near
chain period; such vibrations do not contribute to the mo
ity ~14!. When the barrier decreases and disappears (B585
and 5 K!, the vibrational motion of the hole becomes mo
developed and occurs in the form of a long sequence
aperiodic oscillations interrupted by comparatively infr
quent ‘‘hops’’. In the absence of the barrier, the vibration
motion predominates over hopping; this is the reason w
the mobility at a givenT achieves its maximum value not i
the absence of the barrier but atB'1.5T ~see Figs. 5 and 6!.

In order to compare the theory with an experiment13 per-
formed for solid krypton in the interval 80 K,T,110 K,
computer calculations of the mobility with the use of Eq
~11!, ~12! were carried out for solid krypton at the temper
turesT580 and 110 K~the analysis of these results, ma
below, permits one to extend their temperature range!. For
these fixed values of temperature, Fig. 5 presents the m
ity m ~in units of cm2s21V21! as a function of barrier heigh
B. It should be recalled~see Sec. 2! that B varies noticeably
with temperature due to thermal expansion. In Fig. 5, thi

FIG. 5. Two-site hole mobility calculated for solid krypton as a function
the barrier heightB at T580 and 110 K~B varies noticeably with tempera
ture due to thermal expansion, which is allowed for by two scales of bar
related to 80 and 110 K!.
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allowed for by two scales of barrier, related to 80 and 110
Nearly the same results~but with a large statistical strag
gling! were obtained via direct calculation of the mobili
with the use of Eq.~12! complemented by an electrostat
term describing the hole charge in a weak external elec
field.

Along with this, it is interesting to trace how the mobi
ity depends onB/T irrespective of the way of varying the
barrier ~by varying the interatomic potentials or the lattic
period!. To that end, Fig. 6 presents the same results a
Fig. 5 in the coordinatem versus the reduced variabl
B(T)/T for T580 K and 110 K. As can be seen from Fig.
in the regionB.T, where the ‘‘hopping’’ has an activationa
character, the mobility actually depends only on the redu
variableB/T. Thus, the part of the curve to the right of th
maximum gives the temperature dependence of the mob
in the range of lower temperatures for a positive barrier.

The absolute values of the mobility presented in Fig
agree in order of magnitude with experiment13 ~see Sec. 6!
but are systematically underestimated by almost a facto
four in comparison with the experimental data. The physi
reason for this quantitative discrepancy, to all appearanc
connected with underestimation of the multiple hopping
self-trapped holes.

As was shown in Sec. 3, a two-site polaron on a h
vibrational level simultaneously with vibrational motion pa
ticipates in the directed transnational motion which is re
ized through sequential shifts correlated in phase. A sh
time motion of such a type can occur also under conditio
of thermodynamic equilibrium with the lattice when a stro
fluctuation brings the vibrational energy of the four-ato
complex~on average equal to 4T) to a critical level neces-
sary for the directed translational motion. Such fluctuatio
enhancement ofEvib gives rise to a short-lived coherent ela
tic wave coupled with the hole. To all appearances,

r,

FIG. 6. The same results as in Fig. 3 presented versus the reduced va
B(T)/T for T580 and 110 K. Note that in the regionB.T, where the
‘‘hopping’’ has an activational character, the mobility actually depends o
on the reduced variableB/T.
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model of one-dimensional chain underestimates the lifet
of such a fluctuational elastic wave. Indeed, the lattice ato
not belonging to the chain but adjacent to it are assume
be immovable, whereas in fact they are involved in this el
tic wave, thus enhancing the total mass of the atoms invol
and the stability of the wave. The underestimation of
hopping multiplicity within the one-dimensional model e
tails a corresponding underestimation of the mobility~quad-
ratic in the multiplicity!. This seems to be a reason for th
above-mentioned quantitative discrepancy between
theory and experiment.

Let us consider multiple hops in more detail and intr
duce the hopping multiplicityM, equal to the total length o
a hop in units of the chain period. As can be seen from F
4, where all hops are marked by numbers indicating th
lengthM, multiple hops withM52 or 3 occur comparatively
often. Hops with greaterM ~up to 10! occur more seldom bu
they contribute noticeably to the hole mobility~14!. If the
number ofM-fold hops is denoted bynM , their contribution
to mobility is proportional towM5nMM2. The mean multi-
plicity of hopping should be defined via averagingM over
hops with the weightswM :

^M &5
(MwMM

(MwM
5

(MnMM3

(MnMM2 . ~15!

The mean multiplicity of hopping, calculated accordin
to ~15!, is shown in Fig. 7 for two temperatures as a functi
of B(T)/T. Note that multiple hopping, due to its fluctua
tional nature, is rapidly enhanced with increasing tempe
ture.

5. QUALITATIVE COMPARISON WITH EXPERIMENT.
ENERGY TRANSPORT BY TWO-SITE EXCITONS

Let us, first, adduce the available spectroscopic evide
for a predominant role of two-site excitons in energy trans

FIG. 7. Mean distance of hopping in units of the chain periods~hopping
multiplicity!, calculated atT580 K and 110 K.
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to impurity centers in wide-band dielectrics and, second,
plain the experimental data on fast energy transport real
by two-site excitons.

Energy transfer from excitons to neutral impurity cente
has been observed by many authors in dielectrics of var
types. The character of the excitonic state responsible for
energy transfer depends on the specific band structure o
dielectric crystal. Experimental data for wide-band diele
trics of the type considered provide evidence that ene
transport is realized not by free excitons but by two-site
citonic polarons.

5.1. Energy transport in alkali halide crystals

The assumption of energy transfer by free excito
should be discarded for the following reason. Usually imp
rity levels lie below the bottomEbot of the lowest exciton
band. An exciton, before it can transfer its energy to such
impurity center, first must achieveEbot via thermal relax-
ation. The quantum yield of creating excitons at the ba
bottom can be estimated from the quantum yield of the fr
exciton luminescence,Yfree ~in crystals of the type consid
ered, the radiative decay of excitons is possible only at
band bottom, where the exciton quasi-momentum goes
zero!. For all the alkali halides examined,17 Yfree is of the
order of 1022. Such a low quantum yield of the photopro
duction of free excitons cannot provide efficient ener
transfer to the impurity centers observe
spectroscopically.14–16But even after an exciton has reach
the band bottom, the transfer of its energy to an impur
atom must be preceded by localization in a shallow poten
well near the impurity center; this is impeded by the rath
small effective mass of a free exciton.9

On the other hand, an efficient energy transfer to th
lium impurity centers, present in a very low concentration
1026 to 1025, has been observed in KI~Tl!, RbI~Tl!, and
NaI~Tl! crystals under excitation below the bottom of th
lowest excitonic band.14–16 In this excitation energy region
two-site excitons are created with a high efficiency, but fr
excitons cannot be generated at all~which is confirmed by
the zero quantum yield of free-exciton luminescence m
sured for pure KI, RbI, and NaI under excitation belowEbot;
Ref. 17!. Moreover, the efficiency of the energy transfer
the impurity did not grow as the excitation frequency w
changed from a value belowEbot ~where Yfree50) to any
value lying inside the band~whereYfree;0.01).14

Consider now the rate of energy transport realized
two-site excitons. The efficiency of the energy transfer
impurity centers can be characterized by the ratioYimp /Yhost,
where Yimp is the intensity of impurity luminescence an
Yhost is the luminescence intensity of two-site excito
formed in the host crystal. The ratioYimp /Yhost has been
measured spectroscopically for the alkali halide crystals
RbI, and NaI weakly doped with thallium.14–16According to
Refs. 14–16, efficient energy transfer to the impur
(Yimp /Yhost'1) at T55 K is achieved for KI~Tl!, RbI~Tl!,
and NaI~Tl! at the concentrationsn51.531016, 331016,
and 531017 cm23, respectively. Let us show that the cohe
ent directional motion of self-trapped excitons with the v
locity V, investigated in Sec. 3, provides such an efficie
energy transfer to the impurity, described by the relation
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Yimp /Yhost'Vtsn;1. ~16!

Heret'1 ns stands for the vibrational relaxation time ands
is the cross section of the exciton localization near an im
rity ion; the velocityV of the directional motion of two-site
self-trapped excitons is taken equal to the longitudinal so
velocity in the crystal, near 23105 cm/s.

The value ofs is determined by the interaction of a
exciton with an impurity ion, described~in atomic units! by
the van der Waals potential

U~R!52a imp^r
2&R26, ~17!

where^r 2& is the squared state radius of the site exciton, a
a imp stands for the positive difference between the pola
ability of the impurity atom~molecule! and that of the sub-
stituted lattice atom.9 A two-site exciton, moving along the
anion chain, can be localized near an impurity atom lying
a distanceR from the chain if uU(R)u.T. This gives the
estimate~in atomic units!:

s5pR2;pS a imp^r
2&

T D 1/3

. ~18!

With realistic values of the parameters:^r 2&5150, a imp

540 ~Refs. 9 and 18! at T55 K, the estimate~18! givess
52300 a.u.56.3310214 cm2. For KI~Tl!, RbI~Tl!, and
NaI~Tl!, the right-hand side of Eq.~16! takes on the values
0.4, 0.6, and 6, respectively. Thus, the fast energy transfe
an impurity, observed in Refs. 14–16, is explained qual
tively by directional motion of two-site excitons.~In view of
the rather weak dependence of the trapping cross section~18!
on the parameters, the choice of the latter cannot influe
this conclusion.!

Experiment shows14–16 that the ratio Yimp /Yhost de-
creases rapidly with increasing temperature, especially ab
30 K. The observed temperature dependence ofYimp /Yhost is
too strong to be described by Eqs.~16! and~18! with a con-
stantV and should be attributed mainly to the temperat
destruction of the coherent directional regime of the two-s
exciton motion~see Sec. 3!.

5.2. Energy transport in rare-gas crystals

For rare-gas crystals, the free-exciton mechanism of
ergy transfer should be discarded in view of the followi
experimental fact. The luminescence quantum yieldYimp of a
very weak impurity grows sharply with an increase of t
excitation photon energyE near the pointEg of the dielectric
gap width.19,20This energy dependence ofYimp cannot mirror
the E dependence of the free-exciton photoproduction e
ciency, which is of opposite character~a photon withE
,Eg inevitably generates a free exciton, whereas an elec
and hole, generated atE.Eg , do not necessarily recombin
in the form of a free exciton.!8,21

However, this feature of the excitation spectrum can
easily understood in terms of the vibrational spectrum
two-site excitons, assuming that they are responsible for
energy transfer to impurities.8,20 Indeed, a photon withE
.Eg generates an electron–hole pair. The hole is very r
idly self-trapped, turning into a two-site molecular ion. T
latter, after recombination with an electron, becomes a t
site exciton related to a high excited atomic state~close to
-

d

d
-

t

to
-

ce

ve

e
e

n-

-

n

e
f
e

p-

-

the ionization level! with a very large state radiuŝr&. ~Ref.
9!. Due to the largêr&, this excited state is strongly attracte
to impurity centers by its van der Waals potential~17!. On
the other hand, a two-site exciton, occupying a high vib
tional level~extended to a narrow subband!, is a very heavy
band particle;7 the large^r& in combination with a large ef-
fective mass provides a high probability for a two-site ex
ton to be localized near an impurity center even at a very
impurtiy concentration. A two-site exciton, localized on
high vibrational level, remains pinned at the same impur
center during vibrational relaxation, after which the excit
energy is transferred to the impurity. Under such conditio
a fast directional motion of two-site excitons provides
extremely efficient energy transfer to impurities. Note th
the high motion velocity of two-site excitons, derived in Se
3 within the classical approach with allowance for a nonp
exchange potential, is consistent with the large effect
mass of the two-site exciton subbands derived quant
mechanically within the approach of a pairwise exchan
potential~this seeming contradiction was elucidated in R
10!.

Quite a different relaxation picture takes place when
photon withE,Eg turns to a free exciton~such optical tran-
sitions are partly allowed in a real crystal with lattic
defects!.22 The generated exciton persists in a free state d
ing the relaxation through the upper part of the exciton ba
where the free and two-site states are not mixed.9 Unlike a
two-site exciton, which can be localized on any vibration
level near an impurity center, a free exciton cannot
trapped inside the band on a impurity level lying below t
band bottom, since this electronic transition requires a
strong jump-wise heat release. Only in the lower part of
band is the free exciton mixed with two-site states7 and can
be localized near an impurity center; but the localizati
probability is low because of a comparably small state
dius.

6. QUALITATIVE COMPARISON WITH EXPERIMENT.
MOBILITY OF TWO-SITE HOLES

6.1. Rare-gas crystals

The mobility of two-site holes in rare-gas crystals w
measured experimentally13 in a vicinity of the triple point,
where the structural perfection of the samples was h
enough to make such measurements possible. Table II
sents the temperature change of the mobility of self-trap
holes in rare-gas crystals measured in the temperature i
val T1,T,T2 ~Ref. 13!. Both the experimental values o
the mobility and its observed temperature behavior stron
contradict the law ~1! with activation energyUact'D
;1 eV. The conventional equation~1! predicts a negligibly
small mobility and its highly sharp dependence onT. The
observed mobility is comparatively high and its temperat
variation is found to be weak~and even practically absent fo
krypton!. This can be reconciled with~1! only by substituting
a very small binding energyEb . ~Ref. 13!. These values of
Eb ~given in the next-to-last column of Table II! differ
strongly from the true binding energy estimated from sp
troscopic data and given in the last column.~The spectro-
scopic estimate ofEb ~Ref. 1! is related to the correspondin
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TABLE II. Brief summary of experimental data on the self-trapped hole mobilitym in rare-gas crystals measured in the temperature interval
T1,T,T2 near the triple point.13 The next-to-last column gives the polaron binding energyEb found in Ref. 13 by fitting Eq.~1! with the
experimental dependencem5m(T); the last column presents an independent realistic estimate ofEb from spectroscopic data.1 Note that the
conventional theory, making no allowance for the intrinsic structure of a self-trapped hole,3–6 cannot explain a weak temperature dependence
of m, drastically contradicting Eq.~1! with the true binding energyEb;1 eV.
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two-site excitonic state; it turns into the self-trapped h
after ionization, which can only enhance the bindi
energy.9!

As was shown in Sec. 4, these contradictions are n
rally eliminated by taking into account the intrinsic vibr
tional structure of two-site hole polarons. Figure 5 sho
that, depending on the barrier height, the calculated mob
can either grow or diminish somewhat with increasing te
perature. This inference, as well as the absolute values o
mobility obtained, are in qualitative agreement with the e
perimental data listed in Table II.

6.2. Alkali-halide crystals

As was already mentioned in Sec. 1, the anion sublat
of an alkali-halide crystal has a spectrum of electronic ex
tations similar to that of the corresponding rare-gas cry
~the electronic configuration of the anion, e.g., I2 or Cl2, is
identical with that of the corresponding rare-gas atom Xe
Ar, respectively!. The spectrum of electronic excitations
the cation (Na1, K1 etc.! sublattice lies much higher an
cannot interfere with the spectrum of the anion sublattice
particular, a stable self-trapped state of an anion hole has
form of a two-site quasi-molecule similar to that formed
rare-gas crystals.

However, as regards the manner of motion of se
trapped holes, alkali-halide crystals exhibit a distinction fro
rare-gas solids. As was mentioned in Sec. 2, lattice ato
lying beyond the chain hamper the motion of the chain ato
to some degree, so that the lattice surroundings of the c
heighten the barrier. In alkali-halide crystals, the effect of
lattice surroundings on the barrier depends on the separa
dAC , of an anion from the nearest cation, or, more exac
on the ratio ofdAC to the distancedAA between adjacen
anions within the chain. The barrier height grows with
decrease of the ratiodAC /dAA and, quite naturally, with an
increase of the cation-to-anion size ratio.

Such an effect of the lattice surroundings on the bar
B is illustrated by Table III, based on the experimental d
of Ref. 2. The lowest barrier of about 0.1 eV was observ
for the case of the largest anion I2 and the smallest cation
Na1. Although Cs1 significantly exceeds Na1 in size, the
barrier remains almost the same for CsI due to a greater
dAC /dAA531/2/2 for the body-centered cell~for a rare-gas
crystal, the corresponding ratio equals unity!. The barrier in-
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creases gradually on account of a decrease of the anion
in the sequence CsI - CsBr - CsCl and rises sharply~despite
a decrease of the cation size! when changing to the KCl
crystal, with a smallerdAC /dAA ratio. The difference inB
between KCl and NaI manifests itself in a sharp difference
mobility (1023 cm2

•s21
•V21 for NaI and 10210 cm2

•s21

•V21 for KCl!.2

Along with this, Table III contains data related to th
reorientation of the hole axis, i.e., changing of the hole p
larization direction.2 These data provide evidence for a on
dimensional character of the two-site hole motion~stated in
Sec. 1!. The motion of a hole along the anion chain is a
companied by conservation of its polarization direction~par-
allel to the chain!. A hole changes its direction of motion
~escaping to another chain intersecting the former one! si-
multaneously with changing of the polarization direction. S
the distance~in units of the chain period!, traveled by a hole
along the chain before hopping to another chain, can be
timated as

Ptransl

Preor
;expS Breor2B

T D , ~19!

wherePtransl andB denote the rate and barrier height for th
hole translational motion, andPreor andBreor are those for the
hole axis reorientation.

As is seen from Table III,Breor exceedsB by about 1000
K, which provides a predominant motion of a hole within th
same chain with infrequent hops between different cha
The differenceBreor2B is negative only for KCl which drops
out of the scheme developed, being nearer to the conv
tional notion; but even for KCl,Ptransl has been found to
exceedPreor at least by an order of magnitude.2 In Ref. 2 a

TABLE III. Height of the barrier for transnational motionB and axis reori-
entationBreor of two-site self-trapped holes in alkali halides according to t
experimental data of Ref. 2.dAC is the separation of an anion from th
nearest cation anddAA is that between adjacent anions.
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general conclusion for alkali halides was reached that
number of translational hops of a two-site hole greatly
ceeds the number of reorientation hops.
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Experimental results on excess electron transport in solid and liquid phases of Ne, Ar, and solid
N2– Ar mixture are presented and compared with those for He. The muon spin relaxation
technique in frequently switching electric fields was used to study the phenomenon of delayed
muonium formation: excess electrons liberated in them1 ionization track converge upon
the positive muons and form Mu (m1e2) atoms. This process is shown to be crucially dependent
upon the electron’s interaction with its environment~i.e., whether it occupies the conduction
band or becomes localized in a bubble of tens of angstroms in radius! and upon its mobility in
these states. The characteristic lengths involved are 1026– 1024 cm, and the characteristic
times range from nanoseconds to tens of microseconds. Such a microscopic length scale sometimes
enables the electron to spend its entire free lifetime in a state which may not be detected by
conventional macroscopic techniques. The electron transport processes are compared in: liquid and
solid helium~where the electron is localized in a bubble!; liquid and solid neon~where
electrons are delocalized in the solid, and the coexistence of localized and delocalized electron
states in the liquid was recently found!; liquid and solid argon~where electrons are
delocalized in both phases!; orientational glass systems~solid N2– Ar mixtures!, where our
results suggest that electrons are localized in an orientational glass. This scaling from light to
heavy rare gases enables us to reveal new features of excess-electron localization on a
microscopic scale. Analysis of the experimental data makes it possible to formulate the following
tendency of the muon end-of-track structure in condensed rare gases. The muon–self-track
interaction changes from isolated-pair~muon plus the nearest track electron! in helium to multipair
~muon in the vicinity of tens of track electrons and positive ions! in argon. © 2003
American Institute of Physics.@DOI: 10.1063/1.1542439#
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1. INTRODUCTION

The investigation of electronic conduction in condens
rare gases~CRG! is of a great fundamental and practic
interest. Rare-gas solids~RGS! and liquids ~RGL! form a
group of cryosystems and cryoliquids characterized by v
weak van der Waals interatomic interactions. The forbidd
gap of CRG is extremely wide~about 10–20 eV!. From a
fundamental point of view a condensed rare gas is a pr
typic ideal dielectric and a good object to test various th
retical approaches to the excess-electron transport in ins
tors. Rare-gas liquids represent relatively simple disorde
materials, and the study of the excess-electron transpo
these systems is of considerable importance for general
derstanding of the electronic properties of noncrystalline s
ids.

On the other hand, condensed rare gases are frequ
used as insulators in high-voltage devices, and the proce
1851063-777X/2003/29(3)/11/$24.00
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leading to electric breakdown are certainly determined by
transport of the charge carriers in these substances. An e
tronic conduction in rare gas liquids is of special intere
because of their employment in high-energy physics exp
ments as working media for ionization chambers and ot
particle detection systems.1 The excess-electron transport
insulators is of great practical interest as it may cause e
trical breakdown even in wide-gap insulating materials s
jected to high electric field. These materials are used i
large number of applications ranging from power generat
equipment to microelectronic devices. Nonpolar cryocryst
are used as moderators to produce ultralow energy m
beams.2 The yield of ultralow energy muons could be co
nected with end-of-track electron transport to the low-ene
muon. Therefore studying of the mechanisms of elect
transport in solid and liquid rare gases and cryosystems i
primary importance in condensed matter physics.
© 2003 American Institute of Physics
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Electron transport in condensed rare gases has been
ied extensively for over forty years. The majority of resu
on the motion of charges have been obtained using the t
of-flight ~TOF! technique. In this technique the drift velocit
achieved by a group of charges in an electric field is e
mated by the drift length divided by the traveling time.

The time-of-flight results3 for low-field electron mobility
in condensed He, Ne, Ar, Kr, and Xe are summarized
Table I.

One can notice a huge difference between light a
heavy CRG. In heavy CRG~Ar, Kr, and Xe! the electron
mobilities were found to be of the same order of magnitu
as those in conventional semiconductors
(;103 cm2 V21 s21), implying the existence of extende
delocalized electron states~band states!.3,4 Low electron mo-
bility in light RGL has been interpreted3 as arising from elec-
tron localization in a ‘‘bubble.’’ These bubbles are rath
macroscopic objects. In liquid He the radius of the bubble
about 10–20 Å.5 Such bubbles form because of the Pa
exclusion principle: a space is opened up around the ex
electron by a strong short-range repulsive exchange inte
tion between it and the electrons of the host atoms, whic
opposed by a weak long-range attractive interaction~caused
by the polarizability of the host atoms!, pressure–volume
interaction, and surface tension. Electron bubbles are
formed in solid helium.6

With increasing atomic number the polarizability of ra
gases grows, making the delocalized state energetically p
erable. Liquid neon~l -Ne! represents a borderline cas
where theoretical calculations5 failed to make definite predic
tions of the excess-electron state. However, early time
flight experiments7,8 revealed only low-mobility negative
carriers in liquid Ne, which were identified as stabl
electronic bubbles. Recent TOF experiments inhigh electric
fieldshave revealed a peculiar situation in which both loc
ized and short-lived (t;1029 s) delocalized electron state
exist.9

Bubble formation is not the only mechanism of electr
localization in cryosystems. One of the possible channels
localization of a particle is through its interaction with lattic
excitations~phonons, librons, magnons, etc.!. In a dissipative
environment10 the lattice excitations can be represented a
bath of harmonic oscillators; interaction with this enviro
ment causes a crossover from coherent quantum tunnelin
incoherent hopping dynamics, when the particle ‘‘dresse

TABLE I. Low-field electron mobility in condensed He, Ne, Ar, Kr, and X
~Ref. 3!.

Note: * T52 K, Vmol520 cm3; ** T54.2 K.
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with the lattice excitations can be effectively thought of as
polaron.

At low temperatures, the environmental excitations a
frozen out. In this case, conventional understanding sugg
that the only possible channel for particle localization is t
introduction of crystal disorder, which thus may dramatica
change the transport properties of a solid. A well-known e
ample is the spatial localization of electron states near
Fermi level in a disordered metallic system, which leads t
transition into a dielectric state~the Anderson transition!.11

The concept of Anderson localization suggests that the w
function of a particle in a random potential may chan
qualitatively if the randomness becomes large enough.
herent tunneling of a particle is possible only between lev
with the same energy~e.g., between equivalent sites!; in the
case of strong randomness, states with the same energy
be too distant~spatially separated! for tunneling to be effec-
tive.

In metals, however, electron–electron interactions d
matically modify the density of states at the Fermi lev
leading to the formation of a Coulomb pseudogap.12 To ob-
serve the effects of disorder on electron transport without
complications of electron–electron interactions, one m
therefore study electron dynamics in a disorderedinsulating
host.13 Orientational glasses formed by random mixtures
molecular (N2 ,CH4,CD4) and atomic~Ar, Kr! species14 of-
fers a unique opportunity for such studies.

There is one basic drawback of TOF measurements
such experiments the drift length between electrodes is m
roscopic (typically.1022 cm). This macroscopic length
makes it very difficult to measure the mobilities in cryocry
tals at temperatures significantly lower the melting tempe
ture. With decreasing temperature, the amplitude of the
corded current drops drastically.3 The thermal expansion o
cryocrystals results in the generation of internal streng
and defects, which can trap electrons. Moreover, the ther
expansion may result in the loss of direct contact betw
the electrodes and crystal. The use of special flexi
electrodes4,15 enabled measurement of the electron mobil
down to 66 K in solid Ar~triple point T3584 K), while no
experimental TOF data have been obtained at lower temp
tures. In liquids, where the electrode–sample contact is go
the drift velocity measurements are influenced by the pr
ence of electron-attaching impurities. If the attaching time
comparable with the drift times, it is difficult to extract th
drift time from the shape of the damping current signal.

1.1. Delayed muonium formation

The techniques of muon spin rotation/relaxatio
resonance~mSR!16 are in intensive use as a powerful to
providing valuable information on various chemical a
solid-state physical phenomena. In such experiments a b
of high-energy~several MeV! muons is injected into the
sample. In many substances the muon can pick up an e
tron to form a hydrogenlike muonium (Mu[m1e2) atom.
Muon and muonium signals are well resolved in experime
due to the big difference of muon/muonium gyromagne
ratios: gMu /gm1;2103; gm1513.55 kHz/G. Usually two
different ways of muonium formation are distinguished
prompt and delayed. According to the first approach m
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nium is formed under the slowing down of an energe
muon. During slowing down to an energy of a few tens
keV, the inelastic muon scattering mainly involves the p
duction of excitations and ionizations. At lower energies,
muon undergoes cycles of electron capture and subseq
electron loss. When the last such collision leaves ato
muonium in its neutral charge state, the muonium is said
have been formed promptly.17 When the muon thermalizes i
condensed matter as the positive ion, it leaves behind
ionization track of liberated electrons and ions. In ma
hosts~see the recent review18! some of the excess electron
generated in this track can reach the stopped muon within
time scale of the muon lifetime (tm;2.231026 s) and form
muonium. The essential point of this delayed muonium f
mation~DMF! scenario is that at time zero the electrons a
muon are spatially separated. This circumstance made it
sible to create an experimental procedure19 to distinguish de-
layed and prompt muonium formation. DMF is sensitive to
relatively weak~up to tens of kV/cm! external electric field
which prohibits muon-electron recombination and dim
ishes the ‘‘delayed’’ muonium fraction, while to affect th
prompt muonium formation electric fields of about atom
value are required.

1.2. DMF and mSR signal

To compare experiments on muonium formation m
sured at different magnetic fields it is convenient to anal
the general expression for the muon polarization funct
P(t), which is the experimental value of interest in themSR
spectrum:

N~ t !5Nnormexp~2t/tm!~11aP~ t !!1N0 , ~1!

whereN(t) is the number of muon decays registered dur
the time interval@ t2dt/2,t1dt/2# after the muon stops (dt
is the time per chanel for the data acquisition system!, Nnorm

is a normalization constant,tm52.19731026 s is the muon
lifetime, N0 is the background signal, anda ~usually about
0.2–0.22! is the apparatus asymmetry. Ifn(t) is the probabil-
ity of muonium formation at the timet ~where*0

`n(t)dt is
muonium fraction!, then the polarization function will be:

P~ t !51/2E
0

t

n~ t8!cos~vmt81vMu~ t2t8!!dt8

1S 12E
0

t

n~ t8!dt8 cosvmt D . ~2!

The first term in~2! is the signal from all muoniums
formed up to the timet, including the phase shift in the muo
state~the constant 1/2 appears because only the triplet
state of muonium is seen,14 and the second term is the muo
signal. From Eq.~2! it is clear how to extractmuon fraction
from the experimental signal. The muon fraction is
2*0

`n(t)dt, or the amplitude of thenonrelaxing signal at
the muon frequency. The correct procedure for extracting th
muon fraction is to fit the experimental spectrum by an
pression which contains the nonrelaxing signal at the m
frequency. Of course this procedure is valid if there is
other reason for muon relaxation~such as magnetic impuri
ties, radical formation, etc.!, but it has been shown to b
applicable for CRG.
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The muonium fraction can be extracted from the expe
mental spectrum easily only in the case of ‘‘short’’ muoniu
formation~the time scale of muonium formationtdelay is less
than the muon lifetime!. Then in the limit of low magnetic
fields the muonium fraction tends to the amplitude of t
fitting at the muonium frequency. Inhigh transverse mag-
netic fields, where the muonium signal@the first term in~2!#
is very small, the amplitude of the relaxing signal at t
muon frequency is equal to the muonium fraction~and is
twice as big as the amplitude of the muonium signal in
limit of low magnetic field!.

1.3. DMF as a tool to study microscopic electron transport

The mechanism of DMF is critically dependent on t
electron mobility and, as the characteristic muon–trac
electron distances are about 1026– 1024 cm, represents a
ready-to-use technique for electron mobility measureme
on a microscopic scale.20 Measurements of theelectric field
dependences of both the Mu and diamagnetic fractions
vide information on the characteristic distanceRchar between
the m1 and its radiolysis electrons. Due to the well know
dephasing effect, the time scale of Mu formationt is readily
determined by measurements of themagneticfield depen-
dence of the Mu precession amplitude.21,22 If the muonium
formation time happened to be bigger than the time reso
tion of mSR spectrometer,t can be estimated directly from
the dumping rate of the diamagnetic fraction.19,22 Taking an
appropriate model of muon–electron recombination, one
estimate the microscopic mobility fromRchar and t. In a
simple case~viscous motion of the track electron nearest
the muon under the Coulomb attraction! this estimate is:

b5
Rchar

3 «

3et
, ~3!

whereb is the mutual electron–muon mobility, and« is the
dielectric constant of the medium.

The advantages of themSR technique were demon
strated in an experiment with solid nitrogen,20 where, in con-
tradiction to the TOF experiments, delocalized electro
were identified ina nitrogen~at T520 K). In b nitrogen~at
T559 K) both techniques give close estimates of the exce
electron mobility;mSR experiments23 have found adelocal-
izedelectron state in liquid Ne, which is consistent with r
cent TOF measurements.9

2. END-OF-TRACK STRUCTURE

In a lot of substances, DMF can be artificially divide
into two stages. The first stage is the slowing down of
energetic muon which is accompanied by the production
energetic free electrons and other excitations of the medi
In this stage the track products are hot~out of thermal equi-
librium with the medium!. The time scale of the first stage
less than 10210 s. The second stage is the recombination
the track products and muonium formation itself due to
recombination of the muon with one of the track electro
and has an unlimited time scale. From this point of view, fi
stage prepares ‘‘initial’’ conditions for the second. This i
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cludes initial spatial and momentum distributions of the el
trons, cations, and muon just after the end of the muon sl
ing down process.

To calculate initial track structure the cross sections
all elastic and inelastic track processes must be known.
high muon energies~above about 35 keV, where the veloci
of the muon exceeds that of the electrons bound in the m
ecules of the target! the initial track structure can be calcu
lated using the Bethe24 theory to describe the inelastic sca
tering of the muon. Unfortunately the cross sections
lower energies of muon scattering are unknown. Due to
big muon-to-electron mass ratio the angular scattering is
essential at high muon energies, and the track is linear a
initial muon momentum. At low muon energies muon ang
lar scattering could play a significant role. Neverthele
experiments18 reveal asymmetric dependences of the mu
~muonium! fraction versus the direction of the external ele
tric field. This can be interpreted as the track products be
asymmetrical around the slowed down muon or the sca
ing of muon at low energies being incompletely randomiz
According to the multipair track model25,26 the initial struc-
ture of the final part of muon track is a linear chain of catio
~with the muon at the end! surrounded by a cloud of elec
trons. In this model the influence of external electric field
muonium formation is asymmetric. At positive fields~the
direction of external electric field coincides with the initi
muon momentum! we pull track electrons away from th
muon, diminishing muonium formation. At negative field
we move ‘‘early’’ track electrons towards the muon, and,
the first approximation, muonium formation should not
sensitive to a ‘‘weak’’ electric field.

As will be shown later, this simplified model is a goo
start to understanding muonium formation in CRG and ot
condensed gases. There are three characteristic distanc
this model: the distance between cations in the chainR1 , the
distance between the last cation and the muonRm , and the
rms distance from the scattered electron to the parent ca
Re . The fact that in CRG at zero electric field the muoniu
fraction is big18 or the probability of muon-electron recom
bination is high implies thatRe.R1 andRe.Rm . It means
that for all CRG under consideration the muon is inside
own track. Otherwise an electron will rather recombine w
one of the positive ions. The number of electrons involved
muonium formation at zero and positive fields will beNe

;Re /R1 . The characteristic fields for suppression of mu
nium formation will be of the order ofEchar1

;e/«ReR1 .
At negative fields muonium formation is sensitive to t

flux of ‘‘early’’ track electrons and one should expect th
track motion to be different at fields higher thanEchar2
;e/«R1

2 , where one can neglect interactions between
ions.

Details of the track motion in different CRG will b
discussed in the corresponding Sections.

3. EXPERIMENTAL DETAILS

Experiments in condensed He are describ
elsewhere19,22,27 ~see Table II!. Experiments in condense
Ne, Ar, and N2-Ar were performed at the M13 spin-polarize
surface muon beam line at TRIUMF and at the EMU puls
spin-polarized muon beam line at ISIS~Rutherford Appleton
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Laboratory!. In both laboratories we used similar samp
cells. The front and back sides of the brass sample cell~22
mm inner diameter for the TRIUMF setup and 35 mm inn
diameter for ISIS, and 5 mm thick! are glued with 0.1 mm
titanium windows. This thickness is small enough to estim
the stopping of surface muons (momentum'28 MeV/c) in
the entrance foil within a few percent. The muon beam w
collimated down to 9 mm in the TRIUMF experiments. A
ISIS the spot size of muon beam is about 20 mm; theref
essentially all the muons were stopped in the samples at
laboratories.

Windows are glued through 0.5 mm kapton layers~with
inner diameter 0.5 mm less than the diameter of the cell! by
epoxy and supported by brass flanges. Such a construc
enables one to apply high voltage~up to tens of kV! on any
window and was tested at a pressure of 10 atm at ro
temperature. To produce the temperature gradient requ
for crystal growth at the top and at the bottom of sam
space there are special copper plates~0.5 mm thick!. The
bottom plate is connected to the cold finger of the cryos
The top plate is placed at a capillary insert which is co
nected to a gradient heater. Both plates are attached to
cell body with a small gap~about half a millimeter!. This
enables good thermal contact to the bulk of the solid C
sample as the temperature is lowered.

We used standard high-purity~impurity content<1025)
gases. Samples were condensed from big ballast volume
cooling the cell. Crystallization of the samples was done
steady lowering of the base temperature with open bal
volume ~constant-pressure regime!. Typical crystal growth
times were about one hour; the temperature gradients w
about 0.5 K per sample length.

Muon experiments in solid condensed gases are ass
ated with some experimental difficulties. First—in spite
the high electrical strength of bulk solid condensed gas
upon lowering of the temperature below the melting poi
thermal cracks in the sample and the low equilibrium vap
pressure of the gas result in the appearance of ‘‘easy pa
for electrical breakdown of the sample. To increase the ma
mum electrical strength of our solid condensed-gas sam
we added some pressure~up to 1 atm! of He gas into the cell
just after the cooling below melting point. Unfortunately th
procedure is effective only at temperatures below the su
fluid l transition Tl52.17 K, where a superfluid film can
penetrate into all the sample cracks. At higher temperatu
the procedure of He gas filling helps to increase the bre
down voltage by about a factor of two. In solid neon w
succeeded in increasing the maximum electric field up to

TABLE II. Muonium fraction in condensed He,27 Ne, and Ar.

Note: * T.0.8 K; ** T525 K.
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kV/cm, which is still less than the maximum electric field
liquid neon (Emax;33 kV/cm).

Our first attempts to increase the range of the elec
field were accompanied by a huge scatter in the experime
data. Now we understand that this problem is connected w
the sample–electrode interface. The incoming muon be
eventually produces radiation damage in the sample, in
ticular, it generates free carriers~electrons and ions!. If there
is a barrier for the electrons to pass through the electro
sample gap~which is probably formed under the cooling o
the sample! under the influence of external electric field,
will result in the accumulation of space charge near
sample surface. This charge screens the external electric
inside the sample~if it does not cancel it completely!, which
may diminish~if not cancel! the effect under study.

The time scale of this screening will depend upon
free carrier generation rate in the bulk of the sample and
the electrical properties of the sample–electrode connec
For a typical muon flux at accelerators, the time scale ra
from tens of minutes to seconds. As the typical time
collecting the necessary statistics in one spectrum is a
one hour, the screening effect can mask the effect of elec
field. To avoid this difficulty we have developed a spec
technique of mSR measurements in alternating elect
fields.28 If the frequency of the alternating field is higher tha
the inverse time of the screening charge accumulation n
the sample surface, the value of the internal electric field
the sample tends to the applied external electric field.
example, in solid Ne for an incoming muon beam intens
of about 33104 s21 the switching period should not excee
5 seconds.

4. RESULTS AND DISCUSSION

4.1. Liquid and solid helium

To present a complete picture of the end-of-track p
cesses in CRG, we start from a reproduction of themSR
results in condensed helium,19,22,29 where the features o
DMF are seen most cleanly.

The main reason for this is a unique property of liqu
helium—the phenomenon of superfluidity. The mobility
the charge carriers is relatively low (b150.05 cm2 V21 s21

for cations andb250.03 cm2 V21 s21 for anions! in normal
helium30 at 4.2 K. The spectrum of elementary excitations
superfluid helium has a characteristic threshold, wh
causes an exponential increase of the mobility31 as the tem-
perature is reduced below the lambda pointTl52.17 K
(b151700 cm2 V21 s21 for cations and b2

5155 cm2 V21 s21 for anions at 0.6 K!. This circumstance
gives a unique opportunity to examine various models
track motion by scaling the mobility over five orders of ma
nitude. Moreover, by adding a small amount of3He one can
regularly diminish the mobilities at low temperaturesT
,0.8 K ~where the mobilities are determined by the scatt
ing on 3He impurities! keeping the other parameters~tem-
perature, etc.! unchanged. Unfortunately, the behavior of c
ions and anions in helium is outstanding in comparison w
other CRG~especially heavy CRG!. First, the charges ar
extremely heavy: electrons form ‘‘bubbles’’ with a hydrod
namic mass of about 200 helium atoms, and positive cha
ic
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form ‘‘snow balls’’ of about 40–60 helium atoms.32 Second,
in all the temperature interval in the liquid the mobility of th
anions is bigger than the mobility of the cations, while
solid heavy CRG the mobility of the anions is negligible
comparison with the mobility of the light delocalized ele
trons.

This fact will result in the breakdown of the linear stru
ture of the track-anion chain. If we supposeRe.R1 and
Re.Rm , then just after the slowing-down process~when the
electrons have formed bubbles and the positive helium at
and, probably, the muon have formed snowballs! the main
interaction between the charges will be the strong plus–p
repulsion. For example, the muon will feel a high repulsi
force from the nearest positive ion or even~if R1,Rm)
group ofRe /R1 ions in the direction roughly parallel to th
primary muon beam. Muon–positive ion repulsion can e
plain the origin of the ‘‘initial’’ muon snowball momentum
MVL ~where M;40mHe is the mass of the snowball,VL

;63103 cm/s is the Landau velocity! required to explain
the decrease of the muonium fraction at temperatureT
,0.7 K in pure4He ~Ref. 19!.

Repulsion of the light and mobile anions will in a sho
time interval cause all the distances between all the cha
to become the same order of magnitude, aboutRe . Then the
process of muonium formation will continue in a long~in
comparison with plus–plus repulsion! recombination ofm1

ande2 in a simple Coloumb potential.
Note that a single muon—electron pair will also arise

the hot excited muonium decays far away from the ot
track ~the muon—electron pair is far from the track from th
very beginning of the track recombination!. A minor problem
with this scenario is the difficulty of explaining asymmet
of the muon—electron initial position, which is readily ob
tained in the multipairs model.

Combining all we have mentioned above we can co
clude that the longest part of the muon–electron interac
in liquid helium can be written as a simple Coloumb attra
tion between the muon and the nearest electron, no ma
what is the origin of this pair. This approach made it possi
to draw a qualitative~and sometimes a quantitative! descrip-
tion of muonium formation in helium.19 Let r 0 be the typical
distance between the muon and electron andb5b11b2 be
the sum of the mobilities of the charges. The mobility of t
muon is assumed to be the same as that of ‘‘heavy’’ posi
charges.31 In normal helium the mobility of charges is low
and the equation of mutual muon–electron motion seem
be a viscous one. In this case the time of muonium format
is t5«r 0

3/3be. The forming muoniums reduce the free muo
fraction. In high transverse magnetic fields~where only
muon precession signal is seen! this muonium formation
causes apparent muon relaxationl}t21, and the polariza-
tion function is directly connected with the number of fre
muons. Using the relaxation rate in normal heliuml
50.06ms21 and takingb.0.08 cm2 V21 s21, one can esti-
mate the typical value for the muon–electron distribution
liquid helium: r 0.(3be/l)1/35731025 cm.19 Note that
Onsager lengthRc5(e2/kbT«);1024 cm at helium tem-
peratures is much longer thanr 0 , so the diffusion in Mu
formation is not important. As to the amplitude of muoniu
precessionaMu(H), in normal He only a small fraction of the
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pairs manage to recombine during the time of the preces
signal formationt(H);1/(gMuH);1027 s for H50.4 G,
and the Mu precession amplitude is small. To obtain m
‘‘visible’’ muonium one should diminish the time of mutua
muon–electron motion and use low magnetic fields. Af
entering the superfluid phase,aMu ~0.4! begins to increase
with decreasing temperature~accompanied by exponentia
growth of the mobility!. Whenb becomes 103 times that in
normal helium, the most distant pairs manage to conve
during the timet ~0.4!, and the amplitude of muonium pre
cession achieves its maximum value, which corresponds
muonium fraction of 92%. This takes place atT
50.7– 0.85 K in pure4He. Under further lowering of the
temperature in pure4He aMu drops and tends to a constant
about 0.8 of the maximum value. This behavior can be
plained by taking into account the initial momentum of t
muon snowball19 and the ballistic motion~due to the ex-
tremely low drag force! of this snowball around the neare
electron at temperaturesT,0.7 K. If during the slowing
down processm1 forms a snowball at a velocity higher tha
M /mmVL;2.43106 cm/s ~where M /mm;400 is the
snowball-to-muon mass ratio! or the snowball acquires mo
mentum due to the repulsion from track cations in the fi
stage of track motion~see the speculation in the previou
paragraph!, then all the muons with positive energyMVL

2/2
2e2/r i«.0 ~where r i is the ‘‘initial’’ muon–electron dis-
tance! will escape muonium formation. A corresponding e
timate of the ‘‘critical’’ value r c ~all the muons with initial
conditionsr i,r c will definitely recombine with the electron!
gives r c52e2/«MVL

2;631025 cm, which is comparable
with the typical muon–electron distance estimated from
rate of muonium formation in normal helium,r 0;7
31025 cm. The real motion of charges in superfluid heliu
is far from the classical ballistic regime. If under the infl
ence of the electric field a charge exceeds the critical Lan
velocity it will ~within a time scale 10213 s) emit roton~s!,
diminish its speed,33 and follow a new trajectory with a re
duced energy. That is why a significant fraction of mu
snowballs will form muonium even when the initial energy
positive. In a mixture4He10.2% 3He, where because o
scattering on3He impurities the low-temperature anion m
bility cannot exceed 20 cm2 V21 s21, the motion of a muon
snowball is of a viscous nature, and there is no peculiarity
the temperature dependence of the muonium fraction.19

The most powerful tool for studying muonium formatio
is experiment in electric fields. An external electric field pr
vents recombination of track charges, diminishes the m
nium fraction, and increases the muon fraction.

The electric field dependence of the double amplitude
muonium precession divided by the apparatus asymmetr
a diluted mixture—4He10.2% 3He (T50.5 K), measured in
low magnetic field H50.4 G,19 is represented in Fig. 1 by
open circles. Under such conditions this normalized am
tude tends to the muonium fraction~see Sec. 1.2 DMF and
mSR signal!, at least 90% of the muons recombine, formi
Mu in less than 1027 s, and the double amplitude of muo
nium precessionaMu in zero electric field is close to its lim
iting valueaMu

max50.2 ~Ref. 22!—the apparatus asymmetry.
At high temperatures close to thel point, the time of

muonium formation in liquid helium is about 531026 s and
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the amplitude of muonium signal is low even at fieldsH
50.4 G. To represent the muonium fraction atT51.7 K, the
amplitude of the relaxing signal at themuon frequency di-
vided by the apparatus asymmetry is plotted in Fig. 1
solid squares. One can notice that in spite of the huge dif
ence of the mobilities of the charges at these temperat
(b520 cm2 V21 s21 at 0.5 K andb50.2 cm2 V21 s21 at 1.7
K! the electric field dependences of the muonium fractio
are very similar. This behavior suggests a similar distribut
of the track products~or, in other words, the same initia
electron–muon distribution function! in all the temperature
interval 0.5–4.2 K in the4He10.2% 3He mixture. The case
of a mixture is very important as the main mechanism
muon cluster scattering at low temperature is governed
impurity (3He) atoms with momentumpi;(m3kT)1/2.
Therefore the mean path between collisions of a clusteL
5Dpb/e;331027 cm ~where Dp;pi is the change of
cluster momentum in a single collision!, is small in compari-
son with the typical length in the problem. Then the moti
of muon cluster will be of the ‘‘viscous’’ type—the directio
of the cluster motion will coincide with the direction of a
electric field which acts on it. For any given configuration
electric field ~internal track field plus external field! it will
result in the separation of the space of initial electron–mu
pairs into two regions. In the first region, where the lines
electric field strength end at the muon, the muon will for
muonium. In the second, where the lines of electric fie
strength go to infinity, the muon will escape muonium fo
mation. In the case of a single electron–muon interaction,
muon will recombine if

r ,~e/E«!1/2cos~q/2!, ~4!

where r and q are spherical coordinates~the vectorq50
coincides with the direction of the external electric field!,
and will be withdrawn by the external field otherwise. Th
solid line in Fig. 1 represents the best fit of the calcula
@using criterion~4!# normalized muonium amplitude to th
measured values atT50.5 K in a 4He10.2% 3He mixture.
The initial mutual muon–electron distribution function wa
sought in the form of a three-dimensional Gaussian:19

FIG. 1. Electric field dependences of the muonium fraction in liquid heliu
4He10.2% 3He at T50.5 K ~open circles!; pure 4He at T51.7 K ~solid
squares!; pure4He atT50.7 K ~solid circles!. The direction of electric field
coincides with the initial momentum of the muon beam. The solid l
represents the best fit of the viscous model to the data atT50.5 K in the
mixture ~see the text!.
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p~r !5~2p!23/2sx
21syz

22

3expF2~x2a!2

2sx
2 GexpF2~y21z2!

2syz
2 G , ~5!

where x is parallel to the external electric field, the poi
~a,0,0! is the center of the muon–electron distribution,sx

andsyz are the corresponding standard deviations of the
tial muon–electron position. The best fit givesa54
31025 cm ~the maximum of muons density is shifted fo
ward in the direction ofpm with respect to the electrons!,
sx5431025 cm, andsyz5231025 cm.

In pure helium at low temperatures an electric field ha
stronger effect than in the mixture. The electric field dep
dence of the normalized muonium amplitude in pure4He is
represented in Fig. 1 by solid circles. This difference is
parently due to the high mobility (b1.200 cm2 V21 s21) of
the particles in pure helium. Under these conditions the
cous approach to the muon cluster motion is not valid~the
mean free path becomes comparable with the dimensio
the problem! and one should take into account the init
momentum of the cluster. In the case whenm1 starts with
velocity pointing away frome2, the muon can go very fa
away from the electron. For an initial distancer 0

.2e2/mvL
2.531025 cm ~where the kinetic energy of th

cluster is greater than the potential electrostatic energy! the
maximum charge separation will amount tor max;r(0)

1vLmb/e.231024 cm, and the effect of the field will be
seen already at the magnitudeE.e/r max

2 .5 V/cm.
The mobilities of the charges are extremely lowb

,1025 cm2 V21 s21) in solid helium.34 This is the reason
for the complete absenceof muonium signal in solid4He.29

Moreover, the muon signal shows no damping—lmuon

,0.00431026 s21, which means a high limit of the muo
nium formation time of aboutt;1024 s21.

As a conclusion of this Section we will summarize t
main features of muonium formation in condensed heliu
high relative mobility of positive ions leads to the breakdow
of the linear structure of the muon track and results in
‘‘single pair’’ regime of muon–nearest-electron attraction;
a wide range of the charges’ mobilities~until the viscous
limit of the track motion is valid! the mutual ‘‘initial’’ distri-
bution of the track products is independent of temperatu
the low mobilities of ions in solid helium prohibit muonium
formation.

4.2. Liquid and solid neon

Muon spin rotation experiments in solid Ne18,35 revealed
a near-maximum value of the muonium precession sig
which is natural in view of the high electron mobility in soli
Ne ~see Table I!. Electric field experiments in solid Ne sho
a great change in the muonium/diamagnetic signals, tho
the characteristic fields are almost ten times bigger t
those for liquid He. Our recent experimental data
diamagnetic signal versus electric field dependence in s
Ne near the melting point (T522 K) is plotted in Fig. 2 by
the solid circles. One can notice a significant asymmetry
the influence of electric fields~in this article, the positive
sign of electric field coincides with initial muon beam m
mentum!, which means that the electron density is shifted
i-
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the direction opposite to the initial muon momentum. Hi
characteristic electric fields can be explained by multip
structure of the muon track in solid neon~see Sec. 2, End
of-track structure!. In this case the intrinsic electric field o
the electron will beEchar;e/«R1Re , whereR1 is the dis-
tance between cations in the chain andRe is the square av-
erage distance from the scattered electron to the parent
ion. This field is Re /R1 times bigger than the single-pa
Coulomb interaction.

The experimentalmSR signal is very sophisticated i
liquid neon. It contains the signal at the muonium frequen
and a two-component~relaxing and nonrelaxing! diamag-
netic signal. The essential feature of the muonium signa
that it is in contradiction with the envelope of the diama
netic signal. The amplitude of the muonium precession
much higherthan expected from Eq.~2!. It looks like it
corresponds to a short process in comparison with the da
ing rate of the diamagnetic signal or even in comparison w
the time resolution of the apparatus.

There could be two possibilities for this behavior—
prompt muonium or ‘‘fast’’ DMF. In the experiment with
solid neon, due to the limited electric strength of the samp
we achieved onlypartial recovery of diamagnetic signal~see
Fig. 2!. That is why from the solid-phase data it is uncle
whether the whole muonium signal is delayed or if some p
of this signal comes from prompt muonium. It is very u
likely that the cross sections for charge exchange proce
are different in solid and liquid Ne, and the prompt fractio
~if any! should be the same in both phases. The fact tha
the signals in the liquid depend on external electric field a
the complete suppression of the muonium signal at h
positive fields implies atrack origin of the muonium signal
in liquid Ne. It has been proposed23 that electron states lo
calized in bubbles and delocalized in the conduction ba
coexist in liquid neon. In high magnetic fieldsH
.1/t loc gMu ~wheret loc is the characteristic time for muon–
electron recombination with an electron in the bubble sta!,
fast delocalized electrons give the main contribution to
muonium precession amplitude. Muonium formation due
the arrival of slow localized electrons is seen in the rela
ation of the diamagnetic signal. The coexistence of localiz

FIG. 2. Electric field dependences of muon fraction in liquid Ne atT
525 K ~open circles! and solid Ne atT522 K ~solid circles!. The direction
of electric field coincides with the initial momentum of muon beam.
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and delocalized electrons in liquid neon has also been
served by time-of-flight measurements.9

The electric field dependences of the normalized~to the
apparatus asymmetry! amplitudes of twice the muonium sig
nal 2 AMu ~circles! and of the relaxing diamagnetic sign
Arel ~squares! in liquid Ne atT525 K are plotted in Fig. 3.
The sum of these two signals is the muonium fraction ver
the electric field. The ratioAMu /Arel is the fraction of delo-
calized electrons versus the electric field. It can be sho
that this ratio is anincreasing functionof the external electric
field. Unfortunately we cannot plot the probability of del
calization as a function of the electric field acting on t
electron. This ‘‘true’’ electric field is the external electr
field plus the intrinsic track electric field, and we can on
estimate the second term.

For comparison with solid Ne the normalized amplitu
of the nonrelaxing diamagnetic signal as a function of
external electric field in liquid neon is plotted in Fig. 2 by th
open circles. This value reflects the fraction of muons wh
escapes recombination. One can notice a huge difference
tween liquid and solid Ne. In the liquid in negative fields t
free muon fraction changes little~at fields up to210 kV/cm
it is practically constant!, while in positive fields the slope o
the curve in the solid is bigger than in the liquid.

A possible explanation of the peculiarities mention
above could be the following. The weak dependence in
liquid implies that the characteristic muon–electron dista
is shorter in the liquid. In both substances the excess tr
electrons are initially delocalized and moving rapidly aw
from the ionization centers where they were created. T
the electrons lose their energy in collisions with the me
atoms. In the solid the electrons remain delocalized up u
the recombination with muons~or other positive centers!. In
the liquid, with decreasing electron velocity the probabil
for the electron, to be localized in a ‘‘bubble’’ is increased9

This implies that the mean square distance between the
localized electron and its parent ion is shorter in the liquid
that the intrinsic track electric fields are bigger in liquid ne
and the dependence of the free muon fraction on the exte
electric field is flatter.

At negative fields we pull ‘‘early’’ track electrons to th
muon. The free diamagnetic asymmetry seems to be the

FIG. 3. Electric field dependences of the muonium fractions in liquid Ne
25 K formed by: delocalized electrons~open circles!; localized electrons
~solid squares!. The direction of the electric field coincides with the initia
momentum of the muon beam.
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sult of the two tendencies. The higher the field, the lower
probability for the muon to recombine with any individu
electron but the higher the probability of finding an add
tional track electron. If the second tendency dominates,
probability of muonium formation tends to unity and, in th
sense, is independent of electric field.

Unless specially prepared, a solid CRG sample~exclud-
ing solid He, which anneals easily! has a polycrystalline
structure with a characteristic grain size3 of about
1025– 1024 cm. If electrons are scattered or captured
polycrystalline defects, only electrons within some critic
distance~about the crystallite size! will reach a muon. The
number of these electrons will beNneg5Rcr /R1 , whereRcr

is the crystallite size andR1 is the distance between ioniza
tions at the final stage of muon track. One should expect
negative part of theE-field dependences to be sensitive to t
quality of the crystal. In the liquid crystalline-like defects a
absent, the amount of electrons involved in muonium form
tion is bigger, and the probability of muonium formatio
with ‘‘early’’ electrons is higher.

As a summary of this Section, the end-of-track proces
in solid and liquid neon are very different. In solid Ne, mu
nium is formed as a result of muon recombination with d
localized electrons. In the liquid a muon can recombine w
a delocalized or localized electron. Localization of initial
free track electrons in the liquid results in high~in compari-
son with solid Ne! internal electric fields.

4.3. Liquid and solid argon

Electrons are delocalized in both solid and liquid arg
~see Table I!, and one should expect the end-of-track pr
cesses in condensed argon to be similar to those in solid
Electric-field dependences of the free muon fractions in
uid argon atT584 K ~open circles! and solid argon atT
578 K ~solid circles! are presented in Fig. 4. The data we
obtained from mSR measurements in switching electr
fields. The switching time is 10 s. One can notice the pr
tical coincidence of the experimental points in liquid a
solid argon at positive fields and a significant difference
high negative fields. At negative fields the points in the liqu
are lower than the points in the solid. Moreover, in spite
using the technique of electric field measurements in swit
ing fields, the points at negative fields in the solid we

tFIG. 4. Electric field dependences of the muon fraction in liquid Ar atT
584 K ~open circles! and solid Ar atT578 K ~solid circles!. The direction
of the electric field coincides with the initial momentum of the muon bea
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‘‘sample dependent.’’ Switching helps to remove rando
scatter from the data but maintains the different slopes of
negative part of the curve measured under ‘‘different’’ co
ditions. The data represented in Fig. 4 were obtained
after the crystallization of the sample. After few hours
annealing the data change to lower values closer to the po
in the liquid.

The peculiarities mentioned above can be explained
the framework of a multipair structure of the muon trac
The explanation is analogous to that in condensed neon
the simplification that the electrons are delocalized in b
phases of Ar. Then the characteristic track distances see
be close in solid and liquid argon.

If we suppose both the characteristic distance betw
the positive ionsR1 and the distance from the last trac
ionization to the stopped muonRm to be less than the rm
distance from the scattered electron to the parent ionRe ,
then at positive fields, when we pull track electrons from
muon, the number of particles involved in muonium form
tion will be Re /R1 . If Re is bigger than the crystallite siz
of the solid sample, muonium formation will be similar
the solid and liquid phases.

At negative fields we push ‘‘early’’ track electrons to
wards the muon, and muonium formation is sensitive to
quality of the sample. In the solid the scattering or ev
trapping of track electrons at crystalline imperfections dim
ishes the flux of early electrons, and the probability of mu
nium formation is lower than in the liquid. Annealing o
crystalline defects will result in an increase of electron fl
to the muon, and the probability of muonium formation
negative fields tends to the value in the liquid, where cr
talline defects are absent.

From the argon data we can estimate the number of e
trons involved in muonium formation in condensed Ne.
condensed Ar the muon fraction at zero field is less than
in solid Ne. The respective values measured in the sa
experimental chamber at TRIUMF areAmAr

50.076(3) and

AmNe
50.177(6). At thefinal stage of the muon track, as w

havem1 one additional positive particle, the probability fo
the muon to escape recombination will beAm51/(N11),
where N is the number of electrons~or positive ions! in-
volved in muonium formation in zero electric field. Th
gives a rough estimate for the number of electrons:NeNe

;1/(AmNe
2AmAr

);10. Unfortunately we cannot do a

analogous estimate for condensed Ar, as some unknown
of the muon signal comes from the thermal shields, cham
windows, etc. The low value of the muon fraction at ze
field in Ar suggests that the number of electrons involved
muonium formationNeAr

is bigger thanNeNe
. As an alterna-

tive estimate ofNe is Ne;Re /R1 , this ratio is bigger for
condensed Ar. On the other hand, the characteristic ele
field for suppression of muonium formation at positive fiel
is Echar}e/«R1Re . These fields are close for Ar and sol
Ne. Combining all we have said and takingEchar

;4 – 10 kV/cm, we can estimate:R1Ne
;1.5– 231026 cm,

ReNe
;1.5– 231025 cm, ReAr

.ReNe
, andR1Ar

,R1Ne
.

Due to excess electron delocalization in both phases
end-of-track processes in the liquid and solid~near the triple
point! Ar are very similar. The low value of the muon frac
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tion in zero electric field suggests a multipair structure of
muon track. The number of particles involved in muoniu
formation is some tens.

4.4. Electron localization in a disordered insulating host

Most of our understanding of electron transport in sol
is modeled on nearly perfect crystalline materials, but ev
in this limit disorder plays a crucial role.36 The most familiar
phenomenon governing electron transport in disorderedmet-
als is ‘‘Anderson localization:’’11 The introduction of suffi-
ciently strong disorder into a metallic system causes spa
localization of electron states near the Fermi level and t
drives a transition to an insulating state. To observe the
fects of disorder on electron transport without the compli
tions of electron–electron interactions, we studied elect
dynamics in a disorderedinsulatinghost.13

Orientational glasses formed by random mixtures of m
lecular (N2 ,CH4,CD4) and atomic~Ar, Kr! species14 offers
a unique opportunity for such studies. One of the be
studied orientational glass systems is the N2– Ar mixture.37

Pure N2 has two low-pressure crystalline forms, the hexag
nal close-packed~hcp! high-temperature phase and the cub
Pa3 ~fcc! low-temperature phase. Despite intrinsic ge
metrical frustration, pure N2 undergoes a first-order phas
transition to a long-range periodic orientationally ordereda
phase belowTab535.6 K; the high temperatureb phase is
orintationally disordered.

Solid (N2)12xArx is obtained by simply cooling liquid
mixtures, as nitrogen and argon are completely miscible.
the Ar concentrationx is increased, the hcp-to-fcc transitio
temperature decreases. Above the critical Ar concentra
xc'0.23, the hcp lattice appears to be stable down toT
50. The dynamical orientational disorder of the highT
phase eventually freezes into a static pattern of rando
oriented N2 molecules, theorientational glass.37

Being a mixture of insulators, the N2– Ar system has a
very large energy gap (;10 eV), so that even at high tem
perature the ambient density of free electronic states is
ponentially low. Experimental study of electron transport
this system therefore requires that the empty conduc
band be ‘‘injected’’ with free carriers, ideally in low enoug
concentrations that electron–electron interactions can
safely ignored. The ionization of molecules and/or atoms
high-energy charged particles~e.g. positive muons! offers
just such a source of free carriers.

Figure 5 depicts the temperature dependences of
asymmetries~amplitudes! of the various signals in solid
(N2)12xArx for x50, 0.09, 0.16, and 0.25. At high temper
ture ~above about 40 K!, all the mixtures have roughly the
same Mu andmD asymmetries as pure N2 . At low tempera-
tures, however, adding argon causes dramatic change
pure N2 below about 30 K there is a large Mu signal and
small mD signal, indicating efficient DMF; as Ar is adde
there is a progressively largermD signal, indicating reduced
DMF, until at x50.25 there is only a small Mu signal.

In solid N2 muonium formation has been shown38,39 to
proceed via two channels: the thermal DMF process outli
above and the epithermalpromptprocess which takes plac
prior to them1 thermalization and is therefore independe
of temperature, electron mobility, etc. The sma



o

el
tr

out
–
its
h
t

al
.
id
e
er

d
mi-
The
ut
a
nce

bout

q-
s
in

or
k

e-

nal
t to
e

for
ring
ncil
Re-

n

eir
V.

ts,

h.

n

50

194 Low Temp. Phys. 29 (3), March 2003 Eshchenko et al.
temperature-independent Mu amplitude in thex50.25
sample~see Fig. 5! is the same as thepromptMu amplitude
in pure solid nitrogen,39 suggesting a complete absence
DMF in the orientational glass.

The hypothesis that Mu formation in thex50.25 mix-
ture is essentially all via thepromptchannel at 20 K is fur-
ther supported by the observation thatAMu and AD for that
sample do not depend on an externally applied electric fi
as is seen in Fig. 6. Both amplitudes show significant elec
field dependence in pure N2 at 20 K, from which the char-

FIG. 5. Temperature dependences of muonium~top, H'5 G) and net dia-
magnetic ~bottom, H'100 G) signal amplitudes in pure solid nitroge
~squares! and solid (N2)12xArx ~circles:x50.25; triangles:x50.16; stars:
x50.09).

FIG. 6. Electric field dependences of 2AMu and AD in pure solid nitrogen
~crosses and stars, respectively! and in solid 75% N2125% Ar ~circles and
triangles, respectively! in a transverse magnetic fieldH536 G at T
520 K. The muonium amplitudes are doubled to compensate for the
depolarization of Mu by hyperfine oscillations.16
f

d,
ic

acteristic muon–electron distance is estimated to be ab
531026 cm;38,39 about the same value of the muon
electron distance is estimated for solid Ar, which exhib
almost 100% DMF.18 The absence of DMF at this lengt
scale at low temperature in thex50.25 mixture suggests tha
electrons arelocalizedin an orientational glass.13

5. CONCLUSIONS

Scaling from light to heavy CRG enabled us to reve
new features of end-of-track motion in these substances

We have shown that the unique properties of liqu
helium—large relative mobility and light relative mass of th
positive ions—make it outstanding in comparison with oth
condensed gases.

In solid Ne and Ar~where electrons are delocalized an
light! the track seems to be a linear chain of anions ter
nating in a muon and surrounded by a cloud of electrons.
number of electrons involved in muonium formation is abo
ten in solid Ne and probably bigger in solid Ar. From
comparison of Ne and Ar data we can estimate the dista
between track anions to be about 1026 cm and the rms dis-
tance between the electron and parent anion to be a
1025 cm.

The slight difference between muonium formation in li
uid and solid Ar~electrons are delocalized in both phase!
could be attributed to the presence of crystalline defects
the solid.

In liquid Ne the muon can recombine with delocalized
localized electrons. Localization of the initially free trac
electrons in the liquid results in high~in compression with
solid Ne! internal electric fields. External electric fields pr
vent electron localization.

We have demonstrated a dramatic effect of orientatio
disorder on electron transport in an insulator. In contras
electrondelocalizationin the orientationally ordered phas
of a-N2 , electrons appear to belocalizedin the orientational
glass (N2)0.75Ar0.25.
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The low-temperature electron transport on semiconductor surfaces has been studied using an
ultrahigh-vacuum, variable temperature scanning tunneling microscope~STM!. The STM I (V)
spectroscopy performed at various temperatures has made it possible to investigate the
temperature dependence~300 K to 35 K! of the surface conductivity of three different
semiconductor surfaces: highly dopedn-type Si~100!, p-type Si~100!, and hydrogenated C~100!.
Low temperature freezing of specific surface electronic channels on the highly doped
n-type Si~100! and moderately dopedp-type Si~100! surfaces could be achieved, whereas the
total surface conductivity on the hydrogenated C~100! surface can be frozen below only
180 K. © 2003 American Institute of Physics.@DOI: 10.1063/1.1542440#
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1. INTRODUCTION

The operation of nanoscale electronic devices requ
an efficient electronic decoupling from the substrate
which the devices have been built.1 This can be bes
achieved either on insulating or on low-temperature se
conducting substrates. For example, the electronic trans
of gold nanowires deposited on a Si~111! surface has been
recently measured at low temperature~4 K!.1 At such a low
temperature, all the measured current flows through the g
nanowire as long as the applied bias voltage is within
silicon electronic band gap. Indeed, the electronic chan
through the silicon surface whose energies are located w
the band gap are assumed to be frozen at such a low
perature. Low temperature semiconductor surfaces have
eral advantages over insulators. First, they can still be c
ducting at low temperature, when sufficiently doped.2 This
allows the use of experimental surface techniques requi
some surface conductivity, such as scanning tunneling
croscopy~STM!. Second, the preparation of high-quality su
faces having few defects at the atomic-scale is much ea
for semiconductors.

The low-temperature electron transport properties
bulk semiconductors are rather well understood,2 mainly in
terms of the decreased number of free carriers. Howe
when dealing withsurfaceproperties, the situation is muc
more complicated. Indeed, the interface between the se
conductor and the vacuum can produce specific surface~or
subsurface! electronic states inducing charges or holes c
fined at the surface,3,4 which may completely modify the
low-temperature electron transport properties.

The low-temperature electron transport properties
semiconductor surfaces have never been investigated b
at the atomic scale, except for a recent study of the Ge~111!
surface.5 In this paper, we report the temperature depende
of the electron transport properties of three different se
conductor surfaces: highly dopedn-type Si~100!, STM
p-type Si~100!, and hydrogenated C~100!. We used STM
I (V) spectroscopy performed at various temperatures to
plore the conductivity of these surfaces. The observed be
1961063-777X/2003/29(3)/6/$24.00
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ior is very different in these three cases. It will be shown th
specific surface conductivity channels can be frozen at
temperature for highly dopedn-type Si~100! and p-type
Si~100!, whereas the surface conductivity is completely fr
zen at low temperature for hydrogenated C~100!.

2. EXPERIMENTAL

The electron transport properties of semiconductor s
faces have been measured in an ultrahigh-vacuum~UHV!
chamber~base pressure 2310211 torr) using a variable tem-
perature scanning tunneling microscope~STM!. The sample
can be cooled down to 30 K using a helium liquid-flo
cryostat.

Three types of semiconductor samples have been s
ied:

– highly doped n-typeSi~100!: the silicon sample (6
3230.1 mm) wasn doped with arsenic~bulk resistivity of
0.004 to 0.007V•cm!. Clean and well-ordered Si(100)2(2
31) reconstructed surfaces were obtained by first outgas
for at least 12 hours at 700 °C in UHV before flashing
1080 °C to remove the oxide layer. The duration of each fl
was adjusted so that the pressure remained be
131029 torr (usually,2310210 torr).

– p-typeSi~100!: the silicon sample (63230.25 mm)
was p doped with boron~bulk resistivity 0.7 to 1.3V•cm!.
Clean and well-ordered Si(100)2(231) reconstructed sur
faces were obtained as described before.

– hydrogenatedC~100!: the diamond sample (631
30.2 mm) is a natural single crystal of~100! orientation. It
is a weakly boronp-type doped sample. Prior to insertio
into the UHV chamber, the diamond sample was satura
ex situwith hydrogen in a microwave hydrogen plasma
800 °C for 1 hour. Details on the hydrogenation proced
can be found elsewhere.6 Clean and well-ordered hydroge
nated C(100)2(231):H surfaces were obtained by outga
sing in UHV for a few minutes at 300 °C to remove an
physisorbed species from the surface.

During the STM experiments, the edges of the sam
© 2003 American Institute of Physics
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were sandwiched between two molybdenum plates to wh
the voltage was applied.

Experiments were performed as follows at a giv
sample temperature between 30 K and 300 K. The sam
surface was first imaged at a constant tunnel current with
STM. For some samples and some temperatures, no tu
current could be established between the STM tip and
sample. In such cases, the STM tip crashed on the surf
Where STM imaging was possible, the STM tip was loca
at fixed positions across the surface, andI (V) spectroscopy
curves were recorded at a fixed tip-surface distance.

3. RESULTS AND DISCUSSIONS

Before we discuss the results, one should note that
I (V) STM spectroscopy curves are usually considered to
due only to the STM junction conductivity. Indeed, the co
ductance between the electronic surface states located u
the STM tip and the sample metallic holder to which t
voltage is applied is assumed to be very high. In such a c
the I (V) curves only reflect the coupling between the surfa
electronic states of the tungsten tip with those of the sam
surface.3 However, at low temperature, where the resistiv
of the semiconductor sample can no longer be neglected
analysis of theI (V) curves is more complicated. The me
suredI /V conductivity is the combination of the STM junc
tion conductivity itself, the coupling between the electron
surface states of the sample and the electronic chan
through the sample and the conductivity of these electro
channels as far as the sample molybdenum holders. At
point, the electronic channels through the sample can be
ther surface or bulk electronic channels.

3.1. Highly doped n-type Si „100…

The highly dopedn-type Si~100! surface could be easily
imaged with the STM at any temperature between 30 K
300 K under usual sample voltage (V521.5 V) and tunnel
current (I 50.5 nA) conditions~see Fig. 1!. This is not sur-
prising since such a highly doped silicon sample is known

FIG. 1. Scanning tunneling microscope topography~390 Å by 240 Å! of the
highly dopedn-type Si(100)2231 surface, recorded at 35 K. The samp
voltage isVS521.5 V and the tunnel currentI 50.5 nA.
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have an almost constant conductivity in this temperat
range.2 More astonishing are theI (V) curves recorded as
function of temperature~Fig. 2!. As seen in Fig. 2b, the
dI/dV curve at 300 K shows a narrow band gap of about
eV, whereas thedI/dV curve at 35 K shows a band gap o
about 1 eV, i.e., equal to the bulk electronic band gap
silicon.3 This temperature effect cannot be explained by a
freezing of the bulk conductance since such a highly do
silicon sample is known to have a bulk conductivity which
almost constant between 300 K and 35 K.2 A similar opening
of the surface band gap at low temperature has been
served previously on the Ge~111! surface.5 It has been as-
signed to low-temperature freezing of specific surface e
tronic channels whose energies are located within
electronic bulk band gap.5 Recent measurements of the tot
surface conductivity of the Si~100! surface7 have shown that,
on the contrary, the surface conductivity increases at
temperature. One cannot completely rule out that the cond
tivity of the specific surface electronic channels whose en
gies are located within the bulk band gap would decreas
low temperature while the total surface conductivity wou
increase. However, such an explanation seems very unlik
Therefore, another explanation needs to be considered a
lustrated in Fig. 3. At room temperature, the tunnel curr
flowing through occupied surface states located within
bulk band gap requires some transport of electrons from
bulk conduction band~CB! to the occupied surface state
~SS!. This can be achieved by a combination of two effec
~i! the electron transport through the energy barrier of
upward surface band, bending caused by the ‘‘pinning’’
the surface states at the Fermi level,3 and ~ii ! the release of
electron energy to reach the lower-lying surface states. T
latter effect would require some coupling between electr
and phonons. Considering that the transmission over the
ergy barrier as well as the phonon population are therm
activated, both effects are expected to be much less effic

FIG. 2. dI/dV curves recorded on the highly dopedn-type Si(100)2(2
31) surface at various temperatures. The scanning conditions for recor
these curves areVS521.5 V andI 50.5 nA.
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at low temperature, thus explaining the freezing of the el
tronic channels through the surface states located within
bulk band gap.

3.2. p-type Si „100…

At room temperature, thep-type Si~100! sample shows a
STM topography andI (V) spectroscopy curves similar t
those for the highly dopedn-type Si~100! ~see Fig. 4!. How-
ever, as soon as the sample temperature is lowered to a
180 K, both the STM topography andI (V) curves are mark-
edly modified. At 180 K, stable STM topographies wi
atomic resolution can hardly be obtained. At room tempe
ture, STM topographies could easily be obtained at relativ

FIG. 3. Schematic energy diagram of electrons flowing from the hig
dopedn-type Si(100)2(231) sample to the STM tip. At 300 K~a!, the
thermal energy can~i! activate the transport of electrons from the samp
Fermi level EF through the subsurface barrier due to the upward ba
bending, and~ii ! activate the coupling with phonons and surface states~SS!.
At 35 K ~b!, the loss of thermal activation freezes the electron current.
-
e

out

-
ly

small negative~22 V, I 50.5 nA) sample voltages. At 180 K
STM topographies could be obtained only at high negat
sample voltages~25 V, I 50.5 nA) ~see Fig. 4! and were
found to be very unstable, suggesting some local charg
occurring after a few minutes of tunneling. TheI (V) curves
are also strongly modified~see Fig. 5!, with a much reduced
conductivity at negative sample voltages. At 35 K, it w
impossible to obtain any STM topography at any negat
sample voltage, and theI (V) curves show a weak conduc
tivity extending at even larger negative sample voltages~see
Fig. 5!. The conductivity is zero for sample voltages betwe
23 V and11 V.

These results are somewhat surprising, since they ca
be simply ascribed to the temperature dependence of the
conductivity ofp-type Si~100!. Indeed, from 300 K to 180 K,
the conductivity of the sample is considered to increas2

Obviously this cannot explain the shift from22 V to 25 V
of the sample voltage for imaging, since this shift~associated
with a tunnel current of 0.5 nA! would correspond to a
spreading resistance of 63109 V. In fact, these results ca
be well understood by considering a tip-induced ban
bending as shown schematically in Fig. 6. The ‘‘pinning’’
the surface states at the Fermi level produces a downw
band-bending.3 At negative sample bias, charge carriers (h1,
holes! are prevented from flowing from the tip to the samp
by the downward band-bending of the valence bands.

y

-

FIG. 4. Scanning tunneling microscope topographies of thep-type Si~100!
surface at 300 K~top — 1603160 Å) and 180 K ~bottom — 250
3250 Å).
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FIG. 5. dI/dV curves recorded on thep-type Si(100)2231 surface at
various temperatures. The scanning conditions for recording these curve
~a! 22 V, 0.5 nA; ~b! 26 V, 0.5 nA; ~c! 27 V, 0.5 nA.

FIG. 6. Schematic energy diagram of electrons showing the flow of pos
holes (h1) from the STM tip to thep-type Si~100! sample. At 300 K~a!, the
thermal energy can activate the transport of holes through the energy b
due to the surface state induced band bending. At 35 K~b!, the tip induced
band bending is too large to allow the flow of hole current.
room temperature, the holes can acquire enough therma
ergy to overcome this energy barrier. However, at low te
perature the hole transport through this energy barrier is
zen. Since the conductivity decreases, the STM tip tend
approach the surface to maintain the tunnel current cons
As a consequence, the electric field between the STM tip
the surface is strongly increased, inducing a more p
nounced downward band bending as shown in Fig. 6. T
explains the large shift from22 V ~300 K! to 25 V ~180 K!
for imaging the surface as well as the shape of theI (V)
curves~Fig. 5!. One should also mention here the possib
influence of the surface states on the penetration of the e
tric field into the silicon sample. Indeed, the reduced cha
population of the surface states at low temperature may
crease the screening effect and thus facilitate the penetra
of the electric field produced by the tip. This tip-induce
band-bending was not observed for the previously stud
n-type sample due to its high concentration of dopan
which prevents the electric field from penetrating inside
sample.

3.3. Hydrogenated C „100…

At room temperature, the hydrogenated C~100! diamond
surface can be imaged at the atomic scale with the STM
both positive (V511.5 V, I 51 nA) ~see Fig. 7! and nega-
tive (V521.5 V, I 51 nA) sample bias. The correspondin
I (V) curve is shown in Fig. 8. When lowering the samp
temperature, theI /V conductivity decreases, especially
positive sample bias~see Fig. 8!, so that below 180 K no
STM imaging is possible any more. Around 150 K, theI (V)
curve becomes ‘‘metallic’’ in form, i.e., linear. For temper
tures below 150 K, no tunneling current could be establish
whatever the sample bias. This behavior is quite differ
from the two previous cases of the silicon surface and
quires a specific explanation.

The clean natural~weakly doped! C~100! diamond sur-
face is known to be insulating.8 However, when hydroge-

are

e

ier

FIG. 7. 1753175 Å statement topography of the diamond C(100)2231
surface recorded at room temperature (VS511.5 V, I 51.5 nA).
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nated, the C~100! diamond surface becomes conductive a
STM imaging in the usual tunneling mode can
performed.9 It has been demonstrated recently9 that this sur-
face conductivity requires the presence both of hydrogen
oms on the surface and of subsurface oxygen and hydro
These subsurface species, which are produced during
preparation procedure of the hydrogenated sample, resu
an upward surface band-bending~see Fig. 9! and a concen-
tration of holes in the subsurface region. As is seen in Fig
this enables a flow of holes at both negative and posi
sample bias. With decreasing sample temperature the ac
tion of the subsurface species as dopants should decr

FIG. 8. I (V) curves recorded on the diamond C(100)2(231) surface as a
function of the temperature. The scanning conditions for recording th
curves areVS522 V, I 50.1 nA.
d
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he
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rapidly if their activation energy is high enough, of the ord
of 0.6 eV. This explains the much reduced surface cond
tivity. Around 150 K, the subsurface conductivity is so lo
that the STM tip needs to be in full contact with the samp
thus leading to a ‘‘metallic’’I (V) curve. In summary, the
freezing of the subsurface conductivity explains why the h
drogenated diamond surface becomes fully insulating be
150 K.

4. CONCLUSIONS

Investigating the low-temperature conductivity of sem
conductor surfaces with the STM is a very interesting pro
lem, since a large variety of phenomena can be encounte

For highly dopedn-type Si~100!, lowering the sample
temperature down to 35 K enables the freezing of the e
tronic channels whose energies are within the bulk band g
Other electronic channels~outside the bulk band gap! seem
to be accessible at low temperature, enabling the STM

e

FIG. 9. Schematic energy diagram of electrons showing the flow of posi
holes (h1) for two polarities of the voltage on the diamond C(100)2(2
31) surface.
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aging of the sample down to 35 K. Due to the high conc
tration of dopants, tip-induced surface band-bending can
neglected.

For moderately dopedp-type Si~100!, the surface band
bending also freezes electronic channels at negative sa
voltages. This effect is amplified by tip-induced surfa
band-bending, which at low temperature freezes all the e
tronic channels from22 V down to25 V at 35 K.

For hydrogenated C~100!, the surface conductivity is du
to the presence of sub-surface species~oxygen and hydro-
gen!. The whole surface conductivity is strongly depende
on the temperature, since below 180 K the hydrogena
C~100! surface becomes fully insulating.

These three examples offer an interesting range of ap
cations for nanoelectronics. The highly dopedn-type Si~100!
surface can be advantageously used at low temperatu
decouple the electronic channels of a nanoscale device
the substrate only in the energy range located within the b
band gap. The advantage is that the substrate is still cond
ing and STM imaging can still be performed at such a l
temperature~35 K!. The hydrogenated C~100! surface can be
used, below room temperature atT5180 K, to fully de-
couple the electronic channels of a nanoscale device from
substrate. However, in this case, the substrate is comple
insulating and STM imaging is no longer possible. The mo
erately dopedp-type Si~100! surface offers another poten
tially interesting application, where surface tip-induced-ba
-
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ple
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ct-

he
ly
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bending can be used at low temperature~35 K! to freeze all
the electronic channels across the surface whose energ
between25 V and11 V.
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We review recent research on reactions~including dissociation! initiated by low-energy electron
bombardment of monolayer and multilayer molecular solids at cryogenic temperatures.
With incident electrons of energies below 20 eV, dissociation is observed by the electron stimulated
desorption~ESD! of anions from target films and is attributed to the processes of dissociative
electron attachment~DEA! and to dipolar dissociation. It is shown that DEA to
condensed molecules is sensitive to environmental factors such as the identity of co-adsorbed
species and film morphology. The effects of image-charge induced polarization on cross
sections for DEA to CH3Cl are also discussed. Taking as example, the electron-induced production
of CO within multilayer films of methanol and acetone, it is shown that the detection of
electronic excited states by high-resolution electron energy loss spectroscopy can be used to
monitor electron beam damage. In particular, the incident energy dependence of the CO
indicates that below 19 eV, dissociation proceeds via the decay of transient negative ions~TNI!
into electronically excited dissociative states. The electron-induced dissociation of
biomolecular targets is also considered, taking as examples the ribose analog tetrahydrofuran and
DNA bases adenine and thymine, cytosine and guanine. The ESD of anions from such films
also show dissociation via the formation of TNI. In multilayer molecular solids, fragment species
resulting from dissociation, may react with neighboring molecules, as is demonstrated in
anion ESD measurements from films containing O2 and various hydrocarbon molecules. X-ray
photoelectron spectroscopy measurements reported for electron-irradiated monolayers of
H2O and CF4 on a SiuH passivated surface further show that DEA is an important initial step
in the electron-induced chemisorption of fragment species. ©2003 American Institute of
Physics. @DOI: 10.1063/1.1542441#
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1. INTRODUCTION

The interactions of electrons of energies less than;20
eV with the constituent atoms and molecules of conden
matter are of considerable interest since low-energy elect
generated within and at the surface of condensed media
implicated in a variety of processes ranging from the ag
of dielectrics under high voltage1 and friction-induced dam-
age to lubricants2 to nano-lithography~for example, see Ref
3!. Interest also lies in their use to study catalytic react
intermediates by their dissociative interaction with orga
molecules.4 Motivation for the authors’ research derives e
sentially from the large numbers of low-energy second
electrons generated within biological systems by irradiat
with high-energy primary particles~e.g., therapeutic x rays!.5

What role~if any! do these secondary electrons play in t
genotoxic effects of radiation? Attempting to answer t
question, we have adapted techniques from gas-ph
electron-scattering experiments for use with thin solid t
gets. In a typical experiment an energy-selected beam
electrons is incident from vacuum onto a solid film, and
variety of analytical techniques are then used to determ
the mechanisms by which electronic energy is absorb
These techniques may include surface spectrocopies, su
high-resolution electron energy loss~HREELS!, x-ray pho-
toelectron spectroscopy~XPS!, or measurements of particl
desorption or of charge accumulation within the film. Expe
2021063-777X/2003/29(3)/13/$24.00
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mental systems studied include simple vapor-depos
atomic and molecular solids, molecules physisorbed on
dered metal and semiconductor surfaces, organic s
assembled monolayers and complex biomolecules suc
DNA. Various aspects of this work, as applied to dielect
aging,1 electron microscopy,6 radiation track calculations7

and particle desorption8 have been described elsewhere. He
we will discuss principally results reported within the pas
years that demonstrate electron-induced chemical chan
including dissociation, in condensed phase systems. As a
ther restriction on our discussion, all the target systems p
sented, whether thin molecular solids or adsorbate/subs
systems, require cryogenic stabilization. We stress that w
cooling to temperatures of between 15 K and 100 K allo
preparation of films under ultrahigh-vacuum~UHV! condi-
tions, cryogenic conditions also limit vibrational excitatio
of the molecular constituents in the solid targets and h
ensure that the observed electron-scattering effects are d
nated by the interaction of electrons with the majority
molecules in their vibrational ground state.

The structure of this paper is as follows: In Sec. 2 w
introduce various theoretical concepts, such as negative
resonances, which are required to explain low-energy e
tron scattering in condensed matter. In Sec. 3 we briefly
scribe the experimental methods. In Sec. 4 we present re
results on electron-induced dissociation in several syste
© 2003 American Institute of Physics
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including condensed halomethanes, acetone, and meth
and simple organic molecules of biological significance.
Sec. 5 we discuss simple reactions, including ion scatter
that succeed electron-induced dissociation.

2. ELECTRON-SCATTERING PHENOMENA

Studies of electron-molecule scattering and attachm
in the gas phase have a long history, dating back to the
periments of James Franck and Gustav Hertz in 1914.9 Sub-
sequent research has shown how at low energies~i.e., below
;20 eV!, the cross sections for electron–molecule scatter
are often dominated by the transient localization of the e
tron on the molecule, in what is often termed
‘‘resonance.’’10 ~It is likely that the striking clarity of the
original Franck-Hertz experiment owes much to excitation
a resonance near the threshold of the 63P states of
mercury.11! From an atomic and molecular orbital perspe
tive, resonances can be considered as temporary or tran
negative ions and may be classed as belonging to one of
broad types. If the additional electron occupies a previou
unfilled orbital of the target in its ground state, the transito
state is referred to as asingle particle resonance. The term
‘‘ shape resonance’’ applies more specifically, when tempo
rary trapping of the electron is due to the shape of
electron–molecule potential. When electron capture is
companied by electronic excitation, so that two electrons
cupy previously unfilled orbitals, the resonance is cal
‘‘ core-excited.’’

The prevalence of resonances in gas-phase elect
molecule collisions and the universal nature of the sh
range interactions responsible for their formation have s
gested that similar phenomena should exist at higher le
of aggregation in condensed matter. Indeed, experime
studies performed in our laboratory over the past 20 ye
have consistently shown that electron scattering with c
densed molecules is strongly modulated by the formation
transient negative ions. However, and contrary to the g
phase, where the captured electron must remain attached
single atom or molecule throughout its lifetime, in solids t
transient anion can hop between adjacent sites via in
atomic or intermolecular electron transfer.12 For motion to
occur in the case of core-excited resonances, three elec
must be involved in the process,12 e.g., a two-electron tran
sition accompanied by an electron transfer. Such electron
energy transfer leads to the formation of a transient an
having a specific wave vector in the lattice or at the surf
and may be referred to as an ‘‘electron–exciton complex.13

When an electron resonance occurs, the temporary
ture of an electron at an atomic or molecular site increa
the interaction time of the electron at that site in proport
to the resonance lifetime (ta;10216– 10213 s) and the in-
verse of the electron transfer rate. This local interact
causes a distortion of the atom~or molecule! that accepts the
additional electron—multipole forces. One product of th
fundamental interaction, of great relevance to the experim
tal systems discussed in this article, is dissociative elec
attachment~DEA!, which arises essentially from the molec
lar distortion.

Dissociative electron attachment occurs when the m
lecular transient anion state is dissociative in the Franc
nol
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Condon~FC! region, the localization time is of the order o
or larger than, the time required for dissociation along o
nuclear coordinate and one of the resulting fragments
positive electron affinity. In this case, a stable atomic or m
lecular anion is formed along with one or more neutral s
cies. This process is analogous to the well-known Menz
Gomer–Redhead model of desorption via a FC electro
transition to a repulsive state.14 DEA usually occurs via the
formation of core-excited resonances, since these pos
sufficiently long lifetimes to allow for dissociation of th
anion before autoionization. Hence, when surface molec
are bombarded with a low-energy~0–20 eV! electron beam,
a portion of the neutral and anionic species formed by D
can desorb.

Within a local complex potential curve crossing mod
the cross section for the simple DEA reaction e1AB
→AB2→A21B, where AB is a diatomic molecule, may b
expressed as15

sDEA~E!5scap~E!Ps , ~1!

where Ps represents the survival probability of the anio
against autodetachment of the electron andE the incident
electron energy. The capture cross sectionscap is given by

scap~E!5lguxyu2FGa

Gd
G , ~2!

wherel is the de Broglie wavelength of the incident ele
tron, g is a statistical factor, andxy is the normalized vibra-
tional nuclear wave function.Ga is thelocal energy width of
the AB2 state in the FC region, andGd is theextentof the
AB2 potential in the FC region. The width of the transie
anion state in the autodetaching region defines the lifetimeta

in respect to autodetachment,ta(R)5\/Ga(R), such that the
survival probability of the temporary anion, after electro
capture, is given by

Ps5expF2E
RE

Rc dt

ta~R!G , ~3!

whereRE is the bond length of the anion at energyE andRc

is that internuclear separation beyond which autodetachm
is no longer possible. If we define an average lifetimet̄a and
let K[lguxyu2, then Eq.~1! becomes

sDEA~E!5KFGa

Gd
GexpF2

t̄c

t̄a
G . ~4!

Here t̄c(E)[uRc2REu/v wherev is the average velocity o
separation of the fragments A2 and B upon dissociation
Hence, the DEA cross section depends exponentially on
ratio of the lifetime of the transient anion and the velociti
of the fragments. Equation~4! defines most of theintrinsic
characteristics of the DEA process. It may be seen from
equation that the magnitude of the DEA signal depends
parameters which are influenced by the nature of the s
target; i.e., the attaching electron wavelengthl, the reso-
nance lifetimet̄a , and the curve-crossing atRc between the
anion state and a neutral state beyond which autodetach
is no longer possible. This aspect of DEA, its sensitivity
environmental factors, will be dealt with in some detail in t
following Sections. It is also important to recognize DEA
a mechanism for producing reactive~ionic and neutral! spe-
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cies with nonthermal energies and as such represents an
tial step in the more complex reactive pathways induced
low-energy electrons. Examples of such DEA-mediated
actions will also be given.

3. EXPERIMENTAL TECHNIQUES

The experiments described in this article were perform
under ultrahigh vacuum, that is within vacuum chamb
evacuated by cryogenic, ion, and turbo-molecular pump
base pressures of between 10211 and 10210 torr. Molecular
solid targets are formed by vapor-deposition onto a cl
substrate, held at temperatures varying from 15 to 100 K
cryostat. The substrate is usually a polycrystalline metal f
a Pt monocrystal, or a semiconductor crystal which can
cleaned by resistive heating and/or ion bombardment.
condensed films can be grown by either a gas-volume ex
sion dosing procedure16 ~and calibrated by monitoring th
quantum size effect features observed in ultrathin films17! or,
for higher molecular mass adsorbates, by timed deposi
from an oven source.

Once formed, the sample films can be probed with
variety of electron beam techniques. Dissociative proces
~and certain other reactions! are most effectively detecte
when a fragment ion or neutral species is desorbed
vacuum. Generally, ion desorption is easier to observe t
that for neutral species, since desorbed charged particles
be immediately mass analyzed. Figure 1 illustrates schem
cally an experimental system for ion desorption studies
large organic/biomolecular targets. Note the load-lock s
tion for the introduction of sample slides and/or the degas
of organic molecules within an oven prior to their introdu
tion into the analysis chamber. In this instrument18 an elec-
tron gun produces an electron beam of variable energy h
ing a current of between 5 and 300 nA with an ener
resolution of ;250 meV full width at half maximum
~FWHM!. The electron beam is incident on the cryogenica
cooled solid target. The electron energy scale is calibrate
within 6300 meV with respect to the vacuum levelEvac by
measuring the onset of the current transmitted through
film. Ions desorbed during electron impact enter an ion l
~containing a set of retardation grids! which precedes a quad
rupole mass spectrometer. So-calledion yield functionsare
obtained by recording a particular ion signal as a function
incident energyE. In another ESD instrument, the electro
gun is replaced by an electrostatic monochromator wh
produces an electron beam of 2 nA at a resolution of

FIG. 1. Schematic overview of an apparatus suitable for measuremen
the electron-stimulated desorption of anions from vacuum-deposited film18
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meV.19 In this latter instrument doublem-metal shields sur-
round the vacuum chamber to eliminate stray magn
fields.

In principle, the neutral desorbed products of dissoc
tion can be detected and mass analyzed if they are ion
prior to their introduction into the mass spectrometer. Ho
ever, such experiments are difficult due to loweffectiveion-
ization efficiencies for desorbed neutrals. Nevertheless
number of cryogenic systems have been studied by
groups of Feulner,20 Orlando,21 and Arumainaygam,22 for ex-
ample. In our laboratory, studies of neutral particle deso
tion have concentrated on self-assembled monolayer tar
at room temperature,23 which fall outside the scope of thi
review. Under certain circumstances, neutrals desorbe
electronically excited metastable states of sufficient ene
can be detected by their de-excitation at the surface o
large-area microchannel plate/detector assembly.24 Separa-
tion of the ESD signal of metastables from UV luminescen
can be effected by time of flight analysis.24

While desorption measurements provide clear evide
of molecular dissociation, quantitative measurements are
ficult to perform, partly because of experimental uncerta
ties ~such as the efficiency of ion transmission through
mass spectrometer! but also because only a small, poor
known fraction of the ions~or neutrals! desorb. However,
quantitative measurements are often possible using a m
fication of low-energy electron transmission~LEET! spec-
troscopy. In LEET experiments16 a trochoidal
monochromator25 providing an electron current of between
and 10 nA with an intrinsic resolution of between 40 to
meV FWHM is incident normally on the film surface. A
LEET spectrum is obtained by measuring the currentI t ar-
riving at the substrate as a function ofE. Cross sections for
electron trapping or stabilization by molecules conden
onto a dielectric film can also be obtained.26,27 Electronic
charge trapped at the surface, following exposure of the fi
to electrons of a known energy, produces a retarding po
tial DV, which is manifested as a displacement of any s
sequent LEET spectrum to higher incident energies. The
served rate of chargingAs ~the charging coefficient! can be
converted into a charging cross sectionsCT as follows:

As[dDV~ t !/dtu t505~LIm0 /«pr 2!sCT , ~6!

whereL and « are the spacer layer thickness and dielec
constant, respectively, andm0 is the surface density of mo
lecular targets;I andr are the total current and radius of th
incident electron beam, respectively. Analysis of errors,
cluding those associated with the preparation of the ta
film, suggest a total error of650% on the absolute values o
the measured cross sections. Combined with the mass s
trometric measurements of anion ESD,sCT cross sections
can on occasion allow absolute cross sections for DEA to
obtained.

Electron-induced changes in film chemistry can also
observed using surface-sensitive techniques such as h
resolution electron energy loss~HREEL! spectroscopy.28 An
HREELS spectrometer allows the energy losses of electr
scattered near the surface of thin films and their depende
on incident electron energy to be measured. In addition to
cryogenically cooled substrate,29 such an instrument include

of
.
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an electron monochromator and an energy analyzer, bot
which employ hemispherical electrostatic deflectors
achieve optimal resolution~;5 to 30 meV FWHM!. Typi-
cally, the monochromator produces a focused electron b
that strikes the film surface at an angleu0 from the film
normal. Electrons scattered in a narrow pencil about an a
u r relative to the surface normal are energy analyzed w
the second hemispherical deflector. Energy loss processe
clude vibrational and electronic excitations of target ato
and molecules. Energy loss spectra are recorded by swee
the potential of the monochromator or analyzer relative
the grounded target. The energy dependence of the ma
tude of a given loss process~i.e., the excitation function! is
obtained by sweeping the energy of both deflectors, with
potential difference between them corresponding to
probed energy.

X-ray photoelectron spectroscopy30 allows quantitative
elemental analysis of thin films and provides information
the chemical states of atoms in molecules. It uses the
that the kinetic energyKE of a photoelectron emitted from
film under x-ray bombardment~at hn51254 eV) is related
to its binding energy in the atom from which it came,EB , by
the relation EB5hn2KE. The kinetic energy, measure
with an electrostatic hemispherical analyzer, thus identi
the source atom~and electronic transition! of the photoelec-
tron. Since the binding energies of inner shell electrons
perturbed by chemical bonding, accurate measurement
KE allow the chemical state of an atom to be determin
~e.g.,EB of a C (1s) electron in CO2 differs from that of a C
(1s) electron in CN!. The relative intensities of elementa
XPS signals relate directly to the elemental concentration
the sample.

Both HREELS and XPS can thus be used to determ
cross sections for the production of particular atomic a
molecular species within a film, following electron bombar
ment. Effective cross sections may then be obtained by m
suring how the amplitude of a signal associated with a p
ticular product varies with the integrated electron curren
specific electron energies.

4. ELECTRON-INDUCED DISSOCIATION

Below 20 eV, the electron stimulated desorption~ESD!
of anions from condensed systems is attributed to DE
which produces oscillatory structures in the anion yield fu
tions, and to dipolar dissociation~DD!, which produces both
anionic and cationic fragments. Typically, DD produces a
featureless signal which increases linearly with electron
ergy from a threshold lying between 10 and 20 eV. Ani
desorption data is often dominated by the DEA process.
first observations of DEA in a solid were made from the ES
of O2 from multilayer O2 films.31 Subsequently, the O2 mol-
ecule has served as a model target for studying factors
fecting the physics of DEA in condensed phase systems6

The yield of O2 from electron impact on gas-phase a
multilayer condensed O2 is shown in Fig. 2a and 2b, respe
tively. In the gas phase, the O2 signal is dominated by DEA
via the2Pu state of O2

2 at ;6.7 eV~Ref. 32!. In contrast, the
anion yield function from multilayer O2 shows, in addition to
DD above;15 eV, a much broader resonance feature
tween 5 and 10 eV, and a further structure at 13 eV. Both
of
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‘‘broadening’’ of the lower energy structure and the appe
ance of the 13 eV structure are attributed to a relaxation
the S2↔” S1 selection rule that occurs when the cylindric
symmetry of the molecular wave function is broken by ad
cent molecules. The new structures thus correspond to D
via S1 states between 8 and 10 eV and at 13.5 eV.33

Also shown in Fig. 2c–g are the anion yield function
for sub-monolayer quantities of O2 deposited onto various
multilayer atomic and molecular solids. The data repres
part of a study19 on the environmental factors involved in th
DEA process. As can be seen, the yield of desorbed ions
vary greatly with substrate composition. These variatio
were largely attributed to so-calledextrinsic factors that
modify the ESD process at times before attachment and a
dissociation, for example electron energy loss processe
the substrate and post-dissociation interactions~PDI! of ions
with the surrounding medium. Such processes can be c
trasted withintrinsic factors, which modify the properties of
the resonance~e.g., lifetime, energy, decay channels!. In gen-
eral, the O2 yields per O2 molecule are higher for O2 depos-
ited on the rare-gas solids Kr and Xe~Fig. 2c and 2d,—see
Ref. 34 for a detailed comparison of O2 desorption from
rare-gas solids! than on molecular solids, where extrinsic e
fects such as electron energy loss processes and PD
more likely. The weakest O2 signal was observed from O2
on H2O ~Fig. 2g!, which, like the other substrate films, wa

FIG. 2. O2 yield functions for electron impact on gaseous O2 ~a!, 4 mono-
layers ~ML ! of O2 ~b!, and 0.15 ML of O2 condensed on 4 ML of the
indicated substrate~c–g!. The dashed lines and bars indicate the kno
positions of the O2

2 resonances. The gain factor over each curve is rela
to curve~c!, and the shifted baselines correspond to the zero anion inten
levels. Figure based on the data of Ref. 19.
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condensed at a temperature of 20 K. The figure shows
while the DD signal is reduced by approximately a factor
100 relative to O2 on Kr, the O2 ESD signal over the energ
range associated with DEA is almost entirely absent. Initia
this dramatic effect~termed quenching! was attributed to
some interaction of the transient O2

2 states with the dipole
moment of the adjacent water molecules. However, la
work35,36has shown that amorphous water films formed at
K can be highly porous. When O2 is deposited onto porou
ice at 20 K~close to the sublimation temperature of oxyge!,
it diffuses rapidly over the film’s extended surface, so th
the effective density of O2 at the film–vacuum interface i
lowered considerably from that obtained when the sa
quantity is deposited onto a nonporous film. Oxygen io
formed inside the film have a much lower probability
desorption than those generated at the film–vacuum inter
since they are more likely to scatter and lose kinetic energ37

Thus the signal of desorbed ions derives primarily from D
to O2 adsorbed at the film–vacuum interface, and since
number of these latter has been reduced, the desorption
nal drops accordingly. Nevertheless, comparisons of O2 ions
from O2 on porous water and benzene films38 demonstrate
that diffusion effects alone are insufficient to explain the st
tling diminution of signal evidence in Fig. 2g which mu
therefore derive from a combination of other factors.

The incident-electron energy dependence of the sur
charging cross sectionsCT for 0.1 ML of CH3Cl condensed
onto a 15-ML Kr film39,40 is shown in Fig. 3a. The two
curves~b! and~c! show the H2 and Cl2 ESD yield functions
for a similar quantity of CH3Cl deposited onto a 7-ML Kr

FIG. 3. Charging cross section and anion yields induced by 0–10 eV e
tron impact on CH3Cl. ~a! Absolute surface charging cross section for 0
ML methyl chloride condensed on a 15 ML Kr film.~b! H2 and Cl2 de-
sorption yields from Ref. 41.~c! Total anion yield from gaseous methy
chloride from Ref. 42. Figure taken from Ref. 40.
at
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film.41 No ESD signal was detected below 5 eV. Curve~d! in
Fig. 3 is the total anion yield from the gas phase as measu
by Pearl and Burrow,42 and was obtained by subtracting
background signal at 0 eV arising from CCl4 . The 0.8 eV
peak in this curve represents a cross section of (2.060.4)
310221 cm2 for anion production, much smaller than th
value (1362)310218 cm2 for the 0.5 eV peak in Fig. 3a
Moreover, the origin of this gas-phase structure has b
questioned, as the variation of its magnitude with increas
temperature is consistent with the DEA of HCl.42

The variation with Kr film thickness of the amplitud
~full squares! and energy at maximum~open squares! of the
lowest energy charge-trapping cross section feature is sh
in Fig. 4. It is apparent that both these quantities are stron
dependent on Kr film thickness. The thickness dependenc
the feature’s energy is reminiscent of that observed
Michaud and Sanche43 in the energy of the2Pg resonance of
N2 on Ar, which was successfully described in terms of t
polarizability of the Ar film and the image charge induced
the metal substrate. The lower dashed curve fit to the d
uses the same type of function used by Michaud and San
to describe the thickness-dependent changes in polariza
energyVp ~Ref. 43!.

The structure near 0.5 eV in Fig. 3a has be
interpreted39,40 as being due to the formation of Cl2 anions
via DEA to the 2A1 state of CH3Cl2 and the subsequen
dissociation of Cl2 and CH3 along the strongly antibonding
CuCl2 s* orbital. Since no ESD signal is observed in Fi
3b and 3c below 5 eV, the charge-trapping cross section
resents an absolute DEA cross section at these low ener
The value reported for CH3Cl on a 5-ML thick Kr film ~Fig.
4! thus represents an enhancement over the gas-p
experimental42 and theoretical values44 of between 4 and 6

c-

FIG. 4. Variation of maximum ofsCT with Kr film thickness for low-energy
electrons incident on 0.1 ML of CH3Cl deposited on the surface of Kr films
The solid line drawn from the data represents the results of an R-ma
calculation to describe electron–CH3Cl/Kr scattering. Variation in energy
Emax of the maximum insCT with Kr film thickness. The dashed line is
parametric fit toEmax using the image-charge model of Ref. 43 Experimen
data taken from Ref. 39.
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FIG. 5. ~a! Effect of polarization energyVp on the potential energy curves of transient CH3Cl state,~b! vibration excitation function and~c! DEA yield
function. See text for details.
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orders of magnitude, respectively. This remarkable enha
ment has been attributed to image-charge-induced pola
tion energy which lowers the potential energy curve of
intermediate transient anion.39 Similarly, when charging
measurements were performed for CH3Cl molecules sand-
wiched between Kr layers of variable thickness, whereVp is
larger, a further increase of approximately a factor 10 in
DEA cross section was reported.45

The process can be qualitatively understood by refere
to Fig. 5, which shows idealized potential energyPE curves
for ground-state CH3Cl and the2A1 state of CH3Cl2 along
the CuCl coordinate. In the gas phase, the2A1 anion state
~the dash-dotted curve in Fig. 5a! lies at a resonance energ
ER53.45 eV above the neutral ground state in the Fran
Condon region, represented in the figure by the exten
Gaussian-like nuclear wave function. The lifetime is cons
ered too short to allow dissociation of the molecule~the extra
electron autodetaches at separations,Rc , the crossing point
of the anion and neutral curves! but is sufficient to initiate
vibrational excitation~panel b! centered atER . Upon con-
densation, the isolated anion’s curve is lowered byVp , to
give thePE curve for the molecule on the Kr surface~the
dashed curve in panel a!. The energy of vibrational excitation
also shifts byVp , to a new resonance energyER8 . Now the
new crossing pointRc8 of the anion and neutral curves
much closer to the Franck–Condon region, thus reducing
time ~and distance! required to dissociate. Some anions th
survive autodetachment to achieve dissociation, but since
process will still favor anions formed at internuclear sepa
tions close toRc8 , the maximum in the DEA yield and charg
trapping cross section appear atEmax,ER8 ~panel c!. The
DEA yield is further enhanced by an increase in anion li
time that accompanies any decrease in resonance ener
e-
a-

e
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-
of
-

e
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evidenced by changes in the DEA yield of Cl2 ions from
gas-phase chloroalkane molecules.46

A more quantitative understanding of the effect ofVp on
electron attachment to CH3Cl adsorbed on Kr~Refs. 39 and
40! and within its bulk45 has been attempted using a modifi
version of the R-matrix scattering model44 used with success
to describe low-energy electron–CH3Cl scattering in the gas
phase.47 Essentially the model was modified to include t
effects ofVp at short electron–molecule distances. The so
line in Fig. 4 represents the results of the R-matrix calcu
tion. However, to obtain this result it was also necessary
model in semi-empirical fashion the electron’s interacti
with the metal substrate. The discontinuity represented
the film’s surface complicates considerably this type of c
culation, which is more straightforward for CH3Cl embedded
within bulk Kr. In this case,45 good agreement betwee
theory and experiment is possible by adjustingVp alone.
However, it must be noted that the values ofVp required to
fit the data for CH3Cl condensed on and within Kr are ap
proximately 50% larger than those measured elsewhere
Kr films.43 If these latter values are used, the calculated cr
sections are about one order of magnitude too small. T
disparity is not the case when comparing similar charg
data for CF3Cl ~Ref. 48! with an R-matrix calculation.49

Comparison of the CH3Cl and CF3Cl data and calculations49

suggest that the CH3Cl2 PE curve may be modified in the K
environment due to a change of symmetry and/or screen
of the CH3 and Cl2 interaction by the Kr medium at inter
mediate internuclear separations. Alternatively, Aflatooni a
Burrow43 have suggested that the effective polarization
ergy seen by CH3Cl on Kr could indeed be larger than tha
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measured for N2
2 on Kr due to the larger static dipole mo

ment of this molecule.

High-resolution electron energy loss measurements

In two recent papers Lepage, Michaud, and Sanche50,51

have demonstrated the use of HREELS to measurein situ the
neutral dissociation products arising from the impact of lo
energy electrons on thin physisorbed multilayer films. T
technique is similar to that developed earlier by Mar
et al.,52 since a single electron beam is used for both
production and detection of the neutral fragments. Howe
in the experiments of Lepageet al., the neutrals are detecte
via their electronic excitations, rather than by the spectr
copy of their vibrational levels. This is particularly advant
geous in the study of hydrocarbon targets, which often h
many strong vibrational losses that can obscure those o
products. Figure 6a shows HREEL spectra of multilay
methanol (CH3OH) for energy losses in the range 5.5 to 7
eV. The incident electron energy was 14 eV. The lower cu
in Fig. 6a was taken after 5 mins of electron bombardmen
the CH3OH film. Weak structure is visible in the spectrum
energies below 6.7 eV. The upper curve was recorded a
20 min of exposure to the 14 eV electron beam and sh
the evolution of the weak structures into a series of sh
peaks. These peaks correspond almost exactly to the v

FIG. 6. Electron-energy-loss spectra with 14-eV electrons incident on:~a! a
5-layer film of methanol condensed on an Ar spacer after exposure to s
~lower curve! and large~higher curve! electron doses, and~b! a 10-layer film
of CO condensed on a platinum substrate. Thea3P excited state of CO is
characterized by a vibrational progression having a spacing of about 0.2
~Ref. 50!.
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tional progression in the lowest electronic statea3P of con-
densed CO, shown as recorded for a 10 ML film of pu
condensed CO in Fig. 6b.

In their first paper,50 Lepage, Michaud, and Sanche dem
onstrated that the appearance of the CO electronic state
rives exclusively from the electron-induced fragmentation
condensed methanol molecules. Assuming a uniform e
tron current density within the electron beam, it can also
shown that for induced CO concentrations below 2%
effective cross section for CO production,sp , can be calcu-
lated via the formula

sp>
nCOS0

n0I 0t
, ~7!

whereI 0 is the incident electron beam current andS0 is its
area;n0 andnCO are, respectively, the initial number densi
of target molecules and the number density of CO molecu
at time t.

Figure 7 exhipits the incident electron energy depe
dence of thesp and CO production rate as a function of th
incident electron energy. The horizontal dashed line rep
sents the intrinsic minimum rate of CO production due to
measurement of the energy loss spectra at 14 eV.

The CO production rate was found to increase linea
with the quantity of deposited methanol, indicating that t
CO is generated by the interaction of an electron at a sin
molecular site, rather than through reactions of fragment s
cies with surrounding~intact! molecules. Processes th
could produce CO thus include the following~calculated
thermodynamic thresholds for each process are given in
rentheses!:

CH3OH1e2→CH3OH112e2

→H11CO1H21H12e2, ~18.87 eV! ~8a!

→H2
11CO1H212e2, ~16.22 eV! ~8b!

CH3OH1e2→CH3OH2→CH3OH* 1e2, ~8c!

CH3OH* →CO14H, ~9.77 eV! ~8d!

all

eV

FIG. 7. Electron total scattering cross sectionsp and rate for the production
of CO within a 5-layer film of methanol condensed on an Ar spacer a
function of the incident electron energy. The dashed line is the intrin
minimum rate of CO production due to the measurement at an incid
electron energy of 14 eV~Ref. 50!.
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→CO1H212H, ~5.30 eV! ~8e!

→CO12H2, ~0.80 eV! ~8f!

CH3OH1e2→CH3OH2→H21CO13H, ~8.97 eV!
~8g!

→H21CO1H21H. ~4.50 eV! ~8h!

lonization processes~8a! and ~8b! are not expected to con
tribute to the CO yield at incident electron energies bel
;19 eV, while excitation of neutral repulsive states sho
produce a CO yield that increases linearly from thresh
with E. Consequently, the shape of the CO yield functio
visible in Fig. 7, was attributed to the formation of multip
transient anions at these low incident energies. In additio
DEA via long-lived resonances,~8g! and~8h!, molecular dis-
sociation is possible via shorter-lived states that decay
neutral repulsive states of CH3OH. By comparison with the
H2 ESD yield functions53 and vibrational excitation
functions54 for condensed CH3OH, Lepage and coauthor
ascribed the shoulder at 11.5 eV and broad maximum c
tered at 14.5 eV in Fig. 7 to the...(6a8)1(3sa8)2, 2A,
...(1a9)1(3sa8)2, 2A9, and ...(5a8)1(3sa8)2, 2A8 core-
excited electron resonances, which decay into their pa
repulsive states. The rising signal above 19 eV was attribu
to direct ionization of CH3OH.

The same experimental techniques were applied to m
sure effective cross sections for the electron-induced prod
tion of CO from condensed acetone;51 the results are shown
in Fig. 8. The energy dependence of the cross section h
threshold at 8 eV and a strong rise to 14 eV, a broad m
mum of sp;6.8310217 cm2 at 16 eV, followed by a
gradual and monotonic decrease to;4310217 cm2 at an
energy of 25 eV. Again these measurements indicate that
is generated by the fragmentation of single molecules
transient anion formation and decay via DEA and/or par
neutral repulsive states of acetone. Definitive statement
the anionic neutral states involved in this process await
ther experimental measurements.

FIG. 8. Electron scattering cross sectionsp and rate for the production o
CO within a four-layer film of acetone condensed on an Ar spacer a
function of the incident electron energy. The dashed line is the intrin
minimum rate of CO production due to the measurement at an inci
electron energy of 14 eV. The solid line is a guide to the eye.51
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Dissociation of biomolecular targets

Considerable effort has been directed to understand
the genotoxic effects of low-energy electrons in DNA. F
example, recent experiments55 have shown that electron
with energies,5 eV are capable of inducing both single an
double strand breaks in super-coiled plasmid DNA. Acc
rately identifying the mechanisms responsible for this da
age requires complementary measurements on simpler
lecular targets. The DNA molecule can be considered
molecular assembly consisting of two helical sug
phosphate backbones, linked together by hydrogen-bon
base pairs~adenine A and thymine T, cytosine Cy and gu
nine G! and covered by water molecules. Consequently,
derstanding can be gained by electron-impact experim
with these individual subunits. Of these, condensed wa
has received the widest attention and our work in this a
can be found in Ref. 56 together with references to ear
work. Here we briefly describe recent studies of electr
impact on condensed dioxyribose analog57,58 and DNA
bases.59

Figure 9 shows the H2 ESD yield functions from
multilayer tetrahydrofuran~I!, 3-hydroxytetrahydrofuran~II !
and a-tetrahydrofurfuryl alcohol~III !, together with the
chemical identities of these three compounds. These la
were selected for study because of structural similarities w
the sugarlike elements of the DNA backbone. For each co
pound, only H2 was found to desorb under electro
impact.57,58 Similarly, the H2 yield functions for each mol-
ecule show a broad peak at 10 eV, which arises from se
tive dissociation of the CuH bonds and is typical of DEA to
hydrocarbon molecules. A second lower-energy resona
near 7.3 eV in II~just visible in the figure! correlated well
with a Feshbach resonance observed in solid methano60,61

and so was attributed to the DEA to the OH substitue

a
c
nt

FIG. 9. Comparisons of H- ESD yields produced by impact of 0 to 40-
electrons on 6-ML-thick films of the DNA backbone sugarlike analog t
rahydrofuran~I!, 3-hydroxytetrahydrofuran~II !, anda-tetrahydrofurfuryl al-
cohol ~III !. The smooth solid lines serve as guides to the eye.58
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However, no similar Feshbach resonance was observed i
H2 ESD yield from III.

Also apparent in the yield functions of Fig. 9 are bro
structures near 23 eV. Measurements of the H2 signal at this
energy as a function of coverage of I, II, and III on Ar spac
films58 show that the 23 eV structure can not be attributed
multiple scattering by incident electrons, but rather to
formation of a resonance lying above the DD threshold. T
latter thus decays into an electronic state~or states! that dis-
sociates into H2 and the corresponding positive ion radica

Electron impact experiments have also been perform
on condensed DNA bases59 and Fig. 10 presents the ES
signal of stable anions desorbed from;8 ML thick films of
adenine, thymine, guanine, and cytosine by a 500 nA be
of 20 eV electrons. Also shown are the chemical identities
these four molecules. The figure demonstrates that in a
tion to H2 ~which is by far the strongest anion signal!, elec-
tron bombardment produces CN2, O2, and OH2 ~except for
adenine, which does not contain O!, and CH2

2 , and OCN2

~only in the case of thymine!. Figure 11 presents H2 yield
functions for varying quantities of condensed adenine~a! and
thymine~b! obtained using a 6 nAelectron beam. Curves~c!
and ~d! were obtained by subtracting a background that
creases linearly with energy above a threshold at 10
Readily apparent in both yield functions are two structure
10 and 20 eV. These are more clearly seen once the b
ground has been subtracted, as is a weak shoulder at 1
The anion yield functions can be effectively fit using thr
Gaussian functions of widths 3–5 eV at energies close to
15, and 20 eV.

According toab initio calculations,62 transient anion for-

FIG. 10. Masses of stable anions desorbing from 8-monolayer~ML ! thick
films of adenine~a!, thymine~b!, guanine~c!, and cytosine~d! bombarded
by a 500 nA beam current of 20 eV electrons. The chemical structure of
molecule is also given.59
the
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0,

mation at 8–9 eV and at 14–15 eV in thymine and aden
can be attributed to electron capture by the positive elec
affinity of excited states involving excitation of the lone pa
n→p* , p→p* and/ors→s* . Formation of H2 at these
energies is likely to occur via dissociation of a core-excit
resonance. Furthermore, comparison with gas-ph
experiments63 indicates that H2 production near 10 eV arise
from CuH bond cleavage. As with tetrahydrofuran and
derivatives,57,58 the features at 20 eV are ascribed to the f
mation of a transient anion and its decay into a dissocia
neutral state.

As is seen in Fig. 10, an incident electron currents of 5
nA, weak desorbed signals of heavier anion fragments
observable. Anion yield functions for each fragment we
measured, and, as an example of such data, the various2

yield functions obtained for the four DNA bases are sho
in Fig. 12. Once more the curves display large irregu
variations which at energies below;15 eV can be attributed
to molecular fragmentation via DEA.

Sharp resonance features in the CN2 yield functions at
9–10 eV ~depending on the molecule! are degenerate with
similar structures in the appropriate CH2

2 , OCN2, O2, and
OH2 yield functions, suggesting that they arise from t
formation of the same excited isocyanic anion intermedi
(OCNH)* 2, via close-lying but distinct resonances; i.e
(G2, Cy2, or T2)→R1(OCNH)* 2, where (OCNH)* 2

further undergoes fragmentation into different possible d
sociative channels: CN21(O1H), OH21CN or O2

1(CNH). Alternatively, the coincidence of the peak at 9
and 10 eV in the yield function of CN2, OH2, and O2 ions
from Cy or G and T, respectively, may indicate that they a

ch

FIG. 11. Electron energy dependence of the H2 ion yield desorbed from
adenine~a! and thymine~b!, for different film thicknesses or exposure. Th
arrow indicates the shoulder observed at 14–15 eV incident electron en
The yield functions of adenine~c! and thymine~d! are obtained by subtract
ing a linear background from~a! and ~b!, respectively.59
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induced via a single predissociative resonance, as sugge
in the case of gas-phase bromouracil.64 Such a mechanism
would then involve a crossing or saddle point in the mu
dimensional potential energy surface of the electronically
cited state of cytosine, guanine, or thymine anions, along
OCN2-~radical!, O2-~radical!, and CN2-~radical! coordi-
nates. However, irrespective of the detailed dissocia
mechanisms, the desorption of these heavier anions dem
strates that, apart from exocyclic rupture of CuH bonds,
low-energy electrons can initiate complex multibond ri
dissociation.

5. REACTIONS INITIATED FOLLOWING DISSOCIATION

Reactive scattering

Reactive scattering by DEA fragment ions in condens
media was first noted in the form of OH2 electron-
stimulated desorption yields from O2 embedded in multilayer
alkane films65 and subsequently for aniline physisorbed
top of O2 solids.66 The O2 anion produced following DEA to
N2O has also been observed to react with other N2O mol-
ecules within an Ar/N2O matrix, to generate a desorbed yie
of NO2 and NO2

2 , among other products.67 Part of the H2

ESD yield observed from multilayer films of H2O at incident
electron energies below 10 eV has also been attribute
proton abstraction by DEA H2 fragments, viz., H21H2O
→$H3O%* 2→H21OH2 ~Ref. 68!, and has thus been ass
ciated with part of the unscavengeable H2 yield formed in
water radiolysis.69 Another ~post-DEA! ion–molecule reac-
tion directly observed in the condensed phase for ion kin
energies well below 5 eV is isotope exchange measure
18O2 /C16O mixed solids,70 i.e., 18O21C16O
→$C18O16O%* 2→16O21C18O. Formation of D2O in
synchrotron-irradiated films of N2O has also been attribute

FIG. 12. Incident electron energy dependence of CN2 ion yields desorbed
under 500 nA electron bombardment of 8-ML-thick films of adenine~a!,
thymine ~b!, guanine~c!, and cytosine~d!.59
ted
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to associative electron attachment reactions of DEA O2 frag-
ments with matrix D2 molecules, i.e., O21D2→D2O* 2

→D2O1e2 ~Ref. 71!. Measurements of electron stimulate
O3 production in condensed O2 films were attributed to post
dissociation reactions of neutral O(3P, or 1D) with adjacent
molecules.72 The threshold energy for this process, bei
near 3.5 eV, allowed DEA to be identified as the source
O(3P) at low incident electron energies. Similarly, Azria an
co-workers73 in their measurements of F2 and Cl2 desorp-
tion from condensed CF2Cl2 have observed the appearan
of new features in the Cl2 yield function at long bombard-
ment times. These changes were attributed to the synthes
Cl2 in the condensed phase by an as yet unidentified reac
pathway having DEA to CF2Cl2 as its initial step. More re-
cently, Tegeder and Illenburger74 have shown by compariso
of anion ESD data and infrared absorption–reflection sp
troscopy that DEA is the initial step in the production
N2F4 molecules within NF3 films under bombardment with 0
to 5 eV electrons.

In our initial studies of anion desorption from soli
O2/hydrocarbon mixtures,65 several observations were mad
concerning the desorbed signal of OH2. ~1! The OH2 yield
functions resembled more closely the yield functions of O2

with Ek>1.5 eV from pure O2 films than the H2 signal as-
sociated with DEA to the hydrocarbon molecule.~2! The
OH2 signal from an O2 film increases linearly with alkane
surface coverage below 1 ML, and~3! the threshold in en-
ergy for OH2 desorption coincided with that for O2 desorp-
tion, which is at least 2 eV below the onset of H2 desorption.
For these reasons, and the fact that O2

2 is the only charged
product observed in the gas-phase collisions of H2 with O2

~Ref. 75!, the OH2 desorption signal was attributed to hy
drogen abstraction reactions of the type

O21CnHm→CnHmO* 2→OH21CnHm21 .

The existence of such a CnHmO* 2 intermediate anion
collision complex had previously been suggested by Com
and Schulz,76 who measured the energies of electrons em
ted during gas-phase collisions of O2 with C2H4 . Further
evidence for complex anion formation and reactive scatter
in the gas phase can be seen in the studies of Parkes77 and
Lindinger.78

More-recent measurements79 reproduced in Fig. 13 show
an enhanced H2 signal atlow E from the O2 /C4H10 mixed
films, which varies greatly with film composition. Tw
trends can be observed in Fig. 13a with increasing O2 con-
centration. First, there is a decrease in the yield of H2 at 10
eV, the peak energy of H2 production via direct DEA to the
alkane molecule. Second, there is the appearance and d
opment of a second H2 ESD structure at lower energies
such that at an O2 concentration of 20% a substantial fractio
of the H2 yield occursat incident electron energies signifi
cantly below those required for DEA toC4H10. In Fig. 13b
the H2 yield function from an-butane film containing 10%
O2 by volume~curve 1! is resolved into two separate com
ponents. One, located at 10 eV, is assumed identical in f
to that of H2 desorption from pure C4H10. The other~bold
curve2! is obtained from curve1 when the H2 signal from a
pure film normalized to curve1 at 10 eV ~dotted line! is
removed. This procedure yields a second quasi-Gauss
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shaped structure centered at 7.8 eV, close to the energ
maximum production of O2 via DEA and with a threshold a
5.5 eV, identical to that observed for OH2 production. From
these observations, the increase in H2 production at incident
electron energies below the threshold for DEA to C4H10 was
attributed to reactive scattering of O2 ion and atom-
exchange reactions of the type

O21C4H10→C4H10O* 2→H21C4H9O,

involving the same or similar transient anions as those
sponsible for OH2 production. Evidence for additional chan
nels in the decay of such CnHmO* 2 anions was apparent i
the anion yield functions of CH2 and CH2

2 from thin films of
C2H4 /O2 mixtures79 as a sub-direct DEA threshold comp
nent to the anion signals.

Electron-induced reactions of adsorbates and substrates

X-ray photoelectron spectroscopy has been used to
lyze modifications induced by 2 to 20 eV electrons incide
on a hydrogen-passivated and sputtered Si~111! surface, onto
which thin films of H2O ~Refs. 80 and 81! and~Ref. 82! CF4

had beenphysisorbed. In both cases, following the electron
induced dissociation of the molecular adsorbate a new X
signal associated with thechemisorptionof either O or F
onto the Si surface was observed. Cross sections for
process can be obtained from the relation,

I ~F!5I ~`!@12exp~2sCHF/A!#. ~9!

Here, I (F) represents the energy-integrated intensity of
XPS chemisorption feature following a dose ofF electrons

FIG. 13. ~a! The H2 yield function from 4-ML-thick films of a O2 /C4H10

mixture of increasing percentage volume concentration of O2 . ~b! The H2

signal from a 4-ML-thick mixture of 10% O2 in C4H10 can be resolved into
two components: one centered at 10 eV, associated with H2 production via
DEA to the alkane~dotted line! and another at 7.8 eV, associated wi
reactive scattering of O2 ions ~bold line!. Also shown is the yield of OH2

ions from the same film.79
of

-

a-
t

S

is

e

over an areaA of the sample,I (`) is the~saturated! signal at
high doses, andsCH is the cross section for the chemisor
tion reaction.

The effective cross section for electron-induced che
sorption of oxygen from a H2O bilayer onto a hydrogen
passivated Si~111! surface is shown in Fig. 14 as a functio
of incident electron energy.80,81 The data were obtained b
monitoring the evolution of chemisorbed O 1s in the XPS
spectra and a subsequent fitting to Eq.~9!. The low value of
the energy threshold for the chemisorption process~i.e., 5.2
eV! has been interpreted as being due to the formation of
via the DEA process

H2O@X#2e2↔H2O2@2B1 ,A1#→H2@2S0#1OH@2P#

and its subsequent reaction with the surface, viz.,

Si32Si2H1OH→Si32Si2OH1H.

The chemisorption process has its maximum cross s
tion at ;11 eV, in contrast with the cross sections for t
radiolysis of bulk ice. This difference was understood as
ing dependent on the selective quenching of dissocia
electronic states of water due to the resonant charge
change between the substrate and adsorbate and the ab
of multiple inelastic scattering in the H2O bilayer on
Si~111!.80,81

A similar XPS study has been performed for;1 ML of
CF4 deposited onto the same hydrogen-passivated
substrate,82 the results of which are shown in Fig. 15. Com
parisons with gas-phase results83 and with measurements o
ESD84 and the charge-trapping cross section85 ~this latter is
included in Fig. 15! clearly demonstrate that for this mo
ecule the chemisorption of F2-containing species is depen
dent on the DEA reactions

FIG. 14. Experimental cross sections for the electron induced oxidatio
the a-H:Si~111! surface as a function of incident electron energy as obtai
in Refs. 80 and 81. The solid line is drawn to guide the eye.
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CF41e2→CF4→F21CF3,

CF41e2→CF4→F1CF3
2

as a initial step to further reactions of fragments with the
substrate.

6. CONCLUSIONS

The data presented in this article illustrate how cryog
ics and electron impact techniques may be used to s
electron-driven reactions in a number of molecular solid a
adsorbate/substrate systems. The simplicity of the exp
mental approach has allowed certain general observation
be made.

At incident electron energies below;20 eV the forma-
tion of transient negative ions plays an important role
molecular dissociation, via DEA and/or populating neut
dissociative states.

The DEA and ESD processes are affected by envir
mental factors such as film morphology and compositi
which can modulate electron scattering prior to electron
tachment and/or affect molecular fragments after disso
tion.

Electron-induced dissociation is a general process
served even for multilayer films of molecules of biologic
significance such as tetrahydrofuran and the DNA bases

Dissociation may involve significant molecular rea
rangement, sufficient to break apart cyclic molecules.

Molecular fragment species may react with surround
molecules or with a supporting substrate.

From the wide range of molecular solids investigated
has been shown that the combination of cryogenic te
niques and electron impact methods can provide meanin
information for understanding radiation and particle-bea
induced damage in the molecular components of DNA
well as other simpler systems. Such a comprehension
applications~or implications! for diverse fields, ranging from
the electron-beam modification of organic SAMS3 to ozone
depletion.86,87 Unsurprisingly, there is also much current i
terest in using this experimental approach to mimic con

FIG. 15. Experimental cross section for the electron-induced reaction o
H:Si~111! surface with physisorbed CF4 as a function of electron energy.82

The solid line is drawn as a guide to the eye. Also shown is the total D
cross section for CF4 on Kr, as measured by Basset al.85
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tions in space and so to investigate radiation-induced ch
istry occurring at the surfaces of various heavenly bodies88

In the future, electron-impact measurements will be e
tended to solid targets of progressively greater molecu
complexity ~i.e., large polymeric materials such as protein!
or compositional complexity~i.e., solids containing more
than one or two chemical components!. Greater emphasis
will also likely be placed on following the reactive step
succeeding electron-induced dissociation, using techniq
such as HREELS, and thus tracing the relationship betw
the initial products of electron impact~or irradiation, etc.,!
and those observed at long times.
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Effects of electron irradiation on structure and bonding of SF 6 on Ru „0001…
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Electron-stimulated desorption ion angular distribution~ESDIAD! and temperature-programmed
desorption~TPD! techniques have been employed to study radiation-induced decomposition
of fractional monolayer SF6 films physisorbed on Ru~0001! at 25 K. Our focus is on the origin of
F1 and F2 ions, which dominate ESD from fractional monolayers. F2 ions escape only in off-
normal directions and originate from undissociated molecules. The origins of F1 ions
are more complicated. The F1 ions from electron-stimulated desorption of molecularly adsorbed
SF6 desorb in off-normal directions, in symmetric ESDIAD patterns. Electron beam
exposure leads to formation of SFx (x50 – 5) fragments, which become the source of positive
ions in normal and off-normal directions. Electron exposure.1016 cm22 results in
decomposition of the entire adsorbed SF6 layer. © 2003 American Institute of Physics.
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1. INTRODUCTION

As part of a program to study radiation-induced pr
cesses in adsorbed fluorine and chlorine-contain
molecules,1–4 we are examining electron stimulated deso
tion ~ESD! of SF6 adsorbed on a single crystal metal surfa
This program of study has several components, including!
the study5 of the structure and reactivity of SF6 on a clean
Ru~0001! surface; 2! the influence of coadsorbed atoms a
molecules in ESD of SF6 ~including a search for enhance
ment of the F2 ESD signal1–3!; 3! electron beam damag
processes in the adsorbed layer. The present paper focus
the last: the effects of electron bombardment on the struc
and bonding of SF6 , as revealed by changes in F1 and F2

ESD yields and angular distributions.
Sulfur hexafluoride SF6 is a highly symmetric, inor-

ganic, chemically inert, man-made molecule. The sul
atom resides at the center of a regular octahedron, wh
corners are occupied by the six fluorine atoms. SF6 has a
positive electron affinity, whose presently accepted valu
;1.0660.06 eV.6 Based upon studies of low-energy ele
tron interactions with gaseous SF6 , it is known that gaseous
SF6 attaches thermal and near-thermal electrons, with a v
large cross section, to become SF6

2 . This ability to capture
thermal electrons makes SF6 popular for technical applica
tions as an electron scavenger in high-voltage electr
devices.7 SF6 is also used as a dry-etching gas in plas
processing8 and is known to be a greenhouse gas.

Previous experiments with SF6 adsorbed on Ru~0001!
~Ref. 9! and Ni~111! ~Ref. 10! indicate that SF6 is phys-
isorbed on the metal surface. Based upon the structure of6

and of Ru~0001!, it was argued that the molecule should
oriented so that one set of three F atoms is in contact with
substrate and the other set of three F atoms lies in a p
parallel to the surface facing the vacuum. Since the three
symmetry of SF6 coincides to such a large degree with t
symmetry of the~0001! plane of hcp Ru, preferred adsorp
2151063-777X/2003/29(3)/8/$24.00
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tion sites and some degree of ordering of the molecule
highly probable.

ESD of adsorbed molecules implies desorption of n
tral fragments~atoms and molecules! as well as both positive
and negative ions. Electron-stimulated desorption ion an
lar distribution~ESDIAD! is a very useful technique for de
termining the bonding structure of molecules adsorbed
single-crystal surfaces,11 since the trajectory of the desorbin
particle is determined mainly by the orientation of the bo
that is broken. ESDIAD also has a great utility for providin
insights into the structure and dynamics of decomposition
adsorbed molecules under electron bombardment:12 distinct
electron-induced changes in the ESDIAD patterns and in
sities of specific ions can be monitored and analyzed. In
paper we concentrate on both F1 and F2 ions produced by
ESD of a fractional SF6 layer ~0.25 ML! adsorbed on a
Ru~0001! substrate~because of the high electron affinity o
the F atom, we expect a strong F2 signal in ESD!.

In the gas phase, the low-energy dissociative elect
attachment~DEA! resonance that leads to F2 formation is
due to the reaction

e2~2.7 eV!1SF6→F21SF5.

The thermodynamic threshold is 0.65 eV.7 In the condensed
phase, the F2 signal is dominated by two resonant feature
with maxima at 5.8 eV and;11 eV. A very weak signal is
also detected between 1 and 3 eV~Ref. 7!.

In the gas phase, electron-induced dissociation of S6

leading to the formation of positive ions becomes signific
above;16 eV, producing SFx

1 (x51,3,4,5) and F1 ~Ref. 6!.
Measurements of electron impact dissociative ionization
gaseous SF6 give the threshold energy for F1 formation
somewhere in the range of 30–50 eV,13,14very different from
F2. The comparison of ESDIAD images for F1 and F2

should provide insights into the mechanisms of ion form
tion.
© 2003 American Institute of Physics
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In order to understand better the behavior of adsor
SF6 on Ru~0001! under electron irradiation, we utilize sev
eral surface-sensitive techniques, mainly temperatu
programmed desorption~TPD! and ESDIAD. The major
findings of this work include establishing the dissociati
dynamics of fractional monolayers of SF6 adsorbed on
Ru~0001!, insights into the origins of F1 and F2 ions, and
the difference in sensitivity to electron exposure of fractio
monolayer and multilayer coverages of SF6 . We find that the
F2 ions originate primarily from undissociated SF6 molecu-
lar adsorbates, while the F1 ions have a high yield from both
molecular SF6 and adsorbed dissociation fragments.

Section 2 outlines the experimental procedures, Se
focuses on the results obtained, and Sec. 4 provides a dis
sion of the results presented and offers possible explanat

2. EXPERIMENTAL PROCEDURES

Experiments have been carried out in an ultrah
vacuum~UHV! chamber equipped with apparatus for Aug
electron spectroscopy~AES!, low-energy electron diffraction
~LEED! and temperature-programmed desorption~TPD!.
The chamber houses two detectors for ESD experimen
quadrupole mass spectrometer~QMS! and an electron-
stimulated desorption ion angular distribution detector. T
chamber is ion pumped, reaching a base pressure of;5
310211 torr after system bakeout.

The substrate is a Ru~0001! single crystal mounted on
copper sample holder connected to a manipulator and
tached to a closed-cycle helium refrigerator, which cools
sample to;25 K. The sample can be heated to 1600 K
electron bombardment of its back side. Substrate tempera
is measured by a Chromel–Alumel thermocouple attac
directly to the sample. The crystal surface is cleaned by s
tering using 1 keV Ar1 ions, heating in oxygen, followed b
annealing in vacuum. The procedure ensures effective cl
ing of the surface, which demonstrates a distinct 131 LEED
pattern. The absence of contaminants is monitored by A
and work function measurements.

High-purity ~99.95%! sulfur hexafluoride (SF6 : Mathe-
son! is deposited onto the clean surface at 25 K via a dir
tional capillary array gas doser. Gas purity is checked
QMS ~residual-gas analysis mode! as it is introduced into the
chamber. Coverages are determined by temperat
programmed desorption measurements. For TPD studies
Ru sample is heated by radiation from a hot W filame
approximately;1 mm from its back side. A negative bias
applied to the sample to prevent electron bombardment f
either the heating filament or QMS filament, as the tempe
ture is increased.

A Kimball Physics series electron gun, providing a f
cused beam of electrons in the energy range of 20–1000
is the source of electron irradiation in the electron-stimula
desorption experiments. The incidence angle of primary e
trons is 55° with respect to the sample normal.

ESD mass spectra of positive ions are obtained using
QMS to detect ions produced upon electron bombardmen
adsorbed SF6 . In this mode of operation, the ESD mode, t
ion-source filament of the QMS is turned off, and the ele
tron gun is used to bombard the sample with a focused e
d
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tron beam,;1 mm2 in area. Typically, the energy of th
incident electrons is 200 eV and the sample is held at120 V.

The ESDIAD detector allows us to perform angl
resolved ESD studies of both negative and positive io
Time-of-flight ~TOF! mass separation of desorbing species
accomplished by pulsing the primary electron beam and
ing a retarding grid with a repetition rate of 10 kHz an
duration of 200 ns. Unless otherwise specified, angular
tributions of desorbing F1 have been measured for incide
electron kinetic energies of 350 eV~250 eV electron gun
energy and sample bias of1100 eV!. Measurements for F2

ions were made for incident electron energies of 250 eV~350
eV electron gun energy and sample bias of2100 eV!. The
sample bias is applied in order to accelerate escaping
and achieve a wider collection angle. The total electron be
exposure used to obtain the ESDIAD images
;1012– 1013 cm22. The details of the experimental tech
nique have been reported elsewhere.15–17

All ESDIAD measurements reported in this paper a
made with the sample cooled to;25 K. Thermally induced
changes in ESDIAD patterns were ‘‘frozen’’ after anneali
by cooling to;25 K before measurements were made.

For experiments involving TPD associated with electr
beam damage of the adsorbed layer, the sample is he
120 V potential and 90-eV electrons from the QMS filame
(I;1.5mA, E;70 eV) bombard the sample. The QMS fila
ment provides a defocused electron beam that allows fo
radiation of the whole sample, in contrast to the electron g
with a focused electron beam that irradiates;1 mm2 of the
target sample.

TPD measurements5 indicate that the SF6 molecules are
primarily physisorbed on the Ru substrate. We estimat
constant sticking probability~;1! for SF6 at 25 K.5 Based on
the packing density of the basal plane of ruthenium (1
31015 atoms/cm2) and the molecular size of SF6 , we iden-
tify the saturation coverage of SF6 in the first adsorbed laye
as;0.33 ML (5.331014 molecules/cm2).

3. RESULTS

3.1. ESD mass spectra

Figure 1 shows typical ESD mass spectra measured
positive ions at fractional monolayer~Fig. 1a! and multilayer
~Fig. 1b! coverages of SF6 on Ru~0001!. Data are obtained
using the QMS~ESD mode! with incident electron energie
of 200 eV and a sample bias of120 V. Figure 1c shows the
gas phase spectrum for comparison.

In the fractional monolayer regime, the condensed-ph
spectrum~Fig. 1a! exhibits a strong F1 ion signal. The yield
of other fragments is suppressed. Increasing the cove
leads to changes in desorption yields of positive ions. As
coverage grows~Fig. 1b, 2.5 ML SF6), we detect a consid-
erable increase in desorption of singly charged fragme
S1 and SFx

1 ions (x51, . . .,5). SF6
1 species are not ob

served. Note the extremely low yield of SF4
1 fragments,

which are barely detected in the spectrum.
The gas-phase spectrum for positive ions shown in F

1c agrees with the NIST Chemistry WebBook,18 except that
we detect higher relative yields of F1 and S1 ions, which
may be due, in part, to the contribution of ESD from spec
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adsorbed on parts of the QMS. In contrast to thick SF6 layers
~Fig. 1b!, the gas-phase SF4

1 signal ~although smaller than
the SF3

1 and SF5
1 signals! is comparable to yields detecte

for the other ions. As in the case of the multilayer SF6 film
on Ru ~Fig. 1b!, no SF6

1 is detected in the gas phase. It
believed that this ion is unstable both in its ground state
its excited electronic states.6

The spectrum in Fig. 1c also reveals the presence
doubly charged fragments: SFx

11 (x51,...,4). The intensi-
ties of these fragments are related to the intensities of
corresponding singly charged ions, and are dependent ox.
For even values ofx ~2, 4!, the observed intensities of singly
and doubly charged ions are approximately equal, whe
for odd values ofx ~1, 3! the doubly ionized fragment signa
are smaller by about one order of magnitude. This obse
tion is consistent with the partial electron-impact ionizati
cross sections reported elsewhere.6

In spite of the fact that the cracking pattern of ESD f
negative ions contains only a few fragments, we observe
same tendency5 as for positive ions. For fractional monolaye
coverages, the F2 ion is the main fragment escaping fro
the surface. A small fraction of F2

2 ions is also observed, in
accordance with previous ESD studies reported4,19 for other
halogenated molecules on Ru~0001!. Increasing deposition
of SF6 leads to changes in the spectrum, mainly the em
gence of the SF5

2 ion. The yield of this ion gradually in-
creases and eventually even surpasses the F2

2 signal.
A more comprehensive treatment of the ESD mass sp

tra will be presented elsewhere.20

In general, one can conclude that for SF6 molecules in
the first adsorbed molecular layer, which are in contact w
the ruthenium surface, desorption of the relatively mass
SFx ions under electron bombardment is suppressed;
ESD signals are dominated by F1 and F2. This may be
attributed, in part, to higher reneutralization rates for m

FIG. 1. Mass-spectra for ESD of positive ions from SF6 on Ru~0001! for
coverages: 0.25 ML~a! and 2.5 ML ~b!. Sample bias is120 V. Incident
electron energy is 220 eV. Gas-phase spectrum for positive ions~equilibrium
pressure of SF6 in chamber is 131027 Torr) ~c!.
d

of

e
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massive, slow-moving ions, whereas the less massive,
moving fluorine ions can easily escape from the substrat21

3.2. Structure and bonding of SF 6 ; thermal effects

Experiments performed using ESDIAD reveal that af
deposition of fractional monolayer coverage~0.25 ML! of
SF6 , strong off-normal emission of both F1 and F2 ions are
observed. Typical ‘‘halo’’ patterns for F1 and F2 ions are
shown in Fig. 2a and Fig. 3a, respectively.

Heating the adsorbed SF6 layer results in a transforma
tion of the ESDIAD patterns for both F1 and F2 ions. As the
temperature approaches;90 K, the initial ‘‘halos’’ are re-
placed by distinct sixfold symmetry patterns for both io

FIG. 2. ESDIAD patterns for F1 and F2 ions from 0.25 ML of SF6 on
Ru~0001!. F1 ion halo-like pattern after deposition at 25 K~a!. Heating the
sample to290 K results in hexagonal patterns for both F1 ~b! and F2 ~d!
ions. The dynamics observed are consistent with adsorption of the mole
on Ru by 3 fluorine atoms~c!. Incident electron energyEe is 350 eV for F1

ion patterns and 250 eV for F2 ion pattern.

FIG. 3. ESDIAD patterns for F1 and F2 ions illustrating effects of electron
irradiation on adsorbed SF6 : F2 ions after deposition of 0.25 ML of SF6 on
Ru at 25 K~a!; F2 ions after electron exposure of 1015 cm22 ~b!; possible
sources of F1 ion emission along surface normal~c!, F1 ions after deposi-
tion of 0.25 ML of SF6 ~d!; F1 ions after electron exposure of 1015 cm22

~e!; F1 ions after electron exposure of 1016 cm22 ~f!. The patterns~d2f! are
measured for 350 eV primary electrons; images~a, b! are detected for 250
eV electrons.
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(F1: Fig. 2b and F2: Fig. 2d!. This temperature correspond
to the maximum rate of desorption of molecules from t
first adsorbed layer.5

Deposition of SF6 coverages higher than 0.33 ML~satu-
ration coverage! leads to changes in the angular distributio
for both ions. The patterns become quite broad and feat
less, with intensity centered on the surface normal, repres
ing a random spatial orientation of molecules in the succ
sive adsorbed molecular layers.

The ‘‘halo’’ patterns in Fig. 2a and Fig. 3a indicate
random azimuthal orientation of SF6 molecules adsorbed o
Ru~0001! by 3 fluorine atoms with the other 3 pointing awa
~Fig. 2c!;5,9 no S– F bonds are oriented along the surfa
normal. Heating the sample induces a rearrangement an
dering of the molecules, which results in the hexagonal p
terns seen in Figs. 2b and 2d. The existence of six beam
Figs. 2b and 2d is attributed to the adsorption of SF6 in two
azimuthally oriented domains on Ru~0001!, rotated by 60°
with respect to each other.5

3.3. Electron beam-induced changes in adsorbed SF 6

3.3.1. ESDIAD patterns

Typical transformations of the F2 ESDIAD patterns ob-
served under electron bombardment of 0.25 ML of SF6 are
illustrated in Figs. 3a and 3b. Dynamics of the angular d
tribution of the F2 ions are as follows: during electron bom
bardment the initial ‘‘halo’’ pattern~Fig. 3a! loses its contras
very quickly ~Fig. 3b! and then virtually disappears for ele
tron exposures.1015 cm22. Thus, increasing electron expo
sure leads to a decrease of the total yield of F2 ions but does
not induce a change in the angular distribution~‘‘halo’’ pat-
tern! of this fragment; only heating of the surface causes
F2 ESDIAD pattern to change from a ‘‘halo’’ to a hexago

In contrast to F2 ions, the angular distributions for F1

ions change under electron bombardment. Figure 3e sh
that exposure of 0.25 ML of adsorbed SF6 molecules to
;1015 cm22 results in the transformation of the initia
‘‘halo’’ ~Fig. 3d! into six off-normal beams and a promine
central peak. The angular positions of these beams are s
lar to those observed after heating~Fig. 2b!. The most no-
ticeable difference between the hexagonal F1 patterns in Fig.
2b and Fig. 3e is in the width of the beams. Further elect
bombardment (;1016 cm22) results in the disappearance
the off-normal beams and the gradual growth and satura
of the central peak~Fig. 3f!.

The observed changes in the ESDIAD patterns lead u
believe that F2 ions originate primarily from undissociate
molecularly adsorbed SF6 , while the F1 ions originate from
SFx dissociation fragments.

3.3.2. Correlation between F¿ and FÀ ion desorption

The behavior of F1 and F2 ion desorption along norma
and off-normal directions as a function of electron expos
is illustrated in Fig. 4. Each data point represents the in
grated signal intensity for the indicated region of the E
DIAD patterns. For clarity, the data corresponding to t
off-normal desorption of F1 ions are divided by a factor of 6

There is evidence for correlated behavior of the cur
in Fig. 4. Each data set demonstrates two distinct regions
e-
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ion signals change rapidly for electron beam exposures<2
31014 cm22 and change more slowly for exposures>2
31014 cm22. ~An exposure of;231014 cm22 corresponds
approximately to one incident electron per two surface m
ecules.! In the initial region~at lower exposures! we observe
an increase of the F1 ion yield in the off-normal direction
and the appearance of the F1 signal along the surface norma
direction. Under the same conditions the desorption sig
for F2 ions in the off-normal direction decreases very ra
idly. The rate of the F2 ion drop decreases at higher exp
sures, where the F1 ion yield also changes: in the off-norma
direction, the curve goes through a maximum and then
hibits exponential decay. Along the surface normal, the1

yield saturates and appears to decrease very slowly.
Thus during electron beam exposures we observe a

ferent ESD yield of F2 and F1 ions in off-normal directions
~a! and of F1 ions along the surface normal and off-norm
directions~b!. This implies that F1 and F2 ions are escaping
from different species.

3.3.3. Influence of electron irradiation on TPD spectra

In order to gain further insight into the dissociation pr
cess of SF6 on Ru~0001!, we have also studied the influenc
of electron irradiation on TPD spectra. Electron beam ex
sure leads to a faster decrease of molecular SF6 in the first
adsorbed layer as compared to that in the succeeding m
layers. As illustrated in Fig. 5, irradiation also results in
change of the shape of the monolayer feature, as well a
shift of the maximum desorption rate to higher temperatur
Exposure of 0.25 ML of SF6 to ;1016 cm22 leads to an
almost complete disappearance of adsorbed molecular6

on the surface. An even more surprising result is that
transformation of the fractional monolayer just describ
also occurs in the presence of succeeding adsorbed laye
SF6 , which are not affected as strongly by electron be
irradiation ~data not shown!. In contrast, electron irradiation
appears to affect only the amplitude of the multilayer peak
the TPD spectrum, while preserving the peak shape and
sition.

FIG. 4. Emission of fluorine ions from 0.25 ML of SF6 in two directions:
along the surface normal, and off the surface normal~hexagonal beams!, as
a function of electron exposure. The data are derived from ESDIAD patt
~cf. Fig. 3!. The incident electron energy is 350 eV for F1 ions and 250 eV
for F2 ions.
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Thus it appears that molecules in contact with the
surface are more sensitive to dissociation than the molec
from upper adsorbed layers, which are isolated from
metal substrate.

4. DISCUSSION

4.1. Structure and bonding of SF 6 ; thermal effects

The primary issues that we address are the processes
take place in fractional monolayers of SF6 adsorbed on
Ru~0001! upon electron bombardment. As already mention
in the introduction, a number of studies of the adsorption a
ion emission properties of SF6 adsorbed on various surface
have been reported.7–10,21–26However, a gap in the under
standing of the results still exists.

Our data indicate that SF6 molecules dosed onto
Ru~0001! at 25 K are primarily physisorbed, based upon o
TPD and ESDIAD results, and previous studies9 of adsorp-
tion of SF6 on Ru~0001!. Physisorption is indicated by th
closeness of the temperature at which the maximum rat
desorption of fractional monolayers of SF6 occurs~;90 K!
and the desorption temperature of condensed SF6 ~;80 K!.
Physisorption of molecular SF6 has also been established o
Ni~111!22 and graphite~HOPG!.8

The ‘‘halo’’ patterns in Figs. 2a and 3a indicate a rando
azimuthal orientation of SF6 molecules adsorbed o
Ru~0001! by 3 fluorine atoms with the other 3 pointin
away.5,9 The ‘‘halo’’ pattern represents all the possible a
muthal orientations of S– F bonds, since ESDIAD provid
us with information averaged over a surface area determ
by the electron beam size~;1 mm2!.

Heating to desorption temperatures~<90 K! leads to a
redistribution of the F2 ion intensity from an initial ‘‘halo’’
to a hexagon.5 Integration of ESDIAD patterns for F2 ions
~Fig. 2! reveals that the total ion intensity is essentially u
changed; upon redistribution of the intensity prior to the o
set of desorption~from ‘‘halo’’ to hexagon! the integral sig-
nal remains nearly constant. As the SF6 desorbs thermally,
the F2 signals decrease.

FIG. 5. Evolution of TPD spectra caused by electron irradiation of 0.25
of SF6 on Ru at 25 K. The electron source is the QMS filament,Ee

590 eV.
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The behavior of F1 ions during heating to desorptio
temperatures~<90 K! is virtually identical to that of F2

ions. The initial ‘‘halo’’ pattern transforms into a hexago
and the total F1 ion intensity remains constant. The F1 ion
hexagon differs slightly from the F2 hexagon, in that a cen
tral beam is observed.

Both F1 and F2 ions are believed to escape from und
sociated SF6 molecules, which have two preferential az
muthal orientations~giving six ion beams, rather than the
beams expected for a single molecular orientation!. The cen-
tral beam in Fig. 2b is due to ESD from a thermal decomp
sition product of SF6 , either chemisorbed F or another fra
ment with an S– F bond perpendicular to the surfa
Dissociation of a small fraction of SF6 is supported by the
persistence of an F1 signal at temperatures.120 K, when
desorption of the molecular SF6 is complete.

We attribute the temperature-induced changes of the
DIAD patterns to the rearrangement of undissociated S6

molecules, as they move to occupy energetically preferen
adsorption sites. The rearrangement of the patterns for b
F1 and F2 ions from initial ‘‘halos’’ to hexagons indicates
ordering of the first adsorbed layer.

The orientation of SF6 molecules after heating to;90 K
on Ru~0001! is established by comparison of ESDIAD pa
terns~Figs. 2b and 2d! and LEED images for the clean sub
strate. We identity the axis defined by the S– F bond in
SF6 molecule to coincide with thê101̄0& direction of ruthe-
nium. A detailed analysis of the adsorption properties a
surface geometry of SF6 on Ru~0001! is presented
elsewhere.5 In this paper we focus primarily on electro
beam-induced changes in the adsorbed layer.

4.2. Electron beam-induced changes in adsorbed SF 6

4.2.1. ESDIAD patterns

Electron bombardment causes significant changes in1

and F2 ESDIAD patterns. For exposures>1014 cm22, the
‘‘halo’’ pattern due to F2 ions~Fig. 3a! loses its contrast very
quickly and then virtually disappears~Fig. 3b!. The initial
‘‘halo’’ pattern does not rearrange into a hexagon under e
tron irradiation. Electron bombardment leads to a decreas
the total ion yield, but the angular distribution of the F2 ions
remains the same. This observation leads to the sugge
that F2 ions originate primarily from molecularly adsorbe
SF6 .

In contrast to the F2 data, the angular distributions fo
F1 ions do undergo significant changes under electron i
diation. As already mentioned, for exposures
;1015 cm22, the initial ‘‘halo’’ pattern ~Fig. 3d! transforms
into six off-normal beams in the shape of a hexagon an
prominent central beam~Fig. 3e!, very similar to the trans-
formation that we observe upon heating to.90 K ~Fig. 2b!.
More precisely, the azimuthal angles for the thermal- a
electron beam-induced hexagon patterns are identical,
the polar angles are very similar. More extensive irradiat
(1016 cm22), however, results in the disappearance of
off-normal beams and growth and saturation of the cen
beam~Fig. 3f!. In contrast to the F2 intensity, the F1 ion
intensity increases with increasing electron exposure. Th
behaviors suggest that F1 ions originate also from SFx dis-
sociation fragments.
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4.2.2. Ordering of dissociation fragments

The similarity of the transformation of the F1 ESDIAD
patterns from a ‘‘halo’’ to a hexagon upon both heating a
electron exposure makes it tempting to suggest that elec
beam exposure of disordered SF6 molecules~‘‘halo’’ pattern!
leads to electron-induced ordering~hexagon pattern!, similar
to thermally induced ordering. Electron-stimulated mobil
of adsorbed species at low temperatures is well known.27,28

However, the differences between the F1 and F2 ESDIAD
patterns during electron irradiation strongly suggest t
electron bombardment causes dissociation of the adso
molecular SF6 rather than ordering of the adsorbed layer, a
that F2 ions escape from undissociated SF6 molecules. This
is supported by the observation that the F2 ‘‘halo’’ ~Figs. 3a
and 3b! simply disappears as the electron exposure increa
This is a consequence of the dissociation of SF6 under elec-
tron bombardment: upon dissociation of SF6 , the F2 signal
is reduced, while new features in the F1 ESDIAD patterns
emerge.

4.2.3. Origins of FÀ, F¿ ions; nature of molecular fragments

In the following paragraphs we discuss the nature of
molecular species and fragments that contribute to the
served F1 and F2 ESDIAD patterns. As previously men
tioned, the excitations leading to F2 and F1 ions are very
different: F2 is a product of DEA excited by low-energ
secondary electrons from the substrate,

e21SF6→~SF6* !2→SF51F2

with two resonant features at electron energies of 5.8 eV
;11 eV for the condensed phase; dipolar dissociation a
contributes at higher energies.

In contrast, F1 ions are due to core excitations~probably
F 2s)

e21SF6→~SF6* !1→SF5
11F112e2

with a threshold energy of;30 eV.
Our TPD spectra~Fig. 5! support the proposal that F2

ions originate from undissociated SF6 . The area under a TPD
curve is known to be proportional to the number of m
ecules desorbed thermally and, in our case, undissoci
SF6 and/or SF6 that forms by recombination upon heatin
the surface. Damage kinetics of SF6 due to electron bom-
bardment~derived from TPD measurements, Fig. 5! and the
dependence of the F2 ion yield on electron exposure~de-
rived from ESDIAD signals! are compared in Fig. 6. Th
data are normalized for clarity and presented in relative un
The drop in F2 ion yield is correlated with the decay of th
concentration of undissociated SF6 molecules on the surface
The quantitative differences in the two data sets of Fig. 6
attributed to errors in determining the electron beam ex
sure in the two experiments~focused beam for ESDIAD ver
sus defocused electron source for TPD! and to the difference
in incident electron energy~90 eV for TPD and 250 eV for
ESDIAD!.

The change in the angular distribution of the F1 ions
indicates that after electron irradiation, the F1 ions do not
escape from undissociated molecular SF6 , but rather from
dissociation fragments SFx . Recently Souda,25 in a study of
secondary-ion emission from SF6 adsorbed on Pt~111!, ob-
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served an increase of one order of magnitude in the yield
F1 ions after electron irradiation. He suggested that the1

ions arise from chemisorbed F adatoms or dissociation fr
ments (SFx). This observation is in agreement with the i
crease in the F1 ion yields with electron exposure seen
Fig. 4. ~See Sec. 4.2 for a discussion of Fig. 4!. The angular
resolution of our ESDIAD images allows us to distingui
between ions that escape normal to the surface, i.e., fromx
species with an S– F bond perpendicular to the surface
fluorine atoms bound directly to the surface~Fig. 3c!, and
those that escape from SFx (x52 – 5) with S– F bonds di-
rected in off-normal directions.

The hexagon~Fig. 3e! that is clearly seen after exposure
of ;1015 cm22 is formed by F1 ions from dissociation frag-
ments (SFx), which desorb from the surface along an o
normal direction. The F1 beams observed in the pattern aft
irradiation~Fig. 3e! look broader and more asymmetric tha
the beams of the hexagon detected after heating~Fig. 2b!,
suggesting that several SFx species with S– F bonds in off
normal directions could be contributing to the six F1 beams.
It is most interesting that these fragments tend to be orde
on the surface~we observe a hexagon instead of a ‘‘halo’’!,
in a manner very similar to the results obtained duri
irradiation-induced decomposition of PF3 molecules ad-
sorbed on Ru~0001!.27,28On the basis of the theoretical equ
librium structures of SFx (x51 – 6) ~Ref. 29! and simple
bonding symmetry considerations similar to those for d
mains of PF2 ~Ref. 12!, it is possible that the hexagon orig
nates, for example, from 3 domains of SF4 species, or
bridge-bonded SF2 species, azimuthally rotated by 120° a
shown in Fig. 7. Other fragments, including inclined S
could also contribute to the off-normal F1 ion yields.

The central beam, caused by F1 ions desorbing norma
to the surface, most probably contains contributions fr
chemisorbed F adatoms. However, fragments such as
SF3, and SF5 might also contribute to the central beam.29

At present the identity of the dissociation fragments is
open issue, as we lack direct knowledge about the stoi
ometry and the structure of SFx fragments adsorbed on th
Ru substrate. Additional experiments~e.g., high-resolution

FIG. 6. A comparison of negative fluorine ion yields~derived from ESDIAD
patterns, e.g., Fig. 3 and plotted in Fig. 4;Ee5250 eV) and relative con-
centration of undissociated SF6 molecules~derived from TPD spectra, Fig
5; Ee590 eV) as a function of electron exposure. The data are measure
0.25 ML of SF6 on Ru.
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soft x-ray photoemission spectroscopy!30 and theoretical
guidance are needed to resolve these issues.

Figure 4 is a plot of ESDIAD intensity as a function o
electron exposure. Both the ‘‘along normal’’ and ‘‘off
normal’’ F1 curves grow rapidly at low electron exposure
The rapid initial rise is probably due to very efficient diss
ciation in the initial stages of the decomposition of molecu
SF6 . In the initial stages~at low electron exposures! there
are many adsorption sites available for the dissociation fr
ments of SF6 on the Ru~0001! surface. Being in contact with
the metal surface enhances the reactivity of fragments
makes them more prone to dissociate. As the dissocia
process continues at higher electron exposures, the Ru~0001!
surface becomes ‘‘filled’’, and the rate of further dissociati
is greatly reduced. This suggests that low coverages of6

have a higher dissociation rate than higher coverages.
In concluding this part of the discussion, we note th

there is previous evidence from ESD studies of PF3 and
(CF3)2CO to support the contention that negative ion d
sorption arises mainly from molecularly intact adsorbat
while positive ion desorption can be dominated also by d
sociative fragments, when they are present.27 We suggest tha
the temporary negative ion states formed during DEA
molecules such as SF6 , etc., are more weakly coupled to th
surface than similar states associated with more stron
chemisorbed fragments. Thus the lifetime for DEA of inta
molecules is expected to be longer than for possible DEA
chemisorbed dissociation fragments, making the probab
of F2 desorption from molecules higher than that from fra
ments.

4.2.4. Estimation of cross sections for desorption and
dissociation

In the discussion of the origin of the F2 ion, we made
reference to Fig. 6, which clearly shows a correlation
tween the drop in F2 ion yield with a decrease in the numb
of undissociated SF6 molecules left on the surface after irra

FIG. 7. Schematic representation of bridge-bonded SF2 and SF4 species on
ruthenium surface~on the left! and corresponding simulated ESDIAD pa
tern ~on the right! ~a!; illustrates formation of hexagonal ESDIAD patter
~simulated image is on the right! from 3 domains of SF2 species, azimuth-
ally rotated by 120°~shown on the left! ~b!.
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diation. As described elsewhere,31 the exposure-dependen
surface coverageu can be roughly expressed by the exp
nential law:

u5u0 exp~2sesdFe!,

wheresesd is the total cross section~cm2! of molecular SF6
for electron-stimulated desorption and/or dissociation, a
Fe is the electron exposure~cm22!.

Recent measurements20 indicate that the F2 signal is di-
rectly proportional touSF6, and we approximate the tota
cross-section for electron-induced dissociation of a fractio
monolayer~0.25 ML! of SF6 on Ru~0001! from the F2 in-
tensity curve in Fig. 4. We find that for 250 eV incide
electron energy,sesd is ;(662)310215 cm2 for electron
exposures,231014 cm22 and ;(862)310216 cm2 for
electron exposures.2310214 cm22, an order of magnitude
difference. A qualitatively similar result has been deriv
from damage kinetics of molecular SF6 shown in Fig. 6~pri-
mary electron energy;90 eV!: ;(261)310215 cm2 for
exposures,231014 cm22 and ;(461)310216 cm2 for
higher electron exposures. As already indicated in the pr
ous Section,sesd is expected to be greater at initial electro
exposures, since there are many adsorption sites availab
the dissociation fragments, allowing them to interact with t
Ru substrate and increase their reactivity.

Our rough calculations ofsesd indicate that the total
dissociation/desorption cross section for fractional SF6 ad-
sorbed on Ru for low electron exposures is about 1 orde
magnitude greater than for gaseous SF6 . In the case of DEA
it has been shown that the cross-section is often greate
molecules condensed on a substrate than for the gas-p
analog. The increase is explained in terms of the indu
polarization energy due to the substrate, which stabilize
negative ion against autodetachment.32

In our experiments there are two sources of electro
primary and secondary, that can cause dissociation: 1! ener-
getic primary electrons can initiate dissociative ionizati
and/or dipolar dissociation, and 2! low-energy secondary
electrons~originating from the Ru substrate! can lead to
DEA, and to a lesser extent, dissociative ionization. Seco
ary electrons have a maximum yield at 0–2 eV with a hi
energy tail extending to 20–30 eV.

There have been several measurements of electron
pact ionization cross sections for gaseous SF6 . Dissociative
ionization~which results in the formation of positive ions! of
gaseous SF6 becomes significant for electron energies.16
eV, and exhibits a maximum cross section of;7
310216 cm2 for electron energies of;100 eV~Ref. 6!.

DEA ~which results in the formation of neutral frag
ments and negative ions! is appreciable only for low-energy
electrons, 0–15 eV. The maximum cross section of
310216 cm2 occurs for electron energies of;0.1–0.5 eV,
and is due mainly to the formation of SF5

2 ~Ref. 6!.
The different behavior of the monolayer and multilay

features in TPD spectra during electron irradiation~see the
explanation of Fig. 5 in the previous Section!, leads us to
believe that the average cross section for electron-indu
dissociation of SF6 fractional monolayer coverages is a
proximately one order of magnitude greater than for mu
layers. The higher rate of dissociation of SF6 molecules in
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contact with the Ru~0001! surface provides indirect evidenc
of the important contribution of DEA to the total dissociatio
process of SF6 on Ru~0001!. Low-energy secondary elec
trons are known to play a major role in DEA,3 which is an
extremely efficient process in collisions of low-energy ele
trons with gas-and condensed-phase halogenated molec
In addition, an electronically excited species in contact w
the metal tends to react more easily than when it is isola
from the metal.

4.3. ESD mass spectra

The interaction of adsorbed SF6 molecules with the
Ru~0001! substrate is responsible for the substantial diff
ences in the ESD mass spectra~Fig. 1! between fractional
monolayer and multilayer coverages. As mentioned in
description of Fig. 1, the ESD mass spectra for fractio
monolayer coverages exhibits only a strong F1 ion signal;
the yield of other fragments is suppressed. However,
spectrum for 2.5 ML of SF6 displays a variety of desorbin
species. A very similar effect was observed for the adsorp
of C6H12 on Ru~0001!: ESD of a C6H12 monolayer was ob-
served to yield only H1, while multilayer coverages yielde
many more ionic fragments.33 It was suggested that for th
monolayer species in direct contact with the substrate,
probability of electron-induced dissociation is high, but th
de-excitation processes involving electron tunneling from
substrate also occur with high probability. This leads to s
pression of desorption of slow-moving, massive ion fra
ments~see the discussion of mass effects in ESD by Ma
et al.34! Our ESD mass spectra are consistent with these c
siderations: for fractional monolayer coverages we obse
only a strong F1 yield, while multilayer coverages yield
more ionic fragments.

5. CONCLUSION

We have studied ESD of F1 and F2 ions from fractional
monolayers of SF6 on Ru~0001! at 25 K as a function of
electron irradiation. The origin of these ions appears to
strongly dependent on the electron exposure.

For exposures less than;1013 cm22 both F1 and F2

ions observed in off-normal directions arise from undisso
ated SF6 molecules. Higher electron exposur
(>1014 cm22) lead to stepwise decomposition of the pare
SF6 molecule, with the F1 and F2 ions escaping from dif-
ferent species: whereas the F2 ion is still emitted by undis-
sociated SF6 molecules, the F1 ions escape in off-norma
directions from SFx (x52 – 5) fragments. That SFx frag-
ments are ordered on the surface is indicated by the obse
hexagonal ESDIAD patterns for F1 after irradiation. Along
directions normal to the surface, the F1 ions arise most
likely from dissociation fragments with an S– F bond norm
to the surface, and chemically bonded F adatoms. Adso
SF6 molecules and SFx fragments decompose almost com
pletely after electron exposures of;1016 cm22. The total
cross section for electron-impact dissociation of molecu
SF6 on Ru~incident electron energy;250 eV! is found to be
;(662)310215 cm2 for electron exposures ,2
-
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31014 cm22 ~which is about 1 order of magnitude great
than for gaseous SF6), and;(862)310216 cm2 for higher
electron exposures.
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Soft landing of mass-selected clusters in rare gas matrices is a technique used to preserve mass
selection in cluster deposition. To prevent fragmentation upon deposition, the substrate is
covered with rare gas matrices to dissipate the cluster kinetic energy upon impact. Theoretical
and experimental studies demonstrate the power of this technique. Besides STM, optical
absorption, excitation, and fluorescence experiments, x-ray absorption at core levels can be used
as a tool to study soft landing conditions, as will be shown here. X-ray absorption
spectroscopy is also well suited to follow diffusion and agglomeration of clusters on surfaces via
energy shifts in core level absorption. ©2003 American Institute of Physics.
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INTRODUCTION

Clusters of atoms or molecules are fascinating objects
which to study the evolution of electronic,1–3 magnetic,4–7

or chemical8–10 properties from isolated atoms to bulk ma
ter. Many types of cluster sources11–14 have been develope
and adapted to investigate a wide range of phys
phenomena.15,16A cluster experiment typically consists of
cluster production stage with mass selection and of a stag
probe the clusters’ physical properties, either in free clus
beams or after cluster deposition.

To study the size dependence of any physical propert
clusters, size selection is a prerequisite. In gas-phase ex
ments on cluster beams, cluster ions can simply be size
lected in electric~quadrupole! or magnetic~dipole! fields. To
illustrate this, a mass spectrum of positively charged i
clusters mass separated in a magnetic dipole field is show
Fig. 1. These iron clusters were generated by sputtering17 of
a high purity iron target with a 28 keV Xe1 beam.6,7,18 As
can be seen in Fig. 1, size-selected cluster current dens
typically range from some pA to a few nA per mm2, depend-
ing on cluster size and material.

FIG. 1. Mass spectrum of positively charged iron clusters produced wi
sputter source and measured on a detector area of 3 mm2.
2231063-777X/2003/29(3)/5/$24.00
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In cluster deposition experiments, however, not only s
selection of the incoming cluster beam but also the prese
tion of the preselected cluster size upon and after depos
of the clusters is crucial. The incoming cluster beam of u
form size should not be transformed into a distribution
different cluster sizes on the substrate surface. Theref
cluster deposition conditions have to be chosen under wh
no fragmentation, implantation, or agglomeration of the cl
ters occurs. For this purpose, the soft landing technique
been developed by several groups, both experimentally19–25

and theoretically.26–32As a result, this technique is now we
established. The principal idea of soft landing is to put t
clusters down onto substrates as gently as possible. Thi
cludes deposition at low kinetic energy as well as deposit
into soft matrices or buffer layers preadsorbed on the s
strate. In most cases, these buffer layers will be rare
multilayers adsorbed on the substrate material at low te
peratures. After cluster deposition, the buffer layer will
desorbed from the sample surface by heating to above
monolayer desorption temperature. This allows one to inv
tigate the clusters directly on the substrate surface. Alter
tively, the properties of mass-selected clusters can be stu
inside the rare gas matrix.25 In Fig. 2, the idea of soft landing
is illustrated schematically.

THE SOFT LANDING PROCESS

The purpose of soft landing is to gently dissipate t
clusters’ kinetic energy in the deposition process. In s
landing of size-selected clusters, clusters are size selecte
the gas phase, decelerated to a few eV per cluster atom,
deposited into chemically inert buffer layers which ha
been prepared on the substrate. Bond energies in m
clusters33,34are typically on the order of a few eV. By depo
iting a decelerated cluster beam with kinetic energies ty
cally of some few eV per cluster atom into rare gas mu
layers, the surplus kinetic energy will be dissipated
energy transfer into the matrix and ultimately by rare g

a

© 2003 American Institute of Physics
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desorption. This process has been studied in de
experimentally19–25and theoretically.26–32Molecular dynam-
ics ~MD! simulations26,27 of the energy dissipation process
provide insight into the different stages of slowing down t
impinging clusters and redistributing their initial kinetic e
ergy.

On collision with the matrix or rare gas buffer the kinet
energy of the clusters is converted to vibrational energy,
sulting in a rapid heating of the clusters. Heating rates are
the order of 1015 K/s and lead to superheated clusters. In
MD simulations,26,27 the cluster temperature roughly doubl
when argon is used for soft landing instead of neon, a
again when xenon is used instead of argon. The clusters
down via heat transport into the surrounding matrix and
desorption of rare gas atoms. Cooling rates are lower t
heating rates and are on the order of 101321014 K/s.

As has been shown in thorough experimen
investigations,19–22,24 the fragmentation rate of small met
clusters can be reduced to about 10% by using proper
landing conditions. From optical absorption and excitat
experiments20,21,24on clusters soft landed in rare gas mat
ces it is known that the efficiency of the soft landing proce
and the fragmentation rate of the clusters depends on
nature of the rare gas matrix. As discussed above, this is
known from theoretical predictions.26,27 The lighter the ad-
sorbed rare gas, the softer the buffer layer,20,21 which in turn
leads to a more efficient suppression of cluster fragme
tion. Since adsorption temperatures decrease with decrea
mass of the rare gas atoms, cooling the sample down t
least 15 K is desirable for adsorption of argon buffer laye
Low temperatures are also desirable for minimizing clus
diffusion and agglomeration on the substrate surface35,36 af-
ter cluster deposition.

It has also been demonstrated24 that the fragmentation
rate depends on the initial kinetic energy of the clusters
on the binding energy of the cluster atoms. The higher
binding energy, the lower the fragmentation rate for oth
wise identical conditions.24 However, even after cluste
deposition into rare gas matrices at a kinetic energy of 50
per atom there is a non-negligible fraction of clusters t
have not fragmented.24 MD simulations32 explain this in
terms of recombination: While clusters will gain vibration
energy and may break up upon impact, they are also mo
and can recombine while the clusters and the surround
matrix are still hot.

STM studies22 on soft-landed clusters also have show
the power of the soft landing technique. Furthermore, th
reveal that most of the soft-landed clusters form highly sy
metric equilibrium structures on the substrate surface. Sm

FIG. 2. Schematic representation of the soft landing process: Adsorptio
rare gas multilayers as a buffer layer on the substrate~left!, cluster deposi-
tion at low kinetic energy into the rare gas buffer~center!, cluster sample
after rare gas desorption~right!.
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clusters tend to form two-dimensional structures on
surface.22,37

Even though soft landing can be used to preserve siz
cluster deposition experiments, the geometry of depos
clusters will differ from the geometry of gas phase clust
due to the interaction with the substrate.38,39 In the present
study, two-dimensional structures can be assumed for
deposited clusters because of their small size.

X-RAY ABSORPTION EXPERIMENTS ON SOFT-LANDED
METAL CLUSTERS

Soft landing can not only be studied in STM19,22 or
fluorescence20,24 experiments, but also in x-ray absorptio
~XAS! studies. In x-ray absorption, electrons from a co
level are promoted into unoccupied states above the Fe
level. XAS is sensitive to the local electronic order and t
chemical environment of the excited atom: Different spec
yield discernible fingerprints. Furthermore, XAS is a
element-specific probe, and it is sensitive to submonola
quantities of adatoms and clusters on surfaces.

The experimental setup6,37,40used for cluster deposition
consists of a sputter source with mass selection and u
high vacuum~UHV! cluster deposition under soft landin
conditions. The UHV chamber is equipped with all the sta
dard tools necessary for substrate surface preparation
Ru~001! single crystal surface precovered with a (231)O
superstructure was used as a substrate for cluster depos
to reduce the cluster–substrate interaction. Other than
chromium clusters on (231)O/Ru(001), that are highly sen
sitive to oxidation37, no indication of oxidation was found fo
iron clusters. Forin situ sample preparation the Ru~001! sur-
face was cleaned after sputtering by repeated cycles of h
ing to 1450 K in UHV and oxygen dosing during cool-dow
of the sample. The (231)O/Ru(001) layer was prepared ju
before cluster deposition by heating the sample to 1450
and cooling it down while dosing oxygen onto the Ru~001!
surface. Surface quality was checked with XAS, low-ene
electron diffraction ~LEED!, and Xe thermal desorption
spectroscopy~TDS!. The x-ray absorption experiments we
carried out at the synchrotron radiation sources BESS
~HE-PGM3! and BESSY II~U49/1-PGM!. The photon en-
ergy scales are calibrated relative to each other with the
sorption spectra of stainless steel used as a reference.

Soft landing and fragmentation were studied for sm
clusters, since for a given kinetic energy the kinetic ene
per cluster atom is larger the smaller the cluster. The bind
energy per atom, on the other hand, depends on but doe
decrease significantly with cluster size.33,34 Therefore, frag-
mentation upon deposition is expected most likely to be
small rather than for large clusters, and soft landing con
tions are crucial for deposition of small clusters.

Small iron cluster XAS is shown in Fig. 3, where 2p3/2

→3d (L3) absorption spectra of mass selected iron clus
on (231)O/Ru(001) are given for different soft landin
conditions.41 In the lower panel of Fig. 3, Fe1 , Fe2 , and Fe3
clusters were deposited into approximately 10 layers of
gon, which was adsorbed on the (231)O/Ru(001) surface a
less than 20 K prior to cluster deposition. Acceleration a
retardation voltages were set to decelerate the cluster ion
less than 1–2 eV per atom. Since the energy distribution

of
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clusters produced in a sputter source42,43 is centered abou
5–10 eV, with a width of approximately 5–10 eV, the pote
tial applied to the sample was set to 11 V higher than
acceleration voltage. This allows only clusters with an init
kinetic energy of more than 11 eV to reach the sample,
leads to a kinetic energy of less than 1–2 eV per atom e
for small clusters. The equivalent coverage of iron atoms
the (231)O/Ru(001) surface is approximately 0.05 mon
layers in all three cases.

The L3 absorption edges of iron clusters in the low
panel of Fig. 3 clearly show different absorption energi
There is an energy shift in theL3 edge absorption of abou
0.5 eV to higher energy in going from Fe1 to Fe2 and of
about 0.8 eV to lower energy in going from Fe2 to Fe3 . The
absorption spectra of these clusters were taken as depo
at 20 K with the argon layer still present on the sample.

This energy shift in ironL3 x-ray absorption hints a
different electronic structures of the cluster species that
be observed on the surface after the clusters have been
posited into argon multilayers with a kinetic energy of le
than 1–2 eV per cluster atom. Different cluster species w
different electronic structure yield differentL3 x-ray absorp-
tion spectra. From the difference in the absorption spectr
can be deduced that soft landing conditions are fulfilled
this case and no cluster fragmentation occurs. The kin

FIG. 3. X-ray absorption at theL3 edge of mass-selected iron clusters
(231)O/Ru(001) for different soft landing conditions.
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energy of the clusters is successfully dissipated by the ar
buffer layers.

For comparison, the upper panel of Fig. 3 shows x-
absorption spectra of Fe3 and Fe6 clusters which were depos
ited onto a (231)O/Ru(001) substrate that was cover
with only one monolayer of argon atoms. The kinetic ene
of the clusters again was 1–2 eV per cluster atom. Af
cluster deposition, the argon layer was desorbed from
(231)O/Ru(001) surface by heating to 100 K. The spec
were taken at 20 K. Two main features distinguish the
spectra from the ones shown in the lower panel of Fig.
Both spectra in the upper panel look very similar and,
contrast to the clusters deposited into argon multilayers,
hibit one peak with a shoulder at the low-energy tail. Fro
the structure and energy position of the absorption line it
be inferred that not just one but at least two different clus
species exist on the surface. Under these conditions,
landing clearly fails. Fe3 and Fe6 clusters are fragmented o
implanted if just one a monolayer of argon is used as a bu
layer for cluster deposition.

CLUSTER DIFFUSION AND AGGLOMERATION

To further test our finding that soft landing in argon mu
tilayers preserves the initial cluster size, iron adatom
dimers, and trimers deposited under soft landing conditi
were annealed stepwise to room temperature. After ann
ing, the sample was cooled down again to 20 K for the m
surements. Again, the size selected clusters were depo
into approximately 10 layers of argon preadsorbed on
(231)O/Ru(001) surface. These argon multilayers were
sorbed from the sample surface after heating to 100 K.
every cluster deposited, there are also spectra taken prio
argon desorption.

In Fig. 4, x-ray absorption spectra of iron adatoms
(231)O/Ru(001) taken at 20 K with argon still present, a
after successive annealing steps to 100, 150, 200, and 3
are shown.

Annealing to 100 K does not significantly change t
XAS line shape and position, although theL3 line is broad-
ened slightly. After annealing to 150 K, however, a doub
structure evolves in theL3 line that is even more pronounce
after annealing to 200 K. At 300 K, the first peak at appro
mately 707 eV is already stronger than the second pea
approximately 709 eV. This first peak corresponds nicely
the L3 line of a bulk iron sample, also given in Fig. 4.

This evolution of the ironL3 line can be interpreted in
terms of diffusion and agglomeration of the iron adatom
After deposition, the only species on the (231)O/Ru(001)
surface is iron atoms. Soft landing conditions are suffici
to inhibit implantation, and the coverage is low enough
rule out agglomeration. Obviously, fragmentation cannot
cur for single atoms. Upon annealing to 150 K, adatom d
fusion leads to agglomeration and formation of iron islan
on the (231)O/Ru(001) surface, as can be deduced fr
the evolution of a double peak at theL3 absorption line.
Since the low energy peak around 707 eV corresponds w
theL3 line of bulk iron, it can be ascribed to larger islands
iron atoms that have formed. After annealing to 300 K, m
of the iron atoms on the (231)O/Ru(001) surface form
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FIG. 4. L2,3 x-ray absorption spectra of iron adatoms on
31)O/Ru(001) for different annealing temperatures. A step edge has
subtracted from all the spectra.41

FIG. 5. L2,3 x-ray absorption spectra of iron dimers on (231)O/Ru(001)
for different annealing temperatures. A step edge has been subtracted
all the spectra.41
these islands. Iron atoms on (231)O/Ru(001) seem to be
highly mobile even at 150 K.

A similar evolution of theL3 line is shown in Fig. 5 for
iron dimers on (231)O/Ru(001). Again, a series of x-ra
absorption spectra is shown after stepwise annealing from
to 400 K. In this case, iron dimers seem to be less mo
than iron adatoms. As observed in Fig. 4 for iron adatom
double structure also evolves in Fig. 5 for dimers at theL3

line after annealing to 150 K, and is more pronounced a
annealing to 200 K. At both annealing temperatures, ho
ever, it is less pronounced than in the corresponding i
adatom spectra in Fig. 4. After annealing to 300 and 400
the double structure even seems to disappear again. At 6
~not shown here!, only one very weak peak is visible, whic
has shifted further towards the position of the bulk iron li
but has not reached it in energy.

Again, it can be inferred that only iron dimers a
present on the (231)O/Ru(001) surface after deposition u
der soft landing conditions. However, iron dimers on
31)O/Ru(001) do not seem to form large islands eas
Even after annealing to 400 and 600 K, the iron dimerL3

line is at 1 eV higher photon energy than the correspond
bulk iron line.41

Iron trimers on (231)O/Ru(001) are even more stab
against diffusion than iron adatoms and dimers. This can
seen in Fig. 6, where a series ofL2,3 x-ray absorption spectra
of iron trimers on (231)O/Ru(001) is shown. Again, sof
landing conditions with argon buffer layers and decelerat
of the clusters were used for trimer deposition. Upon st
wise annealing to 400 K there is only very little change
the iron x-ray absorption spectra. This clearly shows t

en

om
FIG. 6. L2,3 x-ray absorption spectra of iron trimers on (231)O/Ru(001)
for different annealing temperatures. A step edge has been subtracted
all the spectra.41
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almost no diffusion or agglomeration occurs with iron trim
ers on (231)O/Ru(001).

Iron adatoms, dimers, and trimers on (231)O/Ru(001)
exhibit characteristic XAS signatures if cluster deposition
carried out with low kinetic energy into argon multilayers.
this case, soft landing is successful, and only one specie
present on the sample surface. In contrast, if only one mo
layer of argon is used as a buffer layer, soft landing is
successful even at low kinetic energy, and fragmentation
curs, as can clearly be seen in Fig. 2.

After mass selected cluster deposition, iron adato
dimers, and trimers show distinctive mobilities. Anneali
leads to the formation of larger islands for deposited a
toms, whereas dimers and trimers on (231)O/Ru(001)
seem to be more stable in respect to diffusion and aggl
eration. The discernible fingerprints of different iron cluste
on (231)O/Ru(001) can be used to characterize soft la
ing conditions, at least for small clusters. Similar results h
been found for small nickel clusters on Ru~001! and (2
31)O/Ru(001).44

SUMMARY

Clusters are model systems for studying the evolution
physical properties with size from single atoms to bulk m
ter, either on free clusters in the gas phase or on depos
clusters. To study this evolution, size selection is a prere
site. Rare gas matrices at low temperatures can be used
tool to accomplish nondestructive cluster deposition on s
faces. X-ray absorption spectroscopy and STM and opt
absorption and excitation spectroscopy are well suited
studying the soft landing of clusters. With their characteris
XAS signatures, iron adatoms can be distinguished fr
dimers and trimers on (231)O/Ru(001), and diffusion and
agglomeration can be followed by monitoring theL3 x-ray
absorption line.

The soft landing experiments on iron clusters repor
here were performed at BESSY I and II. Technical assista
from BESSY staff members and from E20 group member
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This project was funded by BMBF through grant KS1GUB
and by DFG through grant Me 266/22-2.
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Element-specific and site-specific ion desorption from adsorbed molecules by deep
core-level photoexcitation at the K-edges
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This article reviews our recent work on the ion desorption from adsorbed and condensed
molecules at low temperature following the core-level photoexcitations using synchrotron soft
x-rays. The systems investigated here are adsorbed molecules with relatively heavy
molecular weight, containing third-row elements such as Si, P, S, and Cl. Compared with
molecules composed of second-row elements, the highly element-specific and site-specific
fragment-ion desorptions are observed when we tune the photon energy at the
dipole-allowed 1s→s* (3p* ) resonance. On the basis of the resonance Auger decay spectra
around the 1s ionization thresholds, the observed highly specific ion desorption is interpreted in
terms of the localization of the excited electrons~here called ‘‘spectator electrons’’! in the
antibondings* orbital. In order to separate the direct photo-induced process from the indirect
processes triggered by the secondary electrons, the photon-stimulated ion desorption was
also investigated in well-controlled mono- and multilayer molecules. The results confirmed that
the resonant photoexcitation not in the substrate but in the thin films of adsorbates plays a
significant role in the realization of the highly specific ion desorption. ©2003 American Institute
of Physics. @DOI: 10.1063/1.1542444#
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1. INTRODUCTION

Photo-induced processes at solid surfaces have attra
much attention not only as fundamental science but also
technological applications, because we can possibly syn
size new materials through nonthermal reactions. Amo
various photo-induced processes, those induced by ene
tunable synchrotron soft x rays have been the focus of c
siderable attention because the x-ray-induced reaction
the excellent properties known as ‘‘element specificity’’ a
‘‘site specificity’’. An x-ray-induced chemical reaction i
triggered by the excitation and ionization of core-level ele
trons which are localized at the atomic site even in a mu
element material. Thus we can possibly excite a specific
ement or specific chemical bond by tuning the energy o
rays at the inner-shell ionization threshold of the spec
element. Using this characteristic, there exists a possib
that we can control a chemical reaction at a solid surface.
example, we can cut a specific chemical bond around a
cific element as if we were using scissors or a knife. Rec
progresses in this approach is reviewed in some of the
ticles cited as Refs. 1–4.

One might want to know, in what case can we cu
specific chemical bond? or, in other words, is there any g
eral theory or general rule for realizing a specific bond sc
ion? As to these questions, I would like to stress the follo
ing three general principles for realizing the highly spec
chemical bond scission by core-level photoexcitation. Fi
the photoexcitation at theK edge is more efficient than thos
at theL1 , L2,3, andM edges. This is simply understood b
the absorption-edge jump, which is defined as the ratio of
photoionization cross sectionssL /sH , whereL andH refer,
respectively, to the low- and high-energy sides of the abso
2281063-777X/2003/29(3)/15/$24.00
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tion edges. The absorption-edge jumps of theK edge in all of
the elements are higher than those of theL andM edges in
the respective elements.5 Second, the element specificit
clearly shows up with increasing difference in the atom
number of the two elements. This is simply estimated by
calculated values of the photon-energy dependences of
photoionization cross sections.6,7 A typical example is ob-
served for the deep core-level excitation of a heavy elem
in a light-element matrix. Similarly, the shallow core-lev
excitation of a light element in a heavy-element matrix
also effective. The third factor is the resonance effect. If
resonance excitation from the core to valence unoccup
orbitals in a compound is a dipole-allowed transition, and
absorption-edge jump dramatically increases, which may
sult in highly specific fragmentation.

On the basis of the above speculations, this article de
mainly with the results for ion desorption following the res
nant photoexcitations at theK edges for the adsorbed mo
ecules. Especially, we concentrate on the ion desorption f
relatively heavy molecules containing third-row elemen
such as Si, P, S, and Cl, because we found that the elem
specificity and site specificity clearly show up in the 1s
→3p* (s* ) resonant photoexcitation in the third-row el
ments. Next, we shall discuss the mechanism of the obse
highly specific ion desorption from condensed molecules
the basis of the photon-energy dependences of the desor
yields and the Auger decay spectra. In the adsorbed syst
the chemical reaction by the core-level excitation is cau
by two processes, i.e., direct process triggered by the c
level photoexcitation and indirect processes which are
duced by the secondary electrons. Therefore I finally pres
the results for the stimulated ion desorption from we
© 2003 American Institute of Physics
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controlled mono- and multilayers in order to elucidate t
mechanism more clearly by separating these two proces

2. GENERAL DESCRIPTIONS FOR ELEMENT-SPECIFIC AND
SITE-SPECIFIC BOND SCISSIONS

The specific fragmentation and desorption initiated
core-level photoexcitation is characterized by the differ

FIG. 1. Schematics of specific chemical reactions induced by inner-s
electron excitation using energy-tunable synchrotron soft x rays. The ph
energies are tuned at the resonance excitation from core levels to the va
unoccupied orbitals.
s.

y
t

patterns shown in Fig. 1. The first is the ‘‘element-specifi
reaction depicted in Fig. 1~1!. This is the most principal char
acteristic of core-level photo-excitation. In this simplifie
model, the photon energy is tuned at the core level of
element C. The element C is selectively excited leading
the breaking of only the B–C bond but not the A–B bon
For solid surfaces, the desorption of the element C is
pected. The second case is the ‘‘site-specific’’ reaction. T
is further divided into two cases. In the upper model~a!, the
core levels of the elements B have two energy levels (B1 and
B2) depending on the chemical environment. This ene
shift is called a chemical shift. If we tune the x-ray energy
the core level of B2 , only the B2 atom is excited without
exciting the B1 atom. Consequently, the B2– C or B2– B1

bond would be broken without cutting the A–B1 bond. In the
lower model~b!, the element B has only a single core-lev
state, but the valence unoccupied state is divided into
levels localized at the B–C and A–B bond. In this figure, t
core electrons in the element B are resonantly excited
the unoccupied state which is localized at the B–C bond
this state has an antibonding character, the B–C bond wo
be broken but not the A–B bond.

3. EXPERIMENTAL DETAILS

A schematic diagram of the equipment around t
sample is shown in Fig. 2. The samples investigated here
molecules containing third-row elements such as silane
rivatives, disulfide, and chloromethane. Most of the samp
are liquid at room temperature. The samples were puri
and degassed through several freeze–pump–thaw cycle
the gas-dosing vacuum system connected with the anal
chamber. Then the samples are dosed onto the clean su
of a metal or semiconductor single crystal cooled at 80 K

ll
on
nce
FIG. 2. Schematic diagram of the apparatus used for the experiments in this review.
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Most of the experiments were conducted at the be
line ~BL, 27A! station of the Photon Factory of the Hig
Energy Accelerator Research Organization~KEK-PF!. The
detailed performance of this beam line has been descr
elsewhere.8 The energy range of this beam line is 1.8–6 ke
which covers theK edges of third-row elements such as s
con, phosphorus, sulfur, and chlorine. For comparison,
resonance experiments at theK edges for second-row ele
ments such as carbon and oxygen were also carried out a
beam line~BL, 7A! station of the KEK-PF.

The ultrahigh-vacuum system used in this work co
sisted of a cryomanipulator which can rotate around the v
tical axis, an electron back bombardment system for sam
heating, a temperature control system, quadrupole m
spectrometer~Q-mass!, hemispherical electron energy an
lyzer, low-energy electron diffraction~LEED!, sputter ion
gun, low-energy electron gun, and gas doser. The x-ray
sorption spectra were taken by plotting the sample drain
rent as a function of the photon energy. This method is ca
the ‘‘total electron yield’’ mode. The x-ray absorption spe
trum around the core-level threshold is termed the ‘‘x-r
absorption near-edge structure’’~XANES! or ‘‘near edge
x-ray absorption fine structure’’~NEXAFS!. The desorbed
ions were detected by the Q-mass operating in a pulse co
ing mode. The photon flux was always normalized by
drain current of the copper mesh located in front of t
sample.

4. ELEMENT-SPECIFIC DESORPTION FROM CONDENSED
MOLECULES

4.1. Condensed SiCl 4

The most essential question concerning the x-r
induced processes in solid is: Are there any differences w
the core levels in the different elements are excited in
multi-element solid? However, a clear answer to this sim
question has not yet been given. For the photon-stimula
desorption from condensed light molecules, the fragment
desorption from solid CO and NO following theK edge ex-
citations have been investigated by Rosenberget al.9 For
solid CO they have observed enhancement of the C1/O1

ratios of about 30% under CK edge photoexcitation. It is
obvious that the element specificity of the desorption
pends primarily on the ratio of the photoionization cross s
tions,s i /s total, wheres i ands total are the inner-shell photo
ionization cross sections of the elementi and the total
molecule, respectively. Based on this simple speculation
can be deduced, that the element specificity more cle
shows up in a heavy element rather than a light element

A typical example for a heavy molecule containing thir
row elements is shown in Fig. 3.10 This figure compares the
mass spectral patterns of the desorbed ions from conde
SiCl4 molecules irradiated by two kinds of photon energ
corresponding to the SiK edge ~upper spectrum! and the
Cl K edge~lower spectrum!. The photon-energy dependenc
of the ionization cross sections of silicon and chlorine
shown at the top of the figure. The x-ray absorption ne
edge structure spectrum is displayed in the small inse
each mass spectrum. The photon energies are tuned a
respective resonance maxima of the 1s→s* (3p* ) excita-
tions. For SiK-edge excitation, not only molecular ion
m

ed
,

e

the

-
r-
le
ss

b-
r-
d

nt-
e

-
n

a
e
d
n

-
-

it
ly

ed
s

e
r-
in
the

(SiCl1,SiCl3
1) but also atomic ions (Si1,Cl1) are desorbed

in comparable intensity, while most of the desorbed spec
following the ClK-edge excitation are atomic Cl1 ions. This
is quite surprising because the core-level excitation is prim
rily followed by Auger decay, whose time scale is of th
order of 10215s, which is faster by about three orders
magnitude than the time scale of the chemical bo
breaking. If the delocalization of the excitation happens
fore the chemical bond scission, the Auger electrons and
succeeding secondary electrons are the main trigger of
bond-breaking and ion desorption. This means that the s
mass patterns should be observed even if the different
levels are excited. The present results suggest that the
scale of the Si–Cl bond scission and Cl1 desorption is com-
parable to or faster than that of the delocalization of
excited states. Such highly element-specific desorption
been also observed for simple condensed molecules c

FIG. 3. Comparison of the mass spectral patterns of the desorbed ions
condensed SiCl4 molecules irradiated by two kinds of photon energies, c
responding to the Si and ClK edges. The x-ray absorption near-edge stru
ture taken by the total electron yield is displayed in the small inset in e
mass spectrum. The photon energy for the mass spectral measuremen
tuned at the respective resonance maximum of 1s→s* indicated in the
XANES spectra. The photon-energy dependences of the ionization c
sections of silicon and chlorine6 are shown at the top of the figure.
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posed of two kinds of third-row elements, such as PC3,
S2Cl2 ~Refs. 11 and 12!.

4.2. Condensed silicon alkoxides

The element specificity of the core-level excitation h
potential for future applications in photochemical proces
at semiconductor surfaces. In silicon technology, for
ample, one of the key techniques is the deposition and e
ing of semiconductor surfaces without heating and damag
the substrate. The photochemical process is one of the
didate methods for this purpose. For metal–oxid
semiconductor~MOS! devices, it is required to fabricate a
ultrathin and homogeneous oxide overlayer in a contro
small area on the semiconductor substrate. Silicon alkox
such as tetramethoxysilane~TMOS! and tetraethoxysilane
~TEOS! are excellent source materials for SiO2 deposition on
Si surface because of the conformal step coverage of S2

layer and its nontoxic property. Niwanoet al. have demon-
strated the potentiality of synchrotron-radiation-induc
CVD for the fabrication of SiO2 films on Si using silicon
alkoxides as source materials.13–15 In their works, broad-
band synchrotron radiation in the vacuum ultraviolet~VUV !
region emerging from the bending magnet has been u
and therefore the photon-energy dependences of the rea
remain unclear.

Our results using monochromatized synchrotron be
are shown in Fig. 4.16 The left figures show the mass spec
of desorbed ions from condensed Si~OCH3)4 following ~a!
silicon K-edge,~b! carbonK-edge, and~c! oxygen K-edge
excitations. The thickness of the adsorbates was 300 lay
The photon energy of each spectrum was tuned just at
1s→s* resonance maximum of the respective absorpt

FIG. 4. Mass spectra for desorbed ions from condensed Si~OCH3)4 follow-
ing silicon K-edge~a!, carbonK-edge~b!, and oxygenK-edge photoexcita-
tions ~c!. The photon energy of each spectrum is tuned just at the 1s→s*
resonance maximum of the respective absorption edge. The mass spe
of fragment ions for gas-phase Si~OCH3)4 excited by 70-eV electrons~so
called cracking pattern! is in panel~d!. Mass spectra in narrow regions wit
higher mass-resolution for CK-edge ~e! and OK-edge excitations are
shown at right~f!.
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edges. For comparison, the mass spectrum of fragment
for gas-phase Si~OCH3)4 excited by 70-eV electrons~the
so-called cracking pattern! is displayed in Fig. 4d. Since th
electron energy for the gas-phase spectrum is lower than
Si 2p, C 1s, and O 1s thresholds, the gas-phase spectru
exhibits an ionic fragmentation pattern following not inne
shell excitation but valence excitation. The desorption sp
trum at the SiK-edge excitation resembles the gas-pha
one. For the C and OK-edge excitations, on the other han
the most intense peak~except for H1) is located around
M /e515. The long-time measurements with higher ma
resolution shown in Figs. 4e and 4f reveal that the m
intense peaks originate from the CH3

1 ions (M /e515), but
no O1 ions (M /e516) are observed. This indicates that t
C–O bonds are selectively cut off following both carbon a
oxygenK-edge excitations, but the Si–O bonds mostly
main unbroken. These results shed light on the possibility
selective C–O bond scission in condensed Si~OCH3)4 using
monochromatized synchrotron radiation.

5. SITE-SPECIFIC DESORPTION

5.1. General descriptions

Next we consider examples of the site-specific deso
tion shown in Fig. 1~2!. If the molecule has the sam
elements but inequivalent chemical environments, we
selectively excite each atom shown in Fig. 1~2a!. Such an
example was first found for a gas-phase molecule by Eb
hardt et al.17 They selectively excited two kinds of carbo
atoms in acetone, which has inequivalent carbon atoms,
succeeded in observing the different ionic photofragmen
tion patterns depending on the atomic site being excited.
though some controversy still remains as to their results,
pioneering work stimulated the site-specific fragmentation
molecules following inner-shell photoexcitation. Clear e
amples of site-specific fragmentation using chemical sh
were recently reported by Nagaokaet al. for condensed
molecules.18,19 Even for an equivalent molecule like N2 ,
Romberget al. recently demonstrated that one of the tw
nitrogen atoms in an adsorbed N2 molecule can be selec
tively excited using a high-resolution synchrotron beam.20,21

They observed different desorption patterns depending
the atomic site being excited.

In what follows we shall concentrate on the second c
in Fig. 1~2b! The site-specific ion desorption from a sol
surface represented by Fig. 1~2b! has been reported in man
systems, such as organic polymers22–27 and adsorbed
molecules28–40 following K-edge excitation in second-row
elements. Here I shall give examples of highly site-spec
ion desorption from adsorbed molecules following thes
→3p* resonance in the third-row elements, because the
specificity clearly shows up in deep-core excitations, as
scribed previously.

5.2. Adsorbed Si „CH3…3F

Figure 5 shows the mass spectra of trimethyfluorosila
(Si~CH3)3F, TMFS!. The upper figure displays the mass pa
tern of desorbed ions from TMFS adsorbed on the Cu~111!
surface.39 The thickness of the adsorbed layer was just o
monolayer, which was precisely calibrated. Due to the hig

rum
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electronegative character of the fluorine atom, the unoc
pied valence orbitals of TMFS are split into two states. O
consists of thes* orbitals localized at the Si–C bond~de-
noted ass (Si–C)* ), and the other of those localized at the Si–
bond~denoted ass (Si–F)* ). Here the photon energy was tune
at the resonance maximum from the Si 1s to unoccupied
s (Si–F)* orbitals. For comparison, the mass spectrum of fr
ment ions in gas-phase TMFS following 70-eV electron i
pact is also shown in the lower figure. Electron impact p
duces many fragment ions containing silicon, which exhib
the mass cracking pattern following valence excitation.
the other hand, the Si 1s→s (Si–F)* resonance excitation in
adsorbed TMFS results in the desorption of only F1 ions
other than hydrogen ions, which are the most abundant i
The difference of the two mass patterns clearly indicates
resonant excitation from the Si 1s into the antibonding
s~Si–F!* selectively breaks the Si–F bond without cutting t
Si–C bond.

5.3. Condensed „CH3S…2

The data presented second is the fragment-ion des
tion from condensed (CH3S)2 ~dimethyl-disulfide,
DMDS!.30 The sulfur atoms in this molecule are coordinat
to two different kinds of atoms, i.e., sulfur and carbo
DMDS is chosen because this molecule is the simplest
totype of amino acid containing an S–S bond, such as c
tine, and the primary process of the x-ray-induced fragm
tation is quite important in the fields of radiation biology.

The XANES spectrum taken by the total electron yie
mode for multilayered DMDS is displayed in Fig. 6a as t
top most spectrum~solid line!. A sharp resonance peak wit

FIG. 5. Mass spectrum for desorbed ions from adsorbed Si~CH3)3F follow-
ing the Si 1s resonance photoexcitation~upper figure!. The mass spectrum
of fragment ions produced by 70 eV electron impact is shown in the lo
figure.
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a double structure~markedA! and a broad peak~markedB!
are observed in this energy region. In comparison with ma
of the gas-phase XANES spectra for alkylated divalent su
compounds,41–43 the first intense peakA can be assigned a
the S 1s→s* (S 3p* ) excitation, and the second broad pe
B is ascribed to the shape resonance corresponding to
excitation into higher-energy unoccupied orbitals such
S 3d* and S 5s* . It is noticeable that the peakA is further
split into two components. Figure 6b shows the same spe
but in an expanded energy scale. The energy separatio
the two components in the XANES spectrum is 1.2 eV. Su
peak splitting in the S 1s→s* is never seen in divalent sul
fur compounds containing a single S atom, such as dime
sulfide.43 The occupied valence shell of the ground state
DMDS is (9a)2(10a)2(9b)2(10b)2(11b)2(11a)2(12a)2

(13a)2(12b)2 ~Ref. 44!. The outermost 12b and 13a orbitals
are almost nonbonding, and their main components are Sp
orbitals.45 The 12a orbital consists ofs~S–S! and the 11a
and 11b orbitals haves~S–C! character.45 The energy levels
of the s~S–S! and s~S–C! orbitals for gas-phase DMDS
have been measured by ultraviolet photoelectron spect
copy ~UPS!.46 The energy separation between the 11a and
12a orbitals in the UPS spectrum is close to the present va
of the energy splitting of the S 1s→s* peak. It has been
established that the relative energy levels of molecular or
als scarcely change from the gas phase to the van der W
molecular condensate. This is indeed the case for DM
adsorbed on the Cu~111! surface at various temperatures46

Considering a mirror-like structure between occupied a
unoccupied levels in the valence region, we assign the low
and higher-energy components as the excitations from
S 1s to thes* localized at the S–S bond~hereafter referred
to ass (S–S)* ) and to thes* localized at the S–C bond~here-
after referred to ass (S–C)* ), respectively. This is consisten
with the simple assignment of the XANES spectrum of g
phase DMDS by Hitchcocket al.47 Similar energy splittings
in the S 1s→s* resonance peaks have also been observe
condensed layers of the S–S-containing compounds suc
dichlorodisulfide ~Cl–S–S–Cl! and dibutyldisulfide
(C4H9– S–S–C4H9).48

The desorbed species following the SK-edge excitation
are mainly S1 and CH3

1 ions. The photon-energy depen
dences of the S1- and CH3

1-ion yields are presented in Fig
6a as dotted curves. They are also shown in Fig. 6b in
expanded energy scale. Two different features are seen
tween the electron yield and desorption yield curves. Fi
excitation at the shape resonance~peakB in Fig. 6a! yields
scarcely any ion desorption. Second, the S1 ions are des-
orbed mainly at the S 1s→s (S–S)* resonance while the CH3

1

ions are desorbed predominantly at the S 1s→s (S–C)* excita-
tion ~Fig. 6b!. The latter feature clearly shows that the sit
specific desorption apparently happens by photoexcita
from the same core orbital to different unoccupied valen
orbitals. If the excited electrons are localized at the resp
tive chemical bonds until the fragmentation happens, the
served tendency that the S 1s→s (S–S)* resonance yields S1

desorption and the S 1s→s (S–C)* resonance induces CH3
1 de-

sorption is quite natural because both of thes* orbitals are
strongly antibonding. The localized nature of the prima

r
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FIG. 6. Photon-energy dependences of the total electron yield~solid line! and ion desorption yield~dotted lines! for multilayered dimethyldisulfide~DMDS!
around the sulfurK-edge photoexcitation. Total electron yield curve corresponds to the x-ray absorption spectrum~XANES!. The number indicated in the tota
electron-yield curve represents the photon energy used for the measurements~Fig. 9a! of the Auger decay spectra~a!. Same as Fig. 6a but in an expande
energy scale around the S 1s→s* resonance~b!.
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photoexcitations will be discussed on the basis of the Au
decay spectra in the next Section.

6. AUGER DECAY AND MECHANISM OF ION DESORPTION

6.1. Patterns of Auger decay

In the previous Sections, I have presented some
amples where the core-level excitations induce hig
element-specific and site-specific ion desorptions. The d
for the element-specific desorption show that localization
the core-electrons is the main cause of the specific ion
sorption. Also the results for the site-specific desorption
dicate that localization of the excited electrons in the a
bonding state plays an important role in the specific
desorption. Since the core-level excitation in low-Z elements
is primarily followed by Auger decay,49 I shall next present
the Auger decay spectra in the present systems.

Let us first explain the Auger decay patterns in t
present systems. For the third-row elements, the main de
channel following the ionization of theK-shell electron is
primarily theKL2,3L2,3Auger transition~radiative decay, i.e.
fluorescence x-ray emission plays a minor role in the pres
system and is therefore not considered here!.
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Figure 7 shows the three types of Auger transitio
which happen around the ionization threshold. The excitat
into the continuum is followed by theKL2,3L2,3 normal Au-
ger decay~a! resulting in two holes in theL2,3 levels. This
state is further followed by theL2,3VV Auger decay, which
results in the final electronic configuration ofV24, whereV
denotes the valence states and the superscript indicate
number of electrons taken away. The kinetic energy of
normal Auger electron is constant. For the core-to-vale
resonant excitations, two other decay channels have to
taken into account. First is the participant Auger decay~b!,
where the excited electron participates the Auger decay
cess. The excited electron itself decays into the core h
and another electron is emitted from theL shell. This process
is virtually identical to photoemission of theL-shell electron.
Thus the kinetic energy of the participant Auger electrons
the same as that of photoelectron from theL2,3 shell directly
excited by photons at the same energy. The second is
spectator Auger decay~c!. In this case, the excited electro
remains in the unoccupied orbital as a spectator, and ano
electron decays into the core hole. Then another second e
tron is emitted. The kinetic energy of the spectator Aug
electron is close to that of the normal Auger electron. R
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FIG. 7. Three types of the Auger transitions which happen around the inner-shell ionization threshold. The normal Auger decay following ionizations shown
in ~a!; for the core-to-valence resonant excitations, two decay channels exist;~b! is the participant Auger decay, where the excited electron participates
Auger decay;~c! is the spectator Auger decay, where the excited electron remains in the unoccupied orbital as a spectator, and another electron
the core hole. Then another second electron is emitted. The remaining electron is called a ‘‘spectator’’ electron.
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garding the energy of the spectator Auger electrons, we h
observed that the kinetic energy of the SiKLL spectator Au-
ger electrons in SiO2 after SiK-edge excitation shifts lin-
early with the incident photon energy.50,51 This phenomenon
is observed in deep-core excitations for many adsorbed,
densed and solid systems, and the cause of the energy
persion is ascribed to the Auger resonant Raman effect.52–58

Therefore we can easily distinguish the spectator Auger p
from the normal one. The Auger resonant Raman effect m
clearly shows up in condensed molecules and insulating
ids than in metals and monolayer adsorbates. In the foll
ing discussion, it should be noted that the important poin
the spectator Auger decay is that the excited electron rem
in the unoccupied orbitals until the Auger decay. We will c
the remaining electron a ‘‘spectator electron’’~see Fig. 7!.

6.2. Condensed SiCl 4

Concerning the element-specific desorption, let us
back to the SiCl4 case~Fig. 3!. For ClK-edge excitation,
most of the desorbed species are Cl1 ions. The electron and
Cl1 ion yields around the ClK-edge are displayed in Fig
8e.59 The XANES spectrum is basically in good agreeme
with those reported60 for gas-phase SiCl4 . Mainly three
peaks are observed~numbered 2, 4, and 6!, which originate
from Cl 1s→s* (8a1), Cl 1s→s* (9t2), and double excita-
tion ~shake-up satellite!, respectively. However, a clear dis
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similarity between electron yield and Cl1 yield curves is
seen. The Cl1 yield curve has only one maximum, corre
sponding to the peak 2.

The electron energy spectra taken at various photon
ergies are displayed in Figs. 8a,b. Figure 8a includes
Cl KL participant and ClKLV normal and ClKLV spectator
Auger decays. Figure 8b covers the ClKLL normal and
spectator Auger decays. In Fig. 8a a slight enhancemen
the Cl 2p photoelectron peak around the Cl→s* resonance
maximum (hn52823.0 eV) is observed. In column~c! the
intensities of the Cl 2s and Cl 2p photoelectron peaks ar
plotted as a function of the incident photon energy. The
crease in the Cl 2p intensity is about 25% at the Cl 1s
→s* (8a1) resonance maximum. This enhancement cor
sponds to the ClKL2,3 participant Auger decay. In Fig. 8b w
can clearly see the ClKL2,3L2,3 spectator Auger lines~peak
B!, which shift linearly to higher energy with increase in th
photon energy. The lower kinetic-energy peaks~A!, which
are observed at high photon energies, are due to
Cl KL2,3L2,3 normal Auger electrons. The intensities of th
Cl KL2,3L2,3 spectator and normal Auger peaks are plotted
column ~d! as a function of the photon energy. The plots
the intensity of the three types of the Auger peaks reveal
more than 98% of the Cl 1s→s* (8a1) resonance excitation
is followed by spectator Auger decays~including KLL and
KLV), while the contribution of the Cl 2p-derived partici-
pant decay is less than 2%. It is also seen that the excita
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FIG. 8. Auger decay spectra of multilayered SiCl4 in Cl KL2,3 participant~a! and ClKL2,3L2,3 spectator~b! regions excited by various photon energies arou
the ClK edge. In the figure on the right, the intensities of the resonance peaks and the total electron yield and Cl1 yield are plotted as a function of the photo
energy.
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at peak 6 is followed only by normal Auger decay. The m
essential difference between normal and spectator Auger
cays is whether or not the excited electron remains in
unoccupied orbitals in the course of the Auger electron em
sion ~see Fig. 7!. For excitation at peak 6, therefore, th
excited electron is immediately delocalized before the mo
ment of the Cl atom. Thus it is concluded that the existe
of a ‘‘spectator electron’’ in thes* orbital is essential for the
fragmentation which results in Cl1 desorption.

When we compare twos* resonances with differen
symmetry, i.e., 8a1 ~peak 2! and 9t2 ~peak 4!, the Cl1 ions
desorb mainly at peak 2 rather than at peak 4, although b
excitations result in spectator Auger decay. Coulmanet al.
have found that the desorption of H1 ions from a multilayer
of H2O after O 1s excitation is extremely enhanced by th
O 1s→4a1 excitation.61,62 They have ascribed this phenom
enon to the strong antibonding character of the 4a1 orbital.
The present results for SiCl4 can be interpreted in a simila
manner. The Cl 3p* orbital content is higher in the 8a1 than
in the 9t2 ~Ref. 63!, and consequently the spectator electr
in the 8a1 is more effective for dissociation of the Si–C
bond than the spectator electron in the 9t2 . This speculation
supports the above conclusion that the spectator electro
an antibonding orbital is essential for Cl1 desorption. The
high desorption yield by the Cl 1s→s* (8a1) resonance in-
dicates that the nuclear motion of the Si–Cl bond is equi
lent to or faster than the core life time. This means that
Franck–Condon transition cannot be applied to the bond
sociation process. As described above, such ultrafast
Franck–Condon-like dissociation was reported for H1 de-
sorption by core excitation from condensed molecules s
as H2O ~Refs. 61 and 62! and benzene~Ref. 64!. The present
results reveal that such a non-Franck–Condon-like proc
exists even for the desorption of heavier atoms like chlori
t
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6.3. Condensed „CH3S…2

Again, we go back to the site-specific desorption in co
densed DMDS~Fig. 6!. In this case, the most intense Aug
lines after the S 1s→s* excitation would be the sulfur
KL2,3L2,3 spectator Auger lines and the sulfurKL2,3 partici-
pant Auger line. The former appears near the sulfurKL2,3L2,3

normal Auger line and the latter is observed as enhancem
of the sulfur L2,3(S 2p) photoelectron. The Auger deca
spectra around the sulfurKL2,3L2,3 region taken at various
photon energies around the S 1s→s* resonance are show
in Fig. 9a. The number indicated in each spectrum co
sponds to the photon energy shown in the electron y
curve in Fig. 6a. The normal Auger peak with fixed kine
energy apparently begins to appear from spectrum 11.
higher kinetic-energy peaks observed in the spectra 2
originate from the spectator Auger decay. A linear kinet
energy shift with photon energy is also observed for
spectator Auger peaks. In Fig. 9b the kinetic energies of
sulfur KL2,3L2,3 Auger peaks are plotted as a function
incident photon energy. A two-step linear kinetic-energy d
persion is clearly observed in the spectator Auger pea
Such two-step linear dispersion was explained by a fact
two kinds of the resonant excitations induce respective A
ger resonant Raman effect. When the photon energy reg
of linear dispersions are compared with those of the dou
structures in XANES spectrum~Fig. 6a!, the first linear line
marked as spectator~1! corresponds to the sulfurKL2,3L2,3

spectator Auger peak following S 1s→s (S–S)* excitation, and
the second one marked as spectator~2! originates from that
following S 1s→s (S–C)* excitation. Therefore it is importan
that both the S 1s→s (S–S)* and S 1s→s (S–C)* excitations are
primarily followed by the respective spectator Auger deca
This finding suggests that the spectator electrons are lo
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FIG. 9. Auger decay spectra of multilayered DMDS in the sulfurKL2,3L2,3 region excited by various photon energies around the sulfurK edge. The number
indicated in each spectrum corresponds to the photon energy shown in the total electron yield curve in Fig. 6a~a!. Relation between incident photon energ
and the kinetic energy of the sulfurKL2,3L2,3 Auger line for multilayered DMDS around the sulfurK-edge excitation~b!. Intensities of the Auger peaks as
function of photon energy~c!.
th
d
W
n

d
le
c
he
l-
a

ap

f
th

1
on
tive
ns

r

ing

tor

that
ing
ic
ized at the respective chemical bonds in the course of
Auger decay. Figure 9c summarizes the photon-energy
pendences of the peak intensities of various Auger lines.
have measured the other possible primary decay chan
such as sulfurKL1L2,3, KL1L1 , KL2,3V, andKL1V specta-
tor decays and sulfurKL1 participant decays, but it turne
out that the contributions of these decay channels are
than 10% of theKL2,3L2,3 decay. When we compare Fig. 9
with the XANES spectrum in Fig. 6a, it is revealed that t
S 1s→s* resonant excitation is mostly followed by the su
fur KL2,3L2,3 spectator Auger decay but the participant dec
channels play a minor role. Also it is seen that the sh
resonance is essentially followed by the sulfurKL2,3L2,3 nor-
mal Auger decay.

The main decay channels and possible sequences o
electronic configurations are summarized in Table I for
four primary excitation modes, i.e., the S 1s→s (S–S)* reso-
e
e-
e

els

ss

y
e

the
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nance, S 1s→s (S–C)* resonance, shape resonance, and Ss
ionization. In this table,s* 1 represents the spectator electr
andv denotes the valence orbital. The positive and nega
indices marked in the orbital show the number of electro
and holes, respectively. The primaryKL2,3L2,3 transitions are
followed by theL2,3VV Auger decays, whereV represents
the valence orbital. It was shown that the 2p22s* 1 state
created by theKL2,3L2,3 spectator Auger decay in a simila
molecule is followed by the initialL2,3VV Auger decay with
one 2p hole, which yields two valence holes, and succeed
L2,3VV decay without a 2p hole, which yields four valence
holes. Although we could not distinguish between specta
and normal Auger decays in theL2,3VV Auger decay spectra
due to the broad peak structures, we tentatively conclude
the spectator Auger decay would be predominant by tak
the KLL results into consideration. Thus the final electron



237Low Temp. Phys. 29 (3), March 2003 Y. Baba
TABLE I. The main Auger decay channels and possible sequences of the electronic configurations;v represents one of the valence orbitals,
and the index shown in each orbital denotes the number of electrons;sS–S* 1 andsS–C* 1 are the spectator electrons localized in the S–S and
S–C bonds, respectively.
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configuration at the S 1s→s* resonance is shown a
v24s* 1 in Table I.

It has been established that the positive-ion desorp
following the inner-shell ionization is in many cases w
explained on the basis of the localization of two or mo
positive holes in valence orbitals which are created by
sequence of Auger decays~KF model!.65 The Coulomb in-
teraction between the two holes in an Auger final state le
to localization of this state if the Coulomb energy is larg
than the bandwidth of the corresponding hole state. T
ultimately fragmentation and desorption due to the Coulo
repulsion will happen. This scenario is indeed the case
the adsorbed molecules~condensate! with a relatively narrow
bandwidth of the one-hole state, except for monolayer ad
bates on a metal substrate, where the valence holes are
screened by the electrons in the metal substrate~discussed in
the following section!. Also in the present case, the KF pr
cess would be predominant in the photon energy range w
the normal Auger decay happens. On the other hand, a
core-to-valence resonant excitation where the spectator
ger decay happens, the effect of the remaining electron in
s* orbital on the desorption process must also be taken
account. If the KF model can be applied not only to the c
ionization but also to the resonant core excitation,
photon-energy dependence curve of the ion desorption y
would be identical to that of the total electron yield, becau
the total electrons are mostly composed of inelastically s
tered low-energy electrons irrespective of the primary Au
decay processes. However, this is not the case for the pre
results ~Fig. 6!. Therefore, the observed dissimilarity b
tween the XANES spectrum and ion yield curve sugge
that there exists a process other than the KF process in
S1 and CH3

1 desorption.
The first point of dissimilarity is the disappearance of t

shape resonance peak in the desorption yield curves~Fig.
6a!. This result implies that the desorption of some fragm
ion is enhanced by a special core-to-valence photoexcita
mode. Similar results have been reported for condensed2O
~Refs. 61 and 62! benzene~Ref. 64! at theK-edge photoex-
citation. Also the present authors have observed66 the en-
hancement of the atomic Cl1 desorption from multilayered
CCl4 and SiCl4 at the ClK-edge excitation, where th
Cl 1s→s* resonant excitation yields Cl1 desorption, but
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higher-energy resonances such as Cl 1s→3d* and 5s* in-
duce scarcely any Cl1 desorption. In both the sulfur an
chlorine cases the primary decay channels at the hig
energy resonances are completelyKL2,3L2,3 normal Auger
decay. This fact implies that the final electronic configurati
like V24 does not contribute very much to the fragmentati
and ion desorption. It is the spectator electron in thes*
orbital that is essential for the fragmentation.

The second point of dissimilarity between electron a
ion yield curves is the intensity ratio of the S 1s→s (S–S)* and
S 1s→s (S–C)* peaks~Fig. 6b!. The Auger decay spectra sho
that both resonances are predominantly followed by the
fur KL2,3L2,3 spectator Auger decay. As discussed above,
high desorption yield of Cl1 ions at the Cl 1s→s* reso-
nance in adsorbed SiCl4 is due to the excited electron~spec-
tator electron! in the highly antibondings* orbital. Simi-
larly, the high desorption yields of the CH3

1 and S1 ions at
the S 1s→s* resonances in comparison with those
higher-energy excitation is interpreted in terms of the sp
tator electrons in the highly antibondings* orbital. The spe-
cial point in the present case is that the spectator electron
the s (S–S)* and s (S–C)* bonds are localized at the respecti
sites, as is confirmed by the two-step linear kinetic-ene
dispersion~Fig. 9b!. Therefore the spectator electrons loca
ized at thes (S–C)* orbital would break the S–C bond, whil
those localized at thes (S–S)* orbital would cut the S–S bond
The cleavage of the S–C bond will mainly produce CH3

1

ions ~higher charged ions such as CH3
21 were not separated

in the present experiment!. On the other hand, breaking th
S–S bond may produce CH3S1 ions. However, the intensity
of the CH3S1 ions at the S 1s→s (S–S)* resonance is ex-
tremely low, and only CH3

1 and S1 ions are observed in
comparable intensity. Concerning the desorption of mole
lar ions, we have observed that the desorption of the r
tively light atomic Cl1 ions from solid CCl4 is induced by
the spectator electron in thes* orbital, but the desorption o
heavier molecular CCl3

1 ions is not specially caused by th
Cl 1s→s* resonance due to the slow movement of su
heavier molecular species.66 This explanation holds for the
absence of the CH3S1 desorption at the S 1s→s (S–S)* reso-
nance. We consider that the comparable yields of the C3

1

and S1 ions in mass spectrum are ascribed to the dissocia
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of the CH3S1 in the course of the desorption process.

7. DIRECT AND INDIRECT PROCESSES IN X-RAY INDUCED
ION DESORPTION

Up to here, we have presented some examples where
core-to-valence resonance excitations in condensed and
molecules induce element-specific and site-specific ion
sorption. The remaining question is, in what case does su
specific reaction happen? and, the other way, in what c
does a specific reaction not happen? To answer these q
tions, it is important to separate two processes. The first
‘‘direct’’ process. This is the reaction directly induced b
core excitation. If this process is predominant in the fra
mentation and desorption, a specific excitation of core-le
electrons would be followed by specific fragmentation a
desorption. The second is an ‘‘indirect’’ process or ‘‘secon
ary’’ process. This is the reaction induced mainly by the s
ondary electrons, such as photoelectrons, Auger electr
and inelastically scattered low-energy electrons. Even if
direct process at the core-to-valence resonance induces a
cific reaction, the secondary electrons would also induc
nonspecific reaction. This situation is illustrated schem
cally in Fig. 10. One of the approaches used to separate
two processes in adsorbed systems is the coincidence
nique, in which the desorbed ions are detected in coincide
with the photoelectrons and Auger electrons. This appro
was reviewed in detail elsewhere by Maseet al.67–70Another
approach is to prepare well-controlled mono- and multila
films of molecules on a substrate, and compare the des
tion features between adsorbate excitation and substrate
citation. The main idea is as follows. For the multilayer, t
core excitation in the molecules takes place inside the la
So the effect of secondary electrons on the reaction canno
ignored. On the other hand, if we prepare a precise ph
isorbed monolayer and excite only adsorbed molecules, m

FIG. 10. Schematic of the direct and indirect processes in photofragme
tion and desorption induced by inner-shell electron excitation.
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of the secondary electrons are emitted into vacuum, so
can pick up only the direct process. For this purpose it
essential to prepare a pure physisorbed monolayer, bec
an island structure containing a multilayer region would
verely affect the desorption features.

Figure 11 shows the examples of the temperatu
programmed-desorption~TPD! spectra for CCl4 /Cu(100)
taken at various dosing times.71 The intensity of the lower-
temperature peak~A! around 145 K increases proportional
with the dosing time, while that of the higher-temperatu
peak ~B! around 180 K is constant. Therefore we assign
the peaksA andB as the desorption signals from the phy
isorbed multilayer and monolayer, respectively. The num

ta-FIG. 11. Temperature-programmed-desorption spectra for CCl4 /Cu(100).
The pressure of the gas-dosing vacuum line was kept at 0.01 Torr, an
surface was dosed at the respective time indicated in each spectrum.

FIG. 12. Mass spectra of desorbed ions from adsorbed CCl4 at various film
thickness following the Cl 1s→s* resonant photoexcitation (hn
52824.8 eV). The number of layers indicated in each column was preci
determined by TPD measurements~a,b,c!. Relative intensities of the Cl1

and CCl3
1 ions desorbed by the Cl 1s→s* resonance as a function of th

number of layers~d!.
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of the layer was precisely determined by the calibrat
curve for the intensity ratio of the peakA to peakB as a
function of dosing time. For preparation of the pure mon
layer we dose several layers at 80 K and then heat the
strate up to 165 K. This procedure results in the formation
a pure homogeneous monolayer.

Figure 12a, b, c shows the mass spectra of
desorbed ions from CCl4 /Cu(100) at various thicknesse
following the Cl 1s→s* resonant photo-excitation
(hn52824.8 eV).72 For the multilayer, both atomic Cl1 and
molecular CCl3

1 ions are desorbed in almost comparable
tensity. In contrast, only Cl1 ions are desorbed from th
monolayer. In Fig. 12d the desorption intensities of these
species are plotted as a function of the film thickness. P
dominance of the Cl1 ions over the CCl3

1 ions is observed in
films thinner than 3 layers. The intensities of both ions
almost saturated at 4 layers. We consider that this phen
enon is due to the difference in the mass of the desor
species. The desorption of the Cl1 ions is ascribed to the fas
bond-breaking process due to the spectator electron in ths*
orbital, as previously discussed. This means that the mo
ment of the Cl atom in the highly repulsive C–Cl potent
curve begins already during the Auger transition, overco
ing the screening by the copper substrate. This may ind
the CCl3

1 desorption as a counterpart. But due to the re
tively slow movement of the heavier CCl3

1 ions, thev24s*
state is quenched by the screening before the desorptio
the CCl3

1 ions happens. This means that for multilayer
adsorbates~molecular condensates!, the screening effect on
the top surface layer is reduced as compared with that for
monolayer, because the adsorbates themselves behave
spacer layer which hinders the charge transfer scree
from the metal substrate. It has been reported that whe
rare-gas spacer layer is introduced between the molec
adsorbate and metal substrate, the features of elec
stimulated desorption are not identical to those withou
spacer layer, due to the weakening of the charge-tran
screening;73 this is well consistent with the present results

As to the photon-energy dependence of the desorp
yield, Cl1 desorption from the monolayer is observed on
when the photon energy is tuned at the Cl 1s→s* resonance
in adsorbates. Note that the excitation of the substrate d
not induce any ion desorption. This was clearly confirmed
similar systems where the core-to-valence resonant ex
tion in adsorbed thin films dominates the ion desorption o
the secondary-electron-induced ion desorption following
substrate excitation.74,75

More-direct evidence for the screening effect of the s
strate on the ion desorption can be obtained when we c
pare the ion desorption following the core excitation in ph
sisorbed molecules by changing the electronic property
the substrate. The systems investigated are the pho
stimulated ion desorption by ClK-edge excitation for a
monolayer of CCl4 on metallic Cu~100! ~strong coupling!,
semiconducting Si~100! ~medium coupling!, and insulating
SiO2 with a wide band gap~weak coupling!.71 Figure 13
shows the mass spectra of the desorbed ions following
Cl K-edge excitation (hn52824.2 eV) for monolayer CCl4

on three different substrates. The thickness of the layers
precisely adjusted by the TPD spectrum. It is clearly se
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that only atomic Cl1 ions are desorbed from monolayer CC4

on Cu~100! and Si~100! surfaces, while both atomic Cl1 and
molecular CCl3

1 ions are desorbed from CCl4 /SiO2 . The
difference in the mass spectral pattern suggests that ex
states leading to the CCl3

1 desorption are quenched in th
strong- and medium-coupling systems, while they survive
weak-coupling system.

Figure 14 displays the photon-energy dependences o
total electron yields~TEY! and desorption yields around th
Cl K-edge excitation for ~a! CCl4 /Cu(100) and ~b!
CCl4 /SiO2 . The peak positions and relative intensities of t
TEY curve are almost the same as those reported for
phase CCl4 and condensed CCl4 . The most intense peak
around 2824.2 eV originate from the resonant excitat
from the Cl 1s to unoccupieds* orbital, and the higher-
energy peaks centered around 2832 eV are attributed to
citations to a mixture of 5s* and 3d* orbitals. For
CCl4 /Cu(100), the Cl1 desorption happens only at th
Cl 1s→s* resonance. The desorption peak at the Cls
→5s* , 3d* resonance is missing. On the other hand,
CCl4 /SiO2 a small maximum of the Cl1 desorption is seen
at the Cl 1s→5s* , 3d* resonance.

In the bottom panels in Fig. 14 the kinetic energies of t
Cl KL2,3L2,3 Auger peaks are plotted as a function of t
incident photon energy. The kinetic energy of the specta
Auger peaks shifts linearly with increase in the photon e
ergy. This phenomenon is characteristic to the spectator
ger electron and was interpreted in terms of the Auger re
nant Raman effect,52–58 as previously discussed. Note th

FIG. 13. Mass spectra of desorbed ions from CCl4 /Cu(100) ~a!,
CCl4 /Si(100) ~b!, and CCl4 /SiO2 ~c! following the ClK-edge excitation.
The number of layers in each sample was precisely adjusted to be
monolayer based on the TPD measurements. The energy of the x r
tuned at 2824.2 eV, which corresponds to the Cl 1s→s* resonance excita-
tion.
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FIG. 14. Photon energy dependences of the total electron yields~XANES! and ion desorption yields for CCl4 /Cu(100)~a! and CCl4 /SiO2 ~b!. In the bottom
panels, the kinetic energies of the ClKL2,3L2,3 Auger electrons are plotted as a function of the photon energy.
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the discontinuity of the ClKL2,3L2,3 energy is observed
around the Cl 1s threshold,hn52826 eV, for CCl4 /SiO2 ,
while the spectator Auger peak changes continuously into
normal Auger peak for CCl4 /Cu(100). It was revealed tha
for strongly bound molecular adsorbates the Auger de
starts from a fully relaxed neutral core excited state, indep
dently of the primary excitation~neutral or ionic!. Actually
the continuous energy shifts~from spectator to normal! was
observed in monolayer adsorbates but not in multila
adsorbates.55 The observed discontinuity in CCl4 /SiO2 sug-
gests that the Auger decay below the Cl 1s threshold starts
from not relaxed core excited state but fully localiz
1s21s* state, resulting in the different final electronic co
figuration from that of the normal Auger decay.

On the basis of the results, the possible desorp
mechanisms are as follows. For CCl4 /Cu(100) and
CCl4 /Si(100), the Cl1 desorption happens only at th
Cl 1s→s* resonance by the fast bond-breaking survivi
the screening effect due to the remaining electron~the ‘‘spec-
tator’’ electron! in the highly antibondings* orbital. The
missing of the CCl3

1 desorption can be again interpreted
the quenching of theV24s* states by the charge-transf
screening due to the relatively slow movement of molecu
species. For the CCl4 /SiO2 system, on the other hand, th
existence of the CCl3

1 ions indicates that even heavy molec
lar species survive because the screening effect is neglig
The CCl3

1 yield curve fairly resembles the TEY curve~Fig.
14b!. Such similarity between desorption yield curve of ion
e

y
n-

r

n

r

le.

fragment and XANES spectrum is a rather ordinary pheno
enon in a condensed layer~multilayer!, and this is interpreted
by the effect of the inelastically scattered low-energy seco
ary electrons which are emitted following the Auger tran
tion regardless of the Auger decay types. In a weakly scre
ing substrate such as an insulator, such relatively s
processes as the secondary-electron effect survive unti
molecular-ion desorption occurs, even in a monolayer m
lecular adsorbate. It is found that such slow processes pl
key role in photochemical reactions on insulator surfac
For the Cl1 ion desorption from CCl4 /SiO2 , the contribu-
tion of the spectator-electron-induced fast bond-break
would be included at the Cl 1s→s* resonance. However
the weakly observed Cl1 desorption at the Cl 1s→5s* , 3d*
resonance~Fig. 14b! cannot be interpreted in terms of th
effect of the spectator electron because this excitation is
parently followed by normal Auger decay, whose final ele
tronic configuration isV24. This slight enhancement woul
be attributed to the Coulomb repulsive force among the m
tivalence holes as a final state of the normal Auger deca

8. CONCLUDING REMARKS

This article summarizes recent work on ion desorpt
from adsorbed molecules following irradiation by soft x ray
The data presented here are focused on the pos
fragment-ion desorption from adsorbed and condensed m
ecules containing third-row elements following theK-edge
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excitations. The element-specific and site-specific fragm
ion desorptions are clearly observed in condensed SiCl4 and
Si~OCH3)4 . Examples of the site-specific ion desorption a
also presented for adsorbed Si~CH3)3F and condensed
(SCH3)2 . Such site-specific ion desorptions are charac
ized by resonant photoexcitation from the same core-le
into different unoccupied orbitals. In order to clarify th
mechanism of the highly specific ion desorption, we ha
measured the Auger decay spectra excited by the pho
around the core-level ionization thresholds and the pho
energy dependences of the electron and ion yields. As a
sult, it is found the localization of the excited electrons in t
antibonding valence orbitals~termed as ‘‘spectator’’ elec
trons! play key roles in the specific ion desorption as well
the localization of the core levels. The excitation of co
levels in an adsorbed system is followed by the emission
various secondary electrons which may induce a nonspe
reaction. Therefore we separate the direct and indirect
cesses by preparing well-controlled mono- and multilaye
It is revealed that the resonant excitation in thin films
adsorbates induce highly specific desorption of light atom
ions. In contrast, the specificity becomes weak in multilay
due to the effect of the secondary electrons.

Understanding of the processes of element-specific
site-specific fragmentation and desorption from solid s
faces will shed light on the future application of x-ra
induced photochemical processes to the modification of
terials surfaces.

The work reported here has been done with the excel
collaboration of Drs. T. A. Sasaki, H. Yamamoto, K. Yosh
Y. Teraoka, T. Sekiguchi, and I. Shimoyama of Japan Atom
Energy Research Institute~JAERI!. The most of the experi-
ments presented here were performed at the BL-27A sta
of the Photon Factory of the High Energy Accelerator R
search Organization~KEK-PF!. I am deeply grateful to the
support of the stuff of the KEK-PF, in particular Professor
Kobayashi. Also Drs. H. Motohashi, H. Konish, A. Yokoy
and the stuff of JAERI are gratefully acknowledged for tec
nical support in the experiments as well as fruitful discu
sion.
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This article reviews our recent work on photostimulated ion desorption~PSID! from molecules
condensed at low temperature. We have used electron–ion coincidence~EICO!
spectroscopy combined with synchrotron radiation. The history and present status of the EICO
apparatus is described, as well as our recent investigations of condensed H2O, NH3,
CH3CN, and CF3CH3. Auger electron photon coincidence~AEPICO! spectra of condensed H2O
at the O:1s ionization showed that H1 desorption was stimulated by O:KVV Auger
processes leading to two-hole states~normal-Auger stimulated ion desorption~ASID! mechanism!.
The driving forces for H1 desorption were attributed to the electron missing in the O–H
bonding orbitals and the effective hole–hole Coulomb repulsion. The normal ASID mechanism
was also demonstrated for condensed NH3. The H1 desorption at the 4a1←O~N):1s
resonance of both condensed H2O and condensed NH3 was found to be greatly enhanced. Based
on the AEPICO spectra the following four-step mechanism was proposed:~1! the 4a1←1s
transition,~2! extension of the HO–H (H2N–H) distance within the lifetime of the (1s)21(4a1)1

state,~3! spectator Auger transitions leading to (valence)22(4a1)1 states, and~4! H1

desorption. The enhancement of the H1 desorption yield was attributed to the repulsive potential
surface of the (1s)21(4a1)1 state. At the 3p←O:1s resonance of condensed H2O, on the
other hand, the H1 yield was found to be decreased. The AEPICO spectra showed that the H1

desorption was stimulated by spectator Auger transitions leading to (valence)22(3p)1

states. The decrease in the H1 yield was attributed to a reduction in the effective hole–hole
Coulomb repulsion due to shielding by the 3p electron. Photoelectron photon coincidence
~PEPICO! spectra of condensed H2O showed that the core level of the surface H2O
responsible for the H1 desorption was shifted by 0.7 eV from that of the bulk H2O. The H1

desorption from condensed CH3CN was also investigated. In a study of condensed
CF3CH3 using PEPICO spectroscopy, site-specific ion desorption was directly verified; that is,
H1 and CH3

1 desorption was predominant for the C:1s photoionization at the -CH3 site,
while C2Hn

1 , CFCHm
1 , and CF3

1 desorption was predominantly induced by the C:1s
photoionization at the -CF3 site. These investigations demonstrate that EICO spectroscopy
combined with synchrotron radiation is a powerful tool for studying PSID of molecules condensed
at low temperature. ©2003 American Institute of Physics.@DOI: 10.1063/1.1542445#
s

w-
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d
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1. INTRODUCTION

Photo-stimulated ion desorption~PSID! induced by core-
electron excitations of atoms and molecules on surfaces i
active research field in surface science.1–6 Detailed investi-
2431063-777X/2003/29(3)/16/$24.00
an

gations of this topic have been very valuable for the follo
ing areas:~1! vacuum technology to suppress ion desorpt
induced by electron impact,~2! chemical reactions induce
by high-energy particles on the inner walls of accelerat
and fusion reactors, and~3! radiation damage of biomol
© 2003 American Institute of Physics
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ecules and x-ray optics. In addition, PSID at low temperat
seems to play important roles in the solar system,7 for ex-
ample, in production of O2 on icy satellites,8 as a substantia
source of sodium in the lunar atmosphere,9 and in the forma-
tion of interstellar molecular hydrogen on the surfaces
cosmic dust grains.10,11

In studies of PSID, the electron–ion coincidence~EICO!
method is a very powerful tool because it can be used
measure ion desorption yields for core excitation and sub
quent Auger transitions. Although excitations of surfaces
x-ray-induced electrons~photoelectrons, Auger electron
and secondary electrons! lead to ion desorption~x-ray-
induced electron-stimulated desorption!,12 the EICO spec-
trum exhibits a peak only for the ion desorption initiated
the emission of a selected primary electron. Ionic fragme
formed by x-ray-induced electron-stimulated desorption,
well as false counts due to the coincidence of a prim
electron emitted from one molecule and an ion dissocia
from another molecule, contribute only to a flat backgrou
noise. Although reneutralization by electron transfer from
substrate is efficient, and far fewer ions than neutrals
desorbed from the surface,13–15by using the EICO method to
detect the surviving ionic fragments we can possibly obt
information about the process initiating the desorption.

Electron–ion coincidence spectroscopy combined w
synchrotron radiation has traditionally been developed in
very powerful tool for investigating the fragmentation d
namics of molecules in the vapor phase.16 Measurements o
energy-selected EICO in the vapor phase, however, are
easy. The coincidence count rate is low even under exp
mental conditions in which strong irradiation is produced
an undulator beamline, and long data collection times
thus necessary.17 In contrast, the coincidence count rate
high on a surface because the sample density there is m
higher than that in a vapor. Furthermore, in the vapor ph
an electric-field gradient applied across a wide ionization
gion ~typically 1 mm! greatly smears the energy distributio
of photoelectrons and Auger electrons.18 An electric-field
gradient of 10 V/mm, for example, lowers the energy re
lution of the photoelectrons and Auger electrons to more t
10 eV. In contrast, the electric-field gradient applied acr
the ionization region on a surface is low, and an electric fi
applied for the purpose of detecting ions does not smear
energy distribution of the photoelectrons and Auger el
trons. This makes it easy to use EICO spectroscopy to de
a fragment ion and an energy-selected photoelectron or
ger electron from a surface.

Thus, in 1985 Knotek and Rabalais developed an EI
apparatus combined with an electron beam for surf
studies.19 They applied it to investigate F1 desorption from a
fluorinated, oxidized Ti~100! surface. The coincidence spe
tra, however, were not clear enough to determine the
desorption mechanism. After that pioneering work, howev
EICO spectroscopy was not applied for surface studies a
until 1996, because of several problems characteristic to
faces, such as the abundance of secondary electrons an
high probability of recapture or neutralization of ions.

In 1996, two of the authors~K.M. and M.N.! and their
collaborators developed an improved EICO apparatus.20 It
was implemented with an electron beam20 and synchrotron
e
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radiation.21 Synchrotron radiation is more advantageous th
an electron beam because the resonant excitations are a
sible and the secondary electrons are drastically redu
Since then, K.M. and his collaborators have constructe
total of four EICO analyzers20–26 and are now testing the
performance of their latest model.25,26 EICO spectroscopy
has now been widely applied for studies of ion desorpt
from condensed molecules such as H2O ~Refs. 23,27–32!,
NH3 ~Refs. 33–35!, CH3CN ~Refs. 36–38!, Si~CH3)4 ~Ref.
39!, and C6H6 ~Ref. 40!, and for molecules showing site
specific fragmentation~Refs. 23,41–45!. This method has
also been applied for polymethyl methacrylate th
film,38,46–48a Si~100! surface terminated by fluorine,22 H2O
dissociatively chemisorbed on a Si~100! surface
@H2O/Si(100)#,31,49,50 a CaF2(111) film epitaxially grown
on Si~111!,22,51 and a TiO2(110) surface.52 The ion desorp-
tion mechanisms that have been elucidated by EICO sp
troscopy so far have been described in detail in previ
overviews.53–55

In this article we describe the present status of the EI
apparatus~Sec. 2! and discuss six recent investigations f
H2O ~Secs. 3.1.1 and 3.1.2!, NH3 ~Secs. 3.2.1 and 3.2.2!,
CH3CN ~Sec. 3.3!, and CF3CH3 ~site-specific fragmentation
Sec. 3.4! condensed at low temperature. In Sec. 4, we su
marize our conclusions and discuss the future direction
EICO spectroscopy in surface science.

2. ELECTRON–ION COINCIDENCE APPARATUS

Figure 1 shows pictures of the first and second EIC
analyzers, together with a schematic diagram of the fi
EICO apparatus implemented with synchrotron radiati
The first analyzer21 consisted of an electron gun, a coaxi
cylindrical mirror analyzer~CMA!, a time-of-flight ion mass
spectrometer~TOF-MS!, a power supply, and an electron
system for measurements. The CMA consisted of a magn
shield, semi-cylinders 58 and 120 mm in diameter~solid
angle50.24 sr!, three sets of compensation electrodes
maintain a radial electric field, retarding grids, a cylindric
slit, and tandem microchannel plates~MCPs!. The CMA had
a resolving power ofE/DE580 without a retarding field.
The TOF-MS consisted of an electric field shield, a drift tu
with an ion-extraction grid (T1), a 96-mm drift tube (T2
and T3), a deflector, a focusing system, and MCPs. T
deflector was added to prevent scattered synchrotron ra
tion and emitted soft x rays from impinging on the MCP
The distances between the sample andT1, and betweenT1
and T2, were 13 and 1 mm, respectively. A pair of conic
electrodes was spotwelded to the shield andT1 as a lens
system to collect ions desorbed into all solid angles. T
transmittance of the three meshes inserted perpendicula
the axis of the TOF tube was 0.47, and the ion detect
efficiency of the MCPs was 0.60. The angle between the a
of the CMA and the electron gun was 5 deg, and that
tween the CMA and the TOF-MS was 30 deg. Most of t
metallic parts of the CMA were made of SS 316L, who
residual magnetism was diminished by annealing. The CM
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FIG. 1. Pictures of the first and second EICO analyzers and a schematic diagram of the first model implemented with synchrotron radiation. The abions
used are defined as follows: PA, preamplifier; Disc, discriminator; T1, drift tube with an extraction grid; T2 and T3, 95-mm drift tube; F, focusing sysem; D,
deflector; G, retarding grids; UHV, ultrahigh vacuum; MCP, microchannel plate; TOF-MS, time-of-flight ion mass spectrometer; CMA, cylindricalor
analyzer; MCS, multichannel scaler.
er

dia
ze
te
l
t
fo
a

er
er
n
le

C
r

gi
an
da
ce

tu
n
th
io
ge

d
on

o

on

the
-
e,

m-
s
ns
nts
f 5
ing

as

a-

us

ed
r.
nd

ird
ine
V-

he
y
s
on-

r-
-

, a
g-
er.
the TOF-MS, and a 75-mm retraction mechanism w
mounted on a 203-mm-diameter conflat flange.

The sample surface was excited by synchrotron ra
tion, and the energy of the emitted electrons was analy
with the CMA, while the desorbed ions were accelera
towards the TOF-MS. The surface normal was set coaxia
the TOF-MS. The angle between the surface normal and
synchrotron radiation was 60 deg. The voltage supplies
the CMA were controlled with a personal computer via
D–A converter board. The electron and ion signals w
transformed to negative NIM pulses by using preamplifi
and discriminators. The ion counts were recorded, as a fu
tion of the TOF difference between the energy-selected e
trons and the ions, with a multichannel scaler~MCS! by
taking the electron signal as the starting trigger. The M
was also controlled from the computer via an interface boa
Ions desorbed in coincidence with the detected electrons
a coincidence signal at a specific TOF, while ions irrelev
to the electrons increase the background level. As the
accumulation timeta increases, the ratio of the coinciden
signal to the background level improves in proportion tota

1/2,
because the background is derived from statistical fluc
tions. Since the selected electron kinetic energy correspo
to a particular photoelectron or Auger-electron emission,
coincidence signal intensity represents the yield of the
desorption induced by the photoelectron emission or Au
process.

The second model22 did not contain an electron gun an
consisted of a CMA, a TOF-MS, and a 50-mm retracti
mechanism. The CMA had a solid angle of 1.0 sr~semi-
cylinders 56.0 and 132.0 mm in diameter and six sets
compensation electrodes! and a resolving power ofE/DE
580. The metallic parts of the analyzer were made of n
magnetic SS 310.
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Figure 2 shows a schematic diagram and picture of
third EICO analyzer.23,24 To achieve a decent signal-to
background ratio within a reasonable data collection tim
the solid angle of the CMA was designed to be 1.1 sr~cyl-
inders 54.0 and 133.0 mm in diameter and six sets of co
pensation electrodes!. The TOF-MS without a deflector wa
positioned coaxially with the CMA, and the desorbed io
flew straight ahead to the MCPs. With these improveme
the signal-to-background ratio was improved by a factor o
compared to the second model. The designed resolv
power of the CMA was limited toE/DE5100 because of the
large solid angle. The actual resolving power, however, w
degraded toE/DE580 due to the ion extraction field~17
V/mm! and the relatively large spot size of the monochrom
tized synchrotron radiation used~131 mm!. The resolving
power was not impressive but was still effective for vario
ion desorption studies.

Figure 3 shows a typical EICO spectrum for condens
H2O ~see Sec. 3.1.1! measured with the third EICO analyze
The influence of the scattered synchrotron radiation a
emitted soft x rays was found to be negligible. The th
EICO apparatus is currently active at the BL2B1 beaml
installed with a 2-m grasshopper monochromator at the U
SOR synchrotron-radiation facility in Okazaki, Japan. T
typical photon intensity is 108– 109 photons/s at an energ
resolving power ofE/DE5500. The third EICO apparatus i
also used at the BL13 beamline at the HiSOR synchrotr
radiation facility in Higashi-Hiroshima, Japan.

K. M. and his collaborators are now testing the perfo
mance of the latest~fourth! model at the PF synchrotron
radiation facility in Tsukuba, Japan~Fig. 4!.25,26 The advan-
tage of this model is that instead of a conventional CMA
new coaxially symmetric mirror analyzer developed by Sie
bahn et al.56 is employed as the electron energy analyz
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The analyzer consists of an inner electrode, an outer e
trode, three sets of compensation electrodes, and a mag
shield. The solid angle of this analyzer is designed to be
sr, while the designed and actual resolving powers
E/DE5300 and 120, respectively. A short TOF-MS is i
stalled coaxially inside the electron energy analyzer.

FIG. 2. Schematic diagram and picture of the third EICO analyzer im
mented with synchrotron radiation.

FIG. 3. Typical EICO spectrum of condensed H2O.
c-
tic

.2
re

The first, second, and third EICO apparatus were u
for the investigations described in Sec. 3.2, Secs. 3.3 and
and Sec. 3.1, respectively. Unless otherwise noted, in
investigations described in Secs. 3.1, 3.2.1, and 3.3, the
strate was cooled by liquid nitrogen to about 100 K. In t
investigation described in Secs. 3.2.2 and 3.4, the subs
was cooled by flowing cold helium gas to about 50 K. The
the sample surface was prepared by exposing the substra
a sample gas or by spraying a sample gas onto the subs
with a pulsed valve.

-

FIG. 4. ~a! Schematic diagram of the latest EICO analyzer implemen
with synchrotron radiation.~b! Isoelectric lines simulated with SIMION 3D
version 7.0~Idaho National Engineering and Environmental Laborato!
under the conditions that the voltages of the inner electrode and the m
netic shield are 0 V, that of the outer electrode is2100 V, and that of the
ion-extraction grid of the TOF-MS is230 V. Electron and ion trajectory
lines simulated with SIMION 3D are also shown in Fig. 4a, under t
conditions that the electron kinetic energy is 182.75 eV and the elec
emission angles are 52–67 deg.~c! Picture of the latest EICO analyzer.



n

247Low Temp. Phys. 29 (3), March 2003 Mase et al.
FIG. 5. Three-step H1 desorption mechanism for the O:1s ionization of condensed H2O ~normal ASID!: ~1! formation of a core-hole by an O:1s
photoelectron emission~;0.1 fs!, ~2! formation of a two-hole state by an O:KVV transition~1–10 fs!, and~3! H1 desorption induced by Coulomb repulsio
between two holes and by electrons missing from O–H bonding orbitals~10–100 fs!.
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3. PHOTOSTIMULATED ION DESORPTION FROM
CONDENSED MOLECULES STUDIED WITH EICO
SPECTROSCOPY

3.1. H2O

3.1.1. PSID mechanism studied with AEPICO. The most
probable model of ion desorption is the Auger-stimulated
desorption~ASID! mechanism~Fig. 5!, which is simply de-
scribed as a sequence of three steps:~1! a core-electron tran
sition leaving a core hole~;0.1 fs!, ~2! an Auger transition
leaving multiple valence holes~1–10 fs!, and ~3! decay of
the multi-hole state, causing ion desorption~10–100 fs!. The
ASID mechanism was initially proposed by Knotek and F
belman for O1 desorption induced by Ti:3p ionization at a
TiO2 surface, where the driving force was attributed to t
Coulomb repulsion between Ti21 and O1 created by an in-
teratomic Auger process.57 Later, the ASID model was ex
tended for covalently bonded systems.58 Several theoretica
groups reported that two holes are localized on one mole
in Auger final states,59 which are sufficiently long lived to
stimulate ion desorption.60–62 However, the details of the
ASID mechanism, the factors that influence desorption pr
ability, and the decay processes competing with desorp
have hardly been explored, because there have been no
for investigating the intermediate Auger transitions resp
sible for ion desorption. In addition, ion desorption by x-ra
induced electron impact often dominates the prim
processes.12 Recently, however, we have found that Aug
electron photon coincidence~AEPICO! spectroscopy is an
ideal tool for investigating the ASID mechanism, becaus
provides the yield for the ion desorption channel caused
selected Auger transitions.
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In this Section we describe a study of the H1 desorption
mechanism for the O:1s ionization23,27,29,31,53–55and reso-
nant excitations23,28,30,31,54,55of condensed H2O by using
AEPICO spectroscopy. Since the nature of the surface
condensed H2O is critically important for many fields, exten
sive studies have been carried out.63–65Ion desorption stimu-
lated by electronic transitions from the O:1s core level in
condensed H2O has been investigated theoretically,66 by us-
ing an electron beam,67 and by using synchrotron
radiation.68,69

Figure 6 shows the total ion yield~TIY, solid line!, Au-
ger electron yield~AEY, dashed line!, and TIY/AEY spectra
~solid circles! in the range of the O:1s excitation of con-
densed H2O. The TIY spectrum shows the H1 desorption
yield, as will be described later. The AEY spectrum rep
sents the photoabsorption spectrum in the range of the Os
excitation, and the TIY/AEY intensity is proportional to th
number of H1 ions desorbed per photon absorbed. The T
AEY spectrum shows a characteristic threshold peak at
4a1←O:1s resonance (hn5533.6 eV) and a suppressio
at the 3p←O:1s resonance (hn5535.4 eV). The spectrum
is nearly constant above the O:1s ionization threshold
(hn.547.6 eV).

Figure 7a shows the O:1s normal Auger-electron spec
trum ~AES! of condensed H2O taken at a photon energy o
547.6 eV. The electronic configuration of H2O is given by
(1a1)2(2a1)2(1b2)2(3a1)2(1b1)2, where 1a1 is approxi-
mately characterized as O:1s, 2a1 and 1b2 as O–H bonding
valence orbitalsVB , and 3a1 and 1b1 as nonbonding lone
pair orbitals of oxygenVNB ~Ref. 66!. Accordingly, the
Auger final states with two holes are as follow
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(2a1)22, (2a1)21(1b2)21, (1b2)22, (2a1)21(3a1)21,
(2a1)21(1b1)21, (1b2)21(3a1)21, (1b2)21(1b1)21,
(3a1)22, (3a1)21(1b1)21, and (1b1)22. The peak assign
ments according to previous reports70,71 are also shown in
Fig. 7a. The O:1s Auger intensity is proportional to the Au
ger transition probability leading to the individual Auger
nal states with two holes.

Figure 3 shows an example of an AEPICO spectrum
condensed H2O. One can see that a great portion of the H1

ions are desorbed coincidentally. Other species such as1

FIG. 6. TIY ~solid line!, AEY ~electron kinetic energy5490 eV, dashed
line!, and TIY/AEY spectra~solid circles! of condensed H2O. The TIY
spectrum shows a 4a1←O:1s peak at 533.6 eV, but the peak energy of t
TIY/AEY spectrum~532.6 eV! is lower by 1 eV. The reason for this woul
be that the 4a1←O:1s peak energy of surface H2O, from which ion desorp-
tion takes place, is lower than that of bulk H2O ~Ref. 75! and that excitations
by x-ray-induced electrons coming from bulk H2O induce ion desorption
from surface H2O at 533.6 eV.

FIG. 7. ~a! O:1s normal AES of condensed H2O. ~b! H1 AEPICOYS for
the O:1s normal Auger transitions of condensed H2O. The spectra in panels
a and b were taken at a photon energy of 547.6 eV.
f

and OH1 are negligible due to the lower desorptio
efficiencies.69

Figure 7b shows the H1 AEPICO yield spectrum~AEPI-
COYS!, in which the integrated AEPICO count for H1 is
plotted as a function of the Auger-electron kinetic ener
The AEPICO yield is proportional to the product of the A
ger transition probability~the formation probability of the
Auger final state with two holes! and the ion desorption
probability from the Auger final state. By comparing Fig. 7
with Fig. 7b, we can obtain information about the ion d
sorption probability from the individual Auger final states.

The two-hole states of condensed H2O are classified into
three categories: (VB)22, (VNB)22, and (VB)21(VNB)21.
The order of decreasing Auger electron yield is (VNB)22

.(VB)21(VNB)21.(VB)22 ~Fig. 7a!, while the order of de-
creasing H1 AEPICO yield is (VB)22.(VB)21(VNB)21

.(VNB)22 ~Fig. 7b!. Since the number of H1 ions desorbed
per photon absorbed is proportional to the quantity (H1

AEPICO yield/Auger electron yield!, these results show tha
the order of decreasing number of H1 ions desorbed pe
photon absorbed is (VB)22.(VB)21(VNB)21.(VNB)22. As
the number of holes inVB increases, the number of H1 ions
desorbed per photon absorbed increases. Thus, the no
ASID mechanism is reasonable, and the cause of the1

desorption is the Coulomb repulsion between the two ho
formed in VB ~Fig. 5!. As H1 ions are released into th
vacuum due to the Coulomb repulsion between H1 and
OH1, the OH1 ions are pushed toward the substrate a
neutralized or recaptured.

Next we describe a study of the H1 desorption mecha-
nism for the 4a1←O:1s resonant excitation of condense
H2O.23,28,30,31,54,55As shown in Fig. 6, the H1 desorption
yield has a characteristic threshold peak at the 4a1←O:1s
resonance. The H1 desorption mechanism for the 4a1

←O:1s resonance thus seems very different from that in
O:1s ionization. The subject of the H1 desorption mecha-
nism for the 4a1←O:1s resonant excitation is interestin
from the viewpoint of ultrafast photodissociation, i.e., bon
breaking during the lifetime of the core-excited state. U
trafast photodissociation was, for the first time, found in t
4ps* ←Br:3d resonance of HBr.72 Evidence for the ultra-
fast photodissociation of neutral H has also been shown
the 4a1←O:1s resonance of isolated H2O.73,74 The neutral
H yields from condensed H2O and condensed NH3, how-
ever, show no enhancement by ultrafast dissociation in
4a1←1s resonance.75

Figure 8a shows the 4a1←O:1s resonant AES of con-
densed H2O taken at a photon energy of 533.6 eV~solid
line!, together with the normal AES taken at a photon ene
of 547.6 eV~dashed line!. The spectator Auger transition, i
which the excited electron does not participate, occurs
marily in the resonant Auger transition.74 When the resonan
tunneling of the excited electron to a neighboring molec
accelerates the delocalization of the electron, the normal
ger transition is seen, in addition to the spectator Auger tr
sition, in the AES.76–78Thus, for the solid line in Fig. 8a, the
normal AES is likely to be superimposed on the specta
AES. In the AES the peak of the spectator Auger transition
located a few electron-volts above that of the correspond
normal Auger transition, because the excited electron shi
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the hole–hole Coulomb repulsion and stabilizes the spect
Auger final state. To obtain the pure spectator AES, we s
tracted the dashed line from the solid line in Fig. 8a~differ-
ence AES!. The pure spectator AES thus obtained~solid
circles in Figs. 8a and 8b! shows three peaks at 502.5, 482
and 462.5 eV. Since the peak of the spectator Auger tra
tion is, as described above, located a few electron-v
above that of the normal Auger transition~Fig. 7a!,
these three peaks at 502.5, 482.5, and 462.5 eV are ass

FIG. 8. ~a! 4a1←O:1s spectator AES~solid line!, O:1s normal AES
~dashed line!, and difference AES~solid circles! of condensed H2O; ~b! H1

AEPICOYS for the 4a1←O:1s spectator Auger transitions~open circles!
and difference AES~solid circles! of condensed H2O.
or
b-

,
si-
ts

ned

to the spectator Auger final states with charact
of (O:2p)22(4a1)1, (2a1)21(O:2p)21(4a1)1, and
(2a1)22(4a1)1, respectively.70,71 Here, O:2p denotes a
1b2 , 3a1 , or 1b1 orbital.

Figure 8b shows the H1 AEPICOYS for the 4a1

←O:1s spectator Auger transitions~open circles!, together
with the difference AES~solid circles, the same data as
Fig. 8a!. Since the three peaks of the H1 AEPICOYS are at
the same positions as the peaks of the difference AES and
two spectra are similar to each other, the H1 desorption is
considered to be caused by the spectator Auger transi
The spectator Auger intensity is proportional to the Aug
transition probability leading to the individual Auger fina
states with two holes in some valence orbitals and an exc
electron in the 4a1 orbital. The H1 AEPICOYS intensity is
proportional to the product of the spectator Auger transit
probability and the H1 desorption probability from the Au-
ger final state. Therefore, the H1 desorption probability
seems to be independent of the valence orbitals occupie
holes in the spectator Auger final state.

In addition to these results, we must take two facts in
account to understand the H1 desorption mechanism for th
4a1←O:1s resonance. One is that the potential surface
the (O:1s)21(4a1)1 state is repulsive with respect to th
O–H direction, because the 4a1 orbital is an antibonding
orbital of the O–H bond. The other is that the period of t
O–H stretching vibration is comparable to the lifetime of t
O:1s hole. On the basis of the experimental results and th
two facts, we propose a four-step H1 desorption mechanism
for the 4a1←O:1s resonance~Fig. 9!: ~1! the 4a1←O:1s
transition, ~2! extension of the HO–H distance in th
(O:1s)21(4a1)1 state~ultrafast OH extension!, ~3! a specta-
tor Auger transition leading to a two-hole state with an e
cited electron in the 4a1 orbital, and~4! H1 desorption tak-
FIG. 9. Four-step H1 desorption mechanism for the 4a1←O:1s resonance of condensed H2O: ~1! the 4a1←O:1s transition,~2! extension of the HO–H
distance in the (O:1s)21(4a1)1 state,~3! a spectator Auger transition leading to a two-hole state with an excited electron in the 4a1 orbital, and~4! H1

desorption. The H1 desorption is driven mainly by the O–H repulsive potential surface of the (O:1s)21(4a1)1 state.
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ing place in turn. The increase in the TIY/AES spectrum
the 4a1←O:1s resonance~Fig. 6! is driven mainly by the
O–H repulsive potential surface of the (O:1s)21(4a1)1

state.
Next we describe a study of the H1 desorption mecha

nism for the 3p←O:1s resonant excitation of condense
H2O.23,30,31,54 Figure 10a shows the 3p←O:1s spectator
AES of condensed H2O taken at a photon energy of 535.4 e
~solid line!, together with the normal AES taken at a phot
energy of 547.6 eV~dashed line!. Figure 10b shows the H1

AEPICOYS in the 3p←O:1s spectator Auger transition

FIG. 10. ~a! 3p←O:1s spectator AES~solid line!, O:1s normal AES
~dashed line!, and difference AES~solid circles! of condensed H2O. ~b! H1

AEPICOYS for the 3p←O:1s spectator Auger transitions~open circles!
and difference AES~solid circles! of condensed H2O.
t

~open circles!. At the 3p resonance (hn5535.4 eV), the
AEPICOYS displays major, medium, and minor peaks
electron kinetic energies of 460, 475, and 490 eV, resp
tively. According to previous reports,70,71 these peaks are as
signed to the (2a1)22(3p)1, (2a1)21(1b2)21(3p)1, and
(1b2)22(3p)1 spectator Auger final states. The differen
AES obtained by subtracting the AES at the O:1s ionization
(hn5547.6 eV) from that at the 3p←O:1s resonance (hn
5535.4 eV) is also shown in Fig. 10~solid circles!. The
difference AES is expected to correspond to the pure spe
tor Auger component, as described above. The remark
difference in spectral shape between the difference AES
the AEPICOYS shows that the H1 desorption probability
varies with the spectator Auger final state. In contrast to
4a1←O:1s spectator Auger transition, the H1 desorption
probability depends on the valence orbitals occupied
holes in the 3p←O:1s spectator Auger final state. This re
sult indicates that the pure spectator ASID mechanism
responsible for the 3p←O:1s resonance; that is, the repu
sive potential surface of the (valence orbitals)22(3p)1 state
is responsible for the H1 desorption.

On the basis of these results, we propose a three-step1

desorption mechanism for the 3p←O:1s resonance~Fig.
11!: ~1! the 3p←O:1s transition,~2! a spectator Auger tran
sition, and~3! H1 desorption taking place in turn. In contra
to the 4a1←O:1s resonance, the HO–H distance is not e
tended before the Auger process. This is because the po
tial surface of the (O:1s)21(3p)1 state is expected to b
similar to that of the ground state, because the O:1s and 3p
orbitals are irrelevant to the O–H bonding. The decrease
the TIY/AES spectrum at the 3p←O:1s resonance~Fig. 6!
is attributed to the reduction in the hole–hole Coulomb
pulsion due to shielding by the 3p electron.

3.1.2. Determination ofO:1s level ofH2O from which
H1 is desorbed in PSID of condensedH2O. Core-level pho-
,
FIG. 11. Three-step H1 desorption mechanism for the 3p←O:1s resonance of condensed H2O: ~1! the 3p←O:1s transition,~2! a spectator Auger transition
and ~3! H1 desorption. The H1 desorption is suppressed by the reduction in the hole–hole Coulomb repulsion due to shielding by the 3p electron.
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toelectron spectroscopy, also called x-ray photoelect
spectroscopy~XPS!, has been used to investigate solids a
their surfaces.79 This technique is surface sensitive due to t
small escape depth of photoelectrons. As described in
3.1.1, by using EICO spectroscopy it is possible to obtain
kinetic energy spectrum of the electron that coincides wit
specific ion desorption~for example, see Figs. 7b, 8b, an
10b!. Therefore, because ions have an even shorter es
depth than electrons, EICO spectroscopy can be used a
extremely surface-sensitive form of XPS.80 That is, although
conventional XPS detects core-level photoelectron emis
from the bulk of a solid~within the escape depth of th
photoelectron!, EICO spectroscopy selectively detects pho
electron emissions from the upper molecular layers~espe-
cially the uppermost molecular layer! of a surface. As a re-
sult, the so-called surface core-level shift can easily
observed. In this section, we apply the EICO technique t
surface of condensed H2O to detect the surface core-lev
shift of the O:1s level,23,32 thus demonstrating the advan
tages and possibilities of EICO spectroscopy for surf
analysis.

Since the nature of the surface of condensed H2O is of
critical importance in many fields~as mentioned in Sec
3.1.1!, this topic has been studied extensively.63–65 Accord-
ing to one previous study,63 the surface of condensed H2O
contains several types of H2O molecules, including two- or
three-coordinated molecules with a dangling hydrogen, tw
or three-coordinated molecules with a dangling oxygen
ordination, and four-coordinated molecules with a distor
tetrahedron. Although condensed H2O has been studied b
XPS,81,82 to the best of our knowledge no study has exa
ined the surface core-level shift of the O:1s level at the
surface of condensed H2O.

Figure 12 shows a series of O:1s photoelectron–photon
coincidence~PEPICO! spectra for H2O condensed on a
TiO2(110) surface. These spectra were taken, at interval
0.5 eV in electron kinetic energy, at a photon energy of 6
eV. The H1 desorption intensity reaches its maximu
around an electron kinetic energy of 139 eV.

Figure 13 shows the H1 PEPICO-yield spectrum~PEPI-
COYS, solid squares!, in which the integrated PEPICO coun

FIG. 12. A series of PEPICO spectra for H2O condensed on a TiO2(110)
surface. These spectra were taken, at intervals of 0.5 eV in electron ki
energy, at a photon energy of 680 eV.
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for H1 in Fig. 12 is plotted as a function of the electro
kinetic energy. The figure also shows the photoelectron sp
trum ~PES! obtained under the same conditions~open
circles!. The Gaussian curves drawn with linear backgroun
~solid lines! were calculated by the least-squares fitti
method. The small peak at 144 eV in the PES is due to Os
photoelectron emission from the substrate. The peak of
H1 PEPICOYS is not located at the same energy as the p
of the PES, but rather is shifted to a lower kinetic energy
about 0.7 eV.

The reason for the peak shift between the H1 PEPI-
COYS and the PES is that the O:1s binding energy of H2O
from which H1 is desorbed in PSID is different from th
O:1s binding energies of the other types of H2O molecules.
In the upper molecular layers at the surface of conden
H2O, some of the hydrogen bonds between molecules
broken, forming dangling hydrogens. It seems reasonabl
assume that the H1 ions are desorbed from the molecul
with the dangling hydrogens~probably two-coordinated mol
ecules!, because these hydrogens are easily desorbed. T
the PEPICOYS only reflects the binding energy of an oxyg
atom bonded to a dangling hydrogen atom in~or located very
close to! the uppermost molecular layer. Meanwhile, sin
the O:1s photoelectron is emitted from all the oxygen atom
within the escape depth of the photoelectron, the obser
peak in the PES is a convolution of many peaks for
photoelectrons emitted from all the bulk species loca
within the escape depth.

Previously, it was reported that the O:1s binding energy
observed in the XPS spectrum of bulk H2O was shifted by
27.1 eV ~Ref. 81!, ~without a correction in the work func
tion! or 22.3 eV ~Ref. 82!, ~with a correction in the work
function! from that of H2O vapor. The O:1s binding energy
of the less coordinated molecules, which contain dangl
hydrogens in~or very close to! the uppermost molecula
layer, is expected to fall within the range between that of
bulk and that of the vapor phase, because the propertie
the less-coordinated molecules are expected to be so
where between those of fully coordinated molecules in b
H2O and those of H2O molecules in the vapor phase. In fac

tic
FIG. 13. H1 PEPICOYS~solid squares! and PES~open circles! for H2O
condensed on a TiO2(110) surface (hn5680 eV). The Gaussian curve
drawn with linear backgrounds~solid lines! were calculated by the least
squares fitting method.
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this assumption is consistent with the result that the bind
energy of the less-coordinated H2O molecules is shifted by
10.7 eV from that of bulk H2O ~Fig. 13!. The peaks cause
by the less coordinated H2O molecules are negligible in th
PES~Fig. 13! because those H2O molecules are a very sma
fraction of the bulk H2O.63

Our view is supported by comparing the results
H2O/Si(100) and H2O condensed on Si~100! at 100 K under
the same experimental conditions. It is known that H2O is
dissociatively chemisorbed to form Si–OH and Si–H spec
on the Si~100! surface at room temperature.64 The H1 PEPI-
COYS and PES exhibit peaks at similar electron kinetic
ergies in H2O/Si(100) because all the oxygen atoms at
Si~100! surface are present as an OH species. There is
reason to expect a peak shift between the H1 PEPICOYS
and the O:1s PES for H2O/Si(100) because each metho
depends on the same OH species, in contrast to the ca
condensed H2O. However, for H2O condensed on Si~100!,
the 0.7-eV shift shown in Fig. 13 was also observed, in c
trast to the case of H2O/Si(100).

To the best of our knowledge, this is the first observat
of the surface core-level shift of condensed H2O. This dem-
onstrates the advantages and possibilities of EICO spec
copy for surface analysis. EICO spectroscopy can thus
used as a form of extremely surface-sensitive and s
specific XPS. Moreover, EICO spectroscopy can be use
investigate the chemical conditions of surfaces, because
desorption is strongly affected by the surface chemical bo
and the relaxation process of the excited state.

3.2. NH3

3.2.1. PSID mechanism studied with AEPICO. In this
Section we describe a study using EICO spectroscopy
examine the H1 desorption mechanism for the N:1s
ionization33,53 and the resonant excitation34 of condensed
NH3. Figure 14 shows a series of AEPICO spectra for
N:KVV normal Auger transitions of condensed NH3 ~a! and
ND3 ~b!. A peak located in a TOF difference range of 246

FIG. 14. AEPICO spectra for the N:KVV normal Auger transitions of co
densed NH3 ~a! and condensed ND3 ~b!. The spectra were taken at a photo
energy of 429 eV.
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258 ns for NH3 ~Fig. 14a! is assigned to the true coincidenc
signal of H1, while a peak between 366–382 ns for ND3

~Fig. 14b! is assigned to D1. The normal AEPICO spectra o
condensed NH3 and ND3 exhibit only H1 and D1, respec-
tively.

Figure 15 shows the normal AEPICOYS for H1 and D1

in condensed NH3 ~solid circles! and ND3 ~open circles!,
together with the AES~solid line!. The AEPICO yields of
both H1 and D1 are enhanced at the electron kinetic ener
of the N:KVV Auger transition. These results show that t
photoions are produced through normal ASID, in which t
N:KVV Auger decay stimulates cleavage of an N–H or N–
bond~Fig. 5!. The fine structures of these AEPICOYS, how
ever, are different from those of the AES. Accordingly, w
conclude that the probability of normal ASID depends on
Auger final state, as in condensed H2O ~Fig. 7!.

The electronic configuration of NH3 is
(1a1)2(2a1)2(1e)4(3a1)2. The 1a1 is characterized as th
core level (N:1s), the 2a1 and 1e orbitals are classified a
bonding orbitalsVB , and the 3a1 orbital with the character
of a nitrogen lone pair is classified as a weak bonding orb
VWB because it is spread out somewhat toward the N
bond. Based on a previous report by Larkins a
Lubenfeld,83 the energy positions of the Auger final states a
given in Fig. 15. The Auger final states with characters
(2a1)22, (2a1)21(1e)21, and (1e)22 correspond to the
normal Auger process ofKVBVB , while those for
(2a1)21(3a1)21 and (1e)21(3a1)21 correspond to
KVBVWB , and that of (3a1)22, to KVWBVWB .

The AEPICO yields of H1 and D1 are enhanced at th
electron kinetic energy associated with (1e)22, while the
Auger electron yield is significantly enhanced in th
(1e)21(3a1)21 and (3a1)22 Auger final states. As in the
case of condensed H2O, these results indicate thatKVBVB

leads to normal ASID more efficiently thanKVWBVB or
KVWBVWB .

The AEPICO yield of D1 is one-third to one-half that o
H1 over the whole electron kinetic energy range stud
~Fig. 15!. This result indicates that H1 has a high yield~be-
cause of its low mass and fast exit velocity!, reducing the
effectiveness of reneutralization relative to D1 ~Refs. 84–
86!.

FIG. 15. AEPICOYS for H1 ~solid circles! and D1 ~open circles!, and AES
~solid line! for the N:KVV normal Auger transitions of condense
NH3(ND3). The spectra were taken at a photon energy of 429 eV.
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We also studied the H1 desorption at the 4a1←N:1s
resonant excitation of condensed NH3 ~Ref. 34!. The TIY/
AEY spectrum showed a characteristic threshold peak at
4a1←N:1s resonance. The peak position of the H1 AEPI-
COYS was found to be the same as that of the resonant A
These results suggest that H1 is desorbed by a four-ste
mechanism similar to that of condensed H2O at the 4a1

←O:1s resonance; that is, the mechanism consists of~1! the
4a1←N:1s transition,~2! extension of the H2N–H distance
in the (N:1s)21(4a1)1 state,~3! a spectator Auger transitio
leaving the (valence)22(4a1)1 state, and~4! H1 desorption.
This was difficult to conclude, however, because the e
trons emitted from bulk NH3 dominated those emitted from
the upper molecular layers from which H1 could be des-
orbed.

3.2.2. Submonolayer adsorbed on Xe film. As suggested
in Sec. 3.2.1, to clarify the H1 desorption mechanism for th
4a1←N:1s resonant excitation of NH3 it is necessary to
investigate an NH3 submonolayer adsorbed on a chemica
inactive substance. Accordingly, we studied the H1 desorp-
tion of an isolated NH3 submonolayer adsorbed on a Xe fil
(NH3 /Xe).35 The NH3 /Xe sample was prepared by expo
ing a gold foil to 300 L (1 L5131026 Torr•s) of Xe fol-
lowed by exposure to 1 L of NH3, and the coverage of NH3
is less than 1 ML~unity sticking factor, monolayers!. Figure
16 shows the TIY spectrum in the range of the N:1s excita-
tion of NH3 /Xe. This spectrum is similar to that reported f
condensed NH3 by Menzelet al.87 and displays a characte
istic threshold peak at a photon energy of 400 eV. The p
is assigned to the resonant excitation from N:1s to the 4a1

orbital with an N–H antibonding character.88

Figure 17 shows the H1 AEPICOYS for the 4a1

←N:1s spectator Auger transitions~solid circles!, together
with the difference AES~solid line, pure spectator AES!.
Three peaks in the AEPICOYS are assigned to the spec
Auger final states with characters of (2a1)22(4a1)1,
(2a1)21(N:2p)21(4a1)1, and (N:2p)22(4a1)1. Here,
N:2p denotes the 1e or 3a1 orbital. Since the shape of th
AEPICOYS roughly looks like that of the spectator AES, t
four-step H1 desorption mechanism~Fig. 9! is the most
plausible mechanism for the 4a1←N:1s resonance of NH3,
as in the 4a1←O:1s resonance of condensed H2O.

FIG. 16. TIY of NH3 /Xe, which shows the H1 desorption yield.
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3.3. CH3CN

In this Section we describe a study using EICO spectr
copy to investigate the H1 desorption mechanism for th
C:1s resonant excitation36–38 of condensed CH3CN ~aceto-
nitrile!. The valence electronic configuration of CH3CN is
(6a1)2(1e)4(7a1)2(2e)4 ~Ref. 89!. The characters of the
6a1 , 1e, 7a1 , and 2e orbitals are thesC–C ~including the
C:2s character!, pCH3 ~pseudop!, sCN, and pCN bonding
orbitals, respectively.

Figure 18 shows the AEY~a, solid line!, TIY ~b, solid
line!, and TIY/AEY ~b, dashed line! spectra in the range o
the C:1s excitation of condensed CH3CN. The AEY spec-
trum is close to the carbon-K near-edge spectrum of c
densed CH3CN reported by Stevenset al.90 The most intense
peak corresponds to thepCN* ←C:1s resonance. The assign
ments of the structures in the AEY spectrum are shown
Fig. 18a. The TIY spectrum in Fig. 18b shows the H1 de-

FIG. 17. H1 AEPICOYS for the 4a1←N:1s spectator Auger transitions
(hn5400 eV, solid circles! and difference AES~solid line, pure spectator
AES! of NH3 /Xe.

FIG. 18. AEY~a, solid line, electron kinetic energy5255 eV!, TIY ~b, solid
line!, and TIY/AEY ~b, dashed line! in the range of the C:1s excitation of
condensed CH3CN. The hatching in~a! shows the ionization limit taken
from Ref. 90.
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sorption yield, as will be described later. The TIY/AEY spe
trum shows a large peak at the C–H* ←C:1s resonance
~288.1 eV, Fig. 18b!. This fact indicates that the desorptio
efficiency increases substantially at the C–H* ←C:1s reso-
nance.

We made AEPICO measurements at thepCN* ←C:1s,
C–H* ←C:1s, sCC* ←C:1s, andsCN* ←C:1s resonances o
condensed CH3CN. Figure 19 shows a series of specta
AEPICO spectra taken at the C–H* ←C:1s resonance (hn
5288.1 eV). The dominant peak at 528 ns was assigne
the H1 signal. Ionic species other than H1 were negligible in
the AEPICO spectra. We also made AEPICO measurem
at other photon energies in the C:KVV Auger-electron tra
sition, but ions other than H1 were also negligible in this
case. We consider the reneutralization of heavier ionic s
cies to be more effective than for H1, because of these spe
cies’ large mass and slow exit velocity.84–86

Figure 20 shows a series of H1 AEPICOYS ~solid
circles! together with the AES~solid lines!. At the pCN*
←C:1s resonance~Fig. 20a!, in comparison with the spec
tator AES, the H1 desorption is suppressed at the peak
cated at 262 eV. This peak corresponds to the spectator
ger final state in which two holes are formed in the 2e, 7a1 ,
or 1e orbitals.38 The 2e and 7a1 electrons do not contribute
to the C–H bonding. The initially excited electron occupi
the pCN* orbital, which is mainly distributed over the CN

FIG. 19. A series of spectator AEPICO spectra taken at the C–H* ←C:1s
resonance (hn5288.1 eV) of condensed CH3CN.
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bonding and unrelated to the CH3 group. ThepCN* electron
reduces the hole–hole repulsion on account of the shield
effect, so that H1 desorption is suppressed. At thesCC*
←C:1s resonance~Fig. 20c!, in comparison with the spec
tator AES, the AEPICOYS is enhanced near 250 eV, wh
corresponds to the energy of the (1e)22(sCC* )1 and
(1e)21(6a1)21(sCC* )1 spectator Auger final states.38 The
H1 desorption from the Auger final states with one or tw
holes in the 1e orbital is enhanced. This effect is attributed
the removal of electrons from the C–H bond. At the C–H*
←C:1s resonance~Fig. 20b!, the AEPICOYS is also en-
hanced at the (1e)22(C–H* )1 and (1e)21(6a1)21(C–H* )1

states. This is because in these states the excited electr
in the antibonding C–H* orbital and one or two holes ar
occupied by the pseudo-pCH3 1e orbital.

In summary, the electron excitation to the C–H* anti-
bonding orbital and the removal of the electron from t
pseudo-pCH3 orbital (1e) both enhance H1 ion desorption.
On the other hand, electron excitation to an orbital irrelev
to the C–H bonding suppresses H1 desorption. Further in-
vestigation is needed to determine the predominant H1 de-
sorption mechanism.

3.4. Site-specific fragmentation of CF 3CH3

The core electrons of atoms in molecules are localize
their atoms of origin, and the chemical shift shown by

FIG. 20. H1 AEPICOYS ~solid circles! and AES ~solid lines! for the
C:KVV spectator and normal Auger transitions of condensed CH3CN.
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atom depends on the chemical environment of that at
Like atoms in different chemical environments thus sh
different chemical shifts. For almost 20 years these prop
ties have been used to study site-spec
fragmentation,13,42,91–95which is potentially useful for con-
trolling chemical reactions through selective bond dissoc
tion. Site-specific fragmentation also offers the possibility
analyzing the structures and properties of molecules,
lecular assemblies, and nanoscale devices by contro
matter at the level of individual atoms. To develop the
exciting prospects, we need to understand what controls
havior at the atomic level.

Since the chemical shifts of like atoms in a molecu
differ site-by-site when the atoms are in different chemi
environments, the photoelectron spectrum of the core e
trons of those atoms is expected to show a number of pe
equal to the number of different kinds of sites in which t
atoms are found. The normal Auger transition caused by p
toelectron emission produces two valence holes in molec
orbitals that have a large probability density on the co
ionized atomic site~that is, the Auger transition is localized!,
and these holes weaken the chemical bonds to which
molecular orbitals are related. Since these molecular orb
with valence holes have a large probability density on
core-ionized atom, the valence holes weaken the bonds to
core-ionized atom. As a result, site-specific fragmentat
occurs at the core-ionized atomic site. The molecule t
‘‘memorizes’’ the site of the initial energy deposition.96 To
observe a site-specific fragmentation process, we should
lectively detect fragments produced by an energy-sele
photoelectron emission that corresponds to one of the p
in the photoelectron spectrum of the core electrons.

S.N. and his collaborators have studied the site-spe
fragmentation caused by core-level photoionization of vap
ized molecules42,97–99and molecules condensed or adsorb
on surfaces.23,41–45,53They found that this fragmentation i
often better studied on a surface than in a vapor.41–44 The
advantages of EICO experiments on surfaces were expla
in Sec. 1.

In this Section we explain the site-specific fragment
tion caused by the C:1s photoionization of CF3CH3 ~1,1,1-
trifluoroethane, TFEt! condensed on a Au surface.44 TFEt is
the simplest organic molecule with two carbon sites in d
ferent chemical environments; one of the carbon atom
bonded to three hydrogen atoms~C@H#!, while the other is
bonded to three fluorine atoms~C@F#!. Accordingly, TFEt is
suitable for such a study because it is a prototypical exam
of a molecule exhibiting site-specific fragmentation.

Figure 21 shows the PES of TFEt condensed on a
surface. The peak assignments in the figure were inferre
comparison with the PES and AES of C and Au.100,101The
PES has two peaks in the range of the C:1s electron emis-
sion. The low-energy and high-energy peaks were, res
tively, assigned to the C@H]:1s and C@F]:1s electron emis-
sions based on comparison with the zero-kinetic-ene
photoelectron-yield spectrum96 and the PES102 of TFEt va-
por. The PES of condensed TFEt thus clearly shows that
chemical shifts~binding energies! at the two carbons are dif
ferent.

The site-specific fragmentation caused by the C:1s core-
.
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level photoionization of TFEt can be observed by using
PEPICO technique. Figure 22 shows PEPICO spectra
tained with emission of the C@H]:1s and C@F]:1s electrons.
The intensity of the PEPICO signal is proportional to the i
desorption yield measured for a selected electron emiss
H1, CH3

1 , and CF3
1 ions are desorbed coincidentally wit

the C@H]:1s electrons~Fig. 22a!, and C2Hn
1 and CFCHm

1

ions are additionally desorbed with the C@F]:1s electrons
~Fig. 22b!. These PEPICO spectra are very different from t
mass spectrum obtained by electron impact in the va
phase.103 It should be noted that the C@F]:1s ionization in-
duces the desorption of C2Hn

1 and CFCHm
1 , both of which

contain a C–C bond, but that its desorption is negligible
the C@H]:1s ionization. In contrast, H1, CH3

1 , and CF3
1 ,

which do not contain a C–C bond, are desorbed with
only the C@F]:1s electrons but also the C@H]:1s electrons.
The intensity ratios of the coincidental desorption with t
C@H]:1s electron to that with the C@F]:1s electron are 1.1
for H1, 1.2 for CH3

1 , and 0.8 for CF3
1 . The predominant

production of CH3
1 caused by the C@H]:1s photoionization

is also observed in the normal AEPICO spectrum.44

Although the site-specificity for H1, CH3
1 , and CF3

1 in
TFEt is less remarkable than expected from resu
obtained41 for condensed F3SiCH2CH2Si~CH3)3 , the pre-

FIG. 21. PES of condensed TFEt, taken at a photon energy of 393.4 eV.
inset shows the range of the C:1s electron emission with an enlarged hor
zontal scale.

FIG. 22. PEPICO spectra of condensed TFEt, taken at a photon energ
393.4 eV.~a! C@H]:1s electron emission,~b! C@F]:1s electron emission.
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dominant fragmentation processes caused by the C@H]:1s
and C@F]:1s photoionizations are as follows.

C@H]:1s ionization:

TFEt1hn→TFEt2112e ~1a!

~photoionization and normal Auger process!,

→H11n.p., ~1b!

→CH3
11n.p. ~1c!

C@F]:1s ionization:

TFEt1hn→TFEt2112e ~2a!

~photoionization and normal Auger process!,

→CF3
11n.p., ~2b!

→CFCHm
11n.p., ~2c!

→C2Hn
11n.p. ~n<m<3!, ~2d!

where n.p. stands for ‘‘neutral product’’. It is assumed th
the normal ASID mechanism also plays an important role
TFEt.

The C@H]:1s ionization induces the breaking of th
C–H bonds@reaction~1b!# and the C–C bond@reaction~1c!#,
while the C@F]:1s ionization induces the breaking of th
C–C bond@reaction~2b!# and the C–F bonds@reactions~2c!
and ~2d!#. Thus, site-specific fragmentation occurs arou
the carbon atom where the photoionization has taken pl
The KVV normal Auger transition is localized, and ener
randomization destroying the memory of the ionization p
cess does not take place extensively before fragmenta
TFEt moderately memorizes the site of the initial ener
deposition, exhibiting the chemical memory effect.96

Although a strong effect from the site of the initial e
ergy deposition is observed for the fragments C2Hn

1 and
CFCHm

1 released from TFEt, the site-specificity for H1,
CH3

1 , and CF3
1 is, as mentioned above, less remarkable th

that previously shown41 for condensed
F3SiCH2CH2Si~CH3)3 . We cannot yet explain the fragmen
tation processes for CF3

1 in the C@H]:1s ionization and for
H1 and CH3

1 in the C@F]:1s ionization, but the lesser degre
of site-specificity for H1, CH3

1 , and CF3
1 in TFEt is thought

to be caused by the proximity of the two carbon sites to e
other. In fact, we previously showed that site-specificity
X3Si~CH2)nSi~CH3)3 ~X5F or Cl, n50 – 2) decreases with
decreasing distance between the two silicon sites.43 We pre-
viously mentioned that site-specific fragmentation is pot
tially useful for controlling chemical reactions through sele
tive bond dissociation. The present results, however, as
as those for X3Si~CH2)nSi~CH3)3 ~X5F or Cl; n50 – 2),43

show that for this process to work well, the atomic site
interest must be far from any atomic site at which bond d
sociation is undesirable.

Müller-Dethlefs and his collaborators investigated si
specific fragmentation by studying the ionic fragmentat
processes caused by the C:1s photoionization of TFEt in the
vapor phase.92,96The experimental results on the site-spec
fragmentation of TFEt were compared with theoretic
predictions.104 The presence of different chemical shifts~dif-
ferent binding energies! that were obtained for TFEt on th
t
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surface in the present work is consistent with that obtain
for the vapor phase.92,96 However, the site-specific fragmen
tation products of TFEt on the surface and in the vapor ph
are very different from each other~Table I!. In the vapor
phase, the ionic fragments CFH2

1 , CF2CH2
1 , CF3

1 , C1, and
CF1 were the most sensitive to the site of the initial ener
deposition:96 the C@H]:1s ionization led to much higher
counts of CFH2

1 and CF2CH2
1 than did the C@F]:1s ioniza-

tion. The C@H]:1s ionization or excitation enhanced the pr
duction of CF3

1 , whereas the C@F]:1s ionization or excita-
tion enhanced the production of C1 and CF1. The C–C
bond of the TFEt vapor was more easily broken by C@F]:1s
ionization or excitation than by C@H]:1s ionization or exci-
tation. The fragmentation products of condensed TFEt,
contrast, show that C2Hn

1 and CFCHm
1 are the most sensitive

to the site of the initial energy deposition~Fig. 22!. Of the
fragments whose signals are evident in the spectra of Fig.
only C2Hn

1 and CFCHm
1 have a C–C bond, and those ion

are desorbed site-specifically after the C@F]:1s ionization.
The C–C bond in TFEt on the surface is thus more ea
broken by C@H]:1s ionization than by C@F]:1s ionization. In
contrast to what was observed for the vapor phase, CF3

1 is
the predominant product of desorption induced by C@F]:1s
ionization on the surface@reaction~2b!#.

We do not know exactly why the site-specific fragme
tation of TFEt on the surface differs from that of TFEt in th
vapor phase, but we can suggest a possible explanation
noneet al.105 previously noted that the reneutralization pa
is less probable in the vapor phase, all the ions produced
collected by the ion detection apparatus, and the resul
spectrum is an average of all fragmentation paths. For e
tation on a solid surface, however, the ions produced thro
the fast and energetic path are detected selectively.
above-mentioned difference in fragmentation process
tween TFEt vapor and condensed TFEt may also origin
from the difference suggested by Tinoneet al.

4. CONCLUSIONS AND FUTURE PERSPECTIVE

In this article we have described the present status of
EICO apparatus and six recent investigations of conden
H2O, NH3, CH3CN, and CF3CH3 ~site-specific fragmenta
tion! at low temperature. The EICO method is thus a ve
powerful tool for studies of PSID.

Although condensed molecules are important targets
low-temperature physics, a monolayer of a molecule
sorbed on a well-defined surface is more advantageous
target of EICO studies.22,31,45,49–51From this standpoint, a
half monolayer of H2O or NH3 adsorbed on H2O/Si(100)
would be interesting. Since H2O is dissociatively chemi-
sorbed to form Si–OH and Si–H species on Si~100!,64 H2O
and NH3 are expected to be adsorbed on the Si–OH s
through an intermolecular hydrogen bond, forming a go

TABLE I. Site-specific fragmentation products of TFEt.

Note: aFragment with a C–C bond.
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model for the uppermost molecular layer of the conden
molecules with intermolecular hydrogen bonds. For co
densed molecules without intermolecular hydrogen bon
hydrogen-terminated Si~111! may be an adequate substrat

An interesting subject for future work would be deve
opment of advanced coincidence apparatus. EICO spec
copy using a reflection TOF-MS106 would be useful for the
study of polymer surfaces. Coincidence between an elec
and an energy-selected ion will offer information on the p
tential energy surface responsible for PSID. Coincidence
tween an electron and an angle-resolved ion will clarify
configuration of the surface species responsible for PSID
using photoelectron–Auger-electron–photoion triple coin
dence spectroscopy, one would be able to directly conn
the photoionization initial state, the Auger final state, and
resultant ion desorption. Coincidence between a photoe
tron ~or an Auger electron! and a photon emitted from
neutral fragment would also be interesting. Although neu
species are not easily detected by ordinary methods, de
tion of their photon emission would not be very difficu
EICO spectroscopy combined with vacuum ultraviolet lig
hard x rays, an electron beam, ion beam, multiply char
ion beam, energetic neutral beam, metastable atom be
positron beam, and so on is a promising field. EICO sp
troscopy also holds hope as a surface analysis techni
because EICO spectra can be used as highly sensitive
and AES~Sec. 3.1.2! and because EICO spectroscopy c
detect a surface hydrogen atom and can specify the ato
which a desorbed ion is bonded. The coincidence metho
a promising method for further studies of surface science
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Absolute yields of the photo-induced desorption at the surface of solid rare gases are studied in
the excitonic excitation region. Both metastable and total desorption yields depend strongly
on excitation energy and film thickness of rare gas solids. The absolute desorption yields and their
dependence on film thickness are quantitatively reproduced by a simulation based on the
diffusion of excitons in the bulk and the kinetic energy release by a cavity ejection mechanism
and an excimer dissociation mechanism followed by internal sputtering. ©2003
American Institute of Physics.@DOI: 10.1063/1.1542446#
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1. Introduction

When the surface of a solid rare gas is irradiated w
vacuum ultraviolet light, it can eject atoms and clusters
ground, electronically and vibrationally excited, or ioniz
states. A variety of desorption mechanisms have been
posed for each desorbed species and for the excitation en
region. Two types of mechanisms are known to play an
sential role in the desorption induced by the excitonic ex
tation: a cavity ejection~CE! mechanism due to the repulsiv
interaction between an excited atom with an inflated elect
cloud and a matrix with negative electron affinity, and
excimer dissociation~ED! mechanism, the dissociation of a
excimer in the vicinity of the surface. The investigation
the desorption phenomena initiated by the excitonic exc
tion is one of the most powerful tools for revealing the d
namical character of the exciton in rare gas solids.1 The de-
sorption of excited neutral particles of Ne and Ar has be
investigated extensively for two decades;2 the close relation-
ship between exciton formation3 and the details of the de
sorption mechanisms4 has been almost fully elucidated. O
the other hand, the desorption mechanism of the ground s
neutral and its desorption yield have not been clarified y
though it can safely be said that such atoms are the m
component in the desorbed species.

We report the measured results on absolute yields of
metastable and total desorption induced by excitonic exc
tion from the surfaces of solid Ne, Ar, and Kr. We also sho
that the experimental results for Ne and Kr are satisfacto
reproduced by a simple model simulation of the desorpt
process.

2. Desorption mechanism

Negative electron affinity of the matrix is known to b
essential for the CE process to have a repulsive interac
between the excited atom and the surrounding ground s
2591063-777X/2003/29(3)/7/$24.00
h
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atoms. The metastables desorbed through the CE pro
were observed for solids whose electron affinitiesEA are
negative, namely, solid Ne (EA521.4 eV) and Ar ~20.4
eV!, but not for solid Kr ~0.3 eV! and Xe ~0.5 eV!.5 The
kinetic energyEk of the metastable desorbed through the C
process originates from the lattice distortion energy arou
the exciton, which can be estimated roughly from the diff
ence between the excitation energyEx of the exciton and the
excitation energyEg of the corresponding state of an isolate
atom in the gas phase.1 The energy difference,Ex2Eg , is
divided among three terms:Ek , the kinetic energy of a des
orbing particle;Ecoh, the cohesive energy of an atom on th
surface; andElatt , the energy absorbed in the lattice.6 It has
been revealed that 30–70% of the lattice distortion energ
transferred into the kinetic energy of the desorbing me
stable from the surface exciton S1 of Ne and Ar.4 It has been
also studied experimentally by a molecular dynam
calculation.7 In the case of Ne, for example,Ek of the meta-
stable which is desorbed by the first-order surface excito
0.18 eV at the peak of the distribution, while the excitati
energyEx is ~17.1760.03! eV and theEg of the correspond-

ing 2p53s states are 16.619–16.848 eV.8 The excitation en-
ergy Ex of the bulk exciton B1 of Ne is~17.5760.03! eV.
Considering the low cohesion energy, 0.019 eV, of Ne,
lattice distortion energy,Ex2Eg , of 0.9–0.7 eV is large
enough to squeeze the excited atom out of a second or
underlying layer to the vacuum. The squeezed excited a
may push overlying atoms forward. This internal sputteri
process can result in a large total desorption yield of Ne
solid Ar, though the lattice distortion energy is estimated
about 0.7–0.4 eV, the internal sputtering process must be
efficient because of its larger cohesion energy of 0.068 e

Dissociative relaxation of a rare gas excimer in the g
phase yields a kinetic energy of about 1 eV.9 It is known that
the ED process in a solid produces crystal defects.10 If ED
occurs in the vicinity of the surface of a rare gas solid
© 2003 American Institute of Physics
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large number of atoms in the surface layer will be relea
into vacuum by the internal sputtering process.

3. Experimental

The experimental apparatus for the photostimulated
sorption~PSD! study was installed at the BL5B beamline
the UVSOR facilities of the Institute for Molecular Scienc
Okazaki, Japan.11–13A solid rare gas film was prepared on
platinum substrate at a temperature of about 6 K, which w
attached to a liquid helium cryostat in an ultrahigh-vacu
chamber with a base pressure below 1028 Pa. The amount of
the gas condensed on the substrate, the film thickness,
calculated from the exposure, which was the product of
pressure and the duration of deposition, assuming the
densation coefficient to be unity.

The wavelength resolution,l/Dl, of the vacuum ultra-
violet light source was about 5006200 in the range ofl
between 20 and 100 nm. The light intensity was monito
by the photoelectron current from a goldplated me
through which the light beam was introduced onto t
sample surface. We adopted the value of 0.07 electr
photon as the photoelectron yield at a gold surface, whic
the average value of the published data by Samson14 between
52 and 100 nm of wavelength. The intensity of the pho
flux ranged between 1011 and 1012 photons/s in the continu
ous mode and between 105 and 106 photons/pulse in pulsed
mode within a diameter of 3 mm at the sample.

3.1. Metastable desorption measurement

The monochromatized photon beam is pulsed by a
chanical chopper in order to measure the time-of-flig
~TOF! spectra of the desorbed metastable atoms. The w
and the interval of the pulsed beam are 15ms and 2.5 ms,
respectively. The photon beam is incident at 20 deg to
normal direction of the sample surface.

The desorbed metastable atoms are detected by an
electron multiplier tube~EMT, Hamamatsu, R595! with a
CuBe dynode as a first electrode. The EMT is fixed a
distance of 360 mm from the sample in the normal direct
of the sample. The diameter of the entrance of EMT is 8 m
which corresponds to a detection solid angle of 3
•1025 sr. The lifetimes of the metastable (3P0,2) rare gas
atoms are known to be much longer than the flight time
the detected atoms, which is less than 1 ms in our exp
mental system. The charged particles are rejected by ap
ing suitable voltages to the grid mesh in front of the detec
and the 1st dynode of EMT. In order to calculate the ove
metastable yields, which were integrated for all direction
half space, we utilized the angular distributions of the d
sorbed metastables, which have been reported previous
our group.15–17

3.2. Total desorption measurement

The total desorption rate was calculated from the pum
ing speed and the rise of the partial pressure in the vac
chamber during irradiation of the sample. The pump
speed of the turbomolecular pump and cold surfaces for
sorbed rare gas was determined from the pressure mea
by an extractor gauge installed in the chamber and from
flow rate calibrated volumetrically using a reference volu
d
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and a Baratron pressure gauge as a reference. A small ri
the partial pressure during irradiation was detected b
quadrupole mass spectrometer, which was calibrated ag
the extractor gauge. It should be noted that the uncertaint
the relative sensitivity of the extractor gauge was cance
in the present method of determining the desorption rate

3.3. Accuracy of measurements

In the metastable yield determination, the uncertainty
the results was estimated to be630% by a quadrature sum o
all sources of error; light intensity measurement, detect
efficiency of the photomultiplier, geometrical configuratio
etc. The main part of the error came from the estimat
of the amount of higher-order light from th
monochromator.12,18

The uncertainty in determining the absolute yield of t
total desorption was estimated to be as large as61/3 of an
order of magnitude; an error bar ranging from250% to
1100% of the obtained value should be added to the va
obtained. In addition to the uncertainty in the intensity me
surement of the incident photon, it was caused by difficult
in determining the sensitivity of the mass spectrometer
the pumping speed for the desorbed species.

Noticeable changes in the desorption yields were
served after a few hours exposure of the sample in the ch
ber at a pressure in the lower 1028 Pa range, where the mai
component was the rare gas itself. It was probably due to
adsorption of the common residual gases, H2 , H2O, CO, in
the UHV system.19,20 The uncertainty caused by this impu
rity effect is within the above-mentioned error bar in th
present experiment.

4. Desorption of Ne

4.1. Experimental results

The desorption yields of metastable Ne in the excito
excitation region is shown in Fig. 1 as a function of incide
wavelength. Most of the observed peaks in the figure can
assigned to a series of bulk~B! and surface~S! excitons
reported by Saile and Koch,21 where the peak S8 is caused by
the exciton in the 2p53p state, which is allowed at the su

FIG. 1. The desorption yields of the Ne metastable in the excitonic exc
tion region as a function of incident wavelength.
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face because of the reduced symmetry.22 The four TOF spec-
tra of the metastable Ne in Fig. 2 were obtained by the
citations at the S1, B1, S8, and B2 excitons.

The wavelength dependence of the absolute yield of
total photodesorption in the range between 52 and 77 nm
shown in Fig. 3 for a film thickness of 73 atomic layer
where the peaks caused by the exciton excitation are
clearly seen. The absolute value of the desorption yield in
figure represents the average number of the Ne atoms
sorbed by one incident photon. The large and continu
background was due to the desorption induced by ioniza
by the second- or higher-order light from the monoch
mator. The peaks caused by the bulk excitons, B1 and
develop at a film thickness of a few tens of atomic laye
and the absolute yields seem to saturate at around 1.6 a
atoms/photon, respectively, for films thicker than 100 atom
layers. The peak heights due to the surface excitons see
remain constant at values of about 0.3 and 0.1 atoms/ph
for S1 and S8, respectively, over the entire thickness rang
as expected for surface excitations. The absolute yields o
metastable and total desorption by the four different ex
tonic excitations are summarized in Table I.

FIG. 2. The time-of-flight spectra of the metastable Ne desorbed by
excitation of the four types of excitons.

FIG. 3. The absolute yields of the total desorption of the Ne in the excito
excitation region as a function of incident wavelength.
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4.2. Schematic model of the desorption process

The operative mechanism in each desorption process
the branching ratio of the relaxation cascade which lead
the desorption can be deduced from a careful examinatio
the TOF spectra of the metastables and the absolute yield
the metastable and total desorption. The operative me
nisms in the desorption process are also listed in Table I

The higher kinetic energy peakA (Ek5(1.460.1) eV)23

in Fig. 2, which is only observed by the excitation of th
higher-order excitons~S8 and B2!, is caused by the excime
dissociation of the highly excited dimer: Ne2** →Ne1Ne*
1Ek . This is also the case for Ar.24 The lower kinetic energy
peak, that is, the CE peak, is obviously composed of t
components B (Ek5(0.2160.02) eV) and C (Ek5(0.18
60.02) eV).12 The metastables which compose the peakB
and C are ejected directly from the surface excitons S8 and
S1, respectively.15 The difference in the kinetic energy i
caused by the difference in the magnitude of the repuls
interaction. The low-energy tailD is only observed by the
bulk excitations~B1 and B2!15 and is likely caused by a bulk
exciton trapped in the underlying layer just below the s
face. They are ejected into the vacuum, losing their kine
energy by collision with atoms in the overlayer. These TO
spectra can be used as a fingerprint to identify each exci
These spectra also show clearly the relaxation channel o
excitons from the higher-energy state to the lower one; fr
B1 to S1, from S8 to S1 and excimer, and from B2 to S8, S1,
and excimer.

The quantum efficiency of the exciton creation can
estimated from the photo-absorption coefficient of solid
at the wavelength corresponding to the bulk exciton~B1!
excitation. We assume here that the excitation probability
S1 is the same as that of B1 in each layer at their o
excitation energy. An estimation based on the data
Pudewill et al.25 leads to the value of 0.1 excitons/photon
each layer.

The relaxation cascade of the first order surface exc
S1 of solid Ne is shown schematically in Fig. 4. Incide
light of wavelength 72.2 nm will excite surface excitons wi
a probability of 0.1 excitons/photon in the first layer. 90%
the incident photons pass through the solid Ne film and w
be scattered or absorbed at the substrate. The surface ex
may decay radiatively or may be desorbed by the CE mec
nism as a metastable in the3P2,0 state or as an excited atom
in the 3P1 or 1P1 state, which decay into the ground sta
with a short lifetime of 1–10 ns. In our study, we have d
termined the absolute yields of the metastable desorpt
0.0023 Ne*/photon, and of the total desorption, 0.3 N
photon. Considering the absolute total desorption yield of
atoms/photon at S1 excitation, the value 0.1 excitons/pho
for the initial excitation probability must be underestimate
since it is likely that a surface exciton can lead to desorpt
of only a single excited atom in the CE process. The lar
desorption yield may be explained by other desorption p
cesses: the desorption of a dimer by the CE process an
ED process which yields two or more desorbed atoms. Ho
ever, the branching ratio to these two processes must be
smaller than that to the single atom desorption by the
process. Another possibility is excitation by light reflected
the substrate surface. If this is the case, the initial excita

e
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TABLE I. The absolute yields of the metastable and the total desorption from solid Ne, Ar, and Kr.
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probability doubles at most. In any case, it can be conclu
that almost all the surface excitons yield the desorption
one Ne atom or, in other words, that the desorption proba
ity of the surface excitons S1 is almost unity. A comparis
between the metastable and the total desorption yields sh
that about 1% of the desorbed Ne atoms are in the metas
state.
d
f

il-
n
ws
ble

The above-mentioned scheme cannot be applied to
analysis of the desorption yield caused by S8 excitation be-
cause the quantum efficiency for S8 creation cannot be esti
mated in the same manner; the excitation of the 2p53p state
is allowed only at the surface of the solid. It can be said fro
a comparison between the total desorption yields by S8 and
by S1, if we assume that the desorption probability of8
FIG. 4. Schematic chart of the relaxation cascade of the first-order surface exciton S1 in solid Ne.
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FIG. 5. Schematic chart of the relaxation cascade of the first-order bulk exciton B1 in solid Ne.
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exciton is also unity, that the excitation cross section of S8 is
one-third of that of S1. The metastable TOF spectrum by8
excitation shows that almost two thirds of the S8 exciton
decays into the S1 state at the surface before the desor
and that a few % of S8 forms excimers in a higher excite
state. It is also worth noting that the ratio of the number
the metastable species to the total number of desorp
events is about 1% in the case of S8 excitation also.

The relaxation cascade of the first-order bulk exciton
of solid Ne are shown schematically in Fig. 5. When so
Ne is irradiated by 70.5-nm photons, the probability for bu
exciton creation in the second underlying layer is estima
as 0.1 excitons/photon, as 0.09 in the third layer, and
0.1(120.1)(n22) in thenth layer. Radiative decay may occu
immediately or in the course of migration in the bulk. Som
of these excitons may reach the surface and convert into
surface exciton S1, which will follow the scenario in Fig.
The experimentally determined value of the metastable yi
0.0014 Ne*/photon, via the S1 state suggests that the to
desorption yields via S1 excitons are about 0.2 atoms/pho
considering the ratio of the total yield to the metastable o
in the case of S1 excitation. This means that the conver
rate from B1 exciton to S1 exciton is 0.2. The excited at
in the second or third layers can be squeezed out becau
the large lattice distortion and can blow a number of atom
the surface layer away. The desorption of metastable
from the underlying layers, which loses kinetic energy
collisions with neutral atoms in the overlayers, was expe
mentally identified in the TOF spectra of Fig. 2 as a tailD.
The large desorption yields of the order of unity broug
about by the bulk exciton can be attributed to this inter
ion
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sputtering mechanism by excited atoms in the second
deeper layers beneath the surface.7

The TOF spectrum of metastables desorbed by the e
tation of the B2 exciton is quite similar to that for S8 except
for the signal caused by a long-lifetime~several hundredms!
luminescence. The relaxation of B2 into S1, S8, and the ex-
cimer is clearly distinguished from the spectrum. Though
total number of excitons excited by B2 excitation is ess
tially the same as that by B1 excitation, there is an obvio
difference between the total desorption yields by B1 and
excitations. This is probably because of the difference in
distribution of the initial excitation in the Ne film and be
cause of the relaxation channel of B2, which yields the
minescence stated above.

5. Desorption of Kr

5.1. Metastable desorption

The desorption of metastable species from solid
which has been observed by electron and high-energy
bombardment, is attributed to the ED mechanism. Howe
it has been reported that adsorption of a small amoun
hydrogen makes it possible to desorb metastables by the
mechanism by changing the electron affinity to negative26

Because of this phenomenon, it is difficult to determine
absolute desorption yields of a metastable via a process
trinsic to pure solid Kr. This is also the case for solid Xe.

5.2. Total desorption

The wavelength dependence of the photo-desorption
tensities from solid Kr for three different film thicknesses



om
f

re
li
ie

ow
el
o
b
rp
ss
pt
s
de

.0
bo
tio
in

tio
n
lly

t-
te
la

f
n
e
si
th
t
s
d

x-
en-
of
to-
e
e
-

and
d by
e
and

SD

not
on
sed
not
the

he
any
if-
Ar;
w

fo

ss in

the

264 Low Temp. Phys. 29 (3), March 2003 Arakawa et al.
shown in Fig. 6, where the curves are the direct output fr
the mass spectrometer with no compensation applied
higher-order light. The arrows show the wavelength cor
sponding to the excitation of the series of excitons in so
Kr. The coincidence between the exciton excitation energ
and the peaks or the shoulders in the figure clearly sh
that the excitons induce the desorption. The desorption yi
were estimated by the peak height above the continu
background which was due to the bulk ionization caused
the higher-order light from the monochromator. The deso
tion yield at S1~3/2! excitation has apparently no thickne
dependence and is about 0.015 atoms/photon. The desor
by bulk exciton creation becomes detectable at a few ten
atomic layers under our experimental conditions. The
sorption yields at B1~3/2! and B1~1/2! excitation increase
with the film thickness and reach saturated values of 0
and 0.02 atoms/photon, respectively, at a thickness of a
100 atomic layers. The absolute yields of the total desorp
by the five different excitonic excitations are summarized
Table I.

5.3. Desorption model and simulation of total
desorption yields

The desorption process caused by excimer dissocia
and internal sputtering after bulk exciton excitation is co
sidered as sequential processes, as shown schematica
Fig. 7: i! creation of a free exciton, ii! migration of the ex-
citon, iii! formation of an excimer, iv! dissociation of the
excimer, and v! collision cascade followed by internal spu
tering. In order to calculate the desorption yields, each s
must be evaluated quantitatively. The details of the calcu
tion will be published elsewhere.27 Though the behavior o
the exciton at a vacuum interface and metal substrate is
well understood, the photoemission data of Kr were w
described by assuming that the metal surface is a perfect
and that the vacuum interface is a perfect reflector for
exciton.28 The final process v!, which is one of the mos
important factors in giving the theoretical desorption yield
has been studied extensively by a classical molecular
namic simulation.7 The distribution of the initial excitation in
the process i! and the diffusion length in the migration ii!

FIG. 6. The total desorption yields as a function of incident wavelength
three different thicknesses of Kr films.
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affect the depth profile of the distribution of the trapped e
cimer and, therefore, determine the film thickness dep
dence of the total desorption yield. The initial distribution
the excited bulk excitons is estimated from the pho
absorption coefficient.29 The only unknown parameter is th
diffusion lengthL of the free exciton, which is expected to b
highly affected by the condition of the crystal and by tem
perature. As is shown in Fig. 8, both the absolute value
the thickness dependence were satisfactorily reproduce
choosing the parameterL between 5 and 10 nm. This valu
shows good agreement with the estimate of between 1
10 nm by Schwentneret al. from the photoemission study.28

We have also applied this method of simulation to the E
case of solid Kr and obtained satisfactory results.27

Though we assume that the CE mechanism does
work at the surface of solid Kr, surface exciton excitati
resulted in significant total desorption. This may be cau
by excimer dissociation on the surface. However, we can
exclude the effect of hydrogen adsorption, which makes
CE process efficient.

6. Desorption of Ar

The desorption of metastables from solid Ar by both t
CE and ED mechanisms has been reported by m
researchers.24,30,31However, there are some experimental d
ficulties in determining the absolute yields of metastable
the unknown angular distribution of desorbed Ar, the lo

r

FIG. 7. The model of sequential steps of the excimer dissociation proce
solid Kr.

FIG. 8. Thickness dependence of the total desorption yield of solid Kr;
experimental results~solid squares! and the simulated results~lines!, with
the diffusion length as a parameter.
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signal intensity, and the unstable detection efficiency of s
ondary electron multipliers. Nevertheless we have obtaine
rough estimate of the absolute metastable yield of
31025 atoms/photon by S1 excitation.12 Though the deter-
mination of the absolute yields of total desorption has
ready been made in the same way as for Kr~see Table I! the
comparison between the experimental results and the s
lation is not so straightforward as in the Kr case. It is e
pected for solid Ar that both the CE and ED mechanis
contribute to the total desorption in comparable meas
The model calculation of the total yield at B1 excitation,
which only the ED mechanism is assumed under conditi
similar to the Kr case, gives a theoretical desorption yield
almost one-tenth of the experimental value. This large d
crepancy is probably because the bulk excitons are
ciently converted to surface ones at the vacuum interface
lead to desorption by the CE mechanism. A model simulat
which takes both CE and ED mechanisms into account i
progress.

7. Summary

We have measured the absolute yields of metastable
total desorption at the surface of solid Ne, Ar, and Kr by t
photostimulated desorption technique. The experimental
sults are well explained by the model in which the excito
play a crucial role. However, the mechanism that leads to
desorption for each rare gas is different. For solid Ne,
predominant mechanism which works for both the me
stable and total desorptions is the CE mechanism. The l
lattice distortion energy makes the internal sputtering proc
possible and results in a large total desorption yield of
order of 1 atoms/photon by bulk exciton excitation. For so
Kr, the desorption process can be well described solely w
the ED mechanism, in which the migration of a free excit
before trapping into the excimer state determines the a
lute yield and its film thickness dependence. In solid Ar, b
the CE and ED mechanisms work for the desorption, wh
make the model calculation of the desorption yield difficu
The mechanism which works in the desorption process fr
solid Xe must be solely the ED one, as is the case for s
Kr. Unfortunately, we have not obtained data on the abso
total desorption yields which can be compared with
simulation result. This is because of the experimental d
culty due to the low desorption signal intensity and the lim
tation of our experimental apparatus.

It was demonstrated that the desorption study could
veal the dynamics of excitons in rare gas solids. A promis
step in future study may be a systematic investigation of
temperature dependence of the desorption phenomena
well-defined sample crystal. A study of desorption at the s
face of a rare gas alloy32 will also yield interesting informa-
tion on the dynamics of the exciton in a heterogeneous
tem.
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Biexcitons in solid neon
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We study the creation of biexcitons in neon films on a metal substrate by one-photon processes.
We demonstrate that photon-stimulated desorption of ions is a perfect tool for the
investigation of these excitation processes, which possess very low cross sections. We show that
the principle of the equivalent-core approximation which is well known from inner shell
experiments can also be applied to the neon biexciton case. Comparing the equivalent-core
molecules Ne2** and Na2 , we find that neon biexcitons can be described well in a Frenkel
picture. © 2003 American Institute of Physics.@DOI: 10.1063/1.1542447#
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INTRODUCTION

Biexcitons or excitonic molecules have been kno
since 1958.1,2 They arise from nonzero interaction energi
of two excitons. They have been studied extensively in
periment as well as in theory~see, e.g., Ref. 3!. Recently
they have attracted interest as objects for Bose—Eins
condensation, for nonlinear optical processes,4,5 and for
quantum computing.5

Most previous investigations focus on narrow gap in
lators and on semiconductors,3,4 with a rapidly increasing
interest in nanocrystals, microcavities, and quant
structures,6,7 and also in organic materials.8 Biexciton bind-
ing energies in quantum structures can be very large.7 The
main signatures of biexcitons or excitonic molecules in th
experiments are three different optical processes, namely
luminescence occurring when a biexciton decays into
single exciton, the inverse process wherein a biexciton
formed from a single exciton by photoabsorption, and
biexciton creation in a two-photon process with increas
cross section, the so-called giant two-photon absorption.3

More than a decade ago our group showed that bie
tons exist in solid argon as well, and that these biexcitons
be excited in a one-step process either with electrons9 or with
photons.10 In particular, the creation of two excitations o
different centers in a solid by one photon is an interest
process. As has been shown by Dexter in the theoretica
terpretation of experiments by Varsanyi and Dieke, the t
excitations need to be coupled in order to enable a non
transition probability~see Ref. 11 and references therei!.
This is the case for excitons forming excitonic molecul
and in particular for the argon case, where the interac
energy is in the range of 10 to 20% of the one-exciton bi
ing energy.10 Although the transition matrix element for one
photon biexciton excitation is nonzero on account of t
interaction, it is much smaller than matrix elements for on
electron excitations, or even for two-electron transitio
where both electrons belong to the same atom.10,12 In normal
photoabsorption experiments these biexcitonic one-pho
absorption processes remain invisible against the large b
ground of competitive transitions. In order to investiga
them, we need a physical process which selectively proj
them out.
2661063-777X/2003/29(3)/4/$24.00
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Photon-stimulated ion desorption~PSID! is such a pro-
jection tool. The solids of the light rare gases Ar and N
show negative electron affinity.13 The edges of their conduc
tion bands lie above the vacuum level, i.e., the interact
between an additional electron and the closed shell of the
or Ne atoms forming the matrix is repulsive. This repulsi
interaction is not only encountered by free electrons, but a
by the extended wave functions of excitons. As a result,
citons are trapped in atomic centers by the creation of c
ties around them. If this self-trapping occurs at the surfa
the repulsive forces are unbalanced and the excited part
are ejected into the vacuum.13,14 This process stimulates de
sorption of electronically excited atoms,13–15 dimers,16 and
doubly excited dimers which correspond to the trapped fo
of biexcitons.9,10 Singly excited atoms or dimers de-excite
by photon emission yield neutral products. For doubly e
cited dimers enough energy is available for autoionizati
Depending on whether the autoionization process lead
bound or dissociative states of the final ionomer state, ato
or dimer ions are detected.9,10 By evaluation of the depen
dence of the signal amplitude on the layer thickness, surf
and bulk processes can be discriminated.9,10 Because the
competitive photoabsorption processes in the same en
range do not create ions, the biexcitonic processes can
separated in the experiment. We note that PSID is also h
ful for the discrimination of multi-electron excitations wit
low cross sections in the inner-shell excitation region.17

In this paper we extend our previous study of argon
solid neon, the other rare gas solid with negative elect
affinity. Our goal is threefold: First, we want to demonstra
the potential of PSID for the discrimination of exotic excit
tions with low cross sections using another system as a t
cal example. Second, we show that biexcitons exist in s
neon as in solid argon~they probably also exist in the heavie
rare gas solids, in which access via PSID by cavity eject
is not possible due to their positive electron affinities!. Third,
we compare our biexciton results with theoretical data
Na2 molecules and show that their electronic properties
very similar. From this we conclude that biexcitons in so
neon can be well described in a Frenkel, i.e., in a localiz
molecular picture.
© 2003 American Institute of Physics
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EXPERIMENT

All of the experiments were performed in a UHV cham
ber with base pressure better than 5•1029 Pa. For enhanced
surface sensitivity, grazing incidence of the synchrotron li
at 7 degrees with respect to the surface was used. We
densed the neon layers onto the~001! surface of a 7 K cold
ruthenium single crystal. Before dosing, we cleaned the s
strate by sputtering with Ar1 ions, repeated heating to 145
K in 1024 Pa of oxygen, and final flashing to 1570 K. W
checked the cleanliness of the substrate by x-ray photoe
tron spectroscopy and by thermal desorption spectroscop
physisorbed xenon. The saturated Xe monolayer shows a
sorption maximum associated with a 2D phase transition
is strongly suppressed by even very small amounts
impurities.18 We note that a clean substrate is important
the perfect growth of Ne layers with minimum contamin
tion. Reproducible amounts of neon~cleanliness better tha
1022 %) were dosed through a microcapillary doser onto
substrate. We calibrated the thickness of our films by co
paring the relative areas of their thermal desorption peak
those of well-defined monolayers.19

For TEY ~total electron yield! excitation spectra, we
used a simple PEY~partial electron yield! detector as-
sembled from two grids and a large-area electron multipl
The grid assembly, which in the PEY mode served as a h
pass for the emitted electrons, was grounded for the T
Desorbing ions were mass selected and recorded wi
quadrupole mass spectrometer.

All measurement were done at TGM dipole beamlines
BESSY, Berlin. The photon energy scale was recorded
taking gas phase photoabsorption spectra at elevated pre
~typically 1025 Pa) in situ, and by comparison with energ
values from the literature.

RESULTS AND INTERPRETATION

Figure 1 shows Ne1 and Ne2
1 PSID spectra from a neo

film more than 100 layers thick. Both signals show maxim
at 33.5, 34.19, 35.6, 36.1, 36.85, and 37.8 eV. The maxim
33.5 and 35.6 eV persist for films which are only 3 laye
thick, for which the other structures vanish. We therefo
assign them to surface excitations. The other features gro
with increasing thickness and saturate at about 100 lay
All of these features can be assigned neither to resonant
electron nor to multi-electron states of asingle neon atom.
For condensed neon, no resonant one-electron states
between the@2p# ionization edge at 21.55 eV~Ref. 20! and
the lowest@2s#np exciton around 47 eV~Refs. 23 and 24!.
The lowest two-electron excitation of a single neon at
occurs at 45.5 eV$Ne2p4(3P)3s(2P)3p(1P)% at the
surface,24 which is also well above the energy range of F
1. The PSID peaks are, however, very close to the sum
two one-exciton excitation energies, as is indicated in Fig
although not exactly at those positions. In particular,
maximum at 33.5 eV is below the value which is obtained
doubling the energy of the lowest resonant excitation, i
the @2pz#3s surface state~we use the Frenkel notation he
which we believe to be justified for the excitons with a lo
principal quantum number of neon,25 and we have average
the energy positions of individual multiplet lines; we no
t
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that the normally dipole-forbidden@2p#3p excitation is ex-
clusively seen at the surface, with its reduced symmetry21,22!.
We therefore conclude that the maxima seen in PSID in
energy range must be due to excitations of excitonic m
ecules in a one-photon process because no other channe
a resonant process exist. The deviation of the peak posit
from the sums of one-exciton excitation energies reflect
redshift due to the binding of the excitonic molecules. The
results to a large extent resemble those obtained for ar
As there, PSID is brought about by cavity ejection of loc
ized biexcitons and by subsequent autoionization and ev
tual ~in the Ne1 case! dissociation. Comparing the shapes
the Ne1 and Ne2

1 signals, we find that nondissociative aut
ionization is enhanced for the surface contributions. We
lieve that these excitations exist for the heavier rare gase
well, although PSID by cavity ejection is not possible, ma
ing their detection much more difficult.

In the TEY we found small features in this energy ran
which were not well reproducible. For thin layers and f
reduced photon exposure, i.e., under conditions where ch
ing and beam damage was minimized, they were below
detection limit. We therefore believe that these TEY stru
tures were most likely due to secondary effects, i.e., accu
lated lattice defects created by cavity formation and stim
lated desorption. Lattice defects will affect the electr
transport and charging, and this can cause modulations o
TEY as observed.

We have shown that biexcitons exist in solid neon a
that PSID is a very powerful method for their detection.
the next step we try to analyze the main features of th
excitations, namely their binding energy. We assume that

FIG. 1. TEY and photon stimulated desorption of Ne2
1 and Ne1 ions from a

Ne film more than 100 layers thick. The sums of the bulk (@2p#3s, @2p#4s;
Ref. 20! and surface (@2p#3s, @2p#3p; Refs. 20–22! exciton excitation
energies are indicated for comparison~the multiplet structures have bee
averaged!.
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can describe them as localized excitons, i.e., in a Fren
picture. The Frenkel, i.e., atomic picture, has been show
be an appropriate description for then51(5@2p#3s) bulk
exciton of solid neon.25 We note, however, that for the exc
tons with higher quantum number and for the heavier r
gases the Mott–Wannier description is more appropriate.
further assume that we can apply the equivalent-core
proximation, which is a very powerful principle for the in
terpretation of inner-shell excitation phenomena: A hole in
inner shell is small; its positive charge has nearly the sa
effect on the outer orbitals which govern the chemistry as
addition of a positive charge in the nucleus, i.e., the co
excited atom behaves chemically like aZ11 ground-state
atom. Holes in valence orbitals commonly are not small a
are usually not restricted to a single atom; so the equival
core approximation can normally not been applied to the
However, valence-excited rare gases are a special cas
cause of their small ion radii. The interaction between t
rare gas ions deviates from the Coulomb law only for sm
distances. This can be seen, e.g., from calculated pote
curves for Ar2

11 ~Ref. 26; unfortunately, similar data fo
Ne2

11 do not seem to exist!. The potential curves of the
singlet states dissociating into two Ar1 (2P) atoms are very
close to 1/r for r .5 bohr, which is much less than th
nearest-neighbor distance of solid Ar which is 7.1 bohr~see
Fig. 1 of Ref. 26!. For Ne, we expect similar relations. W
therefore try to obtain the binding energies of the Ne biex
tons from itsZ11 analog which is a Na2 molecule; see Fig.
2. We take Na–Na interaction energies from calculated N2

potential curves27 for the nearest-neighbor distance of the N
solid ~5.97 bohr!28 and add them to those sums of excit
energies which show the correct asymptotic behavior. Fig
3 shows the result. In particular, the two surface peaks
33.5 and 35.6 eV are well reproduced by bonding Na2 states
aligned to sums of surface exciton energies. The pea
34.16 eV, which vanishes for thin layers is most probably
lowest bulk biexciton. The maximum at 36.1 eV can also
described by surface contributions, although combination
bulk and surface states fit as well~not shown!. The maxi-
mum at 37.8 eV could be due to bonding states dissocia
into 3s and 4s bulk excitons; we admit, however, that th
Frenkel picture may be not adequate for them becaus
their larger radii. Without straining the analogy too much,
find that the Na2 analogy reproduces the lowest biexcito
states of Ne surprisingly well.

FIG. 2. Equivalent-core picture: Assuming a small spatial extension of
@2p# ionized Ne1 ion core, a@2p#3s excited neon atom corresponds to
sodium atom, and a (@Ne2p#3s)2 excitonic molecule to a Na2 molecule.
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In summary, we have shown that biexcitons also ex
for solid Ne, as had been found before for solid Ar. Th
one-photon excitation cross sections are low, requiring s
sitive experimental tools for their investigation. PSID is
ideal probe. Application of theZ11 approximation repro-
duces the binding energies of the lowest bulk and surf
biexcitons very well.
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Exciton-induced lattice defect formation
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The lattice defect formation induced by electronic excitation in solid Ne is studied using the
selective vacuum ultraviolet spectroscopy method. The samples are excited with synchrotron
radiation in the range of excitonic absorptionn52G(3/2). The dose dependence of the
intensity distribution in the band of atomic-type self-trapped exciton luminescence is analyzed.
Direct evidence of the formation and accumulation of point lattice defects in solid Ne via
the excitonic mechanism is obtained for the first time. A model of permanent lattice defect
formation is discussed. ©2003 American Institute of Physics.@DOI: 10.1063/1.1542448#
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INTRODUCTION

The mechanisms of material modification via the ele
tronic subsystem are of considerable interest from the p
of view of the fundamental solid-state physics, and their
derstanding is an important prerequisite for many novel te
nological applications in material and surface scienc
micro- and nanoelectronics, and photochemistry. The b
for the physics of electronically induced lattice rearrang
ment is a concentration of the excitation energy in the rel
ation process within a volume about that of a unit cell, f
lowed by energy transfer to the crystal surroundings.
variety of inelastic processes induced by excitation of
electronic subsystem have been studied in wide-
insulators1–6 and more recently have even been found
narrow-gap materials.7 The main phenomena under inves
gation are atomic processes such as lattice defect forma
or annealing of existing defects, mass diffusion, and the
sorption of atoms, ions, and molecules from surfaces.

Considerable progress has been made towards an in
into their mechanisms. However, many details of the el
tronically induced processes underlying these phenomena
still not deeply understood. Rare gas solids~RGS! with their
simple lattice and well-defined electronic structure are ex
lent objects for investigation of the electronically induc
phenomena. Small binding energies in conjunction with
strong exciton–phonon interaction result in a high quant
yield of electronically induced defect formation and deso
tion that makes RGS especially suitable for experimen
study. Moreover, study of electronically induced atomic p
cesses in the above solids offers a unique possibility for
cidating the role of acoustic phonons in these processes.
pronounced effects of exciton self-trapping observed in R
are essential for efficient energy localization and transfe
induce a lattice modification. It is well known1–3,8–10that in
solid Ne the excitons are self-trapped predominantly i
atomic-type states~A-STE!. A rich structure of the atomic
transitions has already been found in the early hi
resolution studies of luminescence from solid Ne.11–13 It has
2701063-777X/2003/29(3)/4/$24.00
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been shown11 that the emissions observed arise from t
transitions1P1→1S0 , 3P1→1S0 , and3P2→1S0 . The spec-
tral features related to the surface and to the bulk were
tinguished by their dependence on sample thickness and
citing electron energy.13 The narrow emission lines wer
assumed14 to stem from the desorbing atoms in the states1P1

and 3P1 . The wider bulk emissions matched to the tran
tions 3P1→1S0 and1P1→1S0 were found to be of a double
structure.13 The similar features observed in Ref. 14 we
interpreted in the framework of the coexistence of excit
self-trapping in a regular lattice and trapping in the vicin
of initial nonequilibrium defects of structure, e.g., trappin
near a vacancy. Note that the transformation of defects
volving A-STE and mobile thermal vacancies at a ‘‘high
temperature of 19 K, close to the melting point, was cons
ered in Ref. 15.

In order to elucidate the internal structure of A-ST
emission bands, special experiments on low-temperatur
radiation by high- and low-energy electron beams w
performed.16,17 In the first case the electrons of superthres
old energyEe.Ethr (Ethr51 keV) produced point defect
~Frenkel pairs! during excitation via the knock-on mecha
nism. Based on the dose dependence, the defect-related
tral features were clearly identified. For comparison purpo
the same luminescence spectra and their dose behavior
studied under irradiation by an electron beam of subthre
old energyEe,Ethr , i.e., by electrons of energy deficient fo
moving a lattice atom from the substitutional site to an int
stitial one via the knock-on mechanism. A striking rese
blance found in the dose behavior—the increase in the in
sity of the defect-related components, has given conclus
evidence of the formation of electronically induced point d
fects and their accumulation in the lattice of Ne.16,17 It has
been suggested that the self-trapping of excitons into A-S
states is a stimulating factor. However, direct proof of t
excitonic mechanism requires state-selective experime
Synchrotron radiation providing intense vacuum ultravio
© 2003 American Institute of Physics
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Comment. Position and in full width at half maximum~FWHM! are given
by the data in Refs. 23~* ! and 14~** !.
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~VUV ! light tunable through the exciton absorption range
best suited to this kind of experiments.

The paper reports the results of a synchrotron radia
study of permanent lattice defect formation in solid Ne v
the excitonic mechanism. The experimental findings
compared with the results of recent molecular dynam
studies of the evolution of the self-trapped excitons into p
manent lattice defects.18,19

EXPERIMENTAL

The selective excitation experiments were carried ou
the SUPERLUMI station at the Hamburger Synchrotro
strahlungslabor HASYLAB. Since we are interested in co
trol of the lattice permanent defect creation induced by ex
tation of the electronic subsystem the quality of the samp
under study~the concentration of initial defects and impur
ties! is of critical importance. The samples were grown in
special closed cell mounted on a He-flow cryostat holde
an ultrahigh vacuum~UHV! environment (10210mbar).
High-purity Ne gas~99,998%! was used, and the gas ha
dling system was operated under UHV conditions. T
samples were condensed from the vapor phase at elev
temperatures under isobaric conditions (P510 Pa). The ini-
tial temperature of 18 K was fixed, whereupon the sam
was cooled down to 5 K at aconstant rate of 0.1 K/s. Afte
the sample preparation the cell was removed and the f
standing crystal was studied. The high-quality optica
transparent polycrystalline sample of 1 mm thickness w
then subjected to a long-duration exposure to the VUV lig
Selective photon excitation was performed with a band p
of Dl50.25 nm. The excitation energy of 20 eV was chos
in the range of then52 term of the excitonic series. Th
luminescence analysis was carried out using a 1 m near-
normal incidence monochromator equipped with a positi
sensitive detector. The spectra were recorded with spe
resolution~l/Dl! of 750 and 1500. The resonance lines
gaseous Ne were used for the energy calibration. The d
dependence of the luminescence intensity spectral distr
tion was measured, and the influence of the annealing at
K on the spectral features was examined.

RESULTS AND DISCUSSION

The typical photoemission spectra of self-trapped ex
tons in solid Ne taken with different resolution are presen
in Fig. 1. Spectrum 2, recorded with the spectral resolut
of 1500, shows a number of overlapping spectral peaks.
weak, wide bandW on the low-energy side is known to b
vibrationally hot luminescence of M-STE in solid Ne~see,
e.g., Refs. 11 and 14!. The contributions to theW band from
M-STE in the bulk and at the surface were discriminated
Ref. 20. It is very likely that the desorption of Ne2* observed
in Refs. 21 and 22 also contributes theW band. However,
this presumption needs a special check. The most inte
structured composite of bands is the A-STE emission in
range 16.6–17 eV. Experiments with highly effective exci
tion of solid Ne by an electron beam11,13,14,16,17made it pos-
sible to observe the luminescence from the three ato
states1P1 , 3P1 , and3P2—the a, b, andc bands in the no-
tation given in Ref. 16. All of the bands have an intern
s
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structure with components of different origin. The narro
‘‘0’’ peaks coinciding in energy with the transitions1P1

→1S0 and 3P1→1S0 in the gas phase were identified a
emissions from the desorbing atoms in the excited state14

The components labeled 1 and 2 which fall into pairs with
splitting close to the spin–orbit splitting, stem from th
A-STE centers in the bulk. The 1 components were found
be related to the lattice defects, whereas the 2 compon
were associated with the A-STE in the regular lattice.14,16,17

Several features were assigned to the A-STE at the surf
In experiments23 performed with tunable synchrotron radia
tion the authors were able to isolate some of the peaks
choosing the appropriate excitation energy and time gat
The relevant peak positions and their assignments are li
in Table I.

The intention of the present study was to measure
dose dependence of the intensity distribution in the lumin
cence spectra of solid Ne under selective excitation in
range of free excitons. We tuned the excitation energy to
band of exciton absorptionn52G(3/2). Due to the low ab-

FIG. 1. STE luminescence of solid Ne excited by 20 eV~curve 1! and with
22 eV ~curve 2! photons. Curve 2 was recorded with a higher resolut
~l/Dl51500!. The spectra were measured atT55 K.

TABLE I. Positions atT55 K, FWHM, and assignments of the A-STE
luminescence components in the range of resonance transitions.
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FIG. 2. Photoluminescence of solid Ne in the range of the3P1→1S0 transition~b band!: ~a! and~c!—the evolution of theb band upon irradiation with 20 eV
photons,~b!—the dose dependence of theb1 andb2 components,~d!—the spectrum recorded after annealing of the sample atT511.5 K. The spectra were
recorded atT55 K.
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sorption coefficient the exciting light penetrated deep ins
the sample and the A-STE centers were efficiently formed
the bulk. The temporal behavior of the luminescence w
monitored at 5 K to rule out thermally stimulated processe
The sequence of spectra was measured during exposu
VUV light. The most intenseb band was analyzed. The in
tial intensity distribution is shown in Fig. 2a and the final o
in Fig. 2c. The positions and the widths of the compone
were obtained from a numerical fit of the band contour
suming a Gaussian shape of the components. The fitting
done taking into account the overlapping of the A-STE em
sion with a high-energy tail of the M-STE luminescenc
shown in Fig. 2. The result of this treatment for theb1 andb2

components is shown in Fig. 2b as the corresponding po
of the curves. Despite the fact that then52G(3/2) excitons
are formed predominantly deep in the bulk, they reach
surface and are then trapped into the A-STE configura
with a subsequent desorption of the excited atom. The
pearance of theb0 component in the A-STE emission is i
line with the results on the partial yield of the Ne atoms
the 3P1 state.24 The desorption is due to the formation of
microcavity ~bubble! around the A-STE as a result of th
prevailing repulsive interaction between the excited elect
and surrounding atoms because of the negative electron
finity of solid Ne.1 This so-called ‘‘cavity ejection’’ mecha
nism was studied in detail~see Ref. 2 and references therei!.
The width of theb0 component related to the desorbing a
oms is resolution limited. The positions and the widths of
b1 andb2 components are in perfect agreement with the d
given in Ref. 23. These bulk components have analogs in
matrix-isolated Ar center spectra.17 Thed component may be
tentatively assigned to the transition from the metastable3P2

state at defect sites or near the surface. Note that the tra
tion from this state is strictly forbidden in a regular lattic
To the best of our knowledge the geometrical configurat
of the centers that emit the peaks in the range of the3P2

→1S0 transition has not been fully ascertained. Because
the long lifetime of this state and the negative electron af
ity, the chance for the atom to desorb prior the radiation
very high.25 For this reason the assignment of some emiss
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lines as emissions from the surface centers in the3P2 state
seems to be very unlikely. The efficient excitation of th
emission in the range below the lowest bulk exciton ba
may also be due to excitation of some centers at defect s
because the defect levels could be expected to occur q
close to the surface exciton band. Note that thed component
has an analog in the matrix-isolated center spectra in
range of low concentrations.17 The width narrowing and the
decrease in intensity observed for thed component upon
annealing~see Fig. 2d! seems to support the assignment
the d component as being related to the defect sites.

In order to get direct proof of the permanent lattice d
fect formation in the initially perfect lattice via the exciton
mechanism, let us consider the features in the range of
resonance transition3P1→1S0 . This is just a transformation
of the most intenseb band on exposure to VUV photons i
the range of the second term of the excitonic series w
below the band gap energy. The shape of theb band after the
cycle of irradiation is shown in Fig. 2c. A pronounced e
hancement of the defect-related componentsb1 and d was
found. As for theb2 component associated with the A-ST
centers in the regular lattice, it remained unchanged. Fig
2b depicts the dose dependence of theb1 andb2 component
intensity. The exposure time uncorrected for the synchrot
radiation pulse duration is in fact the real time of the me
surements. The radiation-induced enhancement of the de
components clearly indicates the formation and accum
tion of permanent lattice defects in solid Ne generated by
self-trapping of excitons into the A-STE states. A 30-m
annealing of the samples atT511.5 K caused a decrease
the intensity of the defect-related components. The inte
ties of theb1 andb2 components were restored. The resu
obtained in the present experiments with selective excita
accord well with the results of experiments performed w
electron beams.17 Note that in these experiments a simil
dose dependence was observed for the components o
transitions1P1→1S0 and3P1→1S0 ~see Table I!, which are
dipole allowed in a cubic lattice. The similar dose depe
dences of the A-STE luminescence components found in
cases of superthreshold and subthreshold excitation by e
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tron beams as well as selective excitation into excito
states provide convincing proof of the excitonic mechani
of the point lattice defect formation.

The recent excited-state molecular dynamics studies18,19

of the possible evolution of the A-STE states into stable
tice defects suggest a microscopic model of conversion f
the A-STE to Frenkel pairs. The elastic deformation follow
by the primary bubble formation due to the prevailing rep
sive forces between the excited atomic center and surro
ing atoms takes place within a very short time. It is intere
ing that an ultrafast expansion of the bubble was obser
upon excitation of the Rydberg orbital of the NO impuri
center in solid Ne.26 Such primary bubbles with elastic de
formation collapse once the electronic subsystem return
the ground state. High local elastic stresses in the lattice
induce some plastic deformation during the lifetime of t
excited state. Several cases of possible plastic deforma
were examined. It was calculated that the energy levels
some of the bubbles accompanied by plastic deformation
at energies lower than that of the primary bubble. The low
energies were found for a bubble with two vacancies in
first atomic shell. It was revealed that the second-nea
neighbor vacancy–interstitial pairs are formed and rem
stable in the lattice after exciton annihilation. The estima
differences in energies of radiative transitions of the atom
centers in the primary bubble and in the bubble with plas
deformation, 54–66 meV, are in perfect agreement with
experimental value 60 meV obtained in the present study
with the results given in~Refs. 14 and 23! for the 3P1

→1S0 and1P1→1S0 transitions~see Table I!. A quite similar
process of electronically induced defect formation upon
citation of the Ar atoms in a Neon matrix has been obser
experimentally4 and considered theoretically.18 To some ex-
tent the mechanism of lattice defect formation conside
here resembles that in alkali halides, where the Frenkel
formation is induced by the repulsive interaction between
excited electron of the STE and core electrons of the mole
lar ion pairs.1
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discussions. The authors~E.S. and A.O.! gratefully acknowl-
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