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The temperature and concentration gradiéhtsand Vx created by a heat flow in a superfluid
3He—*He mixture with a concentration of 9.8%le are measured in the steady state in

the temperature range=70—500 mK. It is found that the rati®éx/V T obtained in the experiment
can be described on the basis of a dependence of the osmotic pressure on the temperature
and concentration. The data are used to find the thermodiffusion ratio and, hence, the
thermodiffusion coefficient of this mixture. @003 American Institute of Physics.
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1. INTRODUCTION peratures, such that one can neglect the influence of rotons
o ) ) and phonons, the ratio of the temperature and concentration

. Q”f of the distinctive features of superfluid mixtures of 5.5 qients in the mixture is determined solely by the partial

He in“He in comparison with the properties of pure He Il is pressureP; of impurity excitations in the mixturé:

the possibility of simultaneous creation of temperature and

concentration gradients at constant pressure. A steady tem- VX _ (dP{/dT),p

perature gradient can exist in pure superffikig only in the VT  (dP¢/dx)7p’

presence of a supergap |mpermeable to th_e normgl COMPihere x, the molar concentration ofHe in the mixture,

nent. Then a thermomechan!cal pressure arises which can Plse related to the mass concentratian by the relation

interpreted as an osmotic pressure of the thermaX:4C/(3+C)_

ex0|tat|ons—ph%nons4 and rotons. Experimental study of the ratio betwe&T andVx in

In superfluid®He—"He mixtures at normal pressure there 3He_4

. . e . —"He mixtures has been done only at high temperatures
are not only the thermal but also impurity excitations, which. . )
3 L . . “’in highly concentrated mixturésin the present study we
are *He quasiparticles. Here the expression for the impurit

flux has the form yinvestigate steady-state temperature and concentration gradi-
ents under conditions such that the thermodynamic and ki-
_ Kt Kp netic properties of théHe—*He mixture are determined by
i=—pD| Vet = VT+ 5 VP, (1) impuritons €He quasiparticles

()

wherep is the density of the liquidD is the diffusion coef- 2. EXPERIMENTAL TECHNIQUE
ficient, kD is the thermodiffusion coefficienkpD is the

barodiffusion coefficient, and is the mass concentration of Simultaneous measurements of the gradients of tempera-
' ture and concentration were made in the cell shown sche-

3 . .
He in the mixture. matically in Fig. 1. The upper flandgkis in constant thermal

pnder steady-state conditions, when the pressure_gradgontact with the plate of the mixing chamber, and a silver

flow of impurities, as was shown by Khalatnikbane ob- feat exchange? is used to reduce the boundary thermal

. ; ; esistance with the liquid. The cell has a 0.1-mm thick stain-
tains the following relation between the temperature anc{ess steel bod§g with a diameter of 2.4 cm and a height of
concentration gradients: '

4.7 cm. The heat flux was created by a planar hebfgaced
T in the liquid in the lower part of the cell. The filling capillary
Ve=—VT. (2) 5 passes through the lower flangeof the cell.
For measurement of the temperature distribution along
This means that steady temperature and concentration gradire height of the cell we used two thermomet@raounted a
ents can arise in superfluid mixtures even in the absence offied distancg10 mm) apart in the middle region of the cell.
supergap. The concentration of the mixture could be determined from
The appearance of steady-state conditions in superfluithe change in its dielectric permittivitijsee Refs. 5 and)6
mixtures of*He and*He under different conditions was in- measured by means of two capacitive concentration sensors
vestigated theoretically in Refs. 2 and 3 with allowance for9 in the form of cylindrical capacitor€.5 cm in heightwith
the interaction between quasiparticles. At low enough temhelically wound electrodes having gaps between turns of 0.1

1063-777X/2003/29(4)/6/$24.00 275 © 2003 American Institute of Physics



276 Low Temp. Phys. 29 (4), April 2003 Zadorozhko et al.

X
N IS
o o . " = No
Z 7 2
\\\\\ 3 P
o AMHISgEIN
S sl
~. =
TR TTIHIL . . . . .
- 4 6 7 8 \ 9 10 11
[ X, % “He

AN
R . . .
ﬂ/ / FIG. 2. Temperature dependence of the concentration of the mixture in

experiment A at different constant values of the heat flux power
Vs ///|. \ [ wWicn?]: 0(1), 2.25(2), 4.5(3), 9 (4), 13.5(5); the solid curve shows the

7 & 5 data of Ref. 7.

FIG. 1. Diagram of the measurement cdl—top flange,2—sintered heat

exchanger3—wall of cell, 4—heater,5—bottom flange 6—filling capil-

lary, 7—pressure senso8—resistance thermometék—capacitive concen- — Experiment A: The temperature dependenceVat

tration sensor. and Vx in the mixture was measured at a constant power
~radiated by the heater, while the temperature of the liquid in

and 0.2 mm for the upper and lower sensors, respectivelyhe cell was varied by changing the temperature of the plate

The nominal capacitances of the upper and lower sensogst the dilution refrigerator.

were 300 and 750 pF, resspectlvely, corresponding to a capa- — Experiment B: The temperature of the dilution cham-

bility of determining the®He concentration to an error of per was held constant while the temperature dependence of

0.1% for the upper sensor and 0.05% for the lower. Thehe gradient& T andVx were recorded as the heater power
thermometers were identical Ry@esistance thermometers O was varied.

with a qominal resistance of 100Q at room temperature. The relative error of measurement BT and Vx de-
The resistance of the thermometers was measured by means Lo .

: : . pénds on the power deposition; f@=4.5uWicn? it
of a bridge(CryoBridge R44]}, and the error of determina- amounts to—2 5% for VT and ~10% for Vx. This error
tion of the temperature was 0.2 mK at 230 mK and de- ' '

creases with decreasing temperature. decreases with increasir@. ,
The power of the heat flux created by the heater was The typical temperature dependence of the concentration

determined to within less than 1% with the aid of a milliam- ©f the mixture as registered by the lower sensor in experi-
meter. The cold plate of the dilution refrigerator, which wasMeNtAis shown in Fig. 2, where the average temperature of
in plane-to-plane thermal contact with the flange was the I|qu!d mee_lsured by the two thermometers is plotted on
equipped with its own heater and resistance thermometer i€ Vertical axis. Curvé corresponds to zero power, and the

permit stabilization of its temperature. The surface of thekink onitis due to phase separation of the initial mixture. As
heat exchangel, made from ultradisperse silver powder the temperature is decreased further, the concentration sen-

had an area of-1.5 n?. Also mounted on the plate was a sors register the concentration of the lower of the separated

3He melting-curve thermometer, which was used to calibrat@nases; this is in good accord with th]gﬁknown experimental
the resistance thermometers. data concerning the phase separation linas can be seen in

The 9.8%3He mixture used was prepared by mixing F19- 2- o _ _
known portions of gaseous helium isotopes. Below 235 mKk ~ Curves2=5in Fig. 2 were obtained for different constant
the liquid mixture separates, but both concentration sergsorsvalues of the input powe®, which produced steady tem-
and both thermometeBswere located in the lower superfluid Perature gradients along the length of the cell. According to
phase, the equilibrium concentration of which as a functiorfhe two-fluid model of superfluid helium, this initiates a
of temperature is well known. The calibration of the ther-counterflow of the normal and superconducting components,
mometers and concentration sensors was carried out in tid the®He atoms taking part in the normal motion will
absence of heat fluxes, when the temperature and concentf@0oVve in the direction of lower temperatures. As a result, a

tion were uniform throughout the cell. steady concentration gradient which depends on the input
power Q is established along the length of the cell. If it is

3. PHASE SEPARATION OF SUPERFLUID MIXTURES IN assumed that the distributions of the temperature and con-

THE PRESENCE OF HEAT FLUX centration over the length of the cell are of a linear character,

Measurements of the steady-state temperature gradietifen estimates fo@=4.5 uW/cn? give a valuexo,~11%
VT and concentration gradier¥x were made at various 3He for the concentration of the mixture in the upper part of
temperatures and heat flux poweds Two types of experi- the cell and a valug,,~ 9% He for the lower part; foQ
ments were done: =13.5 uWi/cn? the values argo,~13.5%3He andypo
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FIG. 4. Temperature gradient versus the power of the heat flux for different
FIG. 3. Temperature dependence of the isotopic concentration registered @verage cell temperaturds[ mK]: 200 (), 300 (O), 400 (A).
the lower sensor in experiment B for the following values of the mixing-
chamber temperaturg,, [mK]: 195 (2), 165 (3), 105 (4). The data of ex-

periment A forQ =0 (1); the solid curve was plotted according to the results were determined at the same site of the cell. Here we took
of Ref. 7. into consideration that the height of a senser5 mm is
comparable to the distande between thermometers. In ad-
dition, the heat flux propagating in the liquid inside a capaci-
~8.5% ®He. Since the separation of the mixture begins intive concentration sensor was different from the flux between
the upper, colder part of the cell, the corresponding phasgensors, since an appreciable part of the cross section of a
separation temperatures, according to Ref. 7, will Tae sensor is occupied by the metal electrodeS i the cross-
=290 mK for Q=4.5 uW/cn? and T,=330 mK for Q sectional area of the cell in the absence of a concentration
=13.5 uW/cn?. These values correlate well with the posi- sensor ané, is the cross-sectional area of the liquid through
tion of the kinks on curve® and4 in Fig. 2; similar agree- which the heat is flowing in the presence of a sensor, then the

ment is also observed for the other values(df We note  desired concentration gradient is expressed as follows:

only that with increasing) the kink corresponding to phase AX
separation becomes less sharp. VX=—T—"3gT: (4)
Figure 3 shows typical results for experiment B, where Ll 1+ ﬁ

the measurements were made at a constant vigjef the
mixing-chamber temperature while the heat flux was variedThe difference in the value @, for the two concentration

As in Fig. 2, here the concentration registered by the lowesensors was in the 5% range, and it was not taken into ac-
sensor is given, and the temperature corresponds to the ageunt in deriving formula4).

erage of the values indicated on the two thermometers. For In calculating the temperature gradients we neglected the
comparison, Fig. 3 also shows the results obtained in expersize of the thermometers in comparison with the distance
ment A for the cas€=0 (curve 1). Curves2—4 in Fig. 3  betweenthem, and we also neglected the heat released by the
were obtained as follows. The initial point for each curve isresistance thermometers and capacitive concentration sensors
the corresponding point lying on the phase separation line foduring the measurements.

O=0. Then the mixture-chamber temperatufe, corre- Figures 4 and 5 show typical curves of the temperature

sponding to that point was stabilized, and the po®@ede-
livered to the heater was gradually increased at a constant
value of T,,. The value ofQ reached 11.22W/cn? for T,
=105 mK and 18W/cn? for T,,=195 mK. In this case
steady temperature and concentration gradients arose in the
mixture. A comparison of the experimental curves given in
Figs. 2 and 3 showed that for the same average temperature
and the same input power, the values of the concentration
registered in experiments A and B were in good agreement.

4. STEADY TEMPERATURE AND CONCENTRATION
GRADIENTS IN THE MIXTURES. COMPARISON WITH L .

THEORY 0 5 10 15 20 25 30

From the differencedA T andAx of the temperatures and Q, pw/em?
Concentratl.ons measure(.j by the sensors at the different SItEﬁB. 5. Dependence of the concentration gradient on the power of the heat
we _determmed the gradle_n%T and Vx. For correct COM- flux for different average cell temperaturég mK]: 200 (CJ), 300(O), 400
parison of the values obtained f8IT andVx these gradients (A).
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FIG. 8. Temperature dependence of the r&idV T obtained in experiment
FIG. 6. Temperature dependence of the temperature gradient for differet8 for the following values of the temperature of the top flafge]: 105

values of the injected pow@ [,lLW/CI'T\Z] 1.8(1), 3.37(2), 4.5(3), 9 (4), (), 160(V); 195 (A), 260 (O). The solid line is calculated according to

13.5(5). formula(12) for a concentration of 9.8%He, and the dashed curve is for a
variable concentration corresponding to the lower phase of the separated
mixture. The arrow corresponds to the phase separation temperature.

and concentration gradients as functions of the power of the

injected heat flux. The errors of determinationVof andV x

are mainly due to the errors of measurement of the difference  According to the theory of Khalatnikdvthe ratio be-
of the temperatures and concentrations between the sensavwgeenVc and VT can be obtained by proceeding from ex-
and were 0.5 mK and 0.07%e. As can be seen in the pression(2), where the parametés; has the general form
plots, the gradient§ T andVx depend linearly o at small P

values of Q and begin to deviate from linearity at Z) + = (5)
Q>5.6 wW/cn?. The deviation from linearity is apparently pT) T
The first term in(4) corresponds to the contribution of im-

due to the onset of convection in the mixture under study.
The problem of convection under the conditions of this ex'purity excitations, and the second corresponds to the phonon
contribution to the weight factors and 8. The potential is

1%
aT

pDky=aT

periment will be discussed in a separate paper.

e o e et Epressed  erms of e iference f e chmical pte
; e Sals of 3He and*He in the mixture:

pendent. This may be seen most transparently in Figs. 6 anc?

7, which give the temperature dependenc& dfandVx for

different Q.

For comparison of the experimental data on the stead{f the phonon contribution is neglected, E@®), (5), and(6)
temperature gradients and concentration gradients in supdead to the the following relation for the concentration and
conducting®He—*He mixtures with the theory it is conve- temperature gradients:
nient to consider the rati®x/V T, which is plotted in Figs. 8

Z=p(pz— trg)- 6
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FIG. 9. Temperature dependence of the r&idV T obtained in experiment
A for the following values of the input powgpW/cn?]: 1.35(0), 4.5(0),
5.62(0), 9(V), 13.5(A). The solid curve is calculated according to for-

FIG. 7. Temperature dependence of the concentration gradient for different|a (12) for a concentration of 9.8%He; the dashed curve is calculated
values of the input powe® [ uW/cn?]: 1.8(1), 3.37(2), 4.5(3), 9(4), 13.5 for a variable concentration corresponding to the lower phase of the sepa-
(5). rated mixture. The arrow corresponds to the phase separation temperature.
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To use relatior{7) one needs to know the chemical potentials ¥ 00(')13

w3 andu,, which are usually°calculated from experimen- 0.06
tal data on the heat capacity and osmotic pressure. Because 0.04
of the lack of experimental data for them over the entire

range of temperatures and concentrations investigated, it was 0.02
difficult to use Eq.(6) for comparing with the data oN T
andVx. 0.01 L
60 80 100 200 400 600

In this sense it is more convenient for analysis to take
the approach developed in Refs. 2 and 3, where the authors
obtained a general expression describing the steady states in

3 a4 . . S . FIG. 10. Temperature dependence of the thermodiffusion ratio for a mixture
a“He—"He SUperﬂUId mixture. With it any thermOdynamIC with an initial concentration of 9.8%He. The solid curve was calculated

quantity can be expressed in terms of three other therm's'd)éfccording to formulag2) and(12) with the use of the osmotic pressure data
namic quantities chosen as independent variaflles, and  of Ref. 9. The arrow corresponds to the phase separation temperature.

4. Then the total pressure of the mixture can be written in
the form of a sum:
dashed curve is calculated for the concentration of the lower

P=Pa(1a,0.0+ Prlus, T.0)+ P14, T.X), ® superfluid phase of the separated mixture, the value of which
where P,(u4,T,0) is the contribution to the pressure from varies with temperature. The concentration gradient along
the superfluid background @t=0 andx=0; Pt(u4,T,0) is  the height in the lower phase was not taken into account. The
the thermodynamic pressure due to thermal excitations, andeviation of the average temperatiig between the sensors
P3(u4,T,0) is the osmotic pressure due to impurity excita-is plotted along the horizontal axis in Fig. 8. It is seen from

T..,mK

m:

tions. the plot that the experimental data obtained here are in sat-
In the steady state, whewm,=const, and in the absence isfactory agreement with a theoretical model based on the

of a supergapR=const), expressiof8) simplifies to osmotic-pressure dependence of the gradients of the tem-
P-(T)+ P4(T,x) = const. ) perature and concentration.

_ _ . _ The analogous results obtained in experiment A are pre-
SinceP1(T)<P3(T,x) under the given experimental condi- sented in Fig. 9 for different constant values of the injected
tions, Eq.(9) simplifies further: heat flux. The agreement between experiment and theory is

P,(T,x)=const, (10) about the _same as for _experlrr_1en_t B. Here one can notice a
decrease irtVx/VT with increasingQ.

which means that The values obtained for the rati®x/VT can be used to

IP5(T,X) IP5(T,X) determine an important parameter of the theory of superfluid
(T) dX+(T) dT=0. (11)  mixtures—the thermodiffusion rati&;, which appears in
T x formulas (1) and (2). The temperature dependence of this
Hence parameter is shown in Fig. 10. An appreciable decrease of

the calculated value ok; (the solid curve in Fig. 10is
X = m, (12)  observed only below 300 mK, where the concentration of the
VT [dPa(T,x)/dx]t superfluid phase of the separated mixture varies.

i.e., Eq.(12) is the limiting case of Eq(3) for the low-
tgmperature region, where one can neglect .thermal exmtac—ONCLUSION
tions and assume that tikle partial pressure in the super-
fluid mixture is the osmotic pressure of impurity excitations,  Simultaneous measurements of the temperature and con-
P3(T,x). centration gradients arising in*tle—*He superfluid mixture
The osmotic pressure 8He—*He superconducting mix- when a heat flux is turned on have been made for the first
tures was measured previously in Refs. 11-14, and the reime in the region below 1 K. Two types of experiments were
sults of those measurements were analyzed in Ref. 10, whetsed: the temperature of the upper flange of the cell was
their smoothed values were given. There is what can be conmeasured at a constant value of the injected power, or the
sidered to be a complete set of experimental data on thpower was measured at a constant temperature of the flange.
osmotic pressure in the temperature range of interest, and tfiéde two experiments gave mutually consistent values of the
data are mutually consistent within the total error limits.  steady-state gradients of the temperature and concentration.
The ratios of the concentration gradients to the tempera- A study of the the phase diagram for separation of the
ture gradients calculated according to form(1@) are given  mixture in the presence of a heat flux was carried out, and
in Fig. 8 along with the experimental data obtained in experithe results of the two experiments were in agreement. The
ment B. The solid curve in Fig. 8 corresponds to a calculatemperature and concentration corresponding to phase sepa-
tion for the initial concentration of the mixture, and the ration (the kink on theT(x) curve agree with the corre-
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LOW-TEMPERATURE MAGNETISM
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A calculation of the magnetoelectric and dielectric susceptibilities is carried out for a layered
structure in which thin toroidal layers alternate with dielectric layers not found in a

state of spontaneous toroidal ordering. The toroic considered is nickel iodine boracite. It is

shown that an anomalous increase of the magnetoelectric and dielectric susceptibilities can occur
in the vicinity of the temperature of the induced toroidal phase transitiorR0@3 American

Institute of Physics.[DOI: 10.1063/1.1542467

The magnetoelectric effect, which consists in the induc—L/2<z<L/2. The free energy of the system is written in
tion of an electric polarizatioR by a magnetic fieldd and in  the form
the appearance of a magnetizatidnunder the influence of
an electric fieldg, is characterized by the magnetoelectric
susceptibility tensoty; = dP;/dH =M /JE; . A substance
in which the linear magnetoelectriME) tensor has nonzero
antisymmetric components admits the existence of a tiird

addition toP and M) dipole momentT, which is called b din th : K interl ) . |
toroidal! A substance having a phase transition at which age‘?ser\’?ear:g;e case of a weak interlayer interactime also

spontaneous toroidal moment appears is called a téroic. - ) ; toroidal tin | B
Toroics include several ferroelectric magnetic compounds(,)nI theeretolfoir(]jZIS&%?nae?ﬁoilrjusjugégl ; mzmeexr':erlrr:alagleer;ric,
nickel iodine boracite, NB;O4l, in particular® In that com- y y

. and magnetic fields. We shall assume below that the electric
pound the appearance of a toroidal moment at temperaturegs

below ®~64 K is accompanied by a spontaneous electriclelg Is applied perpendicular _to Fhe "_iyer.s' along Haxis
o C . (E=E,), and that the magnetic field lies in the plane of the

polarization and a weak magnetization. The off-diagona ayers.xy

components of the magnetoelectric susceptibility have a In a thin toroidal layer the toroidal moment is nonuni-

— ~ —4 H
value ap=ar3~3x10 (Ref. 4. Itis _knowr? that the form over the thickness of the layer, and therefore
value of the magnetoelectric response is proportional to the

magnetic and dielectric susceptibilities of the system. Giant 1 (2
values of the dielectric susceptibility have been observed re- FAJ‘:T L Faj(2)dz,
cently in layered structures with thin ferroelectric layers hav- !
ing a weak interlayer interaction in the neighborhood of the
so-called thickness-induced ferroelectric phase transition. Zy=—5+2jl0 Z=—5+(2j+ DI 2
It is of interest to study the magnetoelectric effect in
films and in systems containing thin toroidal layers in theAbove the toroidal ordering temperatuf®, nickel iodine
vicinity of the thickness-induced toroidal phase transition.boracite has cubic symmetny3#, and in the ordered phase
This is done below for the case of the toroic nickel iodinethe electric polarizatiof® is directed along the fourfold axis
boracite. It is shown that in the vicinity of the thickness- z, while the toroidal moment and magnetization lie in e
induced phase transition to the toroidal state, the critical beplane. The free energy of nickel iodine boracite is given in
havior of the magnetoelectric and dielectric susceptibilitiesRef. 3 for the case of a uniform distribution of dipolés
can be different from that for a bulk sample, and these susbulk samplé. When the gradients along tlzeaxis are taken
ceptibilities can become anomalously large. into account, the free energy densi,;(z)=f(z) in the
We consider a layered structure consisting of toroidaltoroidal layer Gsz=I is written
layers A alternating with dielectric layers B which are not 5 o om0 4 -4
found in a state of spontaneous toroidal or any other kind of f(2)= a(T+ TY) + BT Ty + Bo Ty + Ty) —aTu T, B,
dipolar ordering. We assume that all the layers are of identi- —bT,T,(H,T,—H,T,) — cE,(H,T,~ T,H,)
cal thicknesd, so that the period of the structure along the
<9TX>2 (aTy)Z
_ + _
Jz Jz

axis is equal to R and the thickness of the multilayer struc- 1, 1 2 2
—5—E;——(Hy+H)+A\
2K y
1063-777X/2003/29(4)/4/$24.00 281 © 2003 American Institute of Physics

N—-1
F=2, (Faj+Fe). &)

In Eq. (1) we have omitted the interaction between layers,
since the giant values of the susceptibility in Ref. 6 were

ture is L=2NI, where N is the number of periods, and 2x
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+2q| H

3

aTe 4T,
Y 9z X9z |"
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in (3) a constante= ay(t—0) (wheret is the temperature
and® is the transition temperature in a thick layegrom the
conditionl =1.=xl, (t=0,) we find

The components of the electric polarization and magnetiza-

tion are given by the expressidns

1

P,=aT,Ty+ L+ o(TyH,— THy);
2 2 1 .

M =bT(Ty=TH)+ —Hot cTE,;

1
My=bTy(T;—=T5)+ —Hy—cT,E,. (4)

The equilibrium values of, , are determined by the Euler—
Lagrange equations

ot d ot
gt dz[oT - TR
gz

i.e., by the equations
20T, +4B,Ti+2p,T,T;—aT,E,~b
X (HyT2=2T,TyH,) + CEH,— 2\ T;=0;
2aTy+4B,Ty+281 T Ti—aT,E,+b
X (H,T2=2T,T,H,) —CEH,—2\T)=0.  (5)

From Eqgs.(5) we see that in a fielt,=H,=H there exists
a solutionT,= —T,=T satisfying the equation

2aT+4BT3—2\T"+aE,T—3bHT?+cE,H=0.

where 28=28,+ B;.

In the absence of external fields, assuming0 at the
boundaries of the toroidal layer, we obtain fr¢é) the spon-
taneous toroidal momerni:

S 2m z
N yiEm )

where sng,m) is the Jacobi elliptic sinem=k? (Ref. 9;

(6)

(@)

To=(—al2B)¥? is the spontaneous toroidal moment of a

bulk sample,lo=(—\/a)'? is the correlation length. The
parametem is given by the relation

| =2l\1+mK(m), (8)

whereK(m) is the complete elliptic integral of the first kind,
and the parameten varies from 0 to 1. Fom—1 the value

of K diverges logarithmically, in which case, as follows from

(8), I>1,. Consequently, the limin=1 corresponds to the
bulk sample(thick layep. On the other hand, fan—0 we
haveK— /2, andl approaches a minimurcritical) value

[.=l, at which the spontaneous toroidal moment equals

zero. For values of the thicknebks |, a spontaneous toroidal

moment does not exist. This means that the phase transition

from the toroidal state #0) to the paratoroidal T=0)

decrease in the layer thicknegthe so-called thickness-
induced phase transiti’!9. For|>I. the phase transition

0,=0 9

leo)? A
(7)) eV
wherel, is the critical thickness of the layer at zero tem-
perature. Fot<I|., we have®,<0, i.e., the phase transition
to the toroidal state cannot occur at any temperature. We see
from (9) that the temperature of the transition to the toroidal
state in a layer®,, is less than the phase transition tempera-
ture ® in a bulk sample.

We are interested in the magnetoelectric susceptibility of
the system, i.e., the quantities

_JP, P, 10
azx_&_HXv azy_my- (10)
From Egs.(4) we obtain
J
azx:amx(TxTy)"'CTy,
J
azy=a——(T,Ty)—cT,. (11

H,

For the solution under discussioh,=—T,=—T, the mag-
netoelectric susceptibility of the linear effect in the case
Hy=H,=H is

aT
ap=ayy=a(z)=—CcTg—2aTgr, 7= ( m) .
EH=

(12

Differentiating Eq. (6) with respect toH and making a
change of variables to=2/l,+/1+m, we obtain the follow-
ing equation for determining:

7'+ (1+m—6msrf(u,m)) 7= Rsrf(u,m),

(13

The magnetoelectric susceptibility of the investigated
multilayer structure with noninteracting layers is

>

17
E =0

1.5
f [@aj(2) + agj(z)]dz,

A
Z,=—Li2+2jl,

Z,=—LI2+(2j+1)I. (14)

Since there is no spontaneous toroidal momerd B layer,

we have:

I 1 (2K
Ezl—foa(z)dz:ﬁfo a(u)du. (15

: _ The solution of equatiofil3) for 7 has the formt
state can occur without a change in temperature through a

T(U)=CqT1t+CoTo+ T3,

temperature depends on the thickness of the layer. Assuming 7;=cn(u,m)dn(u,m),
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1+m
To=|U— mE(amu,m) cn(u,m)dn(u, m)

sr(u m)[dré(u,m) +m?cré(u, m)]
1-m

T3= )2[2—(1+m)sr12(u,m)], (16)

R
3(m—-1
whereE(amum) is an elliptic integral of the second kind,
and cn@,m) and dn@,m) are the elliptic cosine and delta
amplitudes, respectively.

With the aid of the boundary conditions

7(u=0)=T1(u=2K)= 74 (17
we find the constants; andc,:
_ 2R
T ST m
2R—37(1—m)?
- om 19

3(1-m)[K(1-m)—E(1+m)]"

Using Egs.(7), (12), (16), and(18), we obtain the following
expression for the susceptibility (15) of the system:

_ To { 1+J—
T K21tm) N m

aﬁ[b(E—K)—zrsﬁ(za K(m—1))]
BIK(1—m)—E(1+m)]

a

| o

For a thick film, whenm—1, K—~, E—1, andK(1
—m)—0, we obtain in the limit from(19)
N 3ab
c a3
This same value fow; can be obtained by dropping the
spatial derivatives iri6).
For a thin film neai®, for m—0

E-K=—-mm/4, K(0)=E(0)=/2,

(20

= _TO(

v
m

"=

K(1—-m)—E(1+m)=—-37m/4, n

When these relations are taken into account, we obtain the
following expression for the magnetoelectric susceptibility
of a layered toroidal structure near the thickness-induced

phase transition temperatué :

2\/2m 2ab 2ar.S
)

For small values ofm Eq. (8) implies the following re-

N—TO

(21)

lation for films having thicknesses close to the critical value

le:

IEWIO

1 3 —4 ! 1 | —I.<l 22
+Zm'm_§E , c<l¢. (22
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2120t -
m=317 @3

If 9T/9H=7s=0 on the surface of the film, then
axyl—l,, axlyO,—t, (29

e., the magnetoelectric susceptibility has the ugimakthe
framework of Landau theojysquare-root temperature de-
pendence, but with a coefficient proportional to the thickness
of the film.

On the other hand, ifs#0 on the surface, then, as can
be seen from Eg21), the critical dependence of the magne-
toelectric susceptibility becomes stronger:

V2 T l¢
a=——7r@aTo\/—
w3 90 I_Ic
dar Ty | Q)
a=——— 20— (25)
w3 | 0,-t

This enhancement of the magnetoelectric effect in thin toroi-
dal films near®, is possible only in the case of a nonzero
value of 5 on the surface. Since there is no spontaneous
toroidal moment in the layers, a contribution tg can only
come from the induced toroidal moment created by the
crossed electric and magnetic fieldsxE,H, ,. During
measurement of the magnetoelectric susceptibility an exter-
nal magnetic field is applied to the system, while the electric
field E, can be of an external or internal origin. In the ab-
sence of external field, there may be a fiélg=0 at the
contacts between layers as a result of the imperfection of the
surfaces and depolarization—the contact potential difference.
An external electric field also inducesrga# 0, and the cor-
responding magnetoelectric susceptibility is related to the
nonlinear magnetoelectric effect.

In thin-film toroidal structures in the vicinity of the tem-
perature of the thickness-induced toroidal phase transition it
is possible also to have anomalous enhancement of the di-
electric permittivity in comparison with a bulk sample, in
which it has a slight jump at the toroidal transition. Indeed,
from Eqgs.(4) and(6) we obtain

P,
= -1_ =
7E, X 2afTg, f

aT
JE,’

Xe™

fl+f(1+m—6msrf(u,m))=Asnu,m),

_a(l+m) ~m

5 25 (26)

Solving Eq.(26) for f in analogy to the previous case with
the boundary conditionf(u=0.2 K)=f, we obtain for the
average value of the dielectric susceptibility neéyr (for
small m)

0
0t

41/2afsT0 4af sToleo
37/m a3 |

Here x; is the dielectric susceptibility of a bulk sample. The

Xe= Xt~ (27)

On the other hand, for such films near the temperature temvalue offs=(d7/JE)4 on the surface of the film can be non-

perature®, we use the temperature dependencdoénd
relation (9) to obtain

zero in the presence of a static external magnetic field lying
in the plane of the layers.
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A study is made of the external structure, magnetization, and magnetoresistive effect in ceramic
samples of (LggSiy2)1-xMn;, 4Oz annealed at 1150 and 1500 °C. It is shown that the

additional annealing at 1500 °C leads to significant changes in the magnetization and increases
the magnetoresistive effect by a factor of 2—3, depending.dn “anomalous” magnetic

hysteresis is observed on the initial parts of the magnetization curves in both ceramic and laser-
deposited film samples. It is found that the value of the “anomalous” magnetic hysteresis
depends on the composition of the sampl@sx) and their annealing temperature. A mechanism
for the appearance of the “anomalous” hysteresis is proposed, involving the presence and
interaction of ferromagnetic and antiferromagnetic phase2003 American Institute of Physics.
[DOI: 10.1063/1.1542468

INTRODUCTION METHOD OF OBTAINING AND STUDYING THE SAMPLES

o _ The objects of study were samples of strontium-doped
In recent years there has been an upsurge in interest Mnthanum-manganite perovskites, k81— Mn;:,Os

the perovskitelike rare-earth magnets _RA,MNO; (R (0<x<0.4). A feature of the compositions was the presence
=La, Pr, Nd, or other rare-earth element, and A is a divalenpf excess manganese with no change in the ratio a4Sr
ion of Ca, Sr, Ba, or Phbin connection with the colossal The samples were prepared by the standard ceramic technol-
magnetoresistive effect observed in them and the promisinggy. The initial mixtures of powders of definite composition
outlook for their practical applicatioh.” Manganites are were obtained from ChDA-grade oxides &, SrCQ;, and
solid solutions with a peculiar interrelationship of the elec-Mn3O, after their careful mixing and a synthesizing anneal
tronic, magnetic, and structural properties, which can bet at 900 °C for 20 hours. After being ground and pressed

regulated by varying the technology of their preparation andnto tablets, the samples were baked in two stages: at tem-
their chemical composition, including as a result of Peratures of 1150 and 1500°C for 21 and 2 hours, respec-

doping®~’ The question of whether manganites have CoeX_tively..Aftgzr each anneal we carried 'out a comprehensive
vestigation of the structural, magnetic, and transport prop-

isting ferromagnetic and antiferromagnetic phases, having]

. : . . : : ties of the samples.
metallic and insulatingor semiconductingproperties, and ' i .
the question of the existence of inhomogeneous low- An x-ray analysis was done on a DRON-2 diffractometer

. . . in FeK, radiation. The magnetic properties of the samples
dimensional phases of a phase-separation or planar-clus%r Ka g prop P

; ft £ di . t th ¢ Tk ere measured in a vibration magnetometer and an
ype are matters ot discussion at the present time. inductive—frequency apparatus, and the electrical conductiv-

~Since the magnetic and transport properties in these M3q, anq magnetoresistance were determined by the standard
terials are determined primarily by the manganese ions, it igyr-contact method ai =0 and 5 kOe.

of interest to study the magnetic and electric properties of

lanthanum-manganite perovskites containing excess supersXPERIMENTAL RESULTS AND DISCUSSION

toichiometric manganese relative to the other catfén¥ According to the x-ray data, the samples of all compo-
The main goal of the present study was to compare the magitions (L gSfy ) 1- xMn; . xO3 contained a main perovskite-
netic and electrical properties of manganites with an excesge rhombohedrally distorted R§C) phase with lattice
of manganese in their composition and to elucidate the pogsarameters which, depending o lay in the ranges:
sibility of having a coexistence of several magnetic phasea=7.784-7.787 Ax=90.41-90.45¢annealing at 1150 °C)
and their phase separation with cluster formation. and a=7.792-7.782 A, =90.55-90.48° (annealing at

1063-777X/2003/29(4)/5/$24.00 285 © 2003 American Institute of Physics
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FIG. 1. Influence of the composition on the saturation magnetization of

ceramic samples of (,leﬁer-Z)kanlﬂg at temperatur:es of 78 and 290 F|G, 3. Temperature dependence of the magnetization of a ceramic sample
K for different annealing temperatures: 1150 13, 1500 °C(2). of Lag ¢St sMnOs in various magnetic fields: 80 G&), 150 Oe(2), 500 Oe
(3), 4 kOe(4).

1500°C). Forx=0 and 0.1 the samples are single-phase,
and forx=0.2-0.4 they are heterophase: in addition to the
main perovskite phase, there are small amounts of &or samples annealed at 1500 °C there is a noticeable de-
y-Mn,05 or Mn;O, phase. crease oM with increasingx at both 78 K and 290 K. One
According to the magnetic measurements the samplegotices that only fox=0 are the values dfl larger for the
of all compositions (LggSl »)1-xMn;. O3 in the interval samples annealed at 1500 {for x=0.1 the values oM
0=x=0.4 are magnetically soft ferromagnets, since thearé close for samples annealed at 1150 and 1500 °C). For the
magnetic saturation curve obtained on the vibration magneemaining compositiond/ is larger in the samples obtained
tometer in fieldsH=6 kOe has a characteristic hysteresisat 1150 °C. This is apparently evidence of an increase in the
loop of width ~30 Oe. Figures 1 and 2 show the values ofnumber of oxygen vacancies and a change in the composi-
the saturation magnetization and the Curie temperalgre  tion and density of lattice defects in the manganite phase of
respectively, for ceramic samples obtained at temperatures 81 lanthanum-manganite perovskite, with possible phase
1150 °C(curvesl) and 1500 °Qlcurves?2). For the samples separation and formation of planar clusters with different
annealed at 1150°C, the saturation magnetizabpre-  composition, structural, magnetic, and transport properties.
mains practically unchanged asncreases from 0 to 0.3. If We note the correlation of the decrease of the magnetization
the excess manganese oxide were not dissolved but formede&d Curie temperature for the samples with0.4 annealed
second phase M@, or Mn,0O5, then with increasing man- at 1150 and 1500 °C.
ganese oxide content the valueMf, should have decreased Studies of the temperature dependence of the magnetiza-
by approximately 20%, which was not observed in the extion in low (less than 150 Qeand high(4 kO& magnetic
periment(curve 1 in Fig. 1). The noticeable decrease by fields for samples of (LgsSry 21— xMn1 ., O3 with composi-
for the sample witlk=0.4 can be explained by the insolu- tions in the interval 8sx<0.4 and sintered at temperatures
bility of the excess manganese in the main perovskite phas€f 1150 and 1500 °C showed different behaviorMt: a
However, this decrease<(12%) is also less than the calcu- Weak variation of the magnetization over a wide temperature

lated value 23%), especially at a temperature of 290 K. interval in low fields, and a rather significant dependence of
the magnetization throughout the entire temperature interval
in high fields. As an example, Fig. 3 shows the temperature

351 dependence of the magnetization for ag g3y, MnO;
sas| N A sample k=0, sintering temperature 1500°C) in different
magnetic fields. This difference is possibly due to the pres-
345t ; ence of magnetic nonuniformities—pha¥e$? or
o 342} clusterst?=* In low fields a more uniform orderetferro-
) M magneti¢ phase apparently forms, and in high fields other,
O 339 1 -—\ less uniform and ordered, magnetic phasé® boundary
136 | / . region between ferromagnetic and antiferromagnetic phases
. or clusters appear. According to x-ray structural studies, the
333} ° 2 excess manganese oxide is found in the form of a phase or
cluster with a composition close to M@, (for x=0) or
330t L " . . Mn,O3 (for x>0). When the valence states of the manga-
0 0.1 0.2 0.3 0.4 nese ions and their superposition are taken into account, the
X compositions of the clustered solid solutions is most prob-

FIG. 2. Dependence of the Curie temperatuFg)(on the composition for  @bly of the following form:

ceramic samples of (LaSr 5, xMn; . ,O; obtained at different annealing 24 3+ 20— 24 3+ 4+ ~2—
temperatures: 1150 °(1), 1500 °C(2). Mn3O,—Mni " Mn; " Op —Mn3isMn; " Mng 505
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tivity for T<T. also exhibits a “metallic” type of conduc-

18 tion (against a semiconducting backgrountiowever, the
16r resistivity maximum is not clearly manifested, since the
14+ semiconducting branch has a weak temperature dependence.
X 1ot Annealing of the samples at 1500 °C lead to a decrease of
;, 10 the Curie temperature by 12 K and to a shift of the mag-
o i i i ~
T netoresistance maximur, by ~10 K (the average value
o 8f for the differentx). We note that the maximum differences of
< 6+ Tc andT, are observed for samples wik+ 0.4.
4t The decrease of the spontaneous magnetization and the
ol Curie temperature and the increase of the resistance and the
value of the magnetoresistive effect after annealing at
or | ) ) ) ; . \ s 1500 °C can be explained by an increase in the number of
50 100 150 200 250 300 350 400 450 oxygen vacanciés?* and by cluster formation and the ap-

T, K pearance of a-Mn,0; or MngO, phaset?~1

The magnetization curves and the magnetic hysteresis of
ceramic and film samples were investigated on an inductive—
frequency apparatufs.The manganite sample was placed in
an external inductor of a measuring oscillator, the natural
frequency of which wad=5 MHz. The application of an
external magnetic field of various orientations caused a
change in the magnetic state of the manganite film or ce-
ramic sample, which led to an inductance changdeof the
measuring coil and, as a consequence, to a chariga the
resonance frequency of the oscillator.

Investigation of the magnetic properties of these com-
pounds on the inductive—frequency apparatus revealed an
“anomalous” trend of the magnetization curves for ceramic

1 . - - - . - . and film samples under the influence of an external quasi-
50 100 150 200 250 300 350 400 450 static magnetic field perpendicula () or parallel H,) to
T, K the plane of the sample. Figures 5 and 6 show the change in
FIG. 4. Temperature dependence of the magnetoresistive effect in samplége freq.uency Of_the measurlng O_SCIIIator circuit with the
of the lanthanum-manganite ceramic (kS 2);-Mn,.,O; annealed at ~Manganite ceramic or film sample in place. The trend of the
1150 °C(a) and 1500 °Qb) for x=0 (1), 0.2(2), and 0.4(3). Af=f(H) and M(H) curves are equivalent, since the fre-
quency shift is proportional to the value of the magnetization
B B of the sample or to the change in energy of the magnet in a

Mn,03—Mn3" O3~ —Mng sMn; " Mng ;O3 ™. magnetic field. The direction of change of the magnetic field

The temperature dependence of the transport propertidg the sample is indicated by arrows in Figs. 5 and 6. Figure
of the manganites are presented in Fig. 4 for annealing tenP shows the initial parts of the magnetization curves of
peratures of 1150 and 1500 °C. The value of the magnetordL.s5lh.2) 1-xMn; O3 ceramic samples in a magnetic field
sistive effectAR/Ry=(R,—Ry)/R,, whereR, andRy, are  perpendicular to the plane of the sample %er 0, 0.2, and
the resistance of the samplestt=0 and 5 kOe, respec- 0.4 after annealing at temperatures of 1150¢& and
tively, is 4—6% for the samples annealed at 1150 °C, and th&500 °C (b). The curves forx=0.1 and 0.3 are approxi-
magnetoresistance peak is observed at a temperature 13— métely the same as the curve for0.2. In a magnetic field
K below the Curie temperatur@ig. 4a. The curves of the parallel to the plane of the ceramic samplé)( the mag-
temperature dependence of the resistance for all valugs ofnetization curves are less graphic and are not shown in Fig.
have a resistance peak{J) nearT.. The low-temperature 5. The upper part of thaf=f(H) curves demonstrates the
side of the peak corresponds to a “metallic” type of conduc-presence of the “normal” hysteresis typical of magnetically
tion, and the high-temperature side to a semiconductor type&oft materials: the magnetizing curve passes below the de-
After annealing of the samples at 1500 °C the magnetoresignagnetizing curve. The lower part of thef=f(H) curve
tive effect increased to 10—13% for the different valueg,of (in low fields) manifests an “anomalous” hysteresis wherein
and the maximum of the magnetoresistance was shifted tothe demagnetizing curve passes below the magnetizing
temperature 7-15 K beloW. (Fig. 4b. We note that for curve, and the minimum of the energy of the magnet is
x=0 the magnetoresistive effect is essentially not observedeached in a magnetic field of this sign. The value of the
in the case of annealing at 1150 {Eig. 439, whereas after “anomalous” magnetic hysteresis of the manganites studied
annealing at 1500 °C fox=0 it has a value of 12.5%Fig. = depends on the manganese excessX&0.4). The maxi-
4b). Analysis of Fig. 4 shows that after annealing at 1500 °Cmum values of the hysteresis are observedxfei0.1, 0.2,
the magnetoresistive effect increases by a factor of 2—3 foand 0.3.
the differentx. The resistivity of the samples increased by a  The influence of high-temperature annealing (1500 °C)
factor of 2—3, and the temperature dependence of the resisn the value of the “anomalous” magnetic hysteresis is il-

AR/R, ,%
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FIG. 5. Shift of the resonance frequencyf(=AM) of the measuring circuit with a ceramic sample of the manganitg&m.) ;- xMn; 05 (x=0, 0.2, 0.4
after annealing at 1150 °@) and 1500 °Qb) upon variation of the magnetic field, perpendicular to the plane of the sample.

lustrated in Fig. 5b. It is seen that for the=0 case the It is of interest to establish whether the “anomalous”
“anomalous” magnetic hysteresis has grown considerablymagnetic hysteresis appears in thin-film single-crystal
and is practically the same as fo+=0.1, 0.2, and 0.3, while samples. Figure 6 shows the analogous magnetization curves
for the x=0.4 case it has changed insignificantly. We alsofor a La, Sty ,;Mn; ;O3 film sample obtained by laser depo-
note a slight increase in the “normal” magnetic hysteresis ofsition on a substrate. It is seen in the figure that the magne-
the (LagSth2)1-xMn1+xOs samples after the high- tization of the film is significantly different for fields parallel
temperature annealing at 1500 °C. and perpendicular to the plane. When the external magnetic

field is applied parallel to the film planéd() a rapid satura-

tion in low magnetic field$500 Og occurs, and hysteresis is

not observed. When the film is magnetized in a magnetic
500¢ 1 field perpendicular to its surfacél( ) the magnetization re-
mains nearly unchanged up to valu¢s- 1500 Oe(see Fig.
400+ 6) and then changes sharplpy rotation of the magnetic
N moment$ and goes to saturation. In the magnetizing and
T 300 demagnetizing of the film only “anomalous” hysteresis is
< observed: the demagnetizing curve passes below the magne-
200¢ tizing curve and reaches a minimum value for this sign of the
magnetic field.
100¢ We note that after synthesis of the ceramic samples at a
. . . . . . ) temperature of 900 °C(before annealing at 1150 and
0 -3 -2 1 0 1 2 8 1500°C) only “normal” magnetic hysteresis is observed.
H, kOe The maximum changéshift) of the frequency(upon com-

FIG. 6. Shift of the resonance frequenciflxAM) of the measuring cir- pIEte magnetization revergdbr the ceramic samples IS ap-

cuit with a single-crystal sample of &, Mn, 05 upon variation of the ~ Proximately 25 kHz, while ‘_cor the film sample it_is 0.5 kHz.
magnetic field parallelH,) and perpendicularH, ) to the film plane. The “anomalous” hysteresiffrequency shiftAf) is a rela-
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tively small part of the total change in frequency and is ap- 4. The changes of the saturation magnetization, magne-
proximately 2.5-6% for the ceramic and 8.5-16% for thetoresistive effect, and value of the “anomalous” hysteresis
film samples. are due to changes in the concentration of manganese ions of
In analyzing the experimental data it can be conjecturediifferent valence, M#i", Mn**, and Mrf*, cation and anion
that the manganite samples contain magnetic nonuniformivacancies, and mesoscopic inhomogeneities of the cluster
ties in the form of magnetic phases with different magneti-type, which depend or and the annealing temperature.
zation directions, corresponding to the “normal” and
“anomalous” magnetic hysteresis. A possible mechanism for
this sort of behavior is apparently an interaction between two
phases characterizing the state of the manganites—a ferro-
magnetic and an antiferromagnetic phas&.?? “E-mail: linnik@host.dipt.donetsk.ua
The coexistence of these phases and their interaction
(exchange anisotropyn the boundary region separating the
two phases leads to a shift of the hysteresis loop in the mag-
netization of these materia??® We assume that it is this
sort of interaction that is responsible for the “anomalous” | _
hysteresis and its observation at room tempera@08 K) in R. M_. Kusters, J. Singleton, D. A. Keen, R. McGreevy, and W. Hayes,
ys P Physica B155 362 (1989.
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The spectrum of weakly damped eigenmodes of the electromagnetic field in metals in a
quantizing magnetic field are determined under conditions such that a magnetic domain structure
exists. © 2003 American Institute of Physic§DOI: 10.1063/1.1542469

At low temperatures the thermodynamic and kinetic K2E|1_47TX(BO)|<1, 2
characteristics of a metal placed in a quantizing magnetic
field H=(0,0,Hy) have an oscillatory dependence on thewherer is the radius of curvature of the orbit of the charge
inverse magnetic field. The cause of these oscillations is thearriers in the uniform field,=(0,0,B,), v is their Fermi
presence of features of the density of states of the charggelocity, andw andk are the frequency and wave vector of
carriers due to the energy quantization in the magnetic fieldthe alternating fieldB(y,z,t). The integral expressions for
Here the charges are actually acted upon by a field averagefle current density and magnetization can be reduced to local
over regions of the order of the Larmor radius, i.e., a magform, i.e., they can be written in the form of an expansion in
netic inductionB. As long as the magnetic susceptibilipis  powers of the alternating electric and magnetic fields and
small, the difference betwee® andH can be neglected. If their derivatives. Fok?=|1—4my(By)|<1 the linear term
the distance between energy levéls=7%() of the charge of the expansion of the magnetic figtlin powers ofB(r,t)
carriers in the magnetic field is much larger than the carriecan turn out to be of the same order of magnitude as the
temperaturd and the level widthi/ 7 but much smaller than nonlinear terms, and the wave processes become substan-
the Fermi energy g, i.e., /7, T<h <gg, the oscillatory tially nonlinear. For small-amplitude waves it is sufficient to
part of the magnetic susceptibility can reach values of theake into account only the nonlinear correction to the mag-
order of unity, and the magnetizatidh(B) and the magnetic netization, which is proportional to the third powerf In
field H=B—47M(B) become functions of the magnetic in- the expression for the current density one can stop at the
duction. Herefi, (), and 7 are Planck’s constant, the cyclo- linear approximation in the electric field and neglect the
tron frequency, and the mean free time of the conductiogyradient terms, which are proportional to powers of the small
electrons, respectively. In this case the problem of taking th@arameter Kr,)?, and the quantum oscillatory correction,
magnetism of the medium into account is a self-consistenihich is proportional to £Q/e¢)¥2 The current density’
problem even in conductors that do not have magnetic ordeinduced by the magnetic field is determined by the magneti-
ing. If x>1/4w the state of the system becomes unstablezation componenM,, since the vectoM is directed pre-
and the sample separates into alternating domains with didominantly along3,. The expression far =(j,,0,0) can be
ferent values of the magnetic inductibf. written in the forni=>

In this paper we investigate the weakly damped eigen-

modes of the electromagnetic field in uncompensated metals ; oM, 9B, (933
under conditions such that the distribution of the magnetic ~ jx=c(curl M),=c—===cx(Bo) —== —4mCS— =
) : . ; ) y ady ay
induction has a stationary domain structure. The alternating
electromagnetic field in the metal is determined by the sys- °B,
. +Amacri— (3
tem of Maxwell's equations 0 gy3
A1 1B 5 . .
curl B= ?J, curl E=— P divB=0, (1) whereB={(ep/hQBy)“, and« and are numerical coeffi-

cients of the order of unity which depend on the concrete
wherec is the speed of light in vacuund=j+j’ is the total  form of the dispersion relation for the charge carriers.
current density, consisting of the conduction current defjsity In the stationary case in the absence of electric field the
due to the electric fiel and the magnetization current den- solution of systen(1) for x(Bg)> 1/4sr has the form

sity j'=c curlM induced by the magnetic field.

In the case of weak temporal and spatial dispersion n y
Bi(y)=by——=s S @
w<Q, Kkrog<l, kuppr<li, V1t p N1+

1063-777X/2003/29(4)/4/$24.00 290 © 2003 American Institute of Physics
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and describes a periodic domain structure with period pi(ja) it is sufficient to keep only the leading, Hall components
=451+ u’K(n) and domain-wall  thickness & Pxy= — Pyx=Bo/ce(ne—ny), wheren, andny, are the elec-
=\4marylk. Here tron and hole densities, arelis the absolute value of the

_.2 12 electron charge.
bo=(x*/2mB) "= kBo(A M 2p), Under these conditions the system of equati@dakes

1 ) - P the form
K :fdt 1-t2)(1—p?t?)] V=K
() . [( )(1—pot9)] B gy (ﬁH; aB;)
is a complete elliptic integral of the first kind. The modulus 9t 4m o9z\ dy 9z
wu of the Jacobi elliptic function sn determines the perbd %o [ 32 92
and is found from the condition that the total thermodynamic +—|-=+(l-iwr)—=|B;,
S . . 4 \ 9y 0z
potential, including the surface energy at the boundaries of
the domam_s, b_e minimized with respgct‘t’o I|_‘| a case of 9By Cpry By c2p, _ g [H; By
more practical importance, when the linear dimensiorsf = an o2 an (1—|w7)5 N oz )
the sample are significantly larger than the Larmor radius of y
the electron, the estima¥~ \/KerL is valid® Without loss 9B, Cszy 325; c?po _ a [oH; (95;
of generality one can assume that the domain sizes are Iarg%t—Z 4 dzdy + ype (1-iw7) @ ay e
compared toj, i.e., Y> 6, or )
K> 7. (5  EliminatingB; andB; from these equations and neglecting

terms proportional toQ 7) ~2, we obtain the following equa-

Then it is easily noted that is close to unity, since the
tion for b(y):

asymptotic expressio~ — 2 In(1—x?) holds fork>1.

B We  set EZ(y’f’t).: Bl(y)+B”(y,z,t)_, where , . A7 2(92b(y)
B~ (y,z,t)=b(y)e "'k is a small space—time perturba- K;—iy(l-ionw o) | < ay?
tion. Linearizing the system of Maxwell’s equatiofis with X
respect tdB~ (y,z,t) and eliminating the electric fiel#, we 9? 5 ) *b(y)
obtain the following equation for the time-dependent field —1217,8&—3/2(b(y)81(y))+47mr0 ay°
B7(y,zt):

5 ] ( 4 )62b(y)+ ( 4 )2 2yt
dB~ c =—lyw| 3 2 2 WK,
o o= - ~ c J c

e aocurl (p curl HO). (6) lpxyl ] dy |pxyl
. . o[ 4w
Here +2iy(l-iwr)wks| —7| |b(y). (8)
c |ny|
(ﬁ curl HN)i=pij(Cur| HN)J', HXN:BXN, H;:B;, Here
2 ~
Ne— Ny

d
H;Z—K28;+12wﬂBi(y)B;—4warSV;. y=(aolpx) "~ (7)1 (Qr) <l

Ne+ny

The resistivity tensor can be written in the form of a sum of  This equation determines the amplitude and frequency of
symmetric and antisymmetric part$:ij5pi(js)+pi(f). The  the eigenmodes of the electromagnetic field in the presence
componentspi(js) are of the same order of magnitude and tendof a periodic domain structure.

toward constant values f@,— . We shall assume that the The case when the expression in square brackets on the
tensorpi(js) is reduced to its principal axes. Generally speak-right-hand side of Eq(8) equals zero corresponds to a wave
ing, this is valid only in the case when the magnetic field iswith frequency

directed along an axis of symmetry of the crystal. However,
taking the off-diagonal components of the resistivity tensor e U
: > ; ® ——(1-iy), 9
into account does not lead to a qualitative change in the wave 4me[ne—ny|

spectrum but only gives rise to additional terms in the wave,.,naqating along the direction of the external magnetic
damping decrement which do not alter its order of magni<iald. In this case Eq(8) goes over to a Lamequation, and

tude. . o its solution is expressed in theta functidns.
In the leading approximation in powers of the small pa- |, the limiting casey< «? the solution of this equation
rameter (17) ! the diagonal components of the resistivity has the form

tensor have the valueg,,=B1po(l—iw7), pyy=PB2po(1

—iw7), andp,,= B3po- Herepozaal, o= wp7/4m is the b(y)= A ( y y
static electrical conductivity of the metal in the absence of y)=A CN ~————, 1 ~ M
magnetic fieldw, is the frequency of plasma oscillations of oNLtu oIt u
the charge carriers, ané;, B,, and 85 are dimensionless where cn and dn are Jacobi elliptic functions. By virtue of
coefficients of the order of unity which depend on the con-inequality(5) the functionb(y) is substantially nonzero only
crete form of the dispersion relation of the charge carriersn the region of a domain wall, i.e., in the vicinity of the
and for simplicity will be assumed equal to unity. In the pointsy,=2nK3&y1+ u?, wheren is an integer. In the re-
expression for the antisymmetric part of the resistivity tensogion |y=y,|> é the time-dependent fielB~(r,t) is a heli-

dn , (10
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coid wave propagating along the directionRy. If dissipa-

tive effects are neglected, the remaining components of the

magnetic field have the values

—iwt+ikz

(5 omcran;
B, =—koA(1+ u?) i |s

y
r(a\/lﬂﬁ’”

(11)
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Y(n)=(n+\)4+2

1 v +2\)? W
7 (n+N\) 7
In the case & ¢,<K the solution of equatioif13) can

be written in the form of a series in powers &fe

[

uﬁn”@m,x):e*z“‘mgo a,(\)e 2ném (16)

We consider the case of arbitrary propagation direction

of the wave. We introduce a new unknown functioy)
such thatb(y)=d?u(y)/dy?. The equation for this function
can be written as

.y Vv
W) +| ~ PSR (£,0) + (14 12) 1+|;7”
z
XU"(€)=(1+p?)?Wu(é), 12
where
2_ 4 v
z . .
W={ ——— 1+|y(1—|wOTV)—2}
Mz 77
+2iy(1—iw07V)V},
k,6 ® cByk? c?Qk?
n,=—, V=—, wo= 2T 77 -
K g 4me|ln,—ny| 8 w6

When condition(5) holds and the variablélies in the inter-
val

(2m—1)K=sé<s(2m+1)K

the elliptic sine can be replaced by the hyperbolic tangent:

sn(¢,1)=tanh& Assumingu =1 in Eq.(12), we obtain

Ui (€m) + ng 4+ 20w [up(£m) = 4Wty(&n).

(13
Here {,=£&—2mK, wherem is an integer,— K<¢,<K,
and v=(y/k?) (VI 72).
In the region—K=<¢,<0 the solution of this equation
can be sought in the form of a series in powers ¥e

©

Ut (ém M) =€ 2, an(h)eé, (14

where\ is a parameter which is not a negative integer.

Substituting expressiofi4) into Eq.(13) and collecting
the coefficients of equal powers d¥e, we obtain an infinite
system of linear equations for the unknovayg\):

®(0)ay=0,
27 (0)ag+®(1)a; =0,
®(0)ag+2V¥(1)a; +P(2)a,=0,

d(n—-2)a,_,+2¥(n—1)a,_,+P(n)a,=0, n=2,

)
where

iv) , W
CaIURIN

<I>(n)E(n+)\)4—<1— 7

with the same coefficienta,(\) that satisfy the system of
equationg15), wherea, can be specified arbitrarily and the
remaining coefficients are found from the recursion relations

¥(0) W(1)
a1=—2aom, ar,=— 1@,...

_,®d(n— _¥(n—
an:_an >, P(n—2)+2a, ¥(n-1) 17

®(n)

A simple numerical analysis shows that for- the coef-
ficientsa, have the following properties:

an+1 an+1

—1-0, sgnRea— -1,

a,—0,

n

an+1
sgn Ima— —-1.

The first equation of systeifl5) implies a discrete rela-
tion betweem\ andV and #,:

4 iv 5 W
CI)(O)E)\ - 1—5 A —Z:O. (18)
The four roots of this equation,
+\fliv 1iV2W1/2
MmENZ\ T2 NI ) W)
(19

_+\F1iv /:Livzvvll2
)\3'4—_ E —E'i‘ —? +

together with expressiond4) and (16) determine the four
linearly independent solutions of equati¢iB):

4
Z AU (EmNi),  —K=En=O,
UnlEm=1 & 0
2, Gt (émN), 0=£n=K,
where
Uy (6m h) =iE0| 14+, an“i)ezng’“)’
(21)

Ul (Em A\ ) =6 2ifm

1+ an<xi>e2“fm),
n=1

ap(N\i)=1, and A, and C; are constants. Serig®1) con-
verges absolutely in the entire domain of definition except at
the pointé,,=0, where it converges conditionally. It follows
from formulas(21) thatu{”)(OX;)) =ul ) (0N)).
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The functions(20) form a fundamental system of solu-
tions of the differential equatiofl3). In the interval (2n
+1)K=é<(2m+3)K (or —K=§,,1<K) the solution of
equation(13) should be sought in the form

Un+1(Emr1.M) =CUun(En—2K,N\)),
whereC is a constant.

(22
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u(é)=€e%F(g), (27)
whereF(¢) is a periodic function with period R, and the
dimensionless wave numbeE\/ikyé has the value
arg 1+, _;a,(i ny))

K )

s=ny+ (28

If dissipative effects are neglected completely, i.e., forThe complex conjugate of functidi25) is also a solution of

y—0, the real value$V>0 correspond to imaginamy,, \,

and real\3, \,. The wave processes correspond to the so-

lutions u(éy,,Nq) and u(ém,Np). Assuming .= *in,/2,
wherex, is real, we find from Eq(21) in the limit y— 0 that

the frequency of the eigenmodes of the electromagnetic field

has the value

i
Ty
w=won \| 15+ 7+

Let us construct a solution of equati¢h2) in the interval
0=¢,=<2K in the form a traveling wave. In a neighborhood
of the point¢,,=K the sum in expression1) has order of
magnitude O(e ?X). Splicing the asymptotic expressions
Ul (ém.—imy) andu?y(émer.iny) for &,—K and using
relation (22), we obtain

U(fm)zuﬁnﬂ@m,_i ’r]y)=Czei77Y§m=U$n_+)1(§m+1,i 7]y)
=Cul, (&n—2K,in,) =CA N En=20 (29

Equating the coefficients of "&'m we find C,
=CAe 27X Summing the two asymptotic expressions
ulI(&,) and ul ) (éms1) and then subtracting off their
common part(24), we obtain a solution of equatiofl2)
which is valid on the interval & £,,<2K:

(23

0

U(Em)=C,€m| 14 > a,(—in,)e 2"m
n=1

+ 21 an(i ny)e2“<fm—2*<>) : (25)

It follows from relation(22) that the multiplicative factoC
has the value
Ee2iKs_

= u(zK) =exp{ 2i arg{
(26)

~u(0)
The solution of equatioi12) can be written in the form

0

1+, a,(in,) |+2ipK
n=1

equation(12).
Relation(23) implies the folowing dispersion relation of

the traveling wave:
O P T P

(29

where 7, is determined as a function &, by expression
(28).

In the case of weak spatial dispersikp <71, the
damping is due solely to the scattering of electronswim
~yw. When the opposite inequality holds; *<k,vr<Q,

)
52

n5(ky)
4

cBg
4relng—ny|

_ 2
w= >t

the eigenmode spectrum remains the same, while the expres-

sion for the damping decrement acquires additional terms
due to Grenkov absorption of the electromagnetic field by
electrons moving in-phase with the wave. In that case the
quantization of the energy levels of the electrons has a sub-
stantial influence on the damping of the wéve.
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The substantially noncollinear magnetic structure realized in LaMin@n external magnetic

field is investigated, and the frequency—field diagram of the magnetic eigenmodes of the
system is obtained. It is shown that neglect of the Dzyaloshinskii interaction, a measure which a
number of authors contend is justified because the corresponding constants of the spin
Hamiltonian are small compared to the anisotropy, leads to an incorrect description of the
dynamics of the system. @003 American Institute of Physic§DOI: 10.1063/1.1542470

Neutron diffraction studiés’ have laid the groundwork works cited in Refs. 12 and 18 have a distorted perovskite
for the study of the magnetic structure of lanthanum mangastructure with the crystallographic groupmna (D3). At
nite. It was found that LaMn@is a type-A layered antifer- Ty~ 140 K there is a phase transition from the paramagnetic
romagnet with a weak ferromagnetic moment. This weako an antiferromagnetiCAFM) phase with type-A ordering,
ferromagnetism has since been studied in detail and is attriwhere the magnetic moments within a layer are ordered fer-
uted to the presence of a Dzyaloshinskii interaction in theomagnetically while the magnetic ordering between layers
crystal® This substance has seen a recent upsurge in intereistof an antiferromagnetic character. The unit cell of LaMnO
in connection with the discovery of colossal magnetoresiscontains four MA* ions, located at the sites(®,0,0, 2 (1/2,
tance and the growing prospects for its practical application0, 1/2, 3 (0, 1/2, 0, and 4(1/2, 1/2, 1/2. We associate a
The complex interplay of the magnetic, charge, orbital, andnagnetic moment with each ion and introduce linear combi-
structural ordering in this substance requires a comprehemations of sublattice magnetizatiofia the notation of Ref.
sive study of its properties—in particular, its fundamentall4):
magnetic properties—in order to understand the behavior of M =dsm=pq +py +ug + py,
this crystal. Ly =4sl; =pq —py + 13 — nyg,

One of the most powerful modern tools for studying the
dynamic properties of magnetically ordered substances is the
magnetic resonance method. The study of the resonance L3 =4sl3 =pq —pp —u3 +py,

properties of lanthanum mangarfitdis complicated by the  which, respectively, represent the total magnetization and the
presence of a large energy gap in its spectrum. The large gaRree possible collinear types of AFM ordering: C, A, and G.
in the antiferromagnetic resonan¢8FMR) spectrum, the A classification of the vectors with respect to irreducible rep-
presence of which is confirmed by neutron scatteringresentations of the groupi® can be found in Refs. 14 and
experiments? is due to the large value of the uniaxial an- 15, for example.

iSOtrOpy of this substance, as a result of which the relation- Proceeding from symmetry considerations, we can write
ship between the constants of its spin Hamiltonian is unusuan invariant expansion of the Hamiltonian in irreducible spin
for a multisublattice antiferromagndﬁ:a>HD , WhereHD is operators of the magnetic group. We have

the field of the Dzyaloshinskii interaction and, is the
uniaxial anisotropy field.

Ly =4sly =pq + pp —pg —pyg,

LaMnO; was studied in a four-sublattice model in Refs. LH: 1 Ho 12+ EH m2+ EH 12+ EH 12
X X K X AM 2 e2!2 2 e0 2 elll 2 e3'3

7 and 8 from the standpoint of the interaction of the orbital 0
and magnetic structures, but the antisymmetric exchéhge 1 1
was excluded from consideration in those studies. The ne- + EZ HainiZer EE H il i22+ Hoy(myly,
glect of this interaction is contrary to general symmetry prin- : !
ciples and, as will be shown below, distorts the behavior of —m,l 1) + Hp(Myl oy — Myl ) + Hpu (Ml 3,
the magnetic structure of the crystal in an external magnetic
field. —Mglgy) —H-m, @

In this paper the noncollinear magnetic structure realized
in LaMnO; in a magnetic field parallel both to the axis of its whereH,; is the effective exchange interaction field,; is
weak ferromagnetism and to the easy axis of the crystal ithe anisotropy fieldH is the Dzyaloshinskii field, anHl is
studied in the framework of a four-sublattice model. Thethe external magnetic field=1, 2, 3.
ground state of LaMn@is analyzed, and the field depen- It has been established experimentaifithat in the ab-
dence of the frequencies of the magnetic eigenmodes of theence of an external magnetic field the magnetic moments
system is determined. are directed along tha (x) axis. In accordance with the

1. The LaMnQ crystal is knowh=>'! (see also the type-A AFM ordering this leads to a ground state character-

1063-777X/2003/29(4)/3/$24.00 294 © 2003 American Institute of Physics



Low Temp. Phys. 29 (4), April 2003 V. N. Krivoruchko and T. E. Prymak 295

ized by vectorsify,, I,y, |3,). By minimizing the magnetic 90
energy in mode(1), one can determine the ground-state vec-
tor:
80 ®opt1,2
2 , Y (He2+HeO)’
2 70+
- HDxHDz

' (e Heo) (Heot Heg) N
In accordance with Refs. 3 and 10, the magnetic struc-

ture is a four-sublattice type-A structure with weak ferromag-

netism (m,~Hp/He) and G-type antiferromagnetism. In 50 ®ak1

view of the smallness of the componentis, (I3,

~(Hp/Hg)?), the ground state obtained from symmetry

considerations is in good agreement with experimtért:® 40
2. Let us consider the case when the external magnetic

field is directed along thb (y) axis, i.e., parallel to the weak

®, cm-

ferromagnetic(FM) moment and perpendicular to the FM 30
layers. Here the ground state is contained by the same set of
principal vectors Ky, my, I3,) as in the absence of external 20k D0
magnetic field, and their field dependence lfogH, is de-
scribed by the expressions 0 10 20 30 20 50
Hp,+H
e, m~ oty T
(He2+ Heo)

FIG. 1. Frequency—field diagram of LaMg@h an external magnetic field
—Hpy(Hp,+ Hy) (3) along the axis of weak ferromagnetism.

l3,~ .
3 (He2+He0)(He3+Hez)

With increasing external magnetic field the magneticaxis of weak ferromagnetism. The results are presented in
moments rotate smoothly along along the field. Fig. 1. The two lower branches are acoustic frequencies, and
The dynamic properties of the system are described byhe upper curve shows the dependence on the external mag-
the Landau—Lifshitz equations for the irreducible vect§rs. netic field for the two optical branches, which coincide with
Linearizing them, we find the eigenfrequencies of the mag€ach other in the approximation used for the parameters of
netic excitations of four-sublattice LaMRQOn an external the Hamiltonian.
magnetic field parallel to the axis of weak ferromagnetism. 3. A more complex ground state is obtained in the case

With accuracy to terms of ordeﬂzD we have when the external magnetic field is directed along the easy
2 o _ axis a of the crystal(the x axis). Now the field induces a
@z "~ (Heot Hez)Hazy T Hy(Hp,+Hy) component of the ferromagnetism vector parallel to the field
- . direction. As a result, the ground state of the crystal is char-
w3a¥ 2~ (Heo T Hez) (Haz,+Hp,my); (4) g Y

acterized by a set of six principal vectors
wcz,ptn_z%[(Heﬁ Hez+ Haiz+Hp,My) (Hez+ Hey (my,lz_x,l3z,lzy,mx,ll_z). Minimization of the magnetic en-
5 ) ergy gives the following values for the ground-state vectors:
+ Ha3y+ HDzmy)+ my(He1+ Hez) ];
HDzHaZy

0327 2~ [(Hert Het Hagy+ Homy) (Hea+ Heg = Y (et Heo) — H2
+Ha32+HDzmy)+m§(He3+He2)2]- | _HDxHDzHaZy )
In accordance with the accepted classificatisee, e.g., % [Hagy(Hes+ Hep) —H{(Hea+ Hep)
Ref. 17, two of the AFMR frequencies are acoustio g, , CHH
wakz) and the other tWodgpr, wepr) are exchange modes. |y~ Dz’ .
We note that the frequencies,, andw,y, are excited by a Hazy(Hezt Heo) —Hy
magnetic field parallel to the axes of weak magnetization and —H.H?2
weak ferromagnetismH||a (x axis) andH||b (y axis)), and m,~ S :
the frequenciesn ., and woy, by a field perpendicular to [Hazy(Hezt Heo) —Hy](Heot Hep)
these two axefH||c (z axig)].
B ” ( )] —_ HtzDzHDy

For a quantitative description of the resonance properties |,,~ 5 )
we adopt the following values for the parameters of the spin [Hazy(Hea+Hep) =HJ(Hey + Hep) (Hez+Hep)
Hamiltonian® Ho~H,=33.9 T, Hy~H,=53T, Hp, ®)
~Hp,~Hp,~Hp=0.2 T. Using these constants of the The moduli of the ground-state vectors satisfy the relations
Hamiltonian, we constructed the dependence of the AFMR,,>m>15, and I, >m,>1,,. The components of the
frequencies on an external magnetic field directed along thground-state vector&) remain practically unchanged up to
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a certain critical fieldHg¢, at which the magnetic sublattices 100
topple over to an orientation perpendicular to the magnetic

field—the so-called spin-flop transition. The figk>Hg; @opt1,2
at which the antiferromagnetic phase becomes absolutely un-

stable is given by the expression s E

1
He=5[Hoz+ VHB, +4(Heo+ Her) Hagy . ©)

A numerical analysis of the behavior of the ground-state
vectors(5) in an external magnetic field shows that the prin- (anJ
cipal antiferromagnetic vectds is directed along th& axis 05 |
up to fields close to the spin-flop transition. In the vicinity of
the first-order transition the compondnf— 0 and the prin- Wak1 ]
cipal antiferromagnetic vector is reoriented in the direction l
of they axis (I,y—1). In the fieldH one of the acoustic 0 | |
frequencies should go to zefsee below 12 16 He 20

The substantially noncollinear magnetic structure de- H,T
scribed by the six components of the irreducible vectsis
leads to nontrivial dynamics of the system, in which all four FIG. 2. Dependence of the resonance fr_eqL_Jencies of four-sublattic_e lantha-
branches of the AFMR are coupled and are excited by alrewum manganite on an external magnetic fleld along the easy axis of the

” L N . . “crystal. The arrow indicates the field valtie =19 T.
alternating magnetic field along all the principal directions in
the crystal. The expressions for the AFMR frequencies in this
case have the form

. ) 5 anisotropy constants, may lead to incorrect results in an
0gaY “~[(Heot Hez)Hazy +HJ(1=15,); analysis of the dynamics of lanthanum manganite.
The authors thank Yu. G. Pashkevich for a helpful dis-

oY 2~ (Her+Heo)Haze+ Hi+Hp,(1+15)); cussion of this study.

(’-’c2>pt1'y_2~[(Hel+ HeotHarz)(Hezt Hep t HaSy)

2 *
+H Xt (HertHe—H a2y +Ha1)(HestHeo E-mail: krivoruc@host.dipt.donetsk.ua
2 7.
—H a2y)| 2y]’ (7)

w2y ?=[(Hert Hept Hagy) (Hea+ Hept Hagy)
5 LE. 0. Wollan and W. C. Koehler, Phys. Re\00, 545 (1955.
+H{+(Her+Hep—Hazy) (Hezs T Heo—Hapy 2J. B. Goodenough, Phys. Re00, 564 (1955,
3G. Matsumoto, J. Phys. Soc. Ji#9, 606 (1970.
+ Ha3Z)I§y]. 4V. Yu. Ivanov, V. D. Travkin, A. A. Mukhin, S. P. Lebedev, and A. A.
Volkov, J. Appl. Phys83, 7180(1998.
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A study is made of the features of the magnetoresistance in cerafb)BiTSCs containing
trapped magnetic fields. It is found that upon trapping of magnetic flux in these granular
HTSCs their magnetoresistance becomes anisotropic. For magneticHigldsallel to the field

H; that has initiated the trapping and for currents perpendiculéf; tahe field dependence

of the magnetoresistan2eR(H) is nonmonotonic, and the magnetoresistance at low magnetic
fields H<Hj,, is negative. The influence ahR(H) of the values and orientation of the

trapped field and the transport current is investigated. In particular, it is found that thélfigld

at which inversion of the sign of the magnetoresistance occurs increases in a practically

linear manner with increasing effective trapped magnetic fields, decreases to zero as the angle
between the directions of the fieltts and H; increases tar/2, and decreases weakly

with increasing transport current. The results are explained in the framework of a model of
magnetic flux trapping in superconducting granules or superconducting “rings” embedded in a
matrix of weak links. ©2003 American Institute of Physic§DOI: 10.1063/1.1542471

1. INTRODUCTION age trapped magnetic fields measured by Hall sensors is less

Maanetic flux trapping affects not onlv the ma neticthan 0.1 Oe. This means that in the temperature region near
9 pping Y g T. the trapped fields are highly nonuniform and

properties of a high~, superconductofHTSC), altering, for sign-varying®

example, the characteristics of the penetration and screenin After the trapping of a magnetic flux, which was usually

of the magneﬂc f|2eld, the magnetic suscept|b|l|j[y, an.d. themitiated by a field pulse with a duration of 30 s and a height
magnetic moment? but also the transport properties, giving

L2 . . : of H;=30-200 Oe, we measured the field dependence of
rise, in particular, to an exceskozen resistance in the re-

. - . . the magnetoresistance for different values and mutual orien-
gion of the resistive superconducting transitihTherefore, : L A .
: . - tations of the static fieldH, the initiating fieldH;, and the
the study of the properties of HTSCs with trapped magnethtrans ort currend
fields not only holds independent interest but can also pro- b '
vide useful information about the nature of the magnetic flux
trapping in granular HTSCs, in particular. 3 RESULTS

In the present study we have investigated the magnetore-
sistance in granular Bi-HTSCs with trapped magnetic fields It was found that, despite the absence of average trapped
and have for the first time observed a negative magnetoresigiagnetic fields, the magnetoresistance of the ceramics be-
tance effect in such systems. comes highly anisotropic after the trapping of a magnetic
flux.

In the caseHIIH; L J the field dependence of the magne-
toresistance AR(H)=R(H)—R(0) of granular HTSC

We have investigated samples of ceramic HTSCs ofamples containing trapped magnetic fields turns out to be
nominal composition RfBi,Sr;Ca,CusO;¢ With a tempera- nonmonotonic: the value oAR is negative at low fields
ture of the start of the transition to the superconducting statél<H;,, and changes to positive Bt>H,,, .

T.=107-110 K and a width of the resistive transitiaf Figure 1 shows the normalized field dependence of the
~8-12 K. magnetoresistance faillH;, measured for different values

The value of AT, of the ceramics studied depends of the pulsed fieldH; which initiates trapping. It is seen that
strongly on the current and magnetic field, increasingthe negative magnetoresistance effect become more pro-
to 20-30 K at a current density=0.1 Alcn? and field nounced as the initiating field and, hence, the trapped mag-
H=20 Oe. netic field increase.

The width of the resistive transition also increases sub- In the region of the resistive transition of granular
stantially as a result of magnetic flux trapping and the apHTSCs the magnetic fields trapped in the superconducting
pearance of an additional resistance—the so-called frozeregions are closed through the normal regions of the HTSC.
magnetoresistance. The value of the frozen magnetoresigs a result of this, they are sign-varying in the plane of the
tance here reaches the values of the magnetoresistance Sample. These sign-varying trapped fields can be character-
magnetic fieldsH=20-30 Oe. At the same time, the aver- ized by their effective valued; .4, which is equal to the

2. EXPERIMENT

1063-777X/2003/29(4)/3/$24.00 297 © 2003 American Institute of Physics
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. ] . FIG. 3. Normalized field dependence of the magnetoresistance of a HTSC
FIG. 1. Normalized field dependence of the magnetoresistanc& at

. T ceramic with trapped magnetic fields for different angldsetween the field
=77.4 K for different initiating field$H; [Oe]: 80 (1), 100(2), 130(3), 200 H and the initiating fieldH, (T=77.4 K): a=0 (1), w4 (2), w2 (3), m (4).
). , ) )

The fieldH,,, at which inversion of the sign of the mag-
external magnetic field that would lead to the same resistanagetoresistance occurs and the maximum absolute value of the
as the trapped field. negative magnetoresistance decrease weakly with increasing

It was found that the fieldH;,, at which the inversion of transport currentby approximately 15% foj=0.3 Alcn?).
the sign of the magnetoresistance occurs is a practically lin- We emphasize the following:
ear increasing function of the effective value of the trapped 1) Because the magnetoresistance measurements were
magnetic fieldH, o (Fig. 2). With increasingH, ¢ the mini-  made using comparatively low fields]<<H;, which had
mum on theAR(H) curve is shifted to higher fields and practically no effect on the trapped magnetic fields, the re-
becomes deeper. sults were reproducible and the functidRéH, «) invertible.

The field curves of the magnetoresistance qiPB) ce- 2) We also observed the negative magnetoresistance ef-
ramics, measured for different orientations of the static fieldect in magnetron films of Bi-HTSC, and it appears to be a

H relative to the pulsed fieltH; initiating the trapping, are characteristic property of all granular HTSCs.
shown in Fig. 3.

It is important that the fieldH;,, at which inversion of
the sign of the magnetoresistance occurs and the maximuth PISCUSSION
absolute value of the negative magnetoresistance decrease |t is well known that HTSC ceramics have a highly non-
with increasing anglex between the directions of the fields yniform granular structure in which the individual supercon-
H andH;, and the negative magnetoresistance effect vanducting granules are connected by weak links. The concept

ishes fora— /2. of such a system as a Josephson medium with a wide scatter

Figure 4 shows the angular dependence of the magneyf the parameters of the weak links is now generally
toresistance for magnetic fields of different magnitiitielt  accepted.

is seen that increasing leads to a decrease of the critical The resistive properties of such a medium are deter-

angle at which the magnetoresistance changes sign. mined by the weak links of the conducting channels; in par-
We note that negative magnetoresistance is absent fjcular, the magnetoresistance is due to the destruction of the

HIH;IJ. superconductivity of the weak links by the external magnetic
field.
25
v ..
ool 06
® g S04
S5} Vv =
. . o«
2 Y B 0.2
T 10t - p
v <00
5t R o
v Z0.2 | |
0 5 10 15 20 0 05x T
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FIG. 4. Normalized angular dependence of the magnetoresistance of a
FIG. 2. Field at which the magnetoresistance changes sign versus the effeldTSC sample with trapped magnetic fields féy =6 Oe andT=77.4 K
tive value of the trapped field. for different fieldsH [Oe€]: 1 (1), 2 (2), 4 (3).
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The trapping of magnetic flux in the resistive state of
such a Josephson medium occurs in the gré&inanules or R(H)=J

H; H,
f(ky [ "o(Ho Rk,
in the closed superconducting loops made up of the granules

0

Hc_Hcm
V2AH,

and the weak links between them. The local trapped mag- For comparison with the experimental data in a numeri-
netic fields that arise in this case are highly nonuniform andal calculation we used a normal distribution of weak links
sign-varying® and so they cannot be observed by the usuapver critical fields and an exponential distribution of the
methods(Hall sensors, Josephson interferometers the  trapped fields:
same time, these sign-varying trapped magnetic fields de- 2
stroy the superconductivity of the weak links of the conduct- g(HC)~eXF{ — 1
ing channels and thus give rise to the well-known frozen
magnetoresistance effect. H

Near the weak links of the current channels the trapped f(Ht)~eXF< __t )
fields are mainly directed counter to the fields in the trapping Hy e
regions(granules, loopsand are consequently antiparallel to \whereH., is the mean critical field, andH, is the half-
the field H; that initiates the trapping. Therefore, the appli- width of the distribution function.
cation of an external fieltH||H; leads, on the one hand, to a The solid curves in Figs. 3 and 4 show the results of a
decrease of the local resultant magnetic figtds-|H—H|  model calculation of the field dependence and angular de-
in the regions with strong trapped fielths (H;=H;—H for  pendence of the magnetoresistance of a sample containing
H¢>H) and, on the other, to an increase lf in regions  trapped magnetic fields with the use of Efj). The param-
with weak trapped fieldsH,=H—H, for H;<H). With in-  eter values usedH,«=6.1 Oe, H¢n=5Oe, and AH,
CreaSingH the first factor leads to a transition of the weak =4 Oe, were close to those found from measurements of the
links having critical fieldsH.>H;—H to the superconduct- frozen magnetoresistance and the field dependence of the
ing state, while the second factor causes a transition of thgagnetoresistance in the absence of trapped magnetic fields.

weak links withH <H—H, to the normal state. The results of the calculation are in reasonable agree-
When the effective trapped fields are large, the first is thenent with the experimental data.
determining factor at low f|e|db‘|, and it leads to a drop in Thus we have found that magnetic flux trapping in

the resistance of the network of weak links and to the onsegranular HTSCs leads to anisotropy and nonmonotonic field
of negative magnetoresistance, while at high fiettishe  and angular dependence of the magnetoresistance. These re-
second factor becomes dominant and leads to an increasedpits can be explained consistently in a Josephson medium
resistance and to a change in sign of the magnetoresistancegbdel in which the magnetic flux trapping occurs in granules

H~H,et. The combination of these two tendencies foror superconducting loops, and the trapped magnetic fields are
HIH;, in accordance with the experimental results, leads thighly nonuniform and sign-varying.
the appearance of negative magnetoresistance and to a non-
monotonic field dependence of the magngtore5|stance. *E-mail: sukh@ms.ire.rssi.ru

The arguments given above are confirmed by a model
calculation. Indeed, it is clear that the resistance of the cur-
rent chann_els IS _determmed by _the dI_Strlbuuon function of D. M. Ginsberg(Ed,), Physical Properties of High Temperature Supercon-
the weak links with respect to critical fieldg(Hc), and by ductors Vols. 1-4, World Scientific, Singapore-Teaneck, (4989, 1990,
the distribution function of the trapped fields near the weak21992, 1994, Mir, Moscow (1990.
links, f(H,). Since the weak links pass into the normal state ﬁg@-ﬂ'\"””e" M. Takashige, and J. G. Bednorz, Phys. Rev. L5#.1143
when their critical fieldsH. become less than the local re- sy chen and v. 3. Qian, Physica 159, 131 (1989.
sultant fieldsH,=|H;—H| (JLH andJLH,), we write the  “A. A. Sukhanov and V. I. Omel'chenko, Fiz. Nizk. Tem®, 826 (2001

magnetoresistance of the medium in the form [Low Temp. Phys27, 609 (2001].
SE. Z. Mdlikhov, Usp. Fiz. Nauk163 27 (1993 [Phys. Usp.36, 129
AR(H)=R(H)—R(0), (1) (1993].

where Translated by Steve Torstveit
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The anisotropy of the hopping conductivity of antiferromagnetie@iz0, | 5 single crystals with
Tn~188 K is investigated in the temperature range 5—-295 K and the anisotropy of their
magnetoresistance, in the temperature range 5-55 K. The resistance is measured by the
Montgomery method for different combinations of directions of the transport current

and magnetic field relative to the crystallographic axes. For the case when the field and transport
current are directed parallel to the Cufayers, a transition from negative to positive
magnetoresistance is observed when the temperature is rai$ed2® K. For fields perpendicular

to the CuQ layers, only negative magnetoresistance is observed. The nature of the positive
magnetoresistance is discussed. It is shown that the effect is most likely due not to the interaction
of the spin of the charge carriers with the surrounding magnetic medium but to the orbital

motion of these carriers. The corresponding values of the positive magnetoresistance and its
behavior as a function of magnetic field and temperature are found using the well-known

model of Shklovskii and Efros, which is based on taking into account the compression of the
impurity wave functions of the charge carriers in the magnetic field2@®3 American

Institute of Physics.[DOI: 10.1063/1.1542472

1. INTRODUCTION For layered perovskite compounds one might expect: 1
guasi-two-dimensional behavior of the conductiviiyclud-
The unique magnetic and conducting properties ofing the hopping conductivily 2) substantial anisotropy of
La,CuQ,, s oxides with an excess of oxygen have been atthe conductivity for directions perpendicular to and parallel
tracting considerable attention in the last 15 years, since thi® the CuQ planes. The first of these expectations is not
discovery of high-temperature superconductivity in perov-confirmed by experiment. It has been fofdhat for insu-
skite copper oxides. The stoichiometric oxide,Ca0, (6§ lating LaCuQ,, s crystals at sufficiently low temperatures
=0) is an antiferromagneti@A\F) insulator with a Nel tem-  the resistance has a temperature dependence of the form
peratureTy, of around 300—320 K3 Saturation with excess
oxygen (6>0) gives rise to charge carriefsxygen holes

and leads to suppression of the AF ordewering of Ty).  corresponding to the case of three-dimensional hopping con-
At a sufficiently high value ofs (>0.05) the system be- ductivity with a variable hopping lengtfVHLC). This
comes a metal and, below 35-40 K, a superconductor. Thgeans that the charge carriers execute hops not only within
crystal lattice of LaCuQ, . 5 belongs to the family of layered he cuq layers but also between them. In addition, a sig-
perovskite lattices. FOF <530 K the lattice is orthorhombic. pjficant anisotropy of the hopping conductivity has been ob-
In the symmetry groufBmabthe c axis is perpendicular to  served in high-quality samplé$:the conductivityoy, in the

the CuQ layers, while thea andb axes are parallel to thefn. girection parallel to the CuDlayers is one to two orders of
The excess oxygen is found in the interstices between,CuGnagnitude higher than the conductivity, in the direction
layers. The conductivity of the system is governed by holegerpendicular to the layers.

in the CuQ layers, and the magnetic state is determined by  The known studies of the magnetoresistance of
the spin of the copper ions €t (S=1/2). At a sufficiently  La,CuQ,, , in the hopping conductivity regime cannot be
low value of § (i.e., in the insulating statentiferromagnetic  considered exhaustive:® A positive magnetoresistance
ordering is observed within the CyQayers. The magnetic should be expected for VHLE.However, only negative
interaction between layers is extremely weak. It has beemagnetoresistance has been observed foCL@),, 5. The
established that all of the spins in the Gui@yers are rotated case when the magnetic fiell and transport current are

by a small angle from the plane of the layer(.17°) ! The perpendicular to the CuQayers(i.e.,Hllc andJiic) has been
CuG, layers therefore have small ferromagnetic momentsstudied in detail. Under such conditions one observes a
which undergo AF ordering in the direction perpendicular torather sharp decrease of the resistance in the vicinity of cer-
the layers forT<Ty (Ref. 1). tain characteristic fieldsH;, which depend on the

R(T)=exyd (To/T)Y4], (N
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temperaturé:’® For fields far from the valuél, the magne- T.K
toresistance is negligibléor H<H_;) or has a quite large
constant valugfor H>H,). The value ofH is maximum 5 300100 50 20 10 °
(around 50 kOgfor T— 0. With increasing temperature the 10 ' ro ' ' '
value of H. decreases, and the decrease is especially rapid P
nearTy . This effect is absent abovig, . All of this indicates 104F  Sample Net L
that the magnetoresistive effect in this case is due to changes
of the magnetic state of L&EuO,, s under the influence of

the external field. Indeed, it has been shoWithat a suffi- 10%F

ciently high magnetic field leads to a transition of 5
La,CuQy, s from the AF to a weak ferromagnetioVF) o 5
state, in which the ferromagnetic moments of the Gley- ~ 10
ers are parallel. Possible magnetoresistance models involving <

this transition are considered in Refs. 7 and 10. 101k

The information available on the behavior of the magne-
toresistance for other combinations of magnetic-field and
transport-current directions is extremely spotty and often 10%F
contradictory. It was found in Ref. 1 that the magnetoresis-
tance is close to zero for fields parallel to the Gu@yers

-1 1 1 1 1
(i.e., forH L c) for T>20 K (for transport currents both par- 10 0.2 0.3 0.4 05 0.6 0.7
allel and perpendicular to the CyQayers. At the same
time, in Ref. 7 a rather significant negative magnetoresis- TV VA

tance was observed fat L ¢ (for currents perpendicular to
the CUQ |ayer3’ which can be attributed to a spin-leﬁF) FIG. 1. Anisotropy of the hop_pir_lg_ _conductivity of the é&JO‘H.g cr}/stal.
transition at sufficiently high fieldsH> 100 kOe).”O Since The measurements of the resistivitigsand p, were done_ for directions of
. . . . . the measuring currerL00 ©A) along the crystallographic axesandc.
the spin-flop transition that occurs with increasing field par-
allel to the CuQ layers is continuougwith no jump in mag-
netoresistance at the transitjpit can have a noticeable in- properties of which are described in Ref. 5. Two samples in
fluence on the magnetoresistance even in fields belowhe form of parallelepipeds with dimensions of %.8.3
50 kOe’ We note that in the published studies known to usx 0.39 mm(sample No. 1and 0.75<0.3x 0.29 mm(sample
only a negative magnetoresistance is observed, and only spNo. 2) were cut from it. The crystallographic orientation of
mechanisms of hopping magnetoresistance have been ithe samples was determined by an x-ray method. The
voked to explain it® On the whole it can be stated that the samples were subjected to a prolonged homogenizing anneal
features and mechanisms of the magnetoresistance iR an oxygen atmosphere (400°C, 7 dayss a result of the
La,CuQy, 5 crystals in the hopping conductivity region have annealing the oxygen content increased somewhat, so that
not been studied in sufficient detail, and it therefore seemghe resistivityp of the samples decreased by approximately
that further studies are urgently needed. two orders of magnitude, and the &lgemperaturd (de-

In this paper we present the results of a study of theermined from measurements of the temperature dependence
anisotropy of the hopping conductivity and magnetoresisof the magnetic susceptibilihdecreased to 188 K. Here the
tance of LaCuQy. s single crystals. The samples were anti- samples remained in an insulating state and possessed hop-
ferromagnetic, withTy~188 K. The conductivity in zero ping conductivity. Measurements showed that the two
magnetic field was measured in the interval 5-295 K, andamples had essentially the same resistive and magnetoresis-
the magnetoresistance was measured in the interval 5-55 l§ve characteristics. The resistivity was measured by the
The magnetoresistance was measured for different combindjontgomery method* which permits a more reliable study
tions of directions of the magnetic field and transport currenbf the anisotropy of the conductivity than does to usual four-
relative to the principal crystallographic axes. For the casgontact method. Contacts between the measuring wires and
when both the field and the transport current are directedamples were made using a conducting silver paste with a
parallel to the Cu@ layers, one observes a transition from subsequent high-temperature annealing of the samples with
negative to positive magnetoresistance with increasing temhe contacts. The following directions of the measuring cur-
perature. For fields perpendicular to the Gul@yers one rent were usedila andJic (sample No. L1andJla andJiib
observes only negative magnetoresistance. We know of n@Gample No. 2 The magnetic fields were directed parallel to
previous published reports of positive magnetoresistance ahe b or c axis and always perpendicular to the current.
La,CuQ,, s crystals in the AF state. These results suggest
that this effect is due not to spin but to orbital processes; resuiTs AND DISCUSSION
(compression of the wave functions of the charge carriers in

a magnetic field, in accordance with the model of Reéf. 9 The temperature dependengl) for sample No. Xun-
der conditions such that Ohm'’s law holds shown in Fig. 1

for different directions of the measuring currents relative to

the crystallographic axes. It is seen that Mott's law for
The initial material for preparing the samples was aVHLC, i.e., Eq. (1), holds for T=20 K. No noticeable

La,CuQ,, 4 single crystalwith Ty~230 K), the conducting change in the behavior gf(T) near the Nel temperature

2. SAMPLES AND EXPERIMENTAL TECHNIQUES
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FIG. 2. Temperature dependence of the ratio of the resistivitieand p

obtained for measuring currents directed along the crystallographicaaxes F|G. 3. Temperature dependence of the resistivitigsand p, measured

andc. along the crystallographic ax@sandb, which lie in the CuQ@ planes. The
inset shows the temperature dependence of the ratio of these resistivities.

(188 K) was observed. The(T) curves, as expected, are
highly anisotropic, i.e., the values pf in the direction per- rent and field are perpendicular to the Gu@yers, one
pendicular to the Cuplayers is much greater than the value observes the expected behavior of the magnetoresistance,
p. in a direction parallel to these laye(Big. 1). In the in-  due to the AF—SF transitioh’®
vestigated temperature interv@—295 K) the anisotropy of TheR(H,T) curves shown in Figs. 4—6 demonstrate the
the resistivity is minimum in the region of helium tempera- dependence of the absolute value and sign of the magnetore-
tures, wherep./p,~ 10 (Fig. 2). With increasing temperature sistance on the direction of the transport current for the same
the ratio p./p, increases, reaching a value of62 at T  direction of the magnetic fieldalong the Cu@ layers.
~20 K. Further warming all the way up to room temperatureThese results are new. In particular, the positive magnetore-
did not lead to any substantial changepifYp, (Fig. 2. The  sistance of LaCuQ,, s crystals in the VHLC regime has
large values op./p, attest to the high crystalline perfection
of the samples. In our studies we did not observe strong
anisotropy ofp in the crystal planes parallel to the CuO 0.04 T=459K
layers (Fig. 3), primarily because of the unavoidable pres- "
ence of twins in LagCuQy, 4 crystals.

For T<20 K we observed a deviation from Mott’s law. 0.02
This effect was investigated earfieand has been attributed
to the phenomenon of phase separation inpQLED,, s
crystals'? At sufficiently low temperatures, phase separation 0
leads to the presence of small superconducting inclusions in
the insulating matrix. This causes a deviation from Mott's
law and leads to a negative magnetoresistance which in-

Jila, Hilb

-0.02

AR(H)/ R(0)

creases with decreasing temperat(see Ref. & 6.8K
Measurements showed that not only the magnitude but 6.0K

even the sign of the magnetoresistance depend on the direc- —0.04

tion of the transport current relative to the Culdyers. Fig- ' 55K

ures 4—6 show data on the behavior of the magnetoresistance Sample Ne1

in fields parallel to the Cu@layers. In the case when the _0.06F 51K

current is parallel to the CuQayers one observes a transi-
tion from negative to positive magnetoresistance with in-
creasing temperature. The transition occurs nesrl8 K H, kOe
(Fig. 5). At the same time, when the current is perpendicular ol - _ o dift _
to the cuQ Iayers one observes only negative magnetoresisE'G' 4. Field curves of the magnetore&_stance or different temperatures in
. . . . the case when the measuring current is parallel to the ,dagers. The
tance, the value of which increases monotonically with de'magnetic field is directed parallel to these layers, along the crystallographic

creasing temperatuig. 6). In the case when both the cur- axisb.
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FIG. 5. Change in sign of the magnetoresistance upon an increase in tem-

perature for the case of a measuring current parallel to the, Gyy@rs. The

FIG. 7. Plot of IfR(H)/R(0)] versusH? at different temperatures. The mea-

magnetic field is directed parallel to these layers, along the crystallographisuring current and magnetic field are parallel to the Clegers.

axisb.

conductivity of the system. The transition of these inclusions

been observed for the first time. The curves in Fig. 4 reflecto the superconducting state leads to a deviation op(ig
the competition of at least two mechanisms for the magneeurve from Mott’s law(1) and to the appearance of a rather

toresistances of different sign. Beloli=20 K the predomi-

strong negative magnetoresistarisee the detailed discus-

nant contribution is the negative magnetoresistance due tsion in Ref. 5.

the phase separation effect inherent tg@aQ,, s, i.e., the

An extremely probable cause of the positive magnetore-

separation of the system into regions enriched with and desistance in the case of VHLC is the mecharidmased on

pleted of charge carrieroles.'? At a small value ofs the

compression of the impurity wave functions in a magnetic

hole-enriched regions are of the nature of isolated metallifield. For the case of a weak magnetic field,&L ., where
inclusions in an insulating matrix. At high temperatures thel ,,= (4/2H)*? is the magnetic length arid, is the localiza-
presence of these inclusions has a weak effect on the hoppinign length the value of the magnetoresistance according to

-0.02
S
o
~-0.04
z
o
<
-0.06
-0.08} 55K
0 20 40 60

H, kOe

this mechanism is given by the expressSion

4 3/4
R(0) Ly/ \ T
wheret,=5/2016, andl, is the quantity that appears in Eqg.
(1) for R(T) in the case of VHLC. Analysis of the data has
shown that this mechanism is in qualitatit@nd even semi-
quantitative agreement with the experimental results. In-
deed, we have found that the field dependence of the positive
magnetoresistance is quadratic[R(H)/R(0)]<H?; see Fig.
7), in accordance with with formulé). The decrease of the
magnetoresistance at high temperatuiféig. 5 also agrees
with this mechanism. Moreover, the measured values of
AR(H)/R(0) correspond to formul&) for L.~2 nm. Esti-
mates ofL. in previous papefs gave a value of around 1
nm. It should be noted, however, that the samples investi-
gated in the present study were much less resistive than the
samples in Ref. 5, for example. Therefore, the localization
length in them may be somewhat larger. It is apparently this
circumstancdi.e., the rather large localization length in the
samples studied herehat has made it possible for us to
observe the positive magnetoresistance ofQe0, , 5 crys-

FIG. 6. Field dependence of the magnetoresistance at different temperaturFélS in the insulating state

in the case of a measuring current perpendicular to the,Qagers. The

magnetic field is directed parallel to these layers, along the crystallographic

axisb.

Thus the positive magnetoresistance observed in the
present study corresponds in a number of respects to the
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mechanism proposed in Ref. 9. On the other hand, the coni€-mail: belevtsev@ilt.kharkov.ua

petition between the two magnetoresistance mechanisms of

different sign in the samples studied here precludes a comiTineke Thio, T. R. Thurston, N. W. Preyer, P. J. Picone, M. A. Kastner,
pletely reliable comparison of the results with the theory of H. P. Jenssen, D. R. Gabbe, C. Y. Chen, R. J. Birgeneau, and Amnon

.. . . Aharony, Phys. Rev. B8, 905 (1988.
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Xx=3.6

A. G. Anders, N. N. Efimova, V. B. Valiev, and S. R. Kufterina

V. N. Karazin Kharkov National University, pl. Svobody 4, 61107 Kharkov, Ukfaine
A. M. Gurevich, A. I. Krivchikov, A. V. Terechkov, and T. V. Chagovets

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, pr. Lenina 47, 61103 Kharkov, Ukraine
(Submitted October 4, 2002; revised November 1, 2002

Fiz. Nizk. Temp.29, 406—412(April 2003)

Studies of the temperature dependence of the specificC@athe temperature range 4.2-16 K
and of the magnetization polytherms(T) in the ZFC and FC regimes fa = (1—25)

X 107 Oe in the temperature range 4.2 <180 K are carried out for two dilute frustrated
ferrimagnetic oxides Bakg ,In,O,9 (x=3.0 and 3.§ in which the transition to

disordered states of the spin-glass typd at90 K can be caused by destruction of a helicoidal
structure. For the sample with=3.6 it is found thatC(T) =T, while for x=3.0 a
dependenc€(T)«T%? is found. Taken together with the results of a study of the magnetic
properties, this behavior allows one to identify the low-temperature state in the sample with
x=3.6 as a spin glass. For the sample with3.0, in which clearly expressed spin-glass properties
are seen in combination with a temperature depend€@@oT*?, the low-temperature

state requires further study. @003 American Institute of Physic§DOI: 10.1063/1.1542473

The goal of this study was to investigate the temperaturdields have the form of smeared bell-shaped curves, and an
dependence of the low-temperature specific I4at) in the  analysis of the magnetization isotherms carried out not only
range 4.2 KT=<16 K for two dilute frustrated ferrimag- in the framework of mean field theory but also with the use
netic oxides BaFg_,In,O;9 (x=3.0 and 3.5 which have a of the scaling magnetic equation of state in the form
hexagonal crystal structure of the magnetoplumbite type(H/o)% "= a(T—T¢)+ Bo?®° shows the absence of sponta-
These compounds exhibit typical spin-gldaS$&5) properties neous magnetizationog=0) at all temperatures above 4.2
in the temperature region<90 K: the trend of the magne- K.2 We note in this regard that such an approach, i.e., analy-
tization polythermsr(T) depends on the prehistory of the sis of the experimentabr+(H) curves with the use of the
samples, and the long-time relaxation of the nonequilibriunmagnetic equations of state given above has turned out to be
magnetizationozrc(T,H) has a logarithmic character — very fruitful in the study of the Ga-substituted spinel spin-
magnetic irreversibility and magnetic viscosity glass system lisFe, 5 ,GaO, in the vicinity of the multi-

In addition, judging from the results on the magnetic critical pointx, on thex—T diagram, where fox=x,=1.5
properties, the low-temperature state is different for thethe long-range FiM order is destroyed, amg=0 at all tem-
samples withx=3.0 andx=3.6. At a concentration of the peratures above 0 K.
nonmagnetic IA" ions x=23.0 there exists a long-range fer- In recent years increasing attention has been devoted to
rimagnetic(FiM) order, with a Curie temperaturB.=213  systems in which the SG properties listed above arise as a
+3 K, the value of which is reliably determined both from result of disordering of long-period structures of the helicoi-
the temperature dependence of the susceptibjlifj) at low  dal type”® Here the structural units are no longer individual
fields and from analysis of the magnetization isothermsspins but regions of mesoscopic size, extending from tens to
o1(H) in the framework of mean field theoryThis is done  hundreds of &ngstroms, within which the initial ordering is
by a standard procedufsee, e.g., Ref.)6in which, in ac-  preserved. The study of the properties of frustrated disor-
cordance with the mean-field magnetic equation of statelered magnets of this kind is only beginning: essentially
H/o=a(T—T¢)+ Bo?, the experimentabr(H) curves are there are data only for itinerant magnéfs.
plotted in the coordinatebl/o versuso?. In this way one The objects of study in this paper belong to the class of
can determine botf: and the spontaneous magnetizationHeisenberg systems with a short-range exchange interaction
og. For the sample witlk=3.0 a nonzero spontaneous mag-and, according to neutron diffraction studies, have ordering
netizationos# 0 exists in the temperature interval frofg,  of the helicoidal type aT <120 K.° The study of these ob-
to 4.2 K. In the standard terminology, states for which a jects is undoubtedly of interest from the standpoint of eluci-
spontaneous magnetizatiang# 0 coexists with the spin- dating the nature and mechanisms of formation of the disor-
glass properties listed above are called mixed states or ferroered long-period structures. Among the questions having
ferrimagnetic spin-glas§~SG states, and the region corre- fundamental significance for identification of magnetic
sponding to them on the concentratio-T diagram is states, an important place is held by the question of the char-
reentrant. For the sample wik 3.6 thex(T) curvesinlow acter of the spectrum of magnetic excitations. As a first step

1063-777X/2003/29(4)/5/$24.00 305 © 2003 American Institute of Physics
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it is natural to turn to investigations of the specific heat 20
C(T), a linear or quasilinear temperature dependence of BaFe_in.O
which is regarded as one of the canonical hallmarks of states 16 9ee
of the spin-glass typ&? As compared to itinerant magnets,
the use of ferrimagnetic oxides for this sort of research is
more convenient, since the latter are insulators and, hence,
their specific heat does not contain an electronic contribution
linear in the temperature.

The specific heat measurements were made on single-
crystal x=3.0) and polycrystallineX=3.6) samples syn- 4l
thesized by the same technique as in Refs. 3 and 5. The .o
single-phase state of the samples was monitored by x-ray )
and, for the polycrystalline samples, metallographic meth- 0 40 80 120
ods. The concentration of nonmagnetic ions in the single- T, K
phase polycrystals corresponded to the concentrations of the
components involved in the solid-phase reaction of ferritizaFIG. 1. The magnetization polytherms,(T) of the BaFgIn;O,4 single
tion in the temperature interval 1520—1570 K. Attestation ofc"ysta! in the ZFC and FC regimesee text
the cation composition of the single crystals was done by
means of a comparison of their structural properttes lat- ¢ ryes for fieldsH =100 and 300 Oe have the typical form
tice parametejswith the corresponding properties of single- tor the reentrant region of the—T diagram™212 At suffi-
phase polycrystals. ciently high temperatures there is a plateau, and Tor

Measurements o€(T) on the single crystalX=3.0)  <T((H) irreversibility appears: the nonequilibrium magne-

were made by a pulsed quasistatic method with the use of thg;ation o,--(T) decreases, tending to zero far—0 K,
calorimeter described in Ref. 10, at the Institute of Low Tem-yhijle o-(T), as before, is independent of temperature.

peratures and Structural Research of the Polish Academy of | 3 field H= 1 Oe the trend of ther,(t) polytherms
Sciences in Wroclaw, Poland. The measuremen(d@) on  changes, and a maximum is formedrat 150 K. This maxi-
the polycrystalline samplesx(3.6) were made by the mum is most pronounced fargc(T), which in a first ap-
method of absolute calorimetfyat the B. Verkin Institute proximation is usually assumégito be the equilibrium mag-
for Low Temperature Physics and Engineering, Nationahetization. Moreover, in additon to the “spin-glass
Academy of Sciences of Ukraine in Kharkov. The measurejrreversibility” for T—0K (the region T<40 K), where
ment error is 1% or less in both cases. oec(T)>o02ec(T), there exists a temperature hysteresis of
In addition to the main results, i.e., the functio@§T), the magnetization at higher temperatures (40K
for illustration of the spin-glass behavior of the objects of <150 K), where the curves are situated in the opposite or-
study we present the magnetization polythermgT) for  der:o,rc(T)>orc(T). Itis necessary to note that, owing to
different prehistories-e7¢c(T) andoec(T). Measurements
were made on a ballistic magnetometer with a sensitivity of

H,Oe
1000

160 200

102 G-cm/g in the temperature range 4.2—180 K and mag- BaFe&4 In 3.6019

netic fields from 16 to 2.5x 10° Oe. The experiments were 10 —o-e, H 0o

done under identical conditions in the two ca$gEC and .,o/ \'\. 2500

FCO): on heating at identical rates of temperature increase. ‘,.—o/ d e o

The ZFC and FC regimes correspond to a pre-cooling of the 8k

samples to some temperatufe<T; (in our case 4.2 Kin /°

the absence of fiel@ZFC) or in a field of specified strength d

(FC). T; is the temperature below which magnetic irrevers- _ / FC

ibility and magnetic viscosity exist. For spin glas3gds the C'Oc» 6 d /./o—o\.\

freezing temperature of the SG state and depends on the §& ./8/ e

value of the magnetic fielt.~**2According to the results & o« / \0\. 1000

of a study of the lines of critical behavior @ (H), which 5 4 _0‘° g / ZFC °

are determined in two ways, from the appearance of irrevers- / o-0_g

ibility (ozgc(T,H)# 0rc(T,H)) and magnetic viscosity /0/0/870:e=0~.\.\°\.

(ozrc(T,H)~SInt, wheret is the time,S is the coefficient .‘.70/.’8/370/ §O§.\.\00 500

of viscosity), the value ofT{(0) for the sample withx=3.6 2 o ~0’°404./37"“‘*0~.§°:~ 400

is equal to 853 K.>* As we see from the data in Fig. 1, —0—‘;8/ g/o:.=e,._._._.\ =% 300

close to the same value @%(0) is obtained for the single- o fo?ofg:s’ ®-ee 200

crystal sample X=3.0). fi?le; = , 100
Figures 1 and 2 show the magnetization polytherms 0 50 100 150

oy(T) in the ZFC and FC regimes for the samples with
=3.0 and 3.6, respectively. We note that these were the same T. K

samples as in th€(T) measurements in Fig. 3. AS We S€€ Fig. 2. The magnetization polytherms,(T) of a polycrystalline sample of
from the data in Fig. 1, for the sample witls 3.0 theo(T) BaFg Jn; (O, and the ZFC and FC regimésee text
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the high sensitivity of the apparatus (10G-cm®/g) the
relative trend of theo(T) curves in the ZFC and FC re-
gimes is determined to rather high accuracy, as may be
judged by the good reproducibility of the results. Tempera-
ture hysteresis has also been observed for the indium-
substituted single crystals with>3.0, the experiments hav-
ing been done in a heating—cooling scheme in the
temperature interval 77—300 K in fields up toX.I0°> Oe®
On the whole this behavior is apparently due to a first-order
phase transition to helicoidal ordering at a temperaflire
~120 K, which was reported in Ref. 9. We note that a third
first-order phase transition quite likely exists in reentrant
magnets in the temperature regidp<T<T., as we ob-
served previousk?!® in the the spin-glass system
LigsFe5-xGa0;. 8
The trend of the magnetization polytherms of the poly-
crystalline sample wittk=3.6 (Fig. 2) is in rather good
agreement with the results obtained previously for the single
crystal® Unlike the case of the single crystal= 3.0), how-
ever, the character of the behavior is similar to that which is
observed in the vicinity of the multicritical point, of the
x—T phase diagram of the aforementioned spin-glass system 2r
of Li—Ga spinelst? In the concentration regior~Xx, the
character of the trend of they(T) polytherms at low fields ’
(the absence of a sharp spin-glass maximisrargely de- 0 2 4 6 8 10 12 14 16
termined by the pronounced spatial inhomogeneity of all T, K
typ‘?s of magnetiq Sta.tes’ WhiFh iSlZdue to the presepce ?:fIG 3. Temperature dependence of the specific heat of Baffe,O.
regions(clusters with FiM Orde”ng?’ For the sample with sam.ple-s. The dotted curves show the decomposition of trlme expelr?mental
x=23.6 the short-range FiM order persists upTte-300 K,  ¢(T) curve into a phonon contributioBT® and a magnetic contribution
and it is only at higher temperatures that the temperatur&T". (@ x=3,n=1.38+0.2; (b) x=3.6, n=1.11+0.05.
dependence of the inverse paramagnetic susceptikyility

obeys the characteristic hyperbolic law inherent to . . - . .
ferrixr/’nagnetisrﬁ. Thus the resu)I/tps shown in Figs. 1 and 2Whlch would indicate a predominant linear trendG{fT). At

. gwe same time, for the sample wikl+ 3.6 the extrapolation
in the samples witlx=3.0 andx=3.6 at low temperatures. qf this part toT =0 K m_tercepts the h0r|zontal_aX|s ata posi-
tive value ofC(T), a circumstance that may imply the exis-

The temperature dependence of the specific heat of thte nce of a linear contribution to the total specific heat. For

samples is presented in Fig. 3. Unfortunately, the standar ~10 K the trends of the/T versusT curves of the two

procedure of separatlng out the magf‘e“‘.: contnbuﬂg(ﬁ ) samples are very close, most probably because the dominant
by means of an independent determination of the lattice spe-_ .~ . :
o . . contributions to the two curves far>10 K are the practi-
cific heat of the nonmagnetic analog, as done in Ref. 16 . . Lo
. . .~ “Cally identical phonon contributions.

cannot be used in the present case. It is establishe LT . o
Keeping in mind the qualitative arguments set forth

experimentally that the limiting content of the large h . )
ions (r=0.92 A) in a structure of the magnetoplumbite type Zgg\r/;i%v:teciip?ee:gigzi g??hzxf%?;memm curves by

is not more tharx=4.0. For this reason the mathematical
processing of the experimental results was done on the basis C(T)=AT+BT?, (1)
of the following considerations. Clearly the phonon contri- a3 3

bution to the specific heat has about the same value in both CH=ATT+BT, @
samples and in the temperature interval under study is prob- C(T)=A;T+A,T¥?+BT?, ©)
ably proportional toT3. At low temperatures the magnetic N 3
contribution is ordinarily larger than the lattice C(T)=AT'+BT". )
contribution®*1® the magnetic contributions in samples  From the standpoint of the concepts developed above,
with different IP* concentrations can in principle have not the best agreement with the experimental results was
only different values but also different temperature trendsachieved either with the use of relatié¢#) for both samples,
For a qualitative check of this, Fig. 4 shows the experimentalvith a simultaneous determination of the three paraméters
C(T) curves plotted in the coordinat€d T versusT. First, B, andn, or with the use of different approximations: Ed)

it is seen from the data in Fig. 4 that for 4KI'<10 K, for x=3.6 and Eq.(2) for x=3.0, in which case only the
where, by assumption, the magnetic contributions to the spesoefficientsA andB are subject to determination. The values
cific heat should be dominant, th&/T—T plots for the of these quantities are given in Table I.

samples withx=3.0 andx= 3.6 are different. It is seen that The decomposition of the experimen@&(T) curves into

for neither sample is there a pronounced plateau below 10 Knagnetic AT") and phonon BT3) contributions in accor-

g} BaFegn O

c, 107 yg.k

c, 10"3J/g-K
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Thus there are sufficient grounds for assuming that for
" the sample withx= 3.6 the magnetic par-t of the spe.c.ific heat
n‘g'a Cn(T) at low temper_atures obeys a line@r quasilinear
law. In accordance with the generally accepted phenomeno-
logical indicators;? including the specific magnetic proper-
ties (see Fig. 2 and Refs. 3 and 4nd the behavior of the
specific heat(Fig. 3b), it must be concluded that the low-
temperature state realized in this sample is a spin-glass state.
1} ‘,.P"' a For the sample witlx=3.0 the situation is not so unam-
biguous, since the temperature dependence of the magnetic
part of the specific heat is described by a Bloch law
C,,=T%? or, possibly, by some more complicated modifica-
‘, tion of it.1’~° This last question requires further study at
o T<4 K, but the very fact that the temperature behavior of
n3,601g % the magnetic contributions to the specific heat is different in
the spin-glass sample witk=3.6 and the sample witl
=3.0 can be considered as firmly established. This result is
of no little importance, since there exists the opinion that in
objects whose magnetic properties correspond to the SG
state and whose magnetic specific &gt T%?, the depen-
dence of this type is due to the predominance of magnetic
excitations of spin waves localized in regions of mesoscopic
size in which the FiM ordering is preserv&dHowever, the
results obtained in the present study do not confirm that hy-
pothesis.

In the objects studied here the formation of a helicoidal
structure and its subsequent destruction with a transition to a
SG state x=3.6) are due to the selective substitution of the
large nonmagnetic ions 1 in the crystal lattice and to the
formation of weakly magnetic interlayers in the planes per-
pendicular to the hexagonal axés This has been discussed
dance with Eq(4) is shown by the dotted curves in Fig. 3. in detail in Ref. 3. We surmise from the data of the magnetic
The decompositions of th€(T) curves look practically the studies(the presence or absence of spontaneous magnetiza-
same when the magnetic contributions are described by thgon) that increasing the concentration of®fnions from
functionsAT®?2 for x=3.0 andAT for x=3.6. It is seen that x=3.0 tox=3.6 leads to an increase of the concentration of
in the approximation used the phonon contribution propor{frustrated bonds to the critical value for the existence of
tional to BT is indeed close in magnitude for the sampleslong-range FiM order in the crystal. Meanwhile, this does
with x=3.0 and 3.6 and at low temperatures is less than theot noticeably affect the statistics of the distribution of sizes
magnetic contribution in them, but it becomes predominantalong thec axis) of the regions separated by the weakly
starting at temperatures 10 K. A different picture is ob- magnetic interlayers. Fox=3.0 the If" ions occupy
served if the same equatioft), (2), or (3), is used to ap- ~70% of the pentahedral positions in the lattice, which are
proximate C(T) for both concentrations of nonmagnetic of fundamental importance from the standpoint of formation
In®* ions. For example, if the monotonic p&f,(T) has the  of a macroscopic magnetic structdr&These positions lie in
form AT¥? in both samples, then the photon contribution planes widely separated from each other, by half the lattice
BT® at T=16 K is only about half as large as the magneticperiod (c/2). It is clear that for destruction of the helicoid it
contribution and also only half as large as for the samplgs necessary to increase the concentration of frustrations, ei-
with x=3.0. ther in these weakly magnetic planes or in their nearest
neighbors. Consequently, the increase of the concentration of
the nonmagnetic i ions from x=3.0 to x=3.6 cannot
have an appreciable influence on the character of the meso-
scopic inhomogeneities in these samples. It follows that the

BaFe 9 In3O

Y gk

N WA 0o

C/T, 10

0 2

4 6 8 10 12 14 16 18
T.K

BaFe o |

c/T, 104 Jig-K)?

0 2 4 6 8

10 12 14 16 18
T.K

FIG. 4. Experimental curves oE(T) for BaFeg,_,In,0,9 samples in the
coordinatesC/T versusT. (a) x=3; (b) x=3.6.

TABLE |. Values of the parameters of Egdl), (2), and (4) used for ap-
proximation of the experiment&(T) curves in Fig. 3; the correlation co-

efficient is 0.99.

change in type of th€,(T) curves when the concentration

A10° BA0° of In®** ions is increased from=3.0 tox=3.6 is due to a
x | Equation n Jogl K4 Jogl K4 changg in the exchange. in thg Wegkly magn.etic interlayers
via which the mesoscopic regions interact with each other.
3.0 “@ 1.38£0.2 7+2 1.36£0.2 The fact that these regions exist is not in itself decisive.
3.6 “@ 1.11 £ 0.05 16+ 1 1.17 £ 0.05 This conclusion is in good agreement with the experi-
30 @) 32 7102 1,95 4 0.04 mental regults ob_talned in Refs. 1, 2, 12, 14, and 1§. For
example, in the Li—Ga spinel system, which was mentioned
36 (1) ! 20£02 | 1274001 earlier, the pronounced spatial inhomogeneity of the mag-
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The current—voltag€l—V) characteristics in a magnetic field are studied at helium temperatures
for thin polycrystalline samples of a metgdure tin embedded in a solid-state medium in

order to create reproducible experimental conditions. In these samples a nonlinear S-shaped 1-V
characteristic is obtained for the first time with this type of heat sinking at the surface of

the metal. The conditions for the onset of a temperature—electric instability in a metal with an
S-shaped |-V characteristic are investigated in relation to the reactive parameters of the

circuit. © 2003 American Institute of Physic§DOI: 10.1063/1.1542474

The nonlinear phenomena that can arise in metallic con- Indeed, the heat conduction equations at thermal balance
duction in the case of Joule heating of sambtesnain litte  between the specific Joule power released in the sample and
studied because of the specific conditions for their observathe specific heat flux from the surface of the sample imply
tion, viz., in order for the nonlinear regime to be realized inthe following expression for the differential conductivity of
a given experiment it is necessary to have quasiadiabatide metalt*
conditions for the electron—phonon system of the metal, for . /
which reason it is necessary to use samples that are not too ﬂ: p(T)[q(T)/p(T)]T
thick, deliver current densities of the order of°1&/cm? to dE [a(p(T)]7
the sample, and at the same time maintain a constant tem- Thus it follows from Eq.(1) that in order to obtain an N-

perature in the thermostat without allowing a boiling crisisor S-shaped form of the nonlinear 1-V characteristics the
for the liquid helium. behavior of the functions(T) and p(T) should be such as
In experiments with direct contact of metal samples withto bring about a change of sign of this expression. It is
a low-temperature liquid coolant, N- and S-shaped |-V charknowr? that for many heat-removal media the heat %)
acteristics in the case of Joule heating of the sample are dufom the sample to the thermostat can be approximated by
in the majority of cases, to nonlinearity of the heat removalthe a function of the forng(T)~ aT™™, wherea andm are
in these media. positive numbers. As a result, one can write for a metal the
In the case of liquid helium such a regime arises at heaapproximate expressionpy—o(T)=po+ BT"V=pe+pr,
flux densitiesq through the metal surface in the range fromwhere 8 and n are also positive, dp) is an everywhere
q~0.1 W/cnt (“bubble” boiling) to q=0.5 W/cnt (“film” positive function, and the sign of expressidn for different
boiling characterized by the formation of a gas film aroundparts of the 1-V characteristics can be determined from the
the samplg which correspond to considerable amounts ofrelationship of the following parameters:
power delivered to the cryostdl—10 W and to a large di
expenditure of cryogenic liquid. dE ={mpg+[m—n]p}F(T), (2
However, the use of the boiling crisis is not the only way
of realizing a nonlinear conduction regime. In our previouswhereF(T) is a positive function.
studies it became clear that such a possibility also arises in It follows from expression(1) that in the case of an
the absence of direct contact of the samples with thénverted temperature dependence of the resistivity, e.g., for
liquid.?® Here one eliminates the instability of the heat re-p(T)=[pr(H=0)]"*, we obtain for the differential resistiv-
moval via the liquid coolant, which is due to convective flow ity an expression analogous to HQ):
and the boiling crisis, making it possible to study the char-
acteristics of a metal in a reproducible nonlinear regime, — ={mpy+[m—n]pr}F,(T), ®))
which includes effects due to the temperature-electric insta- dj
bility. At low temperatures the heat flux through the dielec-where the functiorF,(T) is positive definite.
tric heat-removal medium is a monotonically increasing Thus the 1-V characteristic of the sample can assume a
function of temperature, and there exists a region of temperazonlinear form characterized by the presence of segments of
tures in which the rate of growth of the resistivigfT) is  negative differential conductivityN- or S-shaped I-V char-
higher than the rate of growth of the heat flgkT) as the acteristicy only when several conditions hold simulta-
temperature is increased. neously. First,pr>po if [n—m]pr>mpy, and, second,

()
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m—n<0, which requires that the temperature dependence of 40
g(T) be weaker than that gf(T), and that is possible when

the electron temperature coincides with the temperature of
the crystal lattice. This corresponds to the regime of quasia-

diabatic heating of the sample, i.e., when the relaxation time 30

of the electrons is much shorter than the thermal times. As a

result, the temperature region in which negative differential B=2T
conductivity (resistivity) can exist in a metallic sample is 20 t

bounded both below and above, and that makes for an N- or <
S-shaped form of the |-V characteristic of such samples.

As follows from Eq.(1), for p(T)«p+, i.e., for tempera- 10
ture dependence of the resistivity like that of the metal in the
absence of magnetic field, the differential conductivity de-
creases with increasing temperature, passes through zero to
negative values, and then rises again: such an I1-V character- 0
istic has an N-shaped form. The presence of an inverted tem- . . ,
perature dependence of the resistivity in comparison with the 0 10 20 30
p(T) curve forH=0 leads to a lowering of the differential U, mv
resistivity with increasing temperature, and upon reaching
negative values it leads to an S-shaped |-V characteristi€IG. 1. Current-voltagé-V) characteristic of a polycrystalline tin slab in
This sort of dependence p{T) can be obtained by applying 2 'lauid helium medium.

a strong magnetic field, in which for sonfeompensated

metals the behavior is close tm(T)ocHzlpT(H:O) even at

those temperatures where satisfaction of the necessary in-

equalitiespr>py and[m—n]<O0 takes place under condi- magnetic field with an induction of up to 5 T. All of the
tions for whichw (-0 is not too different from 1. Her@  results presented were measured at a dc current through the
and 7,4y are the cyclotron frequency and relaxation time. sample in the range from 0 to 80 A.

It is known that for suitable geometric parameters of the  Figure 1 shows the |-V characteristic of a sample di-
metallic samples under the conditions of the nonlinear rerectly immersed in liquid helium in a magnetic field of 2 T. It
gimes considered, it is possible for spatially inhomogeneouss seen that in thin polycrystalline samples under conditions
distributions of the temperature, electric field, and current toof comparatively low values of p(T,H)]+~0.3Q-m/K
arise>* For N-shaped |-V characteristics the nonuniformity (w -0, just barely greater than) Jat temperatures main-
is along the length of the sample, in the form a temperature+aining a boiling crisis of the helium at their surface, one can
electric domain, while for S-shaped |-V characteristics theobserve a regime of negative differential resistance, which
nonuniformity is over the width of the sample, in the form of previously had not been successfully realized in such
a current pinch. samples in the same magnetic fiefdslowever, it can be

In view of the many restrictions listed above for realiza- seen in the figure that the effect is accompanied by hyster-
tion of a nonlinear regime for metallic samples, the phenomesis, as is confirmed by the temperature instability of the
ena associated with negative differential resistivity in metalsonlinear regime under these conditions. Previously we had
remain insufficiently well studied at the present time. In par-encountered instability in a study of the N-shaped regime of
ticular, it has not been possible to observe S-type -V charthe |-V characteristidin particular, see Ref. 7, where the
acteristics in thin metallic slabs. boiling crisis on the surface of a metallic sample significantly

In the present study we have for the first time investi-reduced the current necessary for obtaining a temperature—
gated a nonlinear regime with an S-shaped |-V characterilectric domain and also led to hystergsis
tic, obtained in a polycrystalline metéin) in the absence of Figures 2—4 show the results of studies of S-shaped 1-V
a boiling crisis on its surface and in the cryogenic system orcharacteristics under conditions such that there is no boiling
the whole, and we have observed an instability of the voltagerisis of the liquid at the surface of the samples and in the
across the sample due to its temperature-electric instabilitpryogenic system as a whole. It is seen that under such ex-
(without the formation of a current pinghwe have investi- perimental conditions the S-shaped regime of nonlinearity
gated the possibility of realizing a stable regime with nega-obtained on heating of a sample with an inverted temperature
tive differential resistance through the use of different kindsdependence of(T,H) in comparison with the temperature
of heat-removal media—glass-reinforced plastic, a dielectri¢lependence g#(T,H=0) is manifested most distinctly with
with high thermal conductivityAraldite), and a crystalline the use of a crystalline heat-removal medidfig. 4). This
medium. case corresponds to temperature behavior of the functions

The indicated regime was studied in samples of purel(T) andR(T,H=5T) (curves2 and3 in Fig. 5 calculated
polycrystalline tin in the form stripes with dimensios  from the data of measurements of the |-V characteristic with
X WX d~100x 0.8x0.09 mm. The principle of the mea- the use of the heat balance equation
surements and the technique used are analogous to those de- R(T)I2=q(T)A
scribed in Ref. 3, and they are supplemented by equipment
that permits making measurements in an external transvergeshereA is the surface area of the sampl€he temperature
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FIG. 4. The |-V characteristic of a polycrystalline tin slab in a crystalline

sulfur medium.Ty=4.2 K, B=5T. The inset shows a diagram of the con-
0 20 40 60 80 100 120 nection of the capacitance in the circuit.

U, mv

FIG. 2. |-V characteristic of a polycrystalline tin slab with a glass-

reinforced plastic heat-removal mediuffs—4.2 K. like the case of an N-shaped |-V characteristic, when an

self-oscillatory process can be excited in a fixed-voltage re-
gime with a suitable inductance in the circliih the case of
dependence of the functidigR](T) (curvel) gives an idea @n S-shaped |-V characteristic the self-oscillations can arise

of the temperature region of negative differential resistivity! @ fixéd-current regime and can be described by a system of
of the sample under study. equations including, in addition to the heat balance equation,

As is known from the theory of nonlinear circuits, a the following differential equation of the circuit:

circuit containing a dc current source, an energy store, and an du

element with negative differential resistan@®DR) can un- Cart R(T.H) =lg, R(T,H)=p(T,H)L/Wd.  (4)
dergo relaxation self-oscillations. It is known that for

samples with an S-shaped |-V characteristic the connection The periodAt of the oscillations observed for a sample
of a sufficiently large capacitancg in parallel with the  With resistance’(293 K)~0.16() equals~0.1 s, in agree-
sample leads to a self-oscillatory instability, which was real-ment with the following dependence on the parameters of the
ized in an experiment on the part of the |-V characteristicSyStem:

having the greatest value of the NDR. When the I-V char-  At—R(T,H)C+cy(T)/q(T),

acteristics were registered using a recording potentiometer ) -~ N
the instability was manifested in the appearance of nonWherecy(T) is the specific heat of the sample. The condition
monotonicity at that place, as is seen in Fig. 4. The insefor the appearance of oscillations reduces to the requirement

shows a measurement circuit employing a capacitance. Un-
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FIG. 3. |-V characteristics of a polycrystalline tin slab in a solid dielectric FIG. 5. Temperature dependence of the functipgpR](T) (1), q(T) (2),
(Araldite) medium in various magnetic field[T]: 0 (1), 1 (2), 2 (3), 3 (4), and R(T) (3) for the |-V characteristic of a polycrystalline tin slab in a
and 4(5); To=4.2 K. medium of crystalline sulfur in a magnetic field of 5 T.
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that the relationsR<—dU/dl and RC>[c\(T)/q(T)] be  "E-mail: logvinov@ilt.kharkov.ua
satisfied. The value af,(T)/q(T) does not exceed 16 s.

Let us conclude with a summary of the results of this *a. A. Slutskin and A. M. Kadigrobov, JETP Let28, 201 (19789.
study. We have for the first time obtained nonlinear current—szLN- C;h'ang S?,d ng- gz';.(rldggg]ts' Fiz. Nizk. Ten§.1279(1980 [Sov.

. . . . Low Temp. Phys6, .
voltage charac_terlstlcs of j[h|r_1 polycrys_tallme samples of a3 L ogvinov and Yu. N. Chiang, Fiz. Nizk. Tem@1, 867 (1995 [Low
metal(pure tin in a magnetic field at helium temperatures in  Temp. Phys21, 668 (1995)]. ;
the absence of a liquid boiling crisis at the boundary of the“/;- M-3Katgigggzo[vsy/\- A-flutskin'rggd '-V(Kgggf”eZh- Eksp. Teor. Fiz.
: 7,1314(1 ov. Phys. JETRO, 754 (1984].
sample for dlﬁerem_ type_s of h?at removal. It was found thatsw. Frost(Ed), Heat Transfer at Low TemperatuteBlenum Press, New
the use of a crystalline dielectric as the heat-removal medium vork (1979, Mir, Moscow (1977.
makes it possible to realize a nonlinear conduction regime’V. A. ”Bffmiar‘, A. M(- Ka%igrobov. V. N. Morgun, and N. N. Chebotaev,
. TR Metallofizika 13, 49 (1991).

corresponding to an_ S-shaped I__V_ characteristic in a pure’Yu. N. Tszyan(Chiang and I. I. Logvinov, Fiz. Nizk. Temp8, 774(1982
compensated metal in a magnetic field of up to 5 T. In that [Sov. J. Low Temp. Phys, 388(1982].
regime we studied the dynamics of the observed 8yu. N. Tszyan(Chiang, I. I. Logvinov, and A. M. Kadigrobov, Fiz. Nizk.
temperature—electric instability in relation to the reactive pa- '¢"P-1% 1248(1986 [Sov. J. Low Temp. Physl2, 702(1986].

rameters of the circuit. Translated by Steve Torstveit
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LOW-DIMENSIONAL AND DISORDERED SYSTEMS

Influence of magnetoelastic coupling on the formation of a spatially inhomogeneous
phase in two-dimensional ferromagnets

Yu. A. Fridman,* D. V. Spirin, and Ph. N. Klevets

V. I. Vernadskii Tavricheskii National University, ul. Yaltinskaya 4, 95007 Simferopol, Ukraine
(Submitted June 20, 2002; revised August 5, 2002
Fiz. Nizk. Temp.29, 418—423(April 2003)

The influence of magnetoelastic coupling on the existence region of a spatially inhomogeneous
state in a two-dimensional anisotropic ferromagnet is investigated. The phase transitions

to the spatially inhomogeneous state under the influence of magnetic field and upon a change in
the single-ion anisotropy constant are examined. It is shown that the magnetoelastic

coupling enlarges the existence region of this phase substantially and also increases the domain
width. © 2003 American Institute of Physic§DOI: 10.1063/1.1542475

1. INTRODUCTION 2. PHASE TRANSITIONS IN MAGNETIC FIELD

The magnetic properties of ultrathin films have been the  We assume that the magnetic field is parallel to @¢
subject of many papers'? Such systems are of interest in axis and that the film plane XOY. We consider a ferro-
connection with their possible application in microelectron-magnet with single-ion anisotropy of the easy-axis type, the
ics, engineering, and laser physics. Because these objects &igsy axis being perpendicular to the film plane. The Hamil-

truly two-dimensional(the films are 1-10 atomic layers tonjan of such a system can be written in the form
thick), their theoretical and experimental study can shed light

on some fundamental questions of the physics of magnetism 1 , i e o

of low-dimensional systems. H=-5 2 [J(n=n")&jj+VI(n—n") ]SS,
Numerous studies have shown that both y.z

temperature-inducéd > and magnetic-field-inducédhase

transitions can occur in ultrathin magnetic films. Both spa- —HE S - Ez (SH2+\ Z SLS{1uij

tially homogeneous state€®and an inhomogeneous phase n 2°n n

can be realized. The inhomogeneous phase appears primarily .

as a result of dipole—dipole coupling. The role of dipole— 2 2

dipole coupling in two-dimensional systems is discussed in * 2(1-0?) 2 [Uect Uyy 20Uty

detail in Ref. 11.

It is well knowrP'*?>*3that in the vicinity of phase tran-

sitions the dynamics of a system is influenced substantiall)év P . . _
by th toelasti i hich leads to both d where§, is theith component of the spin operator at gite
y the magnetoetastic coupiing, which eads 1o bo ynaml(j(n—n’) is the exchange interaction parameter,is the

effects(softening of the corresponding branch of elastic X oxternal magnetic field in energy unitg,is the single-ion

citationg and static effectgthe formation of a striction gap . ; . .

. . o ) anisotropy\ is the magnetoelastic coupling constant,are

in the spectrum of magnetic excitatign$lowever, in our . . . ,
the components of the elastic strain tendérjs Young's

view the influence of magnetoelastic coupling on the phas?nodulus,a is Poisson’s ratio, an¥i(n—n’') are the com-

transitions mentioned above has not been studied sufficiently. o : . .
i . ponents of the magnetic dipole interaction tensor, the Fourier
As the object of study we chose a monolayer magneti :
ransforms of which have the forth

film not bonded to a substratéThe film has single-ion an-

isotropy of the easy-axis type, with its axis of easy magneti- Ao

zation perpendicular to the film plane. The system is ina V*(k)= 3 —kQqcog o,

uniform external magnetic field applied parallel to the film

plane. In addition, we shall take the magnetoelastic coupling A

into account with the assumption that the strains are pfénar. WWY(K)= 70 kQg Sir? o,
In this paper we consider phase transitions to a spatially 3

inhomogeneous state under the influence of both magnetic

field and changes in the material constants. The latter means VA(K) = — ﬁJerO'

that phase transitions can occur even in the absence of mag- 3

netic field, being induced, for example, by a change in the

value of the single-ion anisotropy. Such a change may be

brought about by an increase in temperature, for example.

ihj=xy

+2(1-a?)uf,], 1)

kQqo
V9(k) =~ —"sin2¢, V(K =VYi(k) =0,

1063-777X/2003/29(4)/4/$24.00 314 © 2003 American Institute of Physics
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2

Aozg(gMB)ZE R3, Qozzw(ag—fB). Ay =Hsing+ %S(z cog 6—sir? 6)
Here we have introduced the following notatiog:is the S/Ay Ag 4A,
gyromagnetic ratiop is the Bohr magnetora? is the “vol- 53" ?CO@ 0+ —-cos2H—kQocos ¥
ume” of the two-dimensional unit cell, and is the angle "2 sir? g
between the direction of the wave vectoand theO X axis. I .
The two-dimensionality of the system is taken into account * E (2sir? 6—cos' 6+ o) +aSK,
in the calculation of the components of the magnetic dipole
interaction tensor. In addition, the wave vectoiis a two- Aok = w(K), ®)
component vector lying in the film plane. S s

In the case of low field$l <3 the system will be found By = B’{k=7sin2 6— E(AO sir? 6+ kQq cos 26)
in a canted phase, i.e., the magnetization vector makes an
angle 6 with the anisotropy axis. N2SB sir? 0

We rotate the coordinate system so as to bring the quan- + T(cos2 0+o),
tization axis(the OZ axis) into coincidence with the direc-
tion of the mggne?ic moment. The components of the strain i S\/Sksin 6
tensor are written in the form; =u{+u{", whereu(” are Cp=— ————,
the spontaneous strains anf;i) is the dynamic part of the 2\/m_q
strain tensor, which describes the vibrations of the crystal

w=JyRZ, Ry is the radius of the exchange interaction, apd

lattice sites. . . is the velocity of transverse sound.
The spontaneous strains are determined from the condi- In the general case the quantities appearing in (BJ

tion that the fre:(e ehne][gy density be minimum and in thedepend on the direction of the wave vector, i.e., on the angle
present case take the form . However, it can be shown that the lowest value of the field

Ao of the phase transition from the canted ph@swl the highest

uﬁ(?()z?sin2 0, value of the field at the transition from the in-plane phase

obtained forg= 7/2. This is the case that we shall consider
o AS? below.

uly)=— ?Sln2 0, 2 In the Hamiltonian(4) we have taken into account that
the coefficient of the terms linear in the creation and annihi-

U§3)=0, lation operators is equal to zero:

whereS is the magnitude of the spin of the magnetic ion. 2
A

The components of the tensmﬁf) are related to the cre- H—S(B—Ag)sin g+
ation operator b,z,, and annihilation operatorb, , for 0
phonons of polarization by the following relationt®

£ sin® §=0. (6)

The solution of this equation makes it possible to determine

o s 1 the angled as a function of the external field and the material
ul=—-> ———[by &X"—b, e k' constants. Solving this equation by perturbation theory, we
T 2mwy(k)[ K, k. ] const: 9 q y P .
Lelkj+elki], 3
H boH?® 2\

wherem is the mass of the magnetic ion, (k) =c,k is the
spectrum of noninteracting phonons, aggdis the polariza-
tion unit vector of the phonons. In what follows we will be
considering a transversely polarized acoustic wave.

Using the Holstein—Primakoff transformation for the
spin operator€ and the representatiq@) for the elastic vi-
brations, we write the Hamiltoniafl) in terms of the pho-
non and magnon creation and annihilation operators: H®) = E0+Zk [w1(K) @y @yt w(K) By B, 8

+Bh@ a) + Ci(by al, by ay)

sing= 5 (7)

+ , b=
(B—Ao)  S(B-A)* ° E
The Hamiltonian(4) is reduced to diagonal form by the stan-
dardu—v transformatiort®

1 . . . . .
Asay ay+Agb; b+ E(Blkalz—atk whereE, is the energy of the zero-point vibrations,(k) is .

the energy of theith branch of coupled magnetoelastic
waves, which is determined from the equation

+Cf (a) btb_a |, (4) Aik—w By Ck Ck
Blk Alk+ w Ck C:
wherea, , a,, b, , andb are the Fourier transforms of the cr Co  Ap—uo o |79 C)

magnon and phonon creation and annihilation operators, re- .
spectively, Cy Cy 0 Ayt
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Hence From Eq.(12) it is easy to find the value of the wave vector
that determines the domain width:

1
2 _ 2 2 2
w1,2—§{A1k_ Bikt i

Q,cos 29
V(AL Bi— 01)*+16C 2w Ayt B} Ki=——%
(10

Thg pllus sign corresppnds 'to the quasimqgnon branch qfhe transition from the canted to the inhomogeneous phase
excitations, and the minus sign to the quasiphonon brand?)ccurs at an anglé close tor/2, in which case cog®<0
Vanishing of the frequencyl0) is a sign of a phase transi- and k*>0. Solving Eq.(12) usin,g perturbation theory, we

t'g?'.Aztr? ra nutr_n befr oihstrarl}ghtfotrwarqt_mapmglaﬂons W obtain the field of the transition from the canted to the inho-
obtain the equation for the phase transition line: mogeneous phase:

(13

o(Agc—By) —4|Cy*=0. (11)
Making use of the definition of the transverse sound boS 2s
velocity** Hi=S(B—Ag)— ——(3+0)— —. (14)
2 8a
cz=—E
to2m(1+o)

Since we are assuming that the energies of the single-ion
we obtain from Eq(11) anisotropy and external magnetic field are much larger than

H sin 6.+ A _ in? (2 n the magnetic dipole and magnetoelastic coupling parameters,
sin 9+ (8~ Ao)cos 20— boSsirt* 6(2 cos 6+ ) we easily obtain from{10) the following expressions for the

+kQScos 20+ aSK=0. (12 quasiphonon spectrum:
|
beS(1+ o)sir? @
201N — 2 _ 0
01(k)=wi(k)| 1 H sin 6+ S(B— Ag)cos 20— boSsir? 6 cos 20+ kQyScos 20+ aSK (19

|

and quasimagnon spectrum will occur. As was shown in Ref. 1, this transition is to a
phase with a spatially inhomogeneous distribution of the

2 _ . . _ .
w5(K)=[H sin 6+ S(B— A)cos 20— b,Ssir? 6 cos 20 magnetization.

+kQyScos 20+ aSK][H+ S(B—Ag)cos 0 Since in the in-plane phase the angle =/2, the tran-
sition field can be found froni12):

+boSsir? 4(sir? 6+ o) + aSK]. (16)
FromH=H, the quasiphonon spectrum softens: Qgs
(44

w2(k) = w?(k) B

while at the same time a magnetoelastic gap appears in tH
guasimagnon spectrum:

gstability arises for

Q
w2(0)=SVbo(B—Ao). K =5 (18)

It should be noted that taking the magnetoelastic cou-

pling into alccc_)unt fads to a W‘?ﬁk renormalization of thé e note that the domain width in this geometry is somewhat
magnon velocity. The corresponding terms in E16) are smaller than for the transition from the canted phakg (
dropped, since the change in velocity is not more than 0.1% 35x10° cm~! and 1k* ~2.86x10°% cm. i.e. for the

. ] 1 . 1 ey

For the same reason, we have neglected the analogous tern

fMnsition from the easy-plane phase to the inhomogeneous
in the denominator of Eq13). P P g

The value of * d . he domain widfh phase its value is 5% less than for the transition from the
e value of 1} determines the domain widthin our 5 yt04 1o the inhomogeneous phase

case, for typical values of the paramgtEr,s)x, '8,’ AO'*QO' The quasiparticle spectra are easily obtained by substi-
and o (Refs. 1, 7, and 17 an estimate givek;~3 tuting 6= /2 into Egs.(15) and (16).

—1 * — 6
X 10° cm™* and 1kj~3X10"° cm. . The existence region of the spatially inhomogeneous
Let us now consider the case when the external magneUﬁhase can be determined from E¢s4) and (17):
field is large, and, as a result, the magnetic moment of the

system lies along the field direction. We shall call this the

2
“in-plane” phase, since the magnetic moment lies in the film T :E 06S
plane. As the magnetic field is decreased, a phase transition AH=Hy—H =5 | 7 ThoS(1+ o). (19
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3. PHASE TRANSITIONS IN MATERIAL CONSTANTS ence is manifested in two ways. First, in enhancement of the
Let us examine the phase transitions that occur in a two™2SS of the quasimagnons. This effect is reflected in a slight

dimensional ferromagnet in the absence of external magnetf?:ecrleasz d(?:_ the gotr)n%l_n v¥_|d(by fletis than 0.1% d oh

field. The ferromagnet under consideration is assumed to 'n addition, hybridization of Ihé magnon and phonon

have single-ion anisotropy of the easy-axis type, with theSxcitations has some substantial effects. It results in a phase
' transition on the quasiphonon branch of excitations, and the

axis of anisotropy perpendicular to the film plane. Such a °. ; . £ th tially inh ructure i
system can have phase transitions upon a change in the arfistence region ot tne spatially INNOMOgeneous Sructure 1s

isotropy: the presence of a magnetic dipole interaction givegnlar?edSEN;\Jmerf\al ((elstlmatcejs foRr) t})c/plclal7valuzs c;f Fhe pa-
rise to an effective anisotropy of the easy-plane type, whic{2Meterse, A, B. Ao, Lo, anda (Refs. 1, 7, and Drgive

can compete with the easy-axis anisotropy. The value of th&/#~25 Oe andAH~40 Oe. Taking the magnetoelastic

latter can vary as a function of temperature, pressure, implﬁouP“ng into account leads to an increase\i by approxi-

rity concentration, eté® “?(";“e'yd“%. and ?ﬁ:"f?%/ 10%" Sufctz a chang;a cla n tpe con-
Let us consider the region of values of the anisotropySI ered unimportant It the value of the magnetoelastic energy

constantB close to the magnetic dipole interaction parameterj—l.melIS negligible .compared to trtlﬁa;nlsgt;oopy ent;l}t;y:r
A,. Let the easy-axis anisotropy be such that a phase Witﬂ'p0 e energyHgq: we assume me™~ > O€, WhileH,

magnetization perpendicular to the film plane is realiz8d ( ~100 kOe and._'dﬁ 14 kQe. It should t_)e noted that N the
>Ap). If the OZ axis is chosen along the magnetization geqmetry pon3|dered here the magpetlc subsystem interacts
vector (XOY is the film plane, the Hamiltonian of the sys- actively with the transversely polarized phonon mode and
tem is the same ad) if H :0' practically not at all with the longitudinally polarized mode
It is easy to show that there are no spontaneous strairl he magnetoelastic coupling only renormalizes the longitu-
inal sound velocity slightly

for such a system, and hybridization of the magnetic an T | iih the dinole—dipole int fion. th
elastic excitations does not occur. The value of the anisot- us, along wi € dipole—dipole Interaction, the mag-

ropy at which the phase transition from the easy-axis phasgetoelastlc coupling plays a substantial role in the formation

occurs is determined from the condition that the gap in theg!c mag_netllcfspatlally Thomogeneous structures in - two-
magnon spectrum vanish: imensional ferromagnets.
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in a Siy,Geyg quantum well
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The magnetic-field dependen@gp to 110 kOg of the resistance of $iGe, 3/Siy G g/ Sig 56 3
with a 2D hole gas in a §bGe&, g quantum well is measured in the temperature range

0.335-10 K and in a range of variation of the currents from 100 nA t@A0Shubnikov—de

Haas oscillations are observed in the region of high magnetic fields, and in the low-field
region H=<1 kOe a positive magnetoresistance is observed which gives way to a negative
magnetoresistance as the field is increased. This peculiarity is explained by effects of

weak localization of the 2D charge carriers under conditions when the spin—orbit scattering time
Tso IS Close to the inelastic scattering timg, and it is evidence of a splitting of the spin

states under the influence of a perturbing potential due to the formation of a two-dimensional
potential well(the Rashba mechanignAnalysis of the weak localization effects gave the

values of the characteristic relaxation timesms=7.2T~ X 10 *? s andr5,=1.36x10 s,

From these characteristics of the heterostructure studied, a valNe 297 meV was

obtained for the spin splitting. @003 American Institute of Physic§DOI: 10.1063/1.1542476

INTRODUCTION kOe) in the temperature range 0.335-10 K for transport cur-
rents varying from 100 nA to 5Q:A. The results made it
The study of quantum interference and quantum oscillapossible to determine the following:
tion effects in heterojunctions yields information about the ~ — the values of the effective mass* and quantum
characteristics of the charge carriers in two-dimensionatime 74 Of the charge carriers, on the basis of an analysis of
electron systems. In some cases the behavior of the magnghe change in amplitude of the Shubnikov—de Haas oscilla-
toresistance of inversion layers in heterostructures in weakons upon a change in magnetic field and temperature;
magnetic fields™ attests to the existence of appreciable — the temperature dependence of the dephasing tjme
spin—orbit scattering, which has been linked to a lifting ofand the spin—orbit scattering timeg, by extracting the quan-
the spin degeneracy in zero magnetic field in the absence @fim corrections to the conduction, which are manifested in
inversion symmetry in the crystabr under the influence of temperature and magnetic-field dependence of the conductiv-
an asymmetric electric field which forms a two-dimensionality;
structure® The lifting of the spin degeneracy in zero mag- — the temperature dependence of the electron—phonon
netic field leads to the formation of two electronic sub- relaxation timere,,, with the use of the electron overheating
systems with nearly the same characteristic parameters. Thsfect:

existence of spin splitting in such objects has been confirmed — the splittingA of the spin states, on the basis of data
by the finding of two effective masses for the charge carriersor the spin—orbit interaction time.
by the cyclotron resonance techniquand also by the ob- The simultaneous observation of Shubnikov—de Haas

servation of beats of the Shubnikov—de Haas oscillations imscillations (which are ordinarily manifested only in pure
different heterostructurés™ The concepts of spin splitting and perfect samplesand quantum interference effedthe
have been used successfully to explain the positive magne@bservation of which requires a rather high level of elastic
toresistance at low magnetic fields in the weak localizatiorscattering in the same sample turns out to be entirely pos-
effect®>™* sible, as was noted in Refs. 14 and 15, since these effects are
In this paper we present the results of a study of weaknanifested at different values of the magnetic fields. The
localization effects and the interaction of charge carriers in aveak localization effect and electron interaction effects are
Siy./Gey 3/ Siy 5Gey g/ Sip 756, 3 heterostructure, which exhib- manifested at low magnetic fields, where the magnetic length
its spin—orbit effectgunlike the Si/Sj_,Ge,/Si heterostruc- L= (Zc/2eH)Y? should be larger than the mean free plath
tures withx=0.13 and 0.36 studied previousfi->for which  (The lengthL, corresponds to the field value for which an
the spin—orbit effects could be neglected@his study in- area 27L is threaded by one magnetic flux quantdbg
cluded the investigation and analysis of the variation of the=hc/2e.) As the magnetic field is increased, the inequality
magnetoresistance at low and high magnetic fialglsto 110 Ly<I| comes to be satisfied, and magnetic quantization ef-
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FIG. 2. Temperature dependence of the resistdRge The solid curve
3.95 shows the experimental data; the data points are the calculated values of the
' quantum correction due to the weak localization effect for the values, of
3.00 F and 75, obtained from an analysis of the magnetoresistance curves. The
275 F dashed curve is the assumed temperature dependence of the “classical”
' resistance.
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FIG. 1. Magnetic-field curves of the resistarRe at different temperatures O the weak Iocallzanon_ effett Under COITIdItIOI’l_S SUCh_

(a) and currentgb). a—I=100 nA, T [K]: 205, 1.738, 1.44, 0.754, 0.346. that 7, and 75, are close in value. It is seen in the insets in

The inset shows the region of low magnetic fields for diffefér]: 0.36 Fig. 1 that the height of the maximufabove the zero-field

(1), 0.754(2), 1.44(3), 1.738(4). b — T~0.35 K, currents: 100 nA, 300 ; ; ; : :

DA 1 A, 2 5. 5 s 10 uA. 15 uA, 28 wA, 40 uA. In the inset value of the rejlstan¢edecrears1es rapidly with increasing

=100 nA(1), 300 NA(2), 1 uA (3), 2 uA (4). temperature and current growth. .

The temperature variation of the resistance of the sample

in zero magnetic fieldFig. 2) confirms the assumption that
fects such as Shubnikov—de Haas oscillations can appear. Ame is seeing a manifestation of effects of weak localization
estimate of the mean free path in the sample gives a valuand quasiparticle interaction: the minimum and the increase
|~300 A. This value ofl and, accordingly, oL, corre- of the resistance with decreasing temperaftirare due to
sponds to a magnetic field=3.6 kOe. Analysis of weak the contribution of quantum corrections to the conductivity,
localization effects can be carried out at fields less than thathich grow as the temperature is loweréd!
value.

2. CALCULATION OF THE CHARACTERISTIC PARAMETERS
1. EXPERIMENTAL RESULTS OF THE CHARGE CARRIERS

The object of study was a §iGe, 3/ Siy ;G&y g/ Sip /Gy 3 The heterostructure under study has a hole type of con-
heterostructure obtained by molecular-beam epitaxy; a quarmtuctivity, and the structure of its valence band is therefore
tum well is formed in the i, Geyg region, which is 10 nm important. In pure silicon there are two degenerate maxima
wide? in the valence band at the poikt 0, where two bands with

The carriers(holeg appear in the quantum well from a different values of the curvature touch; the corresponding
boron-doped layer located a distarred0 nm from the well.  values of the effective mass* are 0.49n, and 0.16n,. The
From a crystallographic standpoint such a structure is &alence bands in germanium have an analogous structure
stressed pseudomorphic heterostructure. The stressed statgvith m* =0.28m, and 0.04n;.
due primarily to the 4% difference in the lattice constants of ~ The form of the Shubnikov—de Haas oscillatigFay. 1)
germanium and silico5.65 and 5.43 A, respectivelyThe  attests to the fact that they are formed by a single dominant
electronic properties of the heterostructure are determined btype of charge carrier. The proposed spin splitting of the
the two-dimensional electron gas filling the potential well. bands was not in any way reflected in the form of the oscil-
The conducting region had a “double cross” configuration inlations. For this reason the analysis of the oscillatory curves
the form of a narrow strip~0.55 mm wide and~2.25 mm  can be done in the standard way.

long, with a distance of-1.22 mm between the two pairs of It is known that the Shubnikov—de Haas oscillations are
narrow potential leads. described by the relation

Figure 1 shows recordings of the magnetic-field-induced 5
variation of the diagonal component of the sheet resistance ﬁp)ﬁ‘o(_iex[{ _ ﬂ) cos( TEF _q)>, (1)
(resistance per squaref the sample at different tempera- pxx  Sinhy WcT fiwe
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wherey =27k T/(hw.), w.=eH/m*c is the cyclotron fre-  where f,(x) =In(x)+(1/2+ 1/x),  is the logarithmic de-
quency,a= /74, 7is the transport timer, is the quantum rivative of thel” function, andD = (1/2)v2 7 is the electron
scattering time, ane is the phase. If the Fermi energy for (hole) diffusion coefficient. The characteristic fieIHi'(;

the two-dimensional electron gas is written in the fosmm  =#c/4eD7, corresponds to a change of the form of the
=ah?n/m* (n is the concentration of electronkoleg),  functionf,(x) from quadratic to logarithmic. For analysis of
then, knowing the change in amplitude of the oscillationsthe variation of the quantum correction in the magnetic field
upon changes of the temperature and magnetic field, we caame can use the relation—Aoy(H)=[R(H)—R(0)]
determine the unknown parameten$, n, andr,. For ex-  X[R(H)R5(0)]~*; here —Aoy(H) reflects the change in
ample, having constructed the dependence ofhe magnetoresistance.

IN[Ap(M/pO)[SinhfT/Y(T)]) on (wcr) *=(uH) ! A computer fitting of the theoretical dependen(,
(Wherep is the mobility, by fitting the experimental data to which contains two unknown fitting parameterg, and TZ ,
a single straight line we can find and then determine,, to the experimental data for the magnetoresistance allows

and having constructed the dependence af#(1)/p(0)) on  one to find the values af, and 7':; and thenrg,. This sort of

In(¢(H)/sinhy(H)) — (7ol uH) and plotting all the experimen- fitting has turned out to be the most successful when an

tal data on a single straight line, we can fimd. The result-  additional term proportional tbl? is introduced. We assume

ing value m*=0.16m, apparently corresponds to heavy that this term reflects the contribution of a correction due to

holes in the heterostructure under study. This value will behe hole—hole interaction in the Cooper channel and corre-

used in the calculations below. sponds to a repulsion between quasiparticles. Such a correc-
The carrier concentratiopsgy found in an analysis of tion to the conductivity has been identified for, §iGey 36

the Shubnikov—de Haas oscillations equals 1.46heterostructures with a quantum chanf{eThe expression

X 10" cm™2. It is close to the valu@,=1.36x10* cm 2  for the correction in the Cooper channel is given in Refs. 18,

obtained from measurements of the Hall coefficient. 22, and 23:

The valuesm* and py can be used to find the elastic 5
scattering time from the electrical conductivity of the chan- c__ e_)\c (@) a= 2eDH (4)
nel, which gives a value=0.147x 10 *? s, and the mean THT T g2 PG AT T

free path of the holes=310 A, and also the Fermi velocity c. ) L
ve, mobility u, diffusion coefficientD, and Fermi energy where\ is the coupling constant. The characteristic field
1 ’ ) C . .
er, by making use of the relations for a two-dimensionalHo = 7CkT/2eD corresponds to a change in the functional
system: ve=(A/m)(27p) Y2 D=0v27/2, er=mh2p,/m. dependence ofp,(\) from quadratic to logarithmic. This
The following values are ’obtaineFd)F;Z.llx 107 cm/s allows us to use the quadratic approximationjmﬁ at low

n=1590 cn?/(V-s), D=32.7 cn¥/s, ande=20.35 mev. Mmagnetic fields Ki <Hg). o
Taking the Cooper correction into account at the lowest

temperatures and at low currents can explain the temperature
behavior of the maximum that arises on the (H) curve in
3. ANALYSIS OF THE QUANTUM CORRECTIONS the weak localization effect under conditions when the elas-
In a two-dimensional system the contribution of thet?C scattering timer, is_ clqse to the spin—orbifc scattering
weak localization effect to the temperature dependence of thtéme. Tso- The magnetic f'eldeaX corresponding .to.thg
conductivity is described by the relatigr? mfmmum is so_mewhat higher thgn _the cha_lracterlsnc field
Hg and should increase weakly with increasing temperature
(as a consequence of the decrease,adind 7-:: with increas-
. (2 ing T). The weak decrease &f,,, observed in this study
(see Fig. lis due to fact that the Cooper correction falls off
where 7 is the elastic relaxation time of the electrongf,1 with increasing temperature asT#/ A rough estimate of the
=10 +215t, (78) T t=r 0+ T+ 2Tt 1,0 is the  coupling constank at the lowest temperature of the experi-
phase relaxation time due to inelastic scattering processesient and at low current is 0.023. It follows from the calcu-
Tso IS the spin—orbit scattering time, and is the time for  lations that the temperature dependemg€T) at T>3 K is
spin—spin scattering on magnetic impuritiés the object described by the relaticm@z7.2T*1>< 10 s, This is close
studied here there is no spin—spin scattering, so the tine to the analogous temperature dependengg=6.6T *
can be neglected, and in that casg=r,). One can go X10 '?*s for p-Si/Si,_,Ge/Si heterostructures with
from the resistance to the quantum corrections to the condue=0.13 and 0.38* A dependence of the fOI’mq,OCT_l cor-
tivity with the aid of the relation —Ao(T) responds to the manifestation of electron—electfionthe
=[R(T)Ro(Tmin)] % whereR is the resistance per square present case hole—hglscattering processes in disordered
of the two-dimensional system, aft,, is the temperature two-dimensional systents:?? For the spin—orbit interaction
at which the minimum of the functioR(T) is observed and time an average value of,=1.36x 10" 2 s is obtained.
the contribution of the corrections is negligible. Figure 3 shows the values obtained fgy and 7, as
In a two-dimensional system in a perpendicular mag-functions of temperature. The deviation gf from the rela-
netic field the change of conductivity due to the weak local-tion ~r¢:7.2T*1>< 10 2 s atT<3 K is apparently due to the
ization effect is described by the relatfdn influence of spin effects. The positive magnetoresistance on
the initial parts of theR;(H) curve (Fig. 1) vanishes when
the inequalityrs,< 7, changes to the oppositey,> 7, . Us-
ing the values found for the diffusion coefficiebt and for

e2
Aor=—om

3 © 1 7
201 2

2
Ach :_e
27k

)

3 <4eHDTj;) 1 (4eHDT¢)
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55 4. TEMPERATURE DEPENDENCE OF THE
ELECTRON-PHONON SCATTERING TIME OF THE CHARGE
CARRIERS

45 —

The electron—phonon interaction timg,, can be found
with the aid of the electron overheating efféttUnder con-
ditions of overheating the electron temperatiiggs elevated
with respect to the phonon temperatdrg, under the influ-
ence of an electric fieldcurren}, and the transfer of excess
energy from the electron to the phonon system is governed
by the timery,. A necessary condition for realization of the
electron overheating effect is the unimpeded escape of
phonons from the conducting layer into the surrounding
crystal. This requirement is clearly met in the sample studied

0.5 ' i here.
0 2 4 6 A comparison of the change in amplitude of the
T,K Shubnikov—de Haas oscillations upon an increase in tem-
- _ ) o perature and an increase in curréfig. 4) allows one to find
FIG. 3. Valugs of the dephasing timg (@) gnd spln_—orblt scattenngP{ne the value ofT, at each specified value of the currette
Tso (O) at different temperatures. The solid curve is a plotrg# 7.2T . L€
«10 2 arrows in Fig. 4.

The time 7, can be calculated with the aid of the heat

balance equation, which implies the relafion
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7,(T), we can estimate the characteristic fiettlg andH§ : (KTe)?= (KTpp)*+ — (€E)*D 7epn. ®)
at a temperaturefd K they are 0.05 and 0.34 kOe, respec-
tively. At magnetic fields exceeding these values by one offhe electric fieldE is easily found from the values of the
two orders of magnitude, the quantum corrections practicallurrentl and resistance per squaRe : E=I1R/a (wherea
vanish, and the anomalous temperature dependence of ti¥ethe width of the conducting channeThe temperature of
resistance vanishes accordingly. the crystal is used fof ,,. The values found for,, with the

We have satisfied ourselves that the values found fouse of Eq.(5) are referred to electron—phonon interaction
7,(T) and 75 give a completely realistic description of the temperatured ¢, under conditions of electron overheating,
anomalous temperature dependence of the resistance of tiuere to a first approximation the estimdtg,,=(1/2)(Tp,
sample(Fig. 2. The values calculated according to E8)  +T,) is valid>?®
for the localized correctiod a# are shown by the data points The observed temperature dependence observegd,pf
in Fig. 2. The dashed curve reflects the assumed temperatunas the formrephzl.sz- 108 and is close to the analo-
variation of the “classical” resistance of the sample. It wasgous dependence for Si{SGe, 3/Si heterostructure’s. A
obtained by extrapolating the functional dependence of thelependencergp}fxT2 is characteristic for two-dimensional
resistance on temperature from the region considerablglectron systent$and is realized at low temperatures under
above the minimum of the resistance. It is seen in Fig. 2 thatonditions such that the wave momentum of the thermal pho-
a quantum correction due to the interaction in the Coopenon is sufficient to change the electron wave vector by the
channel is present in addition to the localization correction.maximum amount R .
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FIG. 4. Variation of the amplitude of the Shubnikov—de Haas oscillations as a function of tempéaatame currentb).
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It should be noted that it remains unclear why the resisthe spin degeneracy. Spin splitting of this nature has a linear
tance of the sample decreases so noticeably as the currentdspendence on the magnitude of the wave veter linear
increased at zero magnetic figlsee Fig. 1k increasing the Rashba tertn We note that in the §,Ge) g quantum-well
current from 100 nA to 1QuA leads to a decrease ¢ heterostructure under study the spin splitting is due to the
from 31502 to 2850(). The resistance remains unchangedRashba mechanism, since germanium and silicon are cen-
as the current is increased further. It is seen in Fig. 4 that atosymmetric crystals.

a current of 10uA the value of the overheating of the elec- The spin—orbit scattering of electrons on impurities is
tron temperature is 3 K, which, according to Fig. 2, corre-the main mechanism for relaxation of the spin state under
sponds to a decrease of the resistance only to 3088 conditions where the spin degeneracy is lifted, for any type
probable cause of this disagreement might be the direct imef spin splitting. Elliof! considered the spin relaxation
fluence of the electric field on the quantum corrections. Wamechanism under conditions such that the spin splitting is
note that the in-plane electric field in the two-dimensionalgreater than the elastic scattering enerfiy#<A) (see also
structure was extremely small in these experiments, ranginBef. 42. There is a linear relation between the spin relax-
from 0.066 V/cm at 100 nA to 0.65 V/cm at 10A. ation rate and the elastic scattering rate. D'yakonov and

The influence of electric field on the quantum localiza- Perel*® considered the case when the impurity scattering
tion correction has been considered in a number of theoretenergy is greater than the spin splittingy/ ¢>A). Scattering
cal paper$>?8-32 pAccording to Refs. 25, 31, and 32, a leads to “randomization” of the spin states, and the spin
change in the value of the localization correction under theelaxation rate turns out to be proportional to the elastic scat-
influence of electric field occurs only as a result of a changeering time.
in the electron temperatur@r the electron drift velocity From the carrier kinetic characteristics found for the het-
The absence of a direct influence of the electric field on theerostructure under study we can conclude that the main
localization correction has been established in experimentsiechanism of spin relaxation is the D’yakonov—Perel’ one.
on films of gold® and bismutt?* However, as was shown in The value ofr obtained by us means that the inequality
Ref. 35, an electric fieldwith a strength of 10—30 V/cin  #/7>A holds up toA=4.8 meV. The spin—orbit relaxation
decreases the quantum correction due to the electrontime 75, can be used to determine the value of the spin split-
electron interaction considerably, as a result of a decrease tifig from the relatiof®
the coupling constank. This decrease in is caused by a
feature of the scattering in a two-dimensional electron sys- _mggﬂ (6)
tem. In this conceptual framework the observed decrease of 7so
the resistance of the sample with increasing current in zergshere the precession frequen@y=A/24. The value of the
field, which is greater than the expected decrease of the rgpin splittingA calculated from Eq(6) is 2.97 meV for the
sistance due to the electron overheating effect, is yet anothefeterostructure under study.
indication of the presence of a contribution to the conductiv-  Qur results show that heterostructures based on the is-
ity from the quantum correction due to the hole—hole inter-ovalent semiconductors Si and Ge can be of interest for cre-
action. ating electronic devices with controllable spin transﬁért.

5. SPIN SPLITTING AND SPIN-ORBIT RELAXATION *E-mail: komnik@ilt.kharkov.ua
YThe sample was grown by the advanced Semiconductors Group, Univer-
Our analysis of the magnetoresistance curves of thesity of Warwick, Coventry, UK.
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The low-temperaturé2—24 K) thermal expansion of purgingle-crystal and polycrystallineg

and polycrystalline g, intercalated with He, Ne, Ar, and Kr is investigated using a high-
resolution capacitance dilatometer. The investigation of the time dependence of the sample length
variationsAL(t) on heating byAT shows that the thermal expansion is determined by the

sum of positive and negative contributions, which have different relaxation times. The negative
thermal expansion usually prevails at helium temperatures. The positive expansion is
connected with the phonon thermalization of the system. The negative expansion is caused by
reorientation of the gy molecules. It is assumed that the reorientation is of a quantum
character. The inert gas impurities affect the reorientation of fgem@lecules very strongly,
especially at liquid-helium temperatures. A temperature hysteresis of the thermal

expansion coefficient of Kr— and Hegg3so0lutions is revealed. The hysteresis is attributed to
orientational polymorphous transformation in these systems20@3 American Institute

of Physics. [DOI: 10.1063/1.1542477

1. INTRODUCTION a low-temperature phase Bfa3 symmetry. This transition is
accompanied by partial orientational ordering of the rotation

Here we report the results obtained in a series of invesaxes of the g, molecules. The almost free rotation of mol-
tigations of the low-temperatuf@—24 K) thermal expansion ecules changes into rotation around the space diagbh#l
of pure Gy and G doped with inert gases. On a further decrease in temperature in B&3 phase, the

Earlier? we detected a negative and very large coeffi-rotational motion of the molecules around thEL1) axes
cient of linear thermal expansion of polycrystalline andslows down. Neail ~90K the rotation of molecules around
single-crystal G in the region of liquid-helium tempera- the (111) axes is hindered almost entirely, and an orienta-
tures. This unusual effect has stimulated our further researchional glass is formed.

One of the characteristic features of fulleritg,@s the Initially, our goal was to clear up the nature of the nega-
substantial influence of the orientational states of its moltive thermal expansion of §g. In this context it was inter-
ecules on the physical properties of the crystal. A moleculessting and important to find out how impurities could influ-
of fullerene G is shaped as a truncated icosahedron whosence this effect. It seemed natural to start with inert gases as
surface forms 20 hexagons and 12 pentagons. The noncentialpurities, which, being comparatively simple atoms, would
interaction between the globular molecules g @ much  hopefully facilitate the interpretation of the results. By intro-
weaker than the central one, and fullerene molecules shoducing different inert gaseHe, Ne, Ar, and Ky into the
reorientational motion over a wide temperature range. Afullerite lattice, we intended to find how the sizes of the
condensation, fullerite § forms a face-centered cubffcc)  impurity atoms may influence the negative thermal expan-
lattice. As is shown by experimental studiesee, for ex- sion.
ample, Ref. 3 the rotation of molecules in this phase is In the course of these investigations of,@oped with
weakly hindered. On decreasing the temperature to aboumert gases, new effects have been revealed, which appear
260 K, a structural-orientational phase transition occurs intavorthy of special and independent consideration.

1063-777X/2003/29(4)/9/$24.00 324 © 2003 American Institute of Physics
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2. EXPERIMENTAL ASPECTS minutes. Finally, the sample was sealed in a vacuum of

108, shielded from light, and kept in that state for 3 months
The linear thermal expansion coefficient was measuregnti| the beginning of the dilatometric measurements.

using a capacitive dilatomefewith a resolution of 2 Ceo(ll). Avery large G, single crystal~6.5x4.3x3.1

-10"°cm, specially modified for measuring fullerite mm) was obtained from Dr. M. Haluska, Vienna. This crystal

samples. The dilatometer was constructed so that all elgyas grown by the sublimation method in an ampoule under

ments capable of affecting the measured results on accouphcyum from Hoechst “Super Gold Grade’s& The crystal

of their own thermal expansion were in a bath of liquid he-yas never exposed to air or oxygen after growth was com-

lium at constant temperature. The scheme of the measuringeted, and it was transferred from its growth tube while

cell of the dilatometer, the procedure for mounting theynder Ar, into a glass ampoule, which was then evacuated
sample in the dilatometer, and the measurement procedufgsfore sealing.

have been described elsewhé&felThe thermal expansion of Ceo(lll ). The sample was a cylinder 9 mm high and 10

fullerite Gso was measured by a step change technique, dgnm in diameter. The sample characteristics and the prepara-
scribed as follows. With the sample at a constant temperatuigon conditions are similar to those for the samplg @).

T,, the temperature of the objective talfleontaining the Ceo(IV). The G, powder was supplied by the SES re-
sample was then changed to a temperatiiizg which from  gearch company and had a nominal purity of 99.99%. The
this moment was kept constant. Changes in temperature aR@nditions of compacting for the samplg,CIV) were simi-
sample length were registered once a minute and processgg to those for the sampleggXl). The sample was 6.5 mm
by a computer in real time. When the temperature drift of thg, height and 10 mm in diameter. The average grain size was
sample was no more than 0.01 K in 10 minutes, we deterg 1 mm. The powder and the sample prepared were kept in
mined the change of its length due to the change in temperane ajr. Immediately prior to measurement of the thermal
ture fromT, to T,. During the measurements the steps fromexpansion, the sample was evacuated dynamically for six
T, to T, were 0.1-1 K, depending on the temperature rangegays.

The change in the sample length was determined during |t js important to note that all of our fullerite samples
both a temperature increase and decrease. The linear thermglq 5 purity better than 99.98%.
expansion coefficienk was obtained by differentiation with The procedure for mounting the samples in the dilatom-
respect toT of the temperature dependence of the relativesier were as follows. Prior to sample mounting, the glass
elongationAL/L of the samples. ampoule containing the sample was opened in an argon at-

The low-temperature thermal expansion g @llerite  mosphere at with an overpressure of around 200 Torr. During
should be isotropic because it has a cubic lattice. Thus, ife process of mounting the sample in the measuring cell of
principle, both single-crystal and polycrystallingi@an be  the dilatometer, the sample was exposed to the air for no
used in studies of the thermal expansion. more than 20 minutes and then was evacuated. During the

Our polycrystalline samples were produced by compactmeasurements the vacuum in the dilatometer cell was main-

ing Cgo powder under a pressure of 0.1 GPa. The stressgined at a level of 10° Torr. The measurement procedure
thus induced could affect the results of the subsequent dilatQyas the same for all samples.

metric measurement. Gas molecules adsorbed at grain

bqundarles could also influence the results.. In or_der tq aSCeL <l TS AND DISCUSSION
tain the presence of such effects, we also investigatgdnC

the form of a single crystal. In the preparation of the inert-3.1. Pure Cg

gas—(g sample the single crystal was not subjected to the 1o typical time dependence of the change in thg C

compression and mechanical treatment as in the polycrystak, iy hje lengthA L after a fast increase in the temperature of
line samples.

Four samples of puregwere used—three polycrystals
[Cso(1),Cso (111),Ceo (V) ], and one single crystalCgy (1) ]. 8
In the subsequent experiments the samplgg(l@) and
Ceo(IV) were saturated with inert gases. Information per-
taining to the pure g samples is given below.

Cgo(l). The sublimated g, powder for sample prepara-
tion was supplied by Term USA, Berkeley, CA, and had a ¢
nominal purity of better than 99.98%. No traces of solvents?
were found by Raman analysis within its accurdé@yl% by e 4t
mass. The room temperature powder x-ray diffraction pat- _;
tern of the material displayed sharp peaks from the fcc struc <
ture (@=14.13A). In an atmosphere of dry argon thg,C 2h
powder was loaded in a small piston-cylinder device used fo
the sample preparation. After subsequent compacting of th
powder at about 0.1 GPa, the sampellet 6 mm in diam- . s .
eter and about 2.4 mm in height, with grain sizes of 0.1-0.;  © 400 800 1200 1600
mm) was immediately transferred into a glass tube and drieu ts
under dynamic vacuum of 16 Torr for about 16 hours. The Fig. 1. The characteristic time dependence of the sample length variations
compacting procedure was done in air and did not exceed 15L(t) on heating byAT.
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the objective tabléwith the samplgby AT is shown in Fig. )
1. At each temperature the sign of the total thermal expan- g
sion is determined by two competing mechanisms respon- -40+ “"360 (-
. . ' —Cygo (1), single crystal
sible for expansion and contraction of the sample. _gol
The temperature dependence of the thermal expansion D —— e
coefficient for the four pure g samples is shown in Fig. 2. -120} 4L e
In the same figure the open circles show the linear expansion >—160- ol !
coefficients measured dilatometrically by Gugenberger S
et al® on single-crystal . Note that until the studies re- -200r ;0=
ported here, the thermal expansion gj@ad not been in- _240} : ol / o
vestigated below 5 K. : 3 4 5 6 7 8 9 10
Above 7 K the results obtained are all in good agree- -280 S  TK
ment. However, considerable discordance is observed for the i 2 3 4 5 6 7 8 9 10
different samples in the region of liquid-helium tempera- T.K

tures. In this region the thermal expansion coefficient for
samples |, Il, and Il have unusually high negative values for
such low temperatures, while, that of sample IV, in contrast,
always has a positive value. The discrepancy indhalues  the Grineisen coefficient can be very higfiin Fig. 3 (Ref.
for different samples will be discussed in the next Section) the temperature dependence of thé i@igen coefficient is
Here we shall attempt to explain the nontrivial effect of shown for the samplesgg(l) and Gy (l).
negative thermal expansion of{ It should be noted here that the @aisen coefficients

A possible mechanism responsible for the negative therfor the phonon and libron spectra of molecular crystals are
mal expansion of fullerite g might be rotational tunneling usually of the order of on&The unusually large negative
of molecules. Sheafdvas the first to call attention to the fact yalues ofy testify in favor of the assumption of the tunneling
that rotational tunneling of molecules can lead to a negativ@ature of the negative thermal expansion of fulleritg.C
thermal expansion. This problem was considered in detail The different factors that might cause the negative ther-
by Freimard as applied to the thermal expansion of solid mal expansion of fullerite g were analyzed in Refs. 10 and
methane. 11. Since the g, molecules have fivefold symmetry axes,

The large moment of inertia of theggmolecule is a  they cannot be entirely orientationally ordered; hence, cer-
strong objection to the assumption of a rotational tunnelingain defects are inevitable at low temperatures. The negative
mechanism as producing the negative thermal expansion cghermal expansion was explained qualitativélyy assuming
efficient of Gy, fullerite below liquid-helium temperatures. In the coexistence of different orientational domains in the
the orientational glass, which evolves in the fullerite belowsimple cubic lattice of §,. The potential relief is much
90 K, the potential barrierd , impeding rotation of the mol-  smoother in the interdomain spat@gomain wall$ than in-
ecules can vary over wide limits. The tunneling rotation Canside the domains, and th_e¢ barriers |mped|ng rotation of
be performed only by those molecules for which g  the molecules are noticeably lower in the domain walls. As a
barriers are quite low. § molecules that experience such result, the molecules in the domain walislike those inside
barriers are referred to as defects. If tdg barriers grow  the domains can overcome the barriers through tunneling
upon a decrease in the crystal volume, the tunneling rotatiodown to much lower temperatures.
leads to a negative thermal expansion of the crystal.

In the case of tunneling rotation the absolute values of 5 Ceo doped with Ar and Ne

FIG. 3. Grineisen parameter of fulleritegg.

We investigated the thermal expansion coefficiandf
6 Ceo(I1l) samples doped with Ar and N&:*The penetration
of gas atoms into the fullerite lattice was expected to change
the U, barriers and hence effect rotation of the neighboring
Cgo molecules. The impurity atoms could thus influence the
probability of rotational tunneling of these molecules and the
tunneling-induced contribution to the thermal expansion. If
theU,, barrier height andor) width increase, the total nega-
tive thermal expansiorf «dT should decrease and shift to-
wards lower temperatures. Recall that in the low-temperature
phase each & molecule is associated with two tetrahedral
and one octahedral interstitial cavities, whose average linear
dimensions are about 2.2 and 4.2 A, respectivély. Ac-
_o . . . . . cording to x-ray and neutron diffraction daf*°the Ne and
0 2 4 6 8 10 12 Ar atoms, with gas-kinetic diameters 2.788 and 3.408° A,
T, K respectively, occupy only the octahedral cavities.
FIG. 2. Temperature dependence of the thermal expansion coefficient of The Geo(Ill) sample was doped V\_”th neon and argon a_t
pure fullerite Go: 1—Ceo(l); 2—Ceo(l); 3—Ceo(lll); 4—Ceo(IV); room temperature under atmospheric pressure. The doping
O—Gugenbergeet al, Phys. Rev. Lett(1992. lasted for 340 hours for neon and 460 hours for argon. In
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Besides, it is natural to expect that the Ar and Ne impurities

5t have negligible effect on the translational vibration of the
4 lattice and their contribution to the thermal expansion. If this

T 3l is correct, the thermal expansions of the Ngg&hd Ar—G
& " solutions and the contribution of the translational vibrations

o 2 P to the thermal expansion of purgSshould coincide in the
;— 1t 2 6—12 K region, where the contributions of librational exci-
N\ tations and tunneling ta(T) are not observable. We tried to
0 7\\_/ describe the contribution of translational vibrations as
L I Ay
2 34 5 6 7 8 9101112 A ayane= YC(T/Op)/BYV, )

T,K
wherey is the Gruneisen coefficienty is the molar volume
of Cgg, Bis the bulk modulus of g, C(T/®p) is the Debye
heat capacity, an®, is the Debye temperature ofg The
calculation was done usiny=416.7 cmi/mole (Ref. 23
these experiments we did not measure the Ne and Ar corand B=10.3GP&* ©®, and y were fitting parameters;
centrations in the fullerite. According to Ref. 16, ogy@atu- A a4, Can be described well by the above expresgibn
ration with Ne at room temperature under atmospheric presaking y=2.68 and®y=54 K. The fitting parametel is
sure, the Ne concentration inggreaches 20 mole%. close to the corresponding values for rare-gas séfidge
Figure 4 shows the measured thermal expansion coeffpublished data fo®y of Cs show a large scatter. Analysis
cients of fullerite before dopingcurve 1) and after doping of the temperature-heat-capacity dependences yiélds
with neon(curve 2) and argon(curve 3). It is seen that the =372% 502>% 602’ 802 and 188 K2° A value Op
doping has strongly affected the thermal expansion &f C =100K was obtained in studi&sof elastic properties on
the introduction of the doping gas has reduced the positiveingle-crystal Gy. Even if we disregard the too-high values
coefficient considerably and has strongly suppressed the e®,=188Kk?® and ®,=100K, where the error is quite
fect of negative thermal expansion and shifted it towardsappreciableé? the scatter o, values is still wide. The De-
lower temperatures. To explain the effects observed, it seenisye temperatures obtained by the calorimetric method are
natural to assume that the impurity atoms impede rotation ofiighly sensitive to the impurities present in fullerite and the
the G molecules and thus enhance the noncentral forcegechnique employed to separate the contributions to the heat
acting upon the g, molecules. With the noncentral forces capacity. The® results calculated from ultrasound veloci-
enhanced, the libration frequencies of the G,y molecules ties are more reliable, since they are mainly determined by
should increase, and @<z w; /k the contribution of libra- the translational vibrations of the lattice and are not very
tional excitations to the heat capacity and thermal expansiosensitive to impurities. The ultrasound data for single-crystal
of the crystal should decrease. &t>6 K the tunneling ef- Cg, at T=300K give ®5=66K.2* In Ref. 23 previously
fects are no longer important. In this temperature range thpublished data on ultrasound velocities of polycrystalligg C
translational lattice vibrations and the molecule librations arevere analyzed and extrapolated to low temperatures. The
responsible for the thermal expansion. In Refs. 21 and 22 thBebye temperature thus calculatedrat 0 is 55.4 K, which
librational excitation contribution to the heat capacity gfC is very close to our result.
was described using two libration frequencies with energies The above consideration suggests that pand®p are
equivalent to 30 and 58 K. Thus, the inequality<Zw;/k  quite realistic and thus strengthens the assumption that
holds for the temperature interval 5-12 K, and the assumpeurves2 and3 in Fig. 4 describe the contribution of transla-
tion of a decrease in the librational excitation contribution totional vibrations to the thermal expansion coefficient of pure
the thermal expansion at these temperatures seems to be r€xy. Proceeding from this assumption, we can take the dif-
sonable. As the noncentral forces increase, Whebarriers  ference between curveand curve, 3 (Fig. 4) at 6-12 K
impeding rotation of the molecules become higher. This di-as the contribution of librational excitatiodsyy, to the ther-
minishes the probability of rotationalggtunneling and the mal expansion coefficient of pureg§ A, is well de-
tunneling splitting of the energy levels. As a result, the negascribed by the Einstein term with the characteristic Einstein
tive thermal expansion decreases, and the region of tunné&mperaturé® =39 K. This value does not conflict with the
effects shifts towards lower temperatures. above resulté? Note that the idea of the impeding effect of
We should remember that the librational excitation con-the impurity gas molecules upon the rotational motion of the
tribution is made by all g, molecules, while the negative Cgymolecules was put forward earlier in Ref. 32. The idea is
contribution is made only by the molecules which we callsupported by the fact that at low temperaturés-(L5 K) the

FIG. 4. Linear thermal expansion coefficients: pure fullefitg fullerite
doped with neor(2), fullerite doped with argor3).

“defects.” lattice parameter of a saturated, &g, solution is 0.006 A
An interesting feature was exhibited by the linear ther-smaller than that of pure fullerit&.
mal expansion coefficient of Ne- and Ar-dopegh Gsee Fig. To obtain more information, we studied how the thermal

4). At 6-12 K thea(T) values practically coincide for Ar- expansion coefficient changed when the doping atoms were
and Ne-saturated samples. Let us assume that doping with Aemoved from the sample. For this purpose, the measuring
and Ne increases the libration frequencies of thg i@ol-  cell with the sample was warmed to room temperature and
ecules to such an extent that the contribution of librationakvacuated to 110 3 Torr. The gas evacuation at room tem-

excitations to the thermal expansion is negligible up to 12 Kperature lasted for 3 days. The thermal expansion was then
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FIG. 5. Temperature dependence of the thermal expansion coefficients: pure ,
fullerite (1), Ar-doped fullerite(2); fullerite after evacuation of Ar for 33) FIG. 6. Temperature dependence of the thermal expansion coefficients of
and for 45(4) days. Kr-doped fullerite.

. _.The results of the TGA analysis are also evidence that appre-
measured at low temperatures. The results are shown in Fidiable amounts of gas are present in sample

5 (curve 3). It is seen that the thermal expansion coefficient
changes only slightly above 5 K, but below 3.5 K the nega- _
tive thermal expansion now again has the minimum typicarg'?" Coo doped with Kr and He
for undoped Gy. The measuring cell with the sample was It was noted above that on doping with Ar the molar
warmed again to room temperature, and gas evacuation waslume of G, decreased af <60 K.'8 Like Ar atoms, the
continued for 42 days. The thermal expansion coefficienténtroduced Ne atoms occupy only octahedral interstitial po-
measured thereafter are shown in Figcbrved). Note that  sitions, but their gas-kinetic diameter is smaller. It is natural
after evacuation of argon for a total of 45 days the “high-to assume that at low temperatures the doping with Ne also
temperature” part of the thermal expansion coefficient wadeads to a decrease in the average distance betweergghe C
restored completely. The negative thermal expansion in thenolecules in the lattice. The above discussion agrees with
range 2.5-5 K was, however, still different from the valuethe conclusion that Ar and Ne impurities impede the rota-
for the initial pure sample. Similar experiments were done ortional motion of Gy molecules.
a sample saturated with neon. After a 45 days’ exposure of Our next goal was to investigate how impurities that
the sample to room temperature and vacuum, the results oiicrease the volume of fullerite affect its thermal expansion.
tained before and after doping coincided in the whole temThe impurities chosen were Kr and He. When admixed, the
perature interval. We can thus conclude that thg Sample  Kr atoms occupy the octahedral interstitial cavities, and be-
was completely free of neon. A desaturation of this duratiorcause of the rather large gas-kinetic diameter of Kr atoms the
was not sufficient to remove all argon from the sample.  volume of the solid G, increases® When He impurity is
The changes inx(T) after removal of argon from the added® the volume of G, increases presumably because the
sample may be explained as follows. The molecules wéde atoms occupy not only the octahedral interstitial cavities
called “defects” in Sec. 3.1 become permanently displacedout the much smaller tetrahedral ones as Welf
with respect to the lattice sites. As a result, the octahedral 3.3.1.Cg—Kr. The Gy (V) powder was saturated with
voids surrounding such molecules are not identical, and th&r at T=500 °C and a Kr pressure of 170—200 MPa for 43
potential wells that they form for the impurity are different, hours. The Kr concentration was found from a thermal gravi-
too—deeper or shallower than the octahedral potential wellsnetric analysi€ to be 60 mole%. The compaction of the
adjacent to most of the ggmolecules. At the initial stage of powder, the procedure of mounting the sample in the
evacuation, the Ar atoms first leave the shallow potentiabilatometer, and the measurement procedure were similar to
wells near the defects, and this causes faster changes in these applied to g(l).
negative part ok(T). The removal of the Ar atoms from the The thermal expansion ofggdoped with Kr was mea-
deeper wells proceeds more slowly than in most of the cryssured in six experimental runs. The temperature dependence
tal volume. That is why at the completing stage, the positiveof the thermal expansion coefficieat(T) is illustrated in
part of «(T) is restored faster af>5 K. Fig. 6. The measurement was made on hedtsajd circles
This consideration leads us to assume that the distincand triangles and cooling(open squares and the smoothed
tions in the behavior of(T) for different pure Gy samples solid curve of the sample. Note two important features in
(see Fig. 2 can be attributed to different amounts of “re- the behavior of the thermal expansion coefficient.
sidual” impurity, particles of which are still present in the First, there is a hysteresis of the temperature dependence
deep potential wells near the defects. The negative thermal(T). Let us recall thaiw(T) hysteresis was not observed
expansion should therefore be particularly sensitive to théor pure Gy and Gy doped with small amounts of Ne and Ar.
pre-history of the sample. The results obtained in different measurement runs on the
We believe that the absence of the negative contributiosample being cooled down from the highest measurement
to the thermal expansion for purgdksample I\ downto 2 temperaturg24 K) exhibit good agreement. The deviation
K is connected with saturation of the sample with air gasestrom the smoothed curve is not large. However, the agree-
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ment is much worse for the sample being heated from liquid- .

helium temperatures. The scatter in the data is quite appre- 400} N {6.0
ciable even within one measurement run. To avoid extra st

complexity of Fig. 6, the results of only two measurements 195
made on heating the sample are shown in the figure. We 4 50
emphasize, however, that in all the cases dhealues mea- 150¢ . 17 =
sured on cooling are higher than thevalues obtained on 2 N las <
heating and exceed the thermal expansion coefficient of the * a4

initial Cgo(1V) sample atT>10K. The excess increases 50F  ama AAAAxA . . xq40
with temperature and reaches 15%Tat 22 K. Another im- LA ST X x

portant point should be noted. To change franmeasured : x 13:5
on cooling toa measured on heating at the lowest experi- 20 lx . . . 3o
mental temperatur€ K), we had to keep the sample &t 5 10 15 20 25

~2 K for no less than three hours. Let us detail the proce- T.K

dure as an example. On cooling the sample down from 24 KIG. 8. Characteristic relaxation times of positivg(A, ) and negativer,
we reachT=2.4K and start measuring the thermal expan-(A) contributions to the thermal expansion of Kr-dopeg C

sion on heating. The values of the first two measurements are

close to the results of extrapolation from th€T) depen-

dence for the cooling case following(T)~TZ. On the sub- variationsAL(t) on heating byAT is shown in Fig. 1. We
sequent measurement the thermal expansion coefficiedescribe this dependence as:

_chlzingeg abruptly to the value indicated by the vertical arrow AL(t)=A[1—exp —t/7,)+ Blexp(—t/7,) — 1], )
in Fig. 6.

I?low we discuss the other feature in the temperature dewhere the first term describes the positive contribution and
pendence of the thermal expansion coefficient for théhe second term stands for the negative gnendB are the
Kr—Cgo(1V) solution. Thea values obtained on heating the absolute values of the corresponding contributions-ate;
sample in the region of liquid-helium temperatures becomé and 7, are the characteristic relaxation times for these
negative. Their absolute values are several times higher th&iPntributions. _ . _
those for the pure §(1), Cso(11), and G, (111) samples and _T_he B/A \./alu.e is the ratio between the.negatlve and
for Cgo(I11) doped with Ne and Ar. It is interesting that the POSitive contributions to the thermal expansion. The aver-
Ceo(1V) sample itselfwe used it for doping with Krhas no aged temperature dependence of B/ ratio calculated
negative thermal expansion in the whole temperature intervd[0m the data obtained on heating the sample is shown in

(2-24 K). Fig. 7. The negative contribution prevails at liquid-helium
No negative contribution to the thermal expansion wasi€mperatures and remains significant up to 20 K.~
detected on cooling thegg(IV) + Kr sample from the high- The temperature dependences of the relaxation times

est temperaturé24 K) to 2 K. However, if the sample was andr, are iIIu_strated in Fig. 8 The, values were calculated
previously kept af =2 K over three hours and then cycled o0 both heatind2A) and coo!mg(x) of the_ sample.

in the interval 2-5 K, nax(T) hysteresis was observed. The ~ We propose the following explanation of the features
negative contribution to the thermal expansion exists both oRbserved in the thermal expansion of the Kgy®olution.
cooling and on heating. Let us analyze the behavior of thd Ne hysteresis and the jumplike change in the thermal ex-
negative contribution to the thermal expansion of the samplg?@nsion coefficient of g doped with Kr show evidence that

The characteristic time dependence of the sample IengtWiS orientational glass undergoes polymorphous transforma-
tion, and two orientationally disordered phases coexist in the

interval 2—24 K. The phenomenon of polymorphism has
been known for the case of structural glasses, though it is not
completely clear yet. For orientational glasses it seems to be
found here for the first time. Below we use the term “poly-
1.0% morphism,” which was introduced in analogy with polymor-
30k . . phism ir** and then was reintroduced by othéts\ote that
. when the sample is heated from 2 to 24 K and cooled again
. <l to 2 K, its volume decreases N =0.017% because of the
20t 50'5 thermal expansion hysteresisV can be treated as the lower
. limit for the difference between the molar volumes of the
glasses mentioned.
10 = 0 For the future we are planning more detailed investiga-
- 6 81012141618 20 tions of polymorphism in this type of orientational glasses.
. .~ .. T’_K At the lowest temperatures of the experiment, the glass
0 A S with the larger molar volume is more advantageous thermo-
2 4 6 8 10 12 14 16 18 20 dynamically. The thermal expansion of this glass is deter-
T.K mined by two contributiongsee Fig. 1. The lattice excita-
FIG. 7. The relation between negative and positive contributions to thdiONS (phonons and libronsmake a positive contribution to
thermal expansion of Kr-dopedsg: the thermal expansion, while the molecular reorientations

40w

B/A

i ! 1
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contribute negatively. Earlier, we attributed the negative ther-

mal expansion of pure g to the tunnel reorientation of its " :):2 O
molecules. The Kr atoms occupying the octahedral intersti- 1.0-«?‘ 0.6 4 “
tial sites of Gg increase the volume of the crystal and the o4 uoa /A a
degree of disordering in it. This should suppress the barriers - 08} S0.0 sbhas y 4
impeding the rotation and increase the probability of rota- mx 02 — L 4 /'
tional tunneling. As a result, we can expect that the negative 06l T,K R ‘4
contribution to the thermal expansion would increase and the ™~ A
temperature interval in which this contribution exists would 3 A a
become wider. This is what we observe experimentally. 04r 4

It is interesting that the difference between théT) N
curves taken on heating and cooliff§ig. 6) coincides, 0.2} a, ‘
within the experimental error, with the value of the negative Mé‘
contribution to the thermal expansion. Thus the contributions 02 4 6 8 10 12 14 16 18 20 22

of the lattice excitations to the thermal expansion of the two
types of glasses are practically equal. The difference in the
thermal expansion of these glasses is due to the pI’OCGSSGSF&' 9. Temper_ature dependence of the thermal expansion coefficients of
. . He-doped fullerite.

molecular reorientation by 5.

The increase in the molar volume ofdon its doping
with Kr should suppress to some extent the frequencies a§ample desaturation were observed during the dilatometric
translational and orientational vibrations of thgy@attice.  measurements.
As a result, the contribution of the lattice excitations to the The temperature dependence of the linear expansion co-
thermal expansion of & should be larger in the temperature efficient of G+ He is shown in Fig. 9 for the heatirgolid
interval studied. We believe that this is the reason why thQriang|es and cooling (open triangles conditions. Along
thermal expansion coefficient measured on cooling ofyith Cg(IV) +Kr, the thermal expansion of gg+ He has
Ceo(IV) +Kr exceeds that of the initial §(IV) sample. some peculiarities, such &s) the hysteresigp) the negative

The relaxation timesr; and 7, introduced in Eq.(2)  contribution to the thermal expansion observed on heating,
describe the equalizing of the temperature over the samplgnd(c) the a values measured on cooling, which exceed the
(thermalizatiopn and the orientational relaxation, respec- coefficients for the initial § sample. In contrast to
tively. As can be seen in Fig. 8, the process of orientationaCgy, (V) + Kr, for Cgy+ He the hysteresis is smaller in mag-
relaxation is slower. Commonly, in thermally activated pro-nitude and appears only if the temperature range considered
cessesr, does not increase with temperature. This is anothelies above 5 K. The negative contribution to the thermal
argument in favor of tunnel reorientation in a portion of theexpansion of gy+He is always smaller in absolute value
Cgo molecules. than the positive one. The heating of the sample to the high-

3.3.2.C¢o—He. The starting sample was;gX1l1l). Itwas  est temperatur¢20 K) and the subsequent cooling to 2 K
previously used in different experiments and was thereforéead to a 4.610 3% decrease in the volume of the sample.
saturated with Ar, Ne, and D Employing prolonged evacu- For Cg(1V) +Kr the decrease is 110 3%.
ation of the sample at room temperature, we succeeded in Next the Go+He sample was partially desaturated. To
removing Ar and Ne nearly completely. The return of thedo this, the sample was heated to 250 K for 11 hours during
thermal expansion coefficients of the previously dopedcontinuous dynamic evacuation and then cooled to 4.2 K for
sample to the values of pure;gklll) was taken as an indi- 7 hours. The thermal expansion coefficients gf-cHe mea-
cation that desaturation was completed. As tg Reeping sured after the partial desaturation are shown in Fig. 10
Ceo— D, in vacuum at room temperature for 180 days was not
sufficient to remove all dissolved gas, and we had to prolong

T.K

the procedure for 48 hours more at=250°C. But even 19l 19

after this vacuum exposure the desaturation was not com- 08 o o o0 d
plete. The thermal expansion of the sample was still positive 1'0_“70 0.6 o * . °

at liquid-helium temperature. In the investigated interval of ~ _ —04 . ‘: . o
temperatures the thermal expansion of this sample practically { o.g} 302l % .
coincided with that of g, (IV), and no hysteresis was de- 0 s 2 & o.°'

tected. To saturate it with He, the sample was kept in the £ 0.6} T.K °

dilatometric cell for 24 hours at room temperature under a 5 / o %

He pressure of 1 atm. The dilatometric cell was then cooled 0.4; o, *

for 7 hours toT=4.2K. During cooling the He pressure o ° /

decreased in the closed volume of the dilatometer, and 0.2 e o

helium was added at 112 and 45 K to restore the pressure to 0 me,‘ﬁ' . .
1 atm. 5 10 15 20

At 4.2 K the He gas was evacuated from the dilatometer

T,K

and du”ng measuremem_ of the thermgl _exp_anS|on thf"IG. 10. Temperature dependence of the thermal expansion coefficients of
Cgo—He sample was kept in vacuum. No indications of theHe-doped fullerite after partial desaturation.
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FIG. 11. The ratio between the absolute values of the negative and positive

contributions to the thermal expansion of,@oped with He: before partial
desaturation(A); after partial desaturatio(®).

(solid circles for heating and open circles for coo)ingfter
the partial desaturation, the hysteresis became narrower, al
the relative change in the volume caused by heating th
sample to 23 K and subsequent cooling2t K decreased to
3.2:1073%.

The temperature dependence of the absolute value of t
ratio between the negative and positive contributions to th
thermal expansion coefficient measured on heating th
sample is shown in Fig. 11. As might be expected, after th
partial desaturation the negative contribution, i.e., the contri
bution made by reorientation of the;£dmolecules, becomes
weaker.

The temperature dependences of the relaxation times
the positive ¢;) and negative £,) contributions to the ther-
mal expansion of g doped with He are shown in Fig. 12. It
is seen that the partial desaturation does not have much i
fluence onry and,. We have found no qualitative distinc-
tions between the temperature dependences of the relaxati
times of the Gy+He and Gy(IV) +Kr solutions. At
T>12K the orientational relaxation times are larger for
Cgot He than for Gy (IV) +Kr.

1000} A 4 oa 17
400+ Lt {6
150} s 1s__

v A b oaB LN )
e oexg exo * ) i " " ) 4-;

50'AA°A803 7
20' “A?O '3
A . . . \ 2
4 8 12 16 20
T, K

FIG. 12. Characteristic relaxation timesof the thermal expansion of¢g
+He: 7, (A,X), 7, (A)—before partial desaturation; (O), 7, (@)—after
partial desaturation.

h
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The detected features of the thermal expansion of fuller-
ite C5o doped with helium can be explained in the framework
of the model that we proposed forg - Kr.

4. CONCLUSIONS

The low-temperature thermal expansion of the orienta-
tional glass of pure g and Gy doped with inert gases is
determined by the sum of positive and negative contribu-
tions. The analysis of their magnitudes, temperature depen-
dences, and the related relaxation times has permitted us to
assume that the positive contribution is made by the lattice
excitations(phonons and librational excitationswhile the
negative contribution results from tunneling reorientation of
a portion of the Gy molecules.

The implantation of Ar and Ne impurities decreasing the
molar volume of fullerite enhances the noncentral interaction
between the g molecules. The change caused by the impu-
rities in the thermal expansion ofs@was interpreted as evi-
dence of lower probability of rotational tunneling and higher
libration frequency of the g molecules in the fullerite lat-
i
o The implantation of Kr and He impurities, increasing the
molar volume of Gy, makes the noncentral interaction be-
tween the Gy molecules weaker. This generates two effects.
First, the probability of rotational tunneling of the;@nol-

éacules becomes higher; hence, the contribution of rotational

?unneling to thermal expansion increases and the temperature

?nterval in which this contribution exists becomes wider.

econd, there is hysteresis of the thermal expansion of doped
fullerite. The hysteresis may be due to the formation and
mutual conversion of two phases of this orientational glass:
tpis permits us to extend the phenomenon of polymorphism

% orientational glasses as well.

ﬁE-maiI: aalex@ilt.kharkov.ua
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A study is made of how the presence of noncentral interactions of molecules with their nearest
and next-nearest neighbors in crystals with cubic symmetry affects the dispersion relations.

For certain directions in simple cubisg and body-centered cubibcc) crystals with nearest-
neighbor interactions the vibrational frequency depends only on the value of the noncentral
interaction. A relatively small noncentral interaction has an important influence on the dynamic
characteristics of a face-centered culfix) crystal. Quantitative estimates are made for
cryocrystals with bcc and fcc lattices. @003 American Institute of Physics.
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INTRODUCTION

Many properties of substances with short-range interac-  Pi(a(1,0,0)=—
tions between their particles can be estimated to a sufficient
degree of accuracy by taking into account the interaction (1)
with the second coordination sphere. The majority of simple B v 0
molecular cry_stals fall into thi_s gategory. M:_;my of their crys- ®(a(1,1,0)=—| ¥ B O
tals have cubic symmetry; this is characteristic, in particular, )
for the various phases of cryocrystals. 0 0 «a

Dispersion relations for crystals of cubic symmetry with Herea is the lattice constang(1,0,0) is the radius vector of

allowance for the central |n_teract|0|_1 of particles W|_th theOne of the nearest neighbors, aad.1,0) is the radius vec-
nearest and next-nearest neighbors in the crystal lattice were ) .
r of the one of the next-nearest neighbors. The remaining

established in Refs. 1 and 2. It was shown that a number P . . .
. ) . o orce-constant matrices are obtained from those given above
the fundamental features of the dispersion relations in simpl .
y a transformation of the group,, (Ref. 4. In the case of

cubp(sc) and bgdy-_centered cubibco Iattlce_s can pe de—_ a central interaction one ha8=0, B'=7y'. and a’' =0
termined by taking into account the central interaction Wlth(Ref 4

next-nearest neighbors. For example, in a number of direc- . . . .
In this paper we consider an interaction to be noncentral

tions the frequency of transverse oscillations depends onlx its force constants differ from those for a central interac-

on the value of the interaction with next-nearest neighbors,. . .
. : . .~ “fion. For example, let us give expressions for the force con-

Furthermore, when only the interaction with nearest neigh- S : . .
: : . . - stants of the sc lattice if the interaction between atoms is
bors is taken into account in sc and bcc lattices, the longitu- ! . : . . )
) . . o described by an isotropic pair potentidkr, r’)="f(|r
dinal and transverse vibrational branches coincide, some- t']). In that case
thing that has never been observed in experiment. Taking the '

interaction with next-nearest neighbors into account removes XXy xixg /(1)
this coincidence. For many molecular crystals, even the sim- @&, =—f"(l) l'—z Jrl"(l)'l—3 - Sik » (2)
plest ones, noncentral interactions have a very substantial

influence on the behavior of many lattice charaqteri§tics. wherex; andx, are the components of the radius vector of an
The goal of this study was to investigate the influence ofy 1 iy equilibrium, and is the distance between neighbors.

noncentral interactions of particles with nearest and nexty, the case of a central interaction one Hag)=0.

nearest neighbors in the lattice on the dynamic properties of

crystals of cubic symmetry.

o O R
o ™ O

To illustrate the influence of a noncentral interaction on

the dynamic properties of the sc lattice, let us give and ana-
lyze the dispersion relations for the high-symmetry direc-

tions of the sc crystal.

1. Along the directionk=k(1,0,0) the dispersion rela-

SIMPLE CUBIC LATTICE tions are described by the expressions

Consider a simple cubic lattice. Many substances have 2_ _ rea
unit cells of the sc type. Such substances include TIBr, TII, Mo =2a(1-cosak)+86"(1-cosak),
NH,CI, CuPd, and one of the phases gfCThe matrices of
force constants of the interactions with the nearest and next-
nearest neighbors of the sc latfideave the form +4B'(1—cosak).

©)

mw?=2B(1—cosak)+4a’(1—cosak)

1063-777X/2003/29(4)/7/$24.00 333 © 2003 American Institute of Physics
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Here w is the angular frequency of the oscillatiotsjs the B 2B 2a'

wave vector, anan is the mass of an atom. The subscripts Cas=75 + “a + a (6)

andt correspond to longitudinal and transverse oscillations,

respectively. It is seen from the above expressions that in thé the noncentral interaction with next-nearest neighbors,
case of only a nearest-neighbor interaction it is necessary ihich is known to be small, is set equal to zef@<0, B’

take the noncentral interaction between atoms into accounf; ¥'), one can use the system of equatids with the
since otherwisen,=0 and the lattice is unstable. It is clear experimental data on the elastic constants to determine the
that in the case of a weak noncentral interaction with nearestalues of the three force constantsg, andg'.

neighbors stability of the sc lattice is brought about by the ~ Thus the noncentral interaction of nearest neighbors de-

interaction with remote neighbors. termines the stability of the sc crystal lattice. For certain
2. In the directionk=k(1,1,0) the dispersion relation crystallographic directions this type of interaction leads to a
has the form nonzero dispersion curve corresponding to one of the trans-

verse acoustic modes. If the non-central interaction of near-
est neighbors is small, then for stability of the sc lattice it is
necessary to take the interaction with non-nearest neighbors
+2B'(3—2 cosak—cos 2ak) +4a’(1—cosak) into account. Moreover, inclusion of the interaction with

, next-nearest neighbors removes the coincidence of the lon-
+4y'(1-cos k), (4) gitudinal branch of oscillations with the transverse branches.

mw?=2a(1—cosak)+28(1— cosak)

Mo, =(2a+2)(1~cosak) +2p'(3~2 cosak BODY-CENTERED CUBIC LATTICE

—cos 2ak) +4a'(1—cosak) The bec lattice is found in a large number of crystals,

—24/(1—cos k), e.g.,°He, “He, Sk, Fe, Nb, V, Na, and Cr. The matrices of
the force constants of the interaction with nearest and next-

) nearest neighbors in the bcc lattice have the form
mwt2=4,8(1—cosak)+8,8’(1—cosak).

In analogy with the directiork=k(1,0,0), one of the fre- a a,, " y,,
quencies of transverse oscillations is independent of the q’ik<§(1'1’1)):_ o |
value of the central interaction with nearest neighbors. It 'y a
should be noted that a difference of the longitudinal and 7
transverse branches of oscillations arises only when the in- a 0 O
teraction with non-nearest neighbors is taken into account. _
3. For the directionk=k(1,1,1) the dispersion curves Pi(a(1,00)==| 0 A 0
are described by the expressions 0 0 B
In analogy with Eq(1), (a/2)(1,1,1) is the radius vector of
mw|2=(2a+4,8)(1—cosak)+(4,3'+4y') one of the nearest neighbors, aad.,0,0) is the radius vec-

tor of one of the next-nearest neighbors. The remaining force
matrices are obtained from those indicated above by a trans-
(5)  formation of theO,, group? and in the case of a central
mwt2=(2a+4,8)(1—cosak)+(27’—2a’) interaction one hag=0 anda”=+v" (Ref. 4.
Let us analyze the influence of a noncentral interaction
on the dispersion relations and elastic constants of the bcc

) .. lattice.
We see that in order for all three branches not to coincide, |l[ 1. For the directiork=k(1,0,0) the dispersion relations

is necessary to take into account the interaction with next;
. : ; have the form
nearest neighbors. In the sc lattice there are twice as many
next-nearest as nearest neighbors, and the distance to the ak
next-nearest neighbors is larger than the distance to nearest mwﬁ:ga"( 1—003—) +2a(1—cosak),
neighbors by a factor of2. 2
The experimental study of dispersion relations is rather (8)
complicated. However, in recent years some new experimen-
tal data on the elastic constants of cubic crystals have ap-
peared(see, e.g., Refs. 5 and @hich can also yield infor-

X (1—cos 2ak)+2a’(1—cos 22ak),

X (1—cos 2ak).

5 +2B(1—cosak).

2 " ak
Mew;=8a"| 1—Ccos—-

. ) . We see that the noncentral interaction with nearest neighbors
mation about the noncentral interaction between atoms Olttacts only the shape of the dispersion curves, while the
molt_ar(;]léleesl.astic constants can be expressed in terms of ﬂ}f%equency difference betvyeen the longitudinal and transverse
f tants as odes depends on the dlfferen(_:e betw_een the force constants
orce cons of the central and noncentral interaction with next-nearest
neighbors.
a 4B’ 4y B 2B 2o’ 2. Along the directiork=k(1,1,0) the dispersion curves

Cl=—+ ——, Cpp=—— ——— —— — ! _
"a'" a’ ™ a a a a are described by the expression



Low Temp. Phys. 29 (4), April 2003 E. V. Manzhelit 335
12 ak ak __ak
a mw?=8a"| 1—coS—-| + 16y" cos— sif—-
2 2 2
bce
+2a(1l—cosak)+4B(1—cosak),
k=k(1,1,0)
8r -0 ak ak _ak (10
@ - 2=8q"| 1—cos'— | —8y" cos— sif—-
NQ‘_ - My a 2 Y 2 2
3
£ +2a(l—cosak)+4B(1—cosak).
4+
The expressions relating the elastic constants with the force
constants are
20" 2« 4" 2a" 2B
1 I C11:7+7 C12— T T T,
0 0.2 0.4 0.6 0.8 1.0 a a a a a
ak/ 20" 28
C44: —+ —. (11)
6 a a
b As an example of the influence of a noncentral interaction on
bce the dispersion relations of bcc crystals, we give the disper-
k=k(1,1,0) sion curves obtained using the force constants determined
4r from the elastic constants of sulfur hexafluoride at tempera-
Q‘n tures of 100 and 221 KRef. 7 without allowance for the
ms:: P orientational—translational interactiotirig. 1). The elastic
£ constants of sulfur hexafluoride at 100 K were obtained by a
2 -
TABLE I. Deviations from the Cauchy relation for cryocrystals.
. Substance T, K 5 [Refs.]
0 0.2 04 0.6 0.8 1.0 10 —0.06 [10,14]
ak/mn Ar 82 -0.18 [10,14]
82.3 -0.28 [10,15]
FIG. 1. Transverse vibrational branches?/cg of the bcc lattice for the 10 0.06 [10,16]
directionk=k(1,1,0). The dashed lines show the dispersion curves corre- ’ ’
sponding to the constantg = 7.1x 10? dyn/cm,ng=1.6X 10? dyn/cm, and Kr 114 -0.23 {10,17]
a=2.1x10° dyn/cm (a) and cg=4.6X10? dyn/cm, ng=6X 10" dyn/cm, 115 —0.27 [10,18]
and a=6.27x 107 dyn/cm (b). The solid lines are the dispersion curves 10 —0.04 110.19
mwflch corresponding tocg=7.1X10% dyn/cm, ng=0, and a=2.1 04 [10,19]
x10* dyn/cm (a) and cg=4.6x10° dyn/cm, ng=0, and «=6.27 X 11 ~0.12 [10,19]
X 107 dyn/cm (the case of a central interactiorb). The force constants ¢ 159.6 —0.13 [10,19]
were obtained from the elastic constants of @fef. 7) at T=100 K (a) and .
221 K (b). 156 —0.22 [10,20]
5 —0.11 [10,21)
6 -0.03 [10,22]
Ne
2_ 401 A1 ‘ 23.7 -0.14 {10,22]
My =4a"(1-cosak)+4y"(1-cosak) 24.3 -0.18 [10,23]
+2a(1-cosak)+2B(1—cosak), 32.5 —0.26 [5,24]
2 (40— 4"\ (1 K0+ 20l 1 K cb 34.5 -0.38 [5,25]
m“’tl_( a v")(1—cosak) +2a(1— cosak) 4 85.57 ~0.39 (5.26]
5 co, 95 -0.18 [5,28]
Mo = 4a"(1—cosak)+4B(1—cosak).
CcO 60.9 ~0.26 [5,29]
We see thats; depends on the interaction with the nearest N, 15 -0.33 [6,30]
neighbors only in the case when this interaction is noncen 2
tral, and in the case of a weak noncentral interaction witr cH, 30 -0.1316,31]
nearest neighbors the stability of the lattice is determined b 85 —0.4(6,31]
the interaction with non-nearest neighbors. Ceo 300 -0.25 32]
3. For thek=k(1,1,1) direction the noncentral interac- T
tion with nearest neighbors and the interaction with non- SF 187 047 17)
nearest neighbors affect only the shape of the dispersio 6 221 —0.4117]
curves. The dispersion relations for this direction have the 100 —0.54°

form

*Obtained from Ref. 7 by linear extrapolation.
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linear extrapolation. For comparison, Fig. 1 shows the curves 2) for the k=Kk(1,1,0) direction
corresponding to an isotropic pair potential for the inter-

atomic interaction, in which cas®”= y”"=cg. For the case mw|2=8,8’ Sinza_k+4ﬁf Sinza_|(+8a’ sinza_k
of an isotropic pair potential 4 2 ?
V3 ~ak
22 +4v" sif— +2a(1— cosak)

1 . 3 4f 5> a - 4 > (

=f"l=a|=cg, ——=ng.

3 12 . 3v3a ® +2B(1—cosak),
We see that a noncentral interaction can have a substantial ak ak ak

. . . . . 2 I i ! i ! i

guantitative influence on the dispersion curves. mwtl:8:8 Sln27+4,3 sm27+8a SanT

Thus the noncentral interaction with nearest neighbors
and the interaction with next-nearest neighbors in the bcc
lattice influence the dynamic properties in a manner analo-
gous to the case of the sc lattice.

o ak
—4y' sm27 +2a(1— cosak)
+2B(1—cosak), (16)

) o ak _,ak
FACE-CENTERED CUBIC LATTICE mwt2:16,8’ s|n27+4a’ s|n27+4,8(1—cosak);

The fcc lattice is found in solidified rare gases, in one of
the phases of N CO, CG, N,O, CH,, NH3, and Gy, and
also in Ag, Ni, and Cu. Unlike the sc and bcc lattices, wher
taking a noncentral interaction with nearest neighbors into ) .. ,ak , . ,ak .. ,ak
account leads to qualitative changes in the theoretical disper- M« =88 Sln27+87 sm27+4a sm27
sion curves, for the fcc lattice there are only quantitative
changes in the dispersion relations, although those changes +2a(1-cosak),
can be quite substantial. The value of the noncentral interac- 17
tion can be inferred, in particular, from experimental data on
the deviation from the Cauchy relatiaf= (—Cq5+C4q)/C12

3) along thek=k(1,1,1) direction the dispersion rela-
etions are described by the expressions

(see Table)l 3
With the central and noncentral interactions of the near- .- 1
est and next-nearest neighbors taken into account, the force- L7
constant matrices of the fcc lattice have the form 4 -"1' B
. g v 0
(Dik(z(lylao)):_ y B 0],
0 0 «a
@ 0 0 (13
®,(a(1,00)=—| 0 B 0 a
0 0B 08 1.0

For a fcc crystal §/2)(1,1,0) is the radius vector of one
of the nearest neighbors, aa¢1,0,0) is the radius vector of
one of the next-nearest neighbors. The remaining force ma- 4
trices are obtained from those indicated above by a transfor- fcc
mation of theO,, group? For a central interaction one has
B'=v", «'=0,andB=0.

By analogy with Eq(12) we introduce the notation

V2

k=k(1,1,1)

f'l =a NQLL 2r 1
Ef” Qa =cCg QL:nF. (14 g
2 2 T2 a
For certain high-symmetry directions the dispersion re-
lations take the forms: b
1) for thek=Kk(1,0,0) direction 0 33 02 05 Ol.8 70

) . ,ak ak/mn
mo{ =168 stT +2a(1-cosak),
FIG. 2. Transverse vibrational brancheso?/cr of the fcc lattice for the
ak (15 directionk=k(1,1,0) (a8 andme?/cr for k=k(1,1,1) (b). For the disper-
mthZ 8,8’ SimP— + 2B(1— cosak); sion curves shown the values of the constantand N were obtained for
4 6=—0.5(1), —0.3(2), and O(the case of a central interactio(8).
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5 ~ak ~ak ~_ak note that by virtue of the symmetry of the fcc lattice, even a
Moy =88’ sm27+4a’ S|n27—47' S|n27 doubling of the force constants would only have a slight
influence on the curves shown in Fig. 2.
Thus in fcc crystals the inclusion of a noncentral inter-
action leads to only quantitative changes of the dispersion

For fcc crystals the expressions for the elastic constants ag|ations, although these changes can be significant.
functions of the force constants of the interactions with near-

est and next-nearest neighbors are

+2B(1—cosak).

INFLUENCE OF NONCENTRAL INTERACTION ON THE
DISPERSION LAWS IN CRYOCRYSTALS

4B" A« 4" 2B" 2a' pB
Cly=——+—, Cip=———— —— —, , . .
1 a a 27 a a a a The results obtained in the present study are of interest
(18 primarily for the simplest molecular crystalsolecular cry-
B 2p'+2a’ ocrystal$. First, the majority of these substances have phases
Com gt — 3 with lattices of cubic symmet3® Second, as a rule, the

forces of interaction in cryocrystals are short-range forces,

To illustrate the influence of a noncentral interaction on theand it is often sufficient to take only the nearest neighbors
dispersion curves of fcc crystals for different values of theinto account in estimating the behavior of the lattice
deviation from the Cauchy relations, let us give the disperpropertie€® Third, noncentral interactions play a large role
sion curves fors;=—0.3 ands,=—0.5, with only the in- in molecular cryocrystal$.It is of interest to calculate the
teraction with nearest neighbors taken into accd#ig. 2). dispersion curves and to estimate the influence of a noncen-
For comparison, Fig. 2 shows the dispersion curves obtainetlal interaction on them at values of the force constants close
without the noncentral interactiaffior n-=0). We note that to those realized in cryocrystals. We have already discussed
the values chosen fof are close to those obtained experi- the possibility of calculating the force constants from the
mentally for simple molecular crystalsee Table ). It is  values of the elastic constants. Experimental studies of the
seen in Fig. 2 that, even though the contribution of the nonsound velocities and Brillouin scattering in single-crystal
central interaction to the force constants is small at the chosamples of cryocrystals have been reported recémftible
sen values ofé (ng/cg~—0.046 andng/ce~—0.11, re- Il gives numerical values of the force constants obtained
spectively, there exist crystallographic directions for which from the elastic constants in the nearest-neighbor approxima-
the contribution of the noncentral interaction to the vibra-tion for molecules crystals with the fcc lattice.
tional frequencies is substantial. Table Il gives the force constants of sulfur hexafluoride

The use of an isotropic pair potential, which, strictly SF; (a bce crystal The values were obtained from the elas-
speaking, is unsuitable for a quantitative description of thdic constants without allowance for the orientational—
force constants, nevertheless permits estimation of the conranslational interaction. The role of the noncentral interac-
tribution of the noncentral interaction to the dispersion rela-tion can be judged, in particular, from the deviation&f)
tions for the directions chosen. By way of illustration we from the Cauchy relation for the elastic constaiftave re-

TABLE Il. Force constants for cryocrystals with the fcc lattice.

T op N 12 C44 B Y o
Substance 5 8
K GPa 10 dyn/cm 10 dyn/cm
13.6+0.6 6.2£1.0 5.1%0.3
Cco 19 26 4.8 -0.18
2 9 | 21T s 08 [5,28] [5.28]
2.41£0.05 1.44+0.04 1.06+0.04
) 3.5 3.6 -4.2 -0.26
Cco 60.9 | 103 [5] (5.20] [5.20] (5.29]
81.3 2.9£0.05 2.0+0.01 1.35+0.05
N, . 4.7 -2.8 -0.33
2 5 ) 15,301 15,301 [5,30] 40
55 14.9+0.9 8.8+1.0 6.60.18
C, 53 5.8 -1.8 -0.25
60 300 [34,35] [32] 132) [32]
138 3.08+0.2 2.14=0.24 1.580.6
) . . -0.26
. 231 s) 15,24 [5,24] [5,24] 45 >3 12
4 345 3.28+0.16 2.39£0.16 1.4920.1 4.8 5.7 —4.0 038
' [5,25] [5,25] [5,25] 4.98+0.25* | 5.89+0.28* | 8.3+0.29* '
141 2.92+0.06 1.89+0.05 1.62+0.05
) . 4.5 -0.15
3251 sy 16,31] (6,31] [6,31] 4.3 3.2
2.8920.06 1.88+0.05 1.59£0.05
CH . 4.3 5.1 4.2 -0.15
t 4.5 [6,31] 16,311 16,31] >
2.960.06 1.920.05 1.65+0.05
4 5.2 4.8 -0.13
30 16,31) 16,31] 16,31 4

*The values of the force constants were obtained from the experimental dispersion curves with the use of the Bommanmisdef* @, is the Debye
temperature, and;;, C;,, andc,, are elastic constants.
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TABLE lll. Force constants for cvrocrvstals with the bec lattice.

T Q 4 4 C o’ Y’ o
Substance | D o 12 44 5 8
K GPa 10“ dyn/cm
SF 187 48.3 [35] 4.997 [7] 2.776 [7] 1.483 [7] 4.1 5.6 7.3 —0.47
s 100 9.0* 4.48* 1.89* 3.5 8.8 21 —0.54

*Obtained from Ref. 7 by linear extrapolatio®y, is the Debye temperature, ang,, c1,, andc,, are elastic constants.
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The detailed study begun earligf. P. Soldatovet al,, Fiz. Nizk. Temp.27, 1421(2001) [Low

Temp. Phys27, 1048(2001)]) on the kinetics of transient creep stimulated by thes
superconducting transition in single crystals of p@r&n is continued. The samples are oriented
for slip in the (100010 system. In that case the kinetics of creep is governed by the

motion of dislocations through the barriers of the Peierls potential relief. Experiments are carried
out at temperatures &f;=1.6 K andT,=3.2 K, which are lower than the critical

temperature of tinT.=3.72 K; then—s ands—n transitions are brought about by turning a
magnetic field off and on. The staged character of the creep capygét) after ann—s transition

is confirmed: afT;=1.6 K one can distinguish a transient, a dynamic, and a fluctuation

stage, and at,=3.2 K, a transient and a fluctuation stage. The quantitative characteristics of
each stage are investigated as functions of the creep rate at the timensfghimnsition

and the total prestrain of the sample. The method of small loads is used to construct the
macroscopic stress—strain diagram@®$&n for the temperatures indicated and the work-
hardening coefficients characterizing the intensity of the hardening on a macroscopic scale are
determined. In the Appendix a theory of low-temperature creep in metals is set forth

which involves the quanturttunneling, dynamic, and thermally activated motion of dislocations
in the Peierls potential relief. The features and characteristics of the dynamic and fluctuation
stages of the experimental creep curw@s,(t) of tin are compared with the theory. It is
established that the fluctuation stage of creep in tin is of a quantum character in the
temperature interval studied. An analysis of the creep curves allows estimation of the work-
hardening coefficient on the macro- and microscopic scales. It is found that the transient creep of
B-Sn at temperatures in the liquid-helium region is due to low-energy dislocation processes
involving a tunneling through effective potential barriers of the order of*16V in

height. © 2003 American Institute of Physic§DOI: 10.1063/1.1542479

INTRODUCTION general problems of the dislocation physics of plasticity. One
such problem is to elucidate the relative role of thermal and

l'lt'hr-ir:ransmon Ofg mtt_atalllct snl;per(t:ondgtqtcr))r :‘jror_n thi nor'quantum fluctuations and also the role of phonon and elec-
mal fo the superconducting sta s ransition aurng ItS .o viscosities in the processes by which the dislocations
deformation in a creep regime substantially alters the kinet-

) ) X ! overcome local and extended barriers of various types which
ics of the process: the strain rate increases sharply and an . . -
additional amount of creep deformation appéarSuch a are impeding their S“p'. N .

reaction to a change of the electronic state is a manifestation In Ref. 12 we §tud|ed the kinetics of .the |r.10re'ment of
of the plastification effect, the disordering of a metal by atreep deformation mduc_ed by_thre—s Fransmon n single-
superconducting transitiotf: It has been established that the crysta] samples of purg-tin during they deformation along
first cause of this effect is the sharp decrease of the electrdf® Slip System(100(010. The experiment was done at a
drag on dislocations owing to the Cooper condensation of thimperature of 1.6 K, which is below the critical temperature
conduction electron;® and its study therefore provides a T.=3.72 K of the superconducting transition, and the direct
unigque opportunity to elucidate the role of the conductionn—S and inverses—n transitions are brought about by turn-
electrons in various processes of low-temperature plasticitj?d off and on an external magnetic fiett>H, (H. is the

of metals. In addition, experiment shows that the quantitativéritical field of the transition The variation of the strain
characteristics of the plastification effect are extremely senincrement e, (t) after then—s transition in the case of
sitive to the type, magnitude, height, and concentration of theoarse measurements has a jumplike character: a significant
barriers governing the mobility of dislocations in a deform-increase in the value of the strain is observed over short time
able superconductdr This circumstance allows one to use intervals (Fig. 1a. However, with the aid of a fast sweep

a study of the plastification effect to solve a number of moresystem it was established that this “jump” consists of several

1063-777X/2003/29(4)/13/$24.00 340 © 2003 American Institute of Physics
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FIG. 1. Characteristic form of the creep curve of single crystalg-th at the transition from the normal to the superconducting state, for @pand fast
(b) recording of the strain.

stagedq(Fig. 1b. In the first stage the creep ratg(t) in the As we know, for7* <7p the overcoming of the Peierls
superconducting state increases from its valyg, ) in the  barriers takes place as a result of the nucleation and moving
normal state at the timg, of the transition, to a maximum apart of pairs of kinks of a critical size. Wheti is close to
value ¢ 4(t,,) at some timet,,. Subsequently, fot>t,, the 7, the value of the effective energy barrier preventing the
creep rates(t) decreases monotonically, but in a number ofnucleation of kinks is extremely small, and fo<1 K this
cases this process can be divided into a stagé,, of fast  process occurs by quantum tunneling, the probability of
change and a stade-t; of slow change ot4(t). The dura- which depends substantially on the electron drag coefficient
tions of the stages,,—t,s andt;—t,,, turn out to depend on B of the dislocation$>!®The decrease @ at then—s tran-
both the value of the creep ratg(t, ) at the time of then—s  sition not only exceeds the quantum-fluctuatidmnneling
transition and on the value of the total plastic deformation mobility of the dislocations but also promotes the appearance
of the sample over the time preceding the transition; in somef dynamic (inertial) effects. Increasing the temperature
cases the second stage vanishes, tiext,, . leads to an increased role of thermal activation in the process
We have shown in a series of papérs®that the low-  of nucleation of dislocation kinks. One of the tasks of the
temperature plastic flow of purg-tin in the slip system present study is to estimate the relative influence of quantum
(100¢010 is governed by the thermal-fluctuational or fluctuations, thermal activation, and inertial effects on the
quantum-fluctuationaltunneling motion of dislocations in  kinetics of creep which is governed by the motion of dislo-
the Peierls potential relief. On the basis of these ideas oneations through barriers of very low height.
can offer a quantitative interpretation of the staged nature of To interpret the experimental results obtained in a study
the growth of the creep deformatiafz ,4(t) with allowance of the influence of then—s transition on the creep of tin, we
for the specifics of the motion of the dislocations through theattempted to further refine the theory of the low-temperature
Peierls barriers at temperatures of the ordel & and the creep of metals, according to which the process of plastic
values of the effective stress* =7, (7p is the Peierls flow is governed by thermally activated, quantum, or dy-
stres$. Under such conditions the sharp decrease of the elecxamic motion of dislocations in the Peierls relief. The solu-
tron viscosity coefficient of the dislocatior® at then—s  tion of this problem by the one of the authdiNatsik) is
transition Bs<B,) not only leads to a change of the fluc- presented in the Appendix.
tuation regime of the the motion of dislocations through the In this paper we also consider an important topic in the
Peierls barriers but can, over time, transfer a portion of thehysics of plasticity: problems of work hardening of crystals.
dislocation flow into regime of dynamic above-barrier mo- An increase of the plastic strain of a crystalline sample is
tion. In the final analysis this leads to a staged character adrdinarily accompanied by the accumulation of defects in it
the creep “jump” de,q(t).*? and the growth of internal stresses which impede the slip of
The experiments of Ref. 12 and their interpretation theralislocations. Two levels of manifestation of this effect can be
on the basis of the concepts set forth above have only pedistinguished: in the recording of macroscopic stress—strain
mitted us to obtain a qualitative description of the stageddiagrams of the crystdthe macroscopic scaléhe result of
character of the creep jump at time-s transition. In this hardening is a monotonic growth of the deforming stress
paper we make a more detailed experimental study of theorresponding to a constant strain rate; in the initiation of an
effect of the staged character for samples of pg#8n; in  individual creep curve by an incremental load, a rapid
particular, we study its appearance at two substantially difehange of the temperature or of the electronic state of the
ferent temperatured;;=1.6 K andT,=3.2 K. A quantita- crystal(the microscopic scalehardening leads to a decrease
tive analysis of the experimental data is also given, whichin the creep rate with time. In this connection there two ways
permits obtaining additional estimates for the parameters aobf empirical determination of the parameters characterizing
the dislocation flow that governs the creep and to refine théhe hardening: analysis of the macroscopic stress—strain dia-
mechanism by which the dislocations move through thegrams, and analysis of individual curves of transient creep.
Peierls barriers under conditions of deep cooling. However, strictly speaking, there are no grounds for assum-
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ing that the values of the hardening parameters under th&2. Measurement of the creep jump at the  n—s transition
different conditions of deformation will be the same. This and its division into stages

question is another topic of this paper. The transient creep induced by thes transition con-

tinues for quite a long time, and it is hard to establish the
time at which it stops. Therefore, as an integral characteristic
1.1. Samples, means of deformation, and recording of the plastification effect it is convenient to consider the
of the deformation increase of the straig,g in the time intervalte—t, s over
which the creep rates4(t) in the superconducting state
reaches the starting valug(t,¢) (see Fig. L

1. EXPERIMENTAL TECHNIQUES AND RESULTS

Single crystals of3-Sn were grown for this study from a
99.9995% pure stock by a modified Bridgman method in

batches of 10 samples from a single séedhey had a gs(te) =&n(tns),
double-lobed shape in the jaws of the testing machine, with a B B
working part of rectangular cross section with dimensions of ~ £ns™ £s(te) ~€n(tns) = dens(te). (1)

25X5X 1.5 mm. The longitudinal axis of the samples coin-Here and below it is assumed that the growth increment

cided with the(110) direction, which ensured the most favor- §g(t) is measured in relation to the strain at the starting

able conditions for slip in the syste(@00(010). timet,. Itis seen in Fig. 1a that the graphical determination
The samples were placed inside a superconducting solef ¢, by the method of tangents does not present any par-

noid and were drawn in the creep regime at temperatures afcular difficulties.

1.6 K and 3.2 K, which are below the critical temperature of ~ One of the important tasks in the processing of experi-

B-tin, T,.=3.72 K. The state of the electronic subsystem inmental data is to divide up the creep cun&s,(t) regis-

the sample was measured by turning(oormal statgor off  tered in experiments into stages. A procedure for precise di-

(superconducting state¢he longitudinal magnetic field of a vision into stages and the justification for this procedure are

solenoid with field strengtil>H_ =309 G. described in Ref. 12. This procedure reduces to a graphical
The deforming stress on the sample was increased in

small incrementd 7= 0.1-0.4 MPa. Up until the yield point

79 (ZA7<7p) the sample was deformed in the normal state;

here the strain increments corresponding to the applied load 29

increments led to elastic straining of the sample, and the 2.0}

creep curves had a characteristieshaped form. After the w 151

yield point was reachedA 7> 1) the creep curves corre- 2 00
» 1.

sponding to each successive load increment manifested a e
pronounced stage of plastic flow with a decaying strain rate. © 0.5}
In the normal state at the time when the strain rate reached 0.0
some specified valué, on the stress—strain diagratthe

timet, s the sample underwent a transition to the supercon-

ducting state, and the increment of creep deformation 1.5
Sens(t) =e4(t) —e,(t, was recorded. Then the normal

state was restored in the sample, and the measurement was ", 1 ot
repeated at a higher degree of deformation of the sample. o - .

The deformation incrementae(t) corresponding to F—_’
each stress incrementr were registered by a highly sensi- o
tive pickup and were recorded automatically on a KSP-4 o
recording potentiometer; here the relative deformation of the 0.0[ ¢
sample was measured to an accuracy of1® °. At the 0.0
same time, the signal from the pickup was sent to an N307/1
fast plotter, which provided a higher resolution in terms of
the strain(by a factor of 2—1pand time(0.06 9. The defor- 1F e ' ML
mation de,4(t) accompanying each—s transition was re- i
corded on both a “coarse” and a sensitive plotter. Examples
of the recordings corresponding to a singles transition
are shown in Fig. 1.

The experiments were carried out at temperatureg, of
=1.6 K andT,=3.2 K. We studied how the value of the . i . N
total straine of the sample and the value of the starting rate 0.0 05 1.0 15 2.0 25
en(t,e affect the characteristics of the creep jump atrikes 58n5.103
transition. Multiple n—s transitions were brought about as
the strain was varied in the range 226 <<9% for four ref- FIG. 2. Kinetics of the creep of3-tin after the n—s transition atT,

erence values of the starting creep rage{10 ° s *]: 0.6, 16K for a total strainz=0.06 and a starting creep rae,=1.3
1.3 25 and 7. These values practically spanned the emirx 107> s *: the time dependence of the strain increméa (a); the de-
T E ; P y sp p%ndence of the creep rate in the superconducting state on the strain

range of transient creep rates for which correct measurgncrementss,. in the coordinates, versusds, . (b) and in the coordinates
ments could be made. In &5 versusde s (C).
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differentiation of the creep jump& dt[ e, (t) ]=&4(t) and 1.6

construction of the creep curves in the coordinatgsersus

dens and Ingg versusde,s. Figures 2 and 3 show examples 1.2t

of the implementation of this procedure for the temperature R

values used in the experimeni;=1.6 K andT,=3.2 K, =08r

but at the same starting values of the creep ki€, ) w'304 K
& 0.

=1.3x10°s .

It is shown in Ref. 12 that a protracted transient creep 0.0
can in general be the result of two modes of plastic flow or
regimes of motion of the dislocations: dynamiabove-
barriep and fluctuationaloccurring by quantum or thermal
activation). These regimesmodes correspond to different
creep equations, which relate small increments of the strain
Se(t) and the strain rate/dt[ d=(t) ]=¢&(t):

for the dynamic regime

g(t)=&(tg) —Cyde(l); 2
and for the fluctuation regime .
Ing(t)=Ing(tg) — C¢Se(t). (3)

g-1

és'105

Here ty is the time at which the corresponding regime of 1
creep begins, an@4 andC; are constants whose values are 0
determined by the characteristics of the dislocations and the 7, O-
barriers they must overcome, the temperature of the crystal, <;0
etc.

The experimental creep curvés,4(t) or fragments of 02F .
them (stage$ should also be described by Ed8) and (3) '
(this question is discussed in more detail in the Appendix; 0.1
see formulag(A14) and (A19)]). In addition, the strain in- 0.00 0.05 0.10 0.15
crement after the—s transition should have a certain tran- Sens 103
sient stage |, over the course of which which the dynamic
equilibrium in the motion of dislocations, which had beenFIG. 3. Kinetics of the creep op-tin after the n—s transition atT,
disrupted by the sharp change in the electron viscosity at thg3-2 K for a total straine=0.06 and a starting creep ratg,=1.3

. . . . . . X 1075 s71: the time dependence of the strain incremésy, (a); the de-
time t,s, is restoreda detailed discussion of this stage can pendence of the creep rate after ties transition on the strain increment

be found in Ref- 12 Se s in the coordinates ; versusée ¢ (b) and in the coordinates ky versus
We see in Fig. 2 that foiT;=1.6 K the creep curve &g, (c).

dens(t) exhibits all three stages: the transient stage I, the

dynamic stage I, and the fluctuation stage lIll. At the higher

temperaturd,= 3.2 K the dynamic stage is absent, and only=2Ae and for different values of the starting strain rate

the transient stage | and fluctuation stage Ill renfage Fig. The whole set of recorded creep curvés, ((t) was pro-

3). From these figures it is easy to determine the maximumessed in accordance with the procedure described in Sec.
value of the creep rate¢(t,,) and the strain increment, 1.2. To reveal the dependence emf the total value of the
(i=t,d,f), corresponding to the three different stagies.,  jumpe,s and its constituents;, ,, these quantities have been

individual components of the total junp divided into groups pertaining to four comparatively narrow
- q_ intervals ofe, values, with a spread of a factor of 1.5-2. To
ens= &s(tm) ~&s(tng), €ns= es(tr) ~es(tm), reveal how the characteristics of the jump depend pnthe
I I 0,
srfw:es(te)_ss(tf)- (4) values obtained were averaged over intervads-1%.

_ _ o _ Figure 4 shows the total jump,s and its constituents

Since the items qf main mterest_ from the standp0|_nt ofggS ande’ as functions of the total plastic deformatierof
the problems stated in the Introduction are the dynasflic  the samples prior to tha—s transition for several narrow
and fluctuationak,; components of the jump, the analysis intervals of values of the starting strain rate. One notices
below is restricted to an analysis of only these stages anghe following details of those curves:
their relative contribution to the total value of the jump in —the characteristics of the effect are monotonica”y de-
€ns- creasing functions of the strainwith maximum values near
the strain corresponding to the yield point of the sample, and
for e>6-7% these curves go to saturation;

—the total jump and its constituents retain finite values

In experiments at the temperature=1.6 K the samples throughout the strain interval, up until destruction of the
were deformed in the creep regime under multiple incremenerystal;
tal loadsAr until their destruction. Multiplen—s transitions —in slightly deformed crystalseg(<5%) the dynamic
were brought about at different degrees of total strain mode of the jump is predominant at all valuesegf,

1.3. Kinetics of the jump  &¢,5(t) at temperature 1.6 K
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08 & =(0.25-0.9)10° s 061 £,=(0.25-0.9)-10° s
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102 g 102

FIG. 4. Dependence of the total junap, (M) and its constituents®, (®) ands/ (A) on the value of the total strais prior to then—s transition and on

the value of the starting creep raig for T;=1.6 K; panels @, b;, c,, andd, show the relative values of the dynanm® and fluctuatioom' constituents
of the modes.

—the fluctuation mode of the jump is less sensitive thanFig. 43 —d,. A quantitative characteristic of this relationship
the dynamic mode to deformational distortions of the crystalis the “specific weight” m' of the corresponding mode,

and at high rates:, it becomes practically insensitive to which is equal to the ratio of the absolute increments of the

them. strain of each mode to the total jump in the strain:
A clear picture of the relationship of the dynamic and d §
. . . . & e
fluctuation modes in the jumpe,4(t) at different values of mi=-"%  mpf=2"8

the total strain of the crystal gives the curves presented in €ns Ens
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FIG. 5. Dependence of the total junaps (H) () and its dynamicsﬁS (@)
and ﬂuctuation.sf,S (A) constituentgb) on the value of the starting creep
rate¢, atT;=1.6 K.

The values of the parametens were calculated from
the averaged values ef ., 9., ande,s, which are shown
in Fig. 4a—d. It is seen in Fig. 4ad; that for small values of
the starting rateg,<10 ° s~ 1) the contributions of the two
modes to the total jump of the creeps are comparable in
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the starting creep rate, [10°° s 1]: 0.6, 1.3, 2.5, and 7.
For these measurements a simple methodological device was
used which permitted a rather accurate determination of the
point along the creep curve at which the strain rate reached a
given value. For this purpose a dense network of parallel
straight lines, corresponding to the chosen strain rate, was
drawn on the tape of the N307/1 chart recorder. The given
value ofe, was reached when the creep curve touched one
of these lines, and that served as a signal for turning off the
magnetic field of the solenoid in which the sample was being
strained(this determined the timé,s at which the sample
went from the normal to the superconducting stabe the
given series of experiments the starting creep rates were cho-
sen so as to partially overlap the rangesgfvalues used in
the measurements fdr;=1.6 K.

Analysis of the creep curvese,(t) recorded atT,
=3.2 K showed that at all values of the starting ratethe
dynamic stage is absent from the curves, and the value of the

size; here the dynamic mode is prevalent in the initial stage
of the deformation, while the fluctuation mode is predomi-
nant before destruction of the sample. For relatively large
valuesg,>10"° s~ the main role in the development of the
jump is played by the dynamic mode of plastic flow, but its
contribution is diminished somewhat at high degrees of de-
formation.

More-detailed information about the influence of the
starting rates, on the kinetics of the jump at;=1.6 is
given in Fig. 5, which shows the data for degrees of defor-
matione >6%, where the total jump,s is practically inde-
pendent ok. A principal feature of the curves obtained is the
presence of two intervals along the axis of strain ratesa
comparatively narrow interval of high rate sensitivity and a
wide interval of low rate sensitivity of the jump. The second o
important result that can be extracted from the data presented 9,

(]

is that the dynamic and fluctuation modes of the jump have £10

opposite tendencies in response to changes in the fatthe
contribution of the dynamic mode to the disordering effect
increases with increasing},, while the fluctuation contribu-
tion falls off (Fig. 5b).

1.4. Features of the kinetics of the creep jump oeps(t)
at 3.2 K

2.5

2.0

1.5

0.5

0.0

12

FIG. 6. Dependence of the total junaps (M) and its and fluctuation con-

The parameters characterizing the plaStifiFation effect adtituente!, (A) on the total straire and the starting creep rais, at T,
T,=3.2 K are determined at several strictly fixed values of=3.2 K.
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TABLE I. Dependence of Ie(t)/z(thd] on & at T=3.2K for £,=1.3  stress7™ = 7— 7;(&) acting on a dislocation increases by an

x10°s amountr; as a result of a small strain incremeft
£ 102 In [65Ct)/entns)] 57.= K. )
3.4 1.348 - . . .
We note that the existing dislocation theories of creep do
4.0 1.407 not consider the microscopic mechanisms of work
hardening—the coefficient is introduced as a phenomeno-
6.0 1.17 logical parameter of the theory. Therefore the theoretical
- e interpretation of the experimental data on the dependence
of the creep parameters on the temperatlirestrain ¢,
9.2 0.753 etc. requires additional effort to obtain experimental mea-
surements of the corresponding dependences for
10.6 1.030 k=k(T,e,...).

Most often for measuring one employs experiments in
which the stress—strain diagrar(e, ) is recorded at a fixed
jump in creep is determined solely by the transient and fluceonstant strain rate= const. In terms of dislocation physics
tuation stages. The main results of these experiments atais condition corresponds to a constant value of the effective
given in Fig. 6. On a qualitative level these results reduce tatress along the strain curve® = const, if it is assumed that
the following: the plastic deformation does not affect the value and density
— increasing the temperature of the experiment to 3.2 Kof the localized potential barriers impeding the slip of the
which is close to the critical temperature of the supercondislocations but that only the magnitude of the long-range
ducting transitionT., does not alter the character of the internal stresses changes. In these cases one can obtain the
strain dependence of the total jump and its constituents butalue of « by graphical differentiation of the diagram
leads only to an increase in its absolute values; 7(e,8):k(e,&)=[d7r(e,e)/de]; .
—the influence of the value of the starting rate of creep  However, it was found recenfl that in the low-
on the value of the jump nedr, persists, but it is very weak; temperature region the work hardening of the majority of
—with increasing temperature the relative contributioncrystals depends weakly on the strain rate. This makes it
of the fluctuation mode to the disordering effect increasespossible to use the method of additional incremental loading
while the dynamic mode vanishes. for recording the stress—strain diagrams and determining the
The quantitative characteristics of the results of the exwork-hardening coefficient: one constructs a smoothed curve
periment described are the values of the ratios of the rategsepresenting the relationship between the total strain
eq(ts)/en(t,s). Table | gives the dependence of this param-=3Ae and the total load= oA 7 applied to the sample in
eter one for one of the intermediate values of the startingsmall incrementsA7. Experience shows that in low-
rates,=1.3x10 ° s™%, and Table Il gives the dependence temperature straining the(e) diagram obtained in this way

onég, for e=6x10 2. is quite insensitive to both the value and the frequency with
which the incremental loadd+ are applied over a wide

1.5. Stress—strain diagrams and work-hardening coefficient range of their Va|Ue§- . _ _

obtained by the creep method in  B-Sn single crystals The stress—strain diagrams of py#esn in the slip sys-

One of the most important parameters of the dislocatior;[em (100(010 in the normal state aT;=1.6 K and T,

theory of plastic flow is the work-hardening coefficiest =32 K are shown in Fig. 7a, while Fig. 7b shows the
ory o p . 9 ) 1<(s,T) curves obtained from them. One notices a rather high
This parameter characterizes the growth of the interna

: : . . sensitivity ofx to both growth of the straia and to a change
stresses; in the investigated slip planes of a crystal as the Hivity ot 9 ! g

total plastic deformatiorz increases; this growth of the in of temperature.
P ) ’ 9 . It was mentioned in the Introduction that there also ex-
ternal stresses is due to the accumulation of defects in the o - . :
: . I1Sts a possibility of determining the work-hardening coeffi-
course of the process. It is usually assumed that the effective . S . .
clent x by analysis of individual transient creep curves. This

is the subject of the next Section.
TABLE Il. Dependence of Ireg(t;)/e,(t,9] on &, at T=3.2 K for ¢ =0.06.

Ep - 105 8_1 In [és(tf)/én(tns)]

2. DISCUSSION OF THE RESULTS

0.6 1.35
In this Section we propose a theoretical interpretation of

0.87 1.30 the experimental results presented above on the kinetics of
the creep jumpsie,s(t) caused by then—s transition: the

' 17 experimental results are compared with the conclusions of

2.5 1.12 the theory set forth in the Appendix. Empirical estimates for
the parameters of the theory are also obtained which supple-

4.5 1.02 ment and refine the results of Refs. 12 and 15.

7.0 ™ Empirical estimates for a number of parameters of the

Peierls relief and of the dislocations in the investigated slip
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35 discuss the results obtained for this value of the strain and a
30 L starting value of the strain ratg,=1.3x10 ° s~ 1.
16K According to the concepts set forth in the Appendix, the
251 3.2K transient stage | and the dynamic stage Il involve changes of
S 20} the regimes of dynamic motion of the dislocations, and on
= 5/ the time intervat;—t, s the value of the internal stresscan
e be assumed constant. Since the external stratso remains
10 unchanged at tha—s transition, the force parametér. on
5| this time interval retains the value that it had at the time
i.e., 8,=d,,. Adopting this assumption, let us compare the
o a i . . . .
experimental data shown in Fig. 2 with the theoretical ex-
-5 Lt pressiongA19) and (A14), the first of which describes the
2 0 2 4 6 8 10 12 14 16 18 kinetics of creep in stage I, and the second, in stage lll.
£-10°2 From Fig. 2 we obtain the following empirical values of the
20 parameters appearing in the kinetic relatioi#sl4) and
18l (A19):
1.6} es(tm)=1210"2 571, &((t)=1310"° s1,
s 14l 16K 3.2K .
L - Cy4=8.2 s!, C;=8.01C. (8)
o 12 Using formulas(A3) and (A19) and also the numerical
e 1.0r values given above for the parameters of the theory, we ob-
o 0.8r tain the following empirical estimates for the parametgrs
0.6 and p4o Which characterize the dynamic creep regime:
8-‘2‘ " b q=6.8 17, pgo=1.510° m 2. (9)

Let us now consider the fluctuational creep stage Il at
» T,=1.6 K, a temperature considerably lower than the char-
e-10 acteristic temperatur®  separating the regions of quantum-
FIG. 7. Macroscopic stress—strain diagramfin single crystals in the activated and thermally activated motion of the dislocations.
normal state, constructed by the method of incremental loa@ingind the [N this case stage Il is described by formu(ad.2a), (A14),
strain dependence of the hardening coefficie@) (b) at 1.6 Kand 3.2 K. and(A16a). Using formula(A12a and the numerical values
of the parameters iri6)—(8), we can obtain an empirical

system off3-tin were obtained earlier in Ref. 15 on the basise.snmate of thg force parameté;n c_haracterlzm_g the effec-
tI]A/e stress acting on the dislocation at the time of the

of an analysis of the temperature and velocity dependence o . .
. . Superconducting transition:
the yield stress:

~1.10"2
7=1.2-10" Pa, H.,=2-10 %° J, 0m=4-10"". (10)
B,=2-10"° Pas, Qu=5-1C,

0 2 4 6 8 10 12 14 16 18

Substituting this value of the paramet&y, into formula
(A1), we obtain an estimate for the value of the effective

0p=3.3 K, 05,=0.4 K, (6) potential barrierE, that the dislocations must overcome in
order to become mobile in the Peierls relief:
vo=5-10"" s, a=3.2 10° m, b=5.810"" m. . s ,

The values of the energy gafp(T) for pB-tin at the two Ec(mn)=Hcom=2-10"" eV. 1
temperatures used were taken from Refs. 19 and 20: The analysis given above suggests that at temperatures
A(T) T of the order of 1-2 K the fluctuational creep g@ftin is
[_ =426, |— =132, (7)  determined by the tunneling motion of dislocations through
KT | 6k KT |5, « effective potential barriers of very low height. Essentially,

we are talking about a tunneling transition of small parts of a
dislocation line through an individual barrier of the Peierls
At the temperaturd ;=1.6 K the increasé‘jump” ) in  relief, i.e., about the nucleation of a pair of kinks on the
the strain after the sample is brought to the superconductindislocation. The probability of tunneling depends on the
state, de,¢(t), has pronounced stages: after the transientlectron drag coefficient of the dislocations and increases
stage | comes a dynamic stage Il, which is followed by asubstantially as a result of its change fr@&nto B, and this

2.1. Jump in the creep deformation at 1.6 K

stage lll (see Fig. 2 The durations of the stages,—t,s, is ultimately the microscopic mechanism for the creep jump
ti—tn, andt.—ts, and also the corresponding increases inat then—s transition.
the straing!s, eds, ande!, depend on the strain ratg, at Knowing the value of the spin parametér,, we can

the time of the transitior,,; and on the value of the total estimate the characteristic value of the density of mobile dis-
strain preceding the transitiofsee Fig. 4. It is seen from locationsp, the motion of which determines the fluctuational
Fig. 4 that the parameters of the jump depend only weaklyereep of 8-tin under the given conditions. Formul§a5a)

on the strain at values=6x10"2, and we shall therefore and(A9) imply the relation
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&(tns) Qoﬁm)
= ex . 12
p aszol}&az 250 ( ) 0.9
At low values of the spin parametér, (10) the width of
a dislocation kinkl=a, and the kink velocityv,,=7
x 10° m/s [see formula(A11)]. Using the numerical values 0.8
of the other parameters fro(6), we obtain the estimate
=10" m 2 13
P (13 o7k
We see that this value is much greater than the disloca- o
tion densitypqo (9) that governs the dynamic stage of creep. %
0.6
2.2. Jump of the creep deformation at 3.2 K
At 3.2 K the strain increasée,((t) after then—s tran- 0.5
sition has only the transient stage | and the fluctuation stage
[l (see Fig. 3 The dependence of the main parameters of
stage Il on the total straia and on the value of the starting 0.4l
ratee,(t,s) can be obtained by using Fig. 6 and Tables | and
| | |

II. In addition, Fig. 3c permits estimation of the values of

; -12 -11 -10 -9
two more parameters, corresponding to the values of the In(&,)
starting rate £,=1.3x10 °s ! and total straine=6
X102 FIG. 8. Dependence df in Eqg. (16) on the starting creep rate, in the
coordinatesy*® versus Irg, at a temperature of 3.2 K and the value of the
£4(t;)=4.510° s C;=1.2-1C. (14) total straine = 0.06: M—experimental values; solid curve—a rectilinear ex-

) ) . trapolation according to the equati@?®*=A;— A, In &, with the coeffi-
The temperatur@,=3.2 K falls in an intermediate tem- cientsA,= —1.22 andA,=0.17.

perature interval separating the regions of tunneling and ther-
mally activated motion of dislocations, and this to some de-
gree complicates the interpretation of the experimental data.

1/4
i i C} A(T
Using the numerical values of the parameters fi@n (7), go(_l_):(&) BN ( ), 19
and (14), one can establish a discrepancy between the acti- 259/ Op 2kT
vational formula(A12b) and the experimental data. Indeed,
by substituting the data obtained in&12b), one obtains an & on=(a2broui) Y2, (19)

equation for the force parametér,, which does not have
solutions:d,,<1. At the same time, those values agree quali- ) )
tatively with the tunneling asymptoti¢&12a) for reasonable ' "€ data of Table Il on the dependencesgfts) on &x(tns)

values of the force parametér,, and of the corresponding &re plotted in Fig. 8 in the coordingtgé“ versus Ire, . Itis
barrier heightE, : seen that in these coordinates this relation is approximated

rather well by a straight lineg**=A;—A,In&,, which
8m=1.410"%, Ey(7%)=0.6-10"° eV. (15  agrees with Eq(16) if we introduce the notation

We note that even such small values of the force param-
eter 5., and effective barrier do not violate the condition of ~ A1=03>IN &0, Ay=gg3(T). (20)
guasiclassicality of the tunneling proce§¥d.,>1, which
was assumed to be satisfied in the calculation of the argu-  calculatingg,(T) at 3.2 K using formula18), we get
ment of the exponential function in formulgd4) in the  the valueA,=g#(3.2K)=0.2, which is close to the slope
quantum limit!° of the straight line in Fig. 8.

Another test of the applicability of the quantum asymp-  Thys we arrive at the conclusion that the transient creep
totics for describing the experimental results obtained at 3.2¢ g.tin at the characteristic rates=105-10% cm™! at
K can be proposed. It is based on analysis of the dependenge- g 1072 is governed by the quantum motion of disloca-
of the creep rate(ty) at the start of stage Ill on the value of tjons at all temperature§<®p,=3.3 K. This creep process
the starting rateé(t,s) (see Table Il. In the quantum limit,  giffers from the active deformation process near the yield

equationsA5a), (A9) and(A12a) imply the relation point, for which, at strain rates of the order of 7
43 — 4413 C o n: X 10 ° s, quantum plasticity is observed at lower tem-
07T =80 (DIIN £on =N &n(tas) ] 1 peraturesT <0.50 ,=1.6 K.'® It must be said, however, that
in which we have used the notation the samples studied here and in Ref. 15 were single crystals
12 (1) grown at different times from different seeds, and we have
g(T)=In .85 f , (17) no assurance that the initial defect structure of the samples
A(T) &n(tns) was identicalfor example, they could have substantially dif-

+ — .
L+exp kT ferent levels of internal stress
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2.3. Intensity of work hardening during low-temperature At comparatively low values of the effective stress
creep =7—1i(e)<7p (7p is the Peierls stress; is the external

The macroscopic stress—strain diagramsgdin shown deforming stress, and; is the internal stregsthe plastic
in Fig. 7, which were obtained in the normal state by thedeformation in these cases occurs as a result of processes of

method of successive incremental loads, give the following'Ucleation, dynamic expansion, and annihilation of kink
values of the work-hardening coefficier(T,s) at values Pairs on the dislocations. The kink mechanism brings about

e=0.06 the motion of dislocations from one trough of the Peierls
relief to another under the influence of the effective stress
k(T=16 K; £=0.09=1.310° Pa, 7. This regime of plastic flow will be called fluctuational.
K(T=32 K: £=0.0§=0.9-1¢ Pa. (21) At higher values ofr*>r7p the dislocations move in the

above-barrier regime, and the plastic flow takes on a dy-
As was mentioned above, analysis of the transient creefamic character.

curves also enables one to obtain empirical estimates for the The general regularities of the motion of dislocation

hardening coefficient. In the case of quantum creep this destrings in the Peierls relief at low and very low temperatures
pendence is obtained by the use of form(#d.6a), which  are described in Refs. 15 and 16. The theory is based on
determines the logarithmic creep coefficient=C*: taking into account the combined influence exerted on this
process by quantum tunneling, thermal activation, and elec-
= £ (22)  tron viscosity. In Ref. 15 this theory is applied to the descrip-
Qo tion of the plastic flow of metals under conditions of defor-
The experimental values @ from (8) and (14) give  mation at a constant ratdactive deformatiopy and
the following values for the coefficients which character- expressions are obtained for the jump in the deforming stress
izes the hardening in the process of quantum creep in that then—s transition under those conditions. Here the gen-
superconducting state @ktin at the two temperatures used: eral concepts and relations of the theory will be used for
_ L _ describing the plasticity of a metal under conditions of creep.
«is(T1=1.6 Ki £=0.0§=3.4-10° Pa, A detailed analysis of the influence of an-s transition on
kis(T=3.2 K; £€=0.06=0.6.-10° Pa.

creep will also be carried out.
Comparing(21) and (23), we arrive at the conclusion

The kink mechanism of dislocation motion involves
. : vercoming an effectiv tential barrier | to the ener
that, generally speaking, the work-hardening processes opy creoming an efiective potentia barrier equal to the energy
the macroscopic and microscopic scales take place with dif;

% a critical kink pairE.(7*). For 7* — 7p< 1p the value of
ferent intensities. the barrier is described by the expression
The causes of such a difference are not completely clear
at present. In particular, we are not sure whether the incre-
mental loadsA7 used in constructing the(e) diagram were , - )
small enough and that the creep curves caused by these loaf3€reé He is @ characteristic energy whose value is deter-
at T,=1.6 K did not contain rather prolonged transient and™ned by the parameters of the Peierls relief and the linear
dynamic stages in addition to the fluctuation state. It mighf€nsion of the dislocation@mpirical estimates foB-Sn give
also be that the intensity of the hardening in the final fluc-2 ValuéH.=0.13 eV; Refs. 13 and 15’52 te_r111peratures of
tuation stage Ill of the creep cuné:,4(t) depends on the the order 61 K and the creep rates<10"> s~ observed in

presence and significance of the dynamic stage IlI. expe[ilment, extrgmely small values ,Of the paramél;g(éT
We note that the conclusion stated above is of a prelimi-<1 S ) are realized, and the effective energy barriers that

nary nature, and a more detailed study of this question wilh"’“’e*to be overcome by the dislocations is extremely small,
come later. We propose to take one more circumstance intoe(7 ) <Hc. Under these conditions the mobility of dislo-
account—the presence of random inhomogeneities of the d&2tions is largely determined by the combined action and
fect structure and the resulting statistical scatter of the plascOMPetition of thermal activation, quantum fluctuations, vis-
ticity and hardening parameters. Therefore the parametef@Us drag, and inertial effects.

obtained in the analysis of the individual concrete creep S @ Set of dislocations of the same type moves in the

curves shown in Figs. 2 and 3 are in need of some statisticﬁme”s relief in an established fluctuation or dynamic regime,
the average velocity/(7*,T,B) of an individual dislocation

ZSOTP

K

(23

*

-
Eo(7)=H 8", 8,=1-—, (A1)
P

processing. o . Lo

or sufficiently long segment of a dislocation line depends on

the effectively stress™, the temperaturd, and electron
APPENDIX. THEORY OF LOW-TEMPERATURE CREEP drag coefficientB. The plastic deformation raté corre-
OF A METAL DUE TO THE MOTION OF DISLOCATIONS sponding to such motion is given by the equation
IN THE PEIERLS RELIEF (V. D. Natsik) .

e=pbV(7*,T,B), (A2)

1. PREMISES AND BASIC RELATIONS wherep is the density of mobile dislocations, aidis the

value of their Burgers vector. The cause of the plastification

The rate of low-temperature plastic deformation of agftect at then—s transition is a sharp change of the coeffi-
number of pure, impurity-free single crystals is controlled by jent B from the valueB,, to the valueB, (Ref. 4:
the Peierls potential reliéf. In particular, this is the case for ®

single crystals of3-tin oriented for predominant slip in the _ 2B,
system(1001(010). S 1+exdA(T)/KT]’

(A3)
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whereA(T) is the energy gap of the superconductor, ksl
Boltzmann’s constant.

The use of Eq(A2) for describing the creep process and
the influence of then—s transition on the creep is possible
only in those cases when the explicit form of ¥(T,B) as

Natsik et al.

*

B

Vy(7,B)= (A7)

Temperature can influence the dynamic plasticity only
through temperature dependenceBofHere it is especially

a function of its arguments is known. It was shown in Ref. 15easy to understand the cause of the plastification effect at the

that the velocityV; of fluctuational motion of dislocations
for 7p— 7" < 7p and at low temperatures is given by the for-

eh- )

(A4)

The argument of the exponential function in E&4)

contains the effective temperatuiié (4,,T,B), for which
one can write the following asymptotic expressions:

Hcé\?—m
~ 2kT*(5,,T,B)

2Vol)
b

k

a
Vf(T*,T,B)=(

T*=54(0p5)*~0g), T<Op; (A5a)
S1 S) 5,05

T*=T|1+ —In—|—=——, T=0p. A5b
005, " T | T Qpa, 0P (ASD)

In formulas(A4) and (A5) we have used the following
notation:a is the period of the Peierls relief, is the char-

n—s transition: a sharp decrease Bf[see formula(A3)]
leads to a sharp increase in the dislocation velo@ify) and
in the plastic deformation rat@\2) at constant values of the
effective stresg* and dislocation density.

Our proposed dislocation description of the kinetics of
the creep jump at the—s transition relies on several pre-
mises:

—on an individual creep curvede,¢(t) the internal
stress increment; is proportional to the strain increment
[see formula(5)], and therefore the change of the effective
stress is described by the formula

T (1) =75 — k(&) Seng(t), (A8)

wheree and 7 = 7— 7;(g) are, respectively, the value of the
total deformation and the value of the effective stress in the
normal state prior to the—s transition;

— before the timet,,s of the superconducting transition
the plastic deformation in the normal state takes place in a

acteristic vibrational frequency of a dislocation in a trough offluctuation regime at values® = 7, (Refs. 12 and 1pand is

the Peierls relief®p, and O are, respectively, the charac-

described by formulagA2) and (A4) with =7, B

teristic temperatures associated with the zero-point vibra=By, 8,=8,=1—7h/7p<1;

tions of the dislocation string in a trough of the Peierls relief

—in the course of the transient stage |, i.e., in the time

and with the damping of these vibrations by electron dragintervalt,,—t,s, a transition occurs from the regime of dis-

Qo=H_./k®p is the quasiclassicality parameter for the pro-

cess of tunnel nucleation of a kink pafs is the character-
istic temperature of a free dislocation string, is the veloc-
ity of kinks along the dislocation line, angh=0.9 ands;
=b5.4 are numerical parameters.

We note that the effective temperatufé in formula

(A4) describes the intensity of the quantum motion of a dis-

location string in the Peierls relief in the limit—0 and the
intensity of its thermal motion in the classical limit>0p
and Q,—¢. The influence of electron drag on the fluctua-

location motion corresponding to the valBe=B, to a new
regime withB=Bg, but the value of the effective stress does
not change substantially at this transition, i.e%(t,,)
=7"(t,9= 7': :

2. FLUCTUATION CONSTITUENT OF THE CREEP JUMP
AT THE n—s TRANSITION

Turning to a theoretical description of the kinetics of the

tional motion of a dislocation is determined by the depen-creep jumpde,s(t), let us first consider the simpler case in

dence orB of both the effective temperatulié and the kink
velocity vy in the pre-exponential factor i(A4).

The motion of kinks along a dislocation occurs in the
dynamic regime, and their velocity, is determined by the
relationabr* = v, where on the left-hand side is the force
due to the stress* (Ref. 22 and on the right is the electron
drag force. The electron drag coefficiggifor a kink is pro-
portional to the drag coefficief® of a rectilinear dislocation:
B=a’Bll, wherel is the width of the kink As a result, we
have

Uk(T* B)Z b7 .
’ aB

(AB)

In individual cases where the external stresscting on
a crystal or the internal state of the crystemperaturer,
drag coefficientB, etc) are rapidly changing for all of the
dislocations or for sufficiently long individual segments of

which the fluctuation regime of dislocation motion prior to
then—s transition persists after the transition as well, i.e., the
dynamic stage is absent, atg=t;. In that case the starting
creep rates(t,,g) and the maximum rate(t;) corresponding

to the time at which the fluctuation stage beginst,,, will

be given by the expressions

H o2
. _ 2 12 - ¢c¢m
en(ths) = p(abrgvyp) ex;{ 2kT*(5,-n,TaBn)},
(A9)
H o2
) _ 2 12 __em
es(the) = p(abrouys) eX[{ 2kT*(5Tn,T,BS)}’
(A10)

wherev,,, andv s are the velocities of the dynamic motion
of dislocation kinks under the influence of the effective stress
7 =7p in the normal and superconducting states, respec-

tively. According to formulagA3) and (A6) we have

dislocation lines, a steady-state regime of dynamic motion

can be realized which is described by a formula analogous to

(AB):

b7, A(T)

aB, T }

Ukn
2

Ukn= , Uks™ l+e (All)
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Using formulas(A9)—(A11), it is easy to obtain an ex- 8, [T s, 0g)\2
pression for the ratio of creep rateg(t,,)/en(tns). In writ- af= 3 )| Omt 5-In—
; . : 5kQo\ O Qo T
ing this expression we make use of the smallness of the
parametei®g /0 p<10"! (Ref. 19, which describes the in- 9s; O\t _5
: X8 pn+=—=In—| &.77. (Al6b)
fluence of the electron drag on the quantum tunneling of 5Q, T ™

dislocations through the Peierls barriers, and we restrict con-
sideration to the linear approximation in this parameter. In  We note that the empirical values of the coefficient
the quantum limifT<®, we obtain can be obtained in two ways, by plotting the experimentally
recorded curves of the creefe,q(t) initiated by then—s
A(T) transition in the coordinates, versusde, or in the coordi-

ety 1 1+exp— = nates Ireg versusde .
n- =_—In
en(thy) 2 2
+ &(E) 5’%4 hﬂ (A12a) 3. DYNAMIC CONSTITUENT OF THE CREEP JUMP
250\ Op 2kT AT THE n—s TRANSITION
The expression which is valid in the region of interme- It can be expected that the case described above, in

diate and high temperaturds=0p is which the fluctuational creep regime persists after rihes

transition, will be realized at temperatures close to the criti-

_ 1+ expﬂ cal temperaturd@;, where the transition-induced jump of the
| gs(t) 1 KT 51(0gn|[0p)% 4, drag coefficienB is not too large. At lower temperatures the
Nt 2 2 2 ) Om appreciable decrease Bfat then—s transition under condi-
s @\ -2 ACT) tions_vyherer’_‘ is_ c_Iose to the Peierls stres_s can I_ead to_ the
x| 6.+ _1|n_3> tanh _ (A12b) transition qf mdn_ndual segments of the dislocation strings to
Q T 2kT the dynamic regime of motion.

o o This possibility, which was analyzed in Ref. 23, is due to

The temporal variation of the strain incremef,(t) e inertial properties of a dislocation string, the role of
can be described by assuming that on an individual creegich increases in the superconducting state as a conse-
curve_the vana’qon of the parametéy, in accordance with quence of the small value of the electron drag coeffidint
(A8), is proportional toden(t): After completion of the transient stage |, these dislocation

« segments acquire a velocit§ determined by the relation

8,=68t - Seng(t). (A13) B.Vg=br, . (AL7)

Calculating the argument of the exponential function in  In describing the contribution of such segments to the
(A4) in the linear approximation in the strain incrementincrement of the creep deformation one should, of course,
Sens(t), we can write the equation of plastic flo2) in a  take into account the decrease of their total number with time
form corresponding to the empirical relati¢®): (the “exhaustion” procegsdue to the linear tension of the
dislocation strings and the presence of regions in the crystal
with locally high values of the internal stress> r— 7. We
note that the influence of the “exhaustion” of the density of
fast dislocations(moving in the dynamic regimeon the
The creep curve determined by this equation is describegreep kinetics is qualitatively equivalent to the influence of

d
7 9eng(t)

In T

—In&4(t)— C; e ne(t). (A14)

by the logarithmic expression

£4(ty)
ai

Seng(t)=agIn t+1

work hardening on the dislocations moving in the fluctuation
regime: both of these factors lead to a decay of the creep rate
with time.

The process of “exhaustion” of the fast dislocations can

be taken into account in the equations of the theory of creep
by analogy with the incorporation of the work hardening. We
denote by the symbgl, the total length of dislocation seg-
ments moving in the above-barrier regime per unit volume of
the crystal(the density of fast dislocatiopsIf pyq is the
Fhitial density of such dislocations, its decrease on an indi-
vidual creep curve can be assumed to be proportional to the
strain incremen®e(t):

o 25¢7p (A16a) pa=pdol 1—qde(t)], (A18)

K
Qo whereq is the exhaustion coefficient. The role played by the
In the region of intermediate and high temperatufe ( phenomenological parameters of the thepgy,andq, in the
=05p) the value of this coefficient depends in a complicateddescription of dynamic creep is the same as the role of the
way on the paramete?,,, and temperatur@: parameterg and « in the description of fluctuational creep.

The value of the coefficient of logarithmic creep
=C{1 depends, generally speaking, on the temperaiyre
the parametep,,, and the drag coefficierB or the tem-
perature® g proportional to it. However, this last depen-
dence can be neglected in view of the small value of the rati
Op./0p<10 1. As a result, for the coefficient; in the
quantum limit T<®p) we obtain the expression
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Their values for each particular situation that can be realizethe n—s transition. This assumption makes it possible to use
in an experiment can be obtained from an analysis of théormulas(A14) and(A15) for the description of stage Il both
experimental data. in those cases when it arises immediately after the transient
Using formulas(A2), (Al17), and (Al18), it is easy to stage | and in the presence of a dynamic stage Il between
obtain an equation describing the contribution of the dy-those stages.
namic mode of plastic flow to the creep deformation incre-
mentde(t) initiated by then—s transition. This equation has
the form corresponding to the empirical relati(®)

This study was supported by the Target Program of the
Department of Physics and Astronomy of the National Acad-
emy of Sciences of Ukraine, subject 1.4.10.1.8.

d
gl oendU]=&(tm) = Cadeng(t); (A19)
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The size dependence of the rms amplitgdé)*2 of the atoms in free clusters of krypton is

determined for the first time, by an electron diffraction technique. The meaNsifehe clusters
formed in supersonic jets of krypton varied fronx10° to 2x 10* atoms/cluster. It is

found that(u?)'? increases with decreasing cluster size. A comparison of the dependence observed
in experiment with that calculated with allowance for the fractional contribution of surface

atoms shows that for clusters witte=4x 10° atoms/cluster the increase @f?) "2 with decreasing
N is due solely to the growth of the relative number of surface atoms. The correlation

between the calculation and experiment vanishes e X 10° atoms/cluster. In that case the
experimental values are considerably higher than the calculated value, a circumstance which
indicates that in small aggregations there are other factors besides the surface which contribute to
the growth of(u?)¥2, © 2003 American Institute of Physic§DOI: 10.1063/1.1542480

Clusters, which are small complexes of microparticles, The generator of the ultrasonic cluster beam is described in

occupy a middle ground between isolated atoiis mol-  detail in Ref. 2. The mean sizZd of the clusters(i.e., the
ecule$ and bulk samples. This makes for distinctive proper-average number of atoms in a clugtems varied by varying
ties of nanocomplexes, which are of interest both for basighe gas pressurie, at the entrance to the nozzle, which was
physics and for technical applications. Of particular scientifichg|q at a constant temperatufg. The average characteristic
significance is the study of rare-gas clusters. This is becausg,ear dimensions [A] of the crystalline clusters was deter-
of the rglatively simple charact_er of the. forces of intermo—mined from the broadening of the diffraction peaks by the
lecular interaction in these objects, which makes them ag o) ihown Serlyakov—Sherrer relation with allowance for
extremely convenient tool for the critical verification of the the additional smearing of the peaks on account of the pres-
different theoretical models describing the properties of ClusEance of stacking faults. A statistical processing of the results
ters. of the observations showed thétvas determined to a rela-

In this paper we present the results of an electron dlf-tive arror of +10%.

fraction study of the size dependence of the rms displace- L . .
y P P For finding the lattice parametexr,, of the crystalline

ments(u?)Y? of the atoms in krypton clusters which are free _ . i :
of substrates. Such studies have been done previously fg}usters we made photographic recordings of the difiraction

argon clusters. The studies on krypton will yield more- patterns. The relative error iay was t(o.l—.O.S)O/.o, de-
complete information about the size dependencéudj? pending on the degree of smearing of the_d|ffract|on peaks
for rare-gas clusters, will expand the size region of atomic®n account of the cluster size. We determined the tempera-
complexes that can be investigated and will shed some ligHt're of the clusters with the aid of data on the lattice param-
on the features that have been observed on the size depeff€r and its temperature dependence which were obtained in
dence of(u?)*2 in argon and which are characteristic for Ref. 3 for Kr island films with a coherent scattering region
clusters of heavier rare gases. Another important goal of thi¥ith a characteristic linear dimension of 40-60 A.

study is to establish the contribution of the cluster surface to ~ The intensityl of the diffraction peaks was established

the experimental value of the rms amplitude of the atoms. by processing diffraction patterns that had been obtained us-
ing electrometric registration. The relative error of determi-

nation of the intensity was usually not more thar3%.
The techniques used to determine the device constant
Observations were made by the electron diffraction tech2L\ (L is the distance from the diffraction region to the
nique on an apparatus with the following basic componentstecording device, andl is the electron wavelengtfand the
an ultrasonic cluster beam generator, a liquid-hydrogeninstrumental width of the diffraction peaks are described in
cooled cryogenic condensation pump for removing the gafef. 1.
jet, and a standard NER-100M electron diffraction unit. A For finding the value of the rms displacements of the
detailed description of the apparatus is presented in Ref. latoms of the cluster we used the dependence of the tempera-

EXPERIMENTAL TECHNIQUES AND RESULTS
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_ FIG. 2. Size dependence of the rms displacements of the atoms, normalized

2 2 2 . - . .

S 290~ S E A to the value in the volume. The solid line corresponds to a calculation taking
the fractional contribution of the surface into account; the results of the

FIG. 1. Logarithm of the normalized intensity of the diffraction peaks ver- observations are denoted by circléfs).

sus the difference of the squares of the diffraction vect8fg—W2,,, in

the case of clusters with mean sizégatoms/cluster 1450 (M); 2900 (0J)
12500(0O). The following reflections were used in constructing the graphs:

(111, (200, (220, and(31D). zontal axis N=Vm/v, whereV is the volume of a cluste,

is the volume of the unit cell, anah is the number of atoms

in the unit cell; for the fcc lattice we haven=4 and N
ture factor of the intensity of the diffracted rays exf@M)  =275%3a%, wherea is the lattice parametgrand along the
on the diffraction anglé. In the case of the fcc lattié®ne  vertical axis are the values 06%)12, normalized to the rms
hasM =8m?(u®)sir? 6/3\%, where(u®) is the mean square djisplacement of the atoms in the volume. The values of
value of the total displacement of an atom from its EQUi|ib-<u2>1/2 obtained from experiment are denoted by circlets.
rium position. The solid line corresponds to a calculation taking the surface

Thus the integrated intensity of the diffracted rays re-contribution into account and which was done as follows. We

flected by the system of plangbkl} can be written in the assume that the clusters have a spherical shape. In the case of

form free clusters formed under conditions of isentropic expansion
1672 sir? 6 (u?) of a gas jet, this assumption is completely correct. We let
=1 oAnki ex;{ - TT) (1) be the radius of the spherical cluster, and tl&en2r. We
denote the thickness of the surface layenas In this case
or the volume of a cluster i¥=(4/3)7r3, and the volume of
321k|<U2> the syrface layer is =47-rr.2Ar. The relative fraction of at-
L= 0Anki eXF{ - T) (2)  oms in the surface layer is equal to
. ) . . . v 3Ar
where S, ;=4 sind/\ is the magnitude of the diffraction n=y=-—" (4)
vector, Ay, is the product of all the intensity facto(ahich
are constant for the given system of reflecting plameesept The mean square amplitude of the atomic vibrations

the temperature factor, arg is the intensity of the primary measured in experiment is given by the relation
electron beam. Sinclg can vary noticeably from run to run, N 2 _ 9

it is advisable to normalize the intensity of the diffraction (U =n{ufs+ (I=n) Uy, ®)
peaks by one of the prominant peaks, e.g., @20 peak. where(u?), and(u?)s are the mean square amplitudes of the

Thus we determinedu)? using the relation atoms in the volume and in the surface layer, respectively.
[oo A (u?) If we consider only the surface layer, assuming that it is
I (# %)) = T(ngo— S, (3  monoatomic, and ignore the much weaker contribution of the
220 Mhkl

next two subsurface layers, then in accordance with the
which establishes the connection between the logarithm dheory of Refs. 5 and 6 we can write?)s=2(u?),. Sub-
the normalized intensity of the diffraction peak and the dif-stituting this value ofu?) into Eq. (5) and taking Eq.(4)
ference of the diffraction vectors. into account, we obtain
As we see in Fig. 1, the slope of the experimental 3AT
straight lines increases with increasing mean cluster size. (u2)=(u?), 1+_)_
Since the slope is proportional to the mean square amplitude r
of the atomgsee Eq(3)], the observed behavior attests to anThe thicknessAr of a monoatomic surface layer is taken
increase in(u®) as the cluster size decreases. The size degqual to the distance between the centers of two nearest-
pendence of the rms displacements of the atoms is shown ifeighbor atoms. Then in the case of crystalline clusters with
Fig. 2. Here the values di ~« 1/ are plotted on the hori- the fcc lattice we have

(6)
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_ av2 N is due solely to growth of the relative number of surface
Ar= J () atoms. However, the correlation between the calculation and

experiment vanishes whévi<3x 10° atoms/cluster. In this

case the values ofu?)'? determined from experiment are

+0.005 A and, consequenthir =4.18+0.005 A. substantially Igrggr than the _calculated values._ Thus the ob-
served effect indicates that in small aggregations there are

From the value of th_e parametag, and its temperature other significant factors acting besides the growth of the frac-
dependence we determined the temperature of the clusters I ) e O . .

o . 12 tional surface contribution whose identification will require
which is needed in order to fini)y,“. It was found to be

55+ 3 K. The mean square atomic amplitude for the vqumeadd'tlonal theoretical analysis. Such an analysis will be done

of the cluster was calculated using the relation In the future.
We should mention in closing that the experimental size
9h? T [16p 0o

o dependence ofu?)Y/? for krypton turned out to be qualita-
(u >V_47r2mk0D 05 Z?“L‘P T/ ® tively similar to that observed previously for argbihe
whereh andk are Planck’s and Boltzmann’s constantsjs

guantitative difference lies only in the fact that for small
) clusters the amount by which the experimentally observed

fche mass of an atorf, is the temperature of the CIUSt@D mean square amplitude exceeds the calculated value is some-
is the Debye temperature for a bulk crystal, as(@p /T) is what less for krypton than for argon
the Debye function. _ _ The authors thank ET. Verkhovtseva and V. N. Samo-

If M is the atomic mass in a.m.u. and the amplitude of 5,y for 4 helpful discussion of the results of this study.
the atomic vibrations is expressed ingstroms, then EJ8)
takes the following numerical form:

424 T[16 |[6p
?

2\ _
u)yy=———|—-—+
(W Mabp Opl4 T 7
) 'S, I. Kovalenko, D. D. Solnyshkin, E. T. Verkhovtseva, and V. V.
In accordance with the x-ray data, a Debye temperature Eremenko, Fiz. Nizk. Temp0, 961 (1994 [Low Temp. Phys20, 758
6p=65 K was used in the calculations. The value of the2(19A94>}]<-t A P Vtenko. G. V. Dabroval<kava. V. Y )
. . . A, Katrunova, A. F. enko, G. V. Dobrovol'skaya, V. I. Yaremenko,
factorg in square brackets has .been tabulated as a function o nd E T. Verkhovtseva, Prib. Tekh. EksB, 208 (1977.
6o /T in the monograph by Guinelr. 3S. 1. Kovalenko and N. N. Bagrov, Trudy Fiziko-Tekhnicheskogo Instituta
From the discussion above we were able to find the de- Nizkikh Temperatur AN USSR, Fizika Kondensirovannogo Sostoyaniya,

pepdence 0(u2)1/2 on N™ % with aIIov_vanc_;e for _the contri- 4:AS.SlJ(Sejijiwi:r:? El'lt?go]iie et Technique de la Radiocristallograph@unod,
bution of surface atoms. As we see in Fig. 2, in the case of paris(1956, Fizmatgiz, Moscow(1962).

large clusters the experimental points are in rather goocPA. Maradudin, Solid State Phy48, 273(1966; 19, 1 (1966, Defekty i
agreement with the results of the calculation. It follows Kolebatelny Spekir Kristalloy Mir, Moscow (1968.

that for clusters with a mean size greater than ‘- FPeresadaandE.S.Syrkin, Surf. So 293(1976.

4x10° atoms/cluster, the increase(@f)Y? with decreasing Translated by Steve Torstveit

wherea is the lattice parameter. According to our data, the
lattice parameter of krypton clusters iy, ,=5.683

*E-mail: verkhovtsev@ilt.kharkov.ua
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Anomalous diamagnetism in the intermetallic compounds CaPb 5 and YbPb 5
A. E. Baranovskiy,* G. E. Grechnev, G. P. Mikitik, and I. V. Svechakarev

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
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Fiz. Nizk. Temp.29, 473-476(April 2003

A theoretical study is made of the features of the band structure and orbital magnetic
susceptibilityy of the intermetallic compounds Cafand YbPR. It is shown that the anomalous,
strongly temperature-dependent diamagnetism observed earlier in experiments on these
compounds is of an interband origin and is due to the presence of degenerate electronic states in
the immediate vicinity of the Fermi level. The characteristics of the degenerate states for

the two compounds are determined by reconciling the calculgfed dependence with
experiment in the temperature range K<300 K. © 2003 American Institute of

Physics. [DOI: 10.1063/1.1572412

Electronic topological phase transitions upon passage qfounds CaPpand YbPR correspond to the presence of band
the Fermi leveE through critical points of the spectrdrim  degeneracy near the Fermi level and to the theory of orbital
a system of slightly split bands are usually accompanied bgusceptibility. That is the subject of this paper.
sharp features in the behavior of the orbital components of The electronic structure of the compound CaRbcal-
the magnetic susceptibility of the electrong:® In some  culated from first principles with the use of the method of
cases of degeneracy of the bands the theory gives a formallinearized MT orbitals with the total potenti&l. The
divergent result for the orbital magnetism &t=0 if the  exchange—correlation potential is examined in the frame-
Fermi level coincides with the energy at the point of work of the local approximation to the theory of the electron
degenerac§® It has been showi that the divergence iy density functional* Scalar relativistic effects and the spin—
is due to the interband contribution to the orbital magneticorbit coupling is taken into account at every variational step
susceptibility. In real systems, in the presence of impurityof a self-consistent calculation of the crystalline potential
scattering and at finite temperatures, such a situation corrénd band structure.
sponds to the “giant” diamagnetic anomalgo called be- Figure 1 shows the energy spectrum obtained for GaPb
cause of the ratio of the scale of the effect to the volume ofn the vicinity of the Fermi level for th&XR direction in the
the states participating in )it It has been observed in Brillouin zone of the simple cubic lattice. It is seen that even
graphite? beryllium® certain bismuth-based alloy§, and with a strong spin—orbit coupling, the crossing of the
aluminum?® branches of the spectrum on ti& line is preserved because

Band degeneracy and the susceptibility anomalies ass@f the presence of the heavy element lead. The point of de-
ciated with it occur not only in simple metals and semimetalsgeneracy of the bands is indeed very close to the Fermi level,
of the sp type but also in intermetallic compounds of transi- and the structure of the spectrum in the vicinity of the Fermi
tion and rare-earth metals. For example, there is reason {gVvel can be approximated by the expression
assum® that the diamagnetic anomalies in the quasibinary 5 5 5
alloys Laln,_,Sn, with a cubic lattice of the AuCutype't is E(K) =q+aks™ Vbaki+ by +badks, @)
of just such a nature. The amplitude of the anomalies whiclyhere ¢, is the energy of the degeneracy poikt,are the
are observed at concentrations 0.3 andx=2 exceeds the components of the wave vector drawn from the point of de-
total spin paramagnetism of tisg- andd-electron band$’  generacy in the directions parallel {a00], [1—11], and
Of particular interest in this connection are the structurallyj011], respectively. The values of the coefficierats by,
analogous isoelectronic compounds CaPdnd YbPR,  b,,, and by; and of the local chemical potential level
where Yb is found in the same divalent state as Ca. The total=E.— ¢4 for CaPly are given in Table I.
number of valence electrons in the unit cell of these com- Because of the tendency for Yb to change its valence
pounds and in that of the alloy Lajn,Sn, is the same pre- state, a band structure calculation for the compound ¥liPb
cisely atx=2, and they should also have anomalous diamaga separate, rather complicated problem and will not be car-
netism at low temperatures; this has indeed been observed fied out here. As an initial approximation for the analysis of
experiment?!® However, unlike the Lalp ,Sn, system, the susceptibility of YbPpwe have used the calculated band
this diamagnetism is not smoothed out by the disorder in thgpectrum parameters of CaPb
lattice of the concentrated alloy and is not masked by the The magnetic susceptibility of crystals having a point of
spin paramagnetism, since the contribution ofdhelectrons  degeneracy of the bands nd&r can be written in the form
to the density of states at the Fermi level in the these comef a sumy = x4+ x4, whereyq is the main contribution, due
pounds is small. It remains to check whether the anomalouto the band degeneracy, ang is the background suscepti-
diamagnetism and its temperature dependence in the corbility of the sample, which includes all the remaining contri-
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X R FIG. 2. Temperature dependence of the magnetic susceptibility of the com-

pounds CaP(®; Ref. 13 and YbPR (O; Ref. 13. The solid curves are the
FIG. 1. Electronic spectrum of the compound Caftb the vicinity of a results of the theoretical calculation.
point of degeneracy of the bands. The inset shows the Brillouin zone of a
simple cubic lattice.

butions and is assumed to be independent of temperature. gfiemical potentia’=¢{(T), which is determined by a nu-
Ref. 6, on the basis of the general theory of orbitalmerical method from the density of states curve found with
susceptibility!® the appearance of different types of band de-allowance for the Fermi distribution function. To avoid mani-
generacy in the susceptibility was analyzed, and a unifiefestations of mechanisms other than single-particle thermal
model of the spectrum was found which is consistent withexcitations for the influence of temperature on the electronic
the giant anomalies of. The spectrun(l) is a particular ~ states and susceptibilisee, e.g., Ref.)5we restricted the
case of it. The corresponding expression for the bulkanalysis of the functio(T) to the temperature range 0—-300

susceptibility with allowance for the symmetry of the Bril- K (Fig. 2). The only exception to this was the choice of the
louin zone(Fig. 1) has the form cutoff parameter/,, which has practically no effect on the

character of the functiow(T) but regulates the background

Xa=AF(L,T), (2) part yq. For the sake of definiteness a valilg=10 mRy
where was taken, which, with allowance for the calculated Pauli
) spin susceptibility, equal to 10 ° e.m.u./mole, produces
A:i(i 4 agreement with the experimental value pfT) near the
67\ hC/ \byyboobas melting temperature.
) In a calculation of the susceptibility a defining role is
X[D11P22+ byibsst babss—a“ (bt bao) ], 3 played by the band parameteksand £(0). The accuracy of

{ode 1 1 determination of¢(0) in a band calculation from first prin-
F(g,T)=f — - ciples is usually a few millirydbergs, and this parameter is
0o € —e—( e—( ) . ) »
1+exp( ) 1+ ex;{ ) the first to be refined in reconciling the calculated and mea-
T T sured susceptibilities. Furthermore, the featureg afe sub-

stantially influenced by the scattering of conduction electrons

Here ¢, is the so-called “cutoff parameter,” which restricts on different kinds of imperfections of the crystal lattice. The
the domain of application of the model spectrum and whichinfluence of defects on the magnetic susceptibility was taken
satisfies the conditiodip>T,|¢|. The scale coefficienA for  into account as in the calculations of the orbital susceptibility

CaPh is found from the data in Table | is given there asof alloys?*®!’through the introduction of an additional pa-

well.

For calculating the susceptibility, formuld®) and (4)

rameter: the effective scattering temperattigg It is analo-
gous to the Dingle temperatuiig, in the quantum oscilla-
were supplemented by the temperature dependence of thiens of the susceptibility = 7Ty ; Ref. 17 and serves as

TABLE |. Parameters of the energy spectrum for the compounds Caftb YbPh.

Compound a", erg-cm by, ergcm2 | by, erg?cm2 | by, ergzem? | A, em.ufom ¢, mRy Tee, K
CaPb, 8741072 26510741 10210739 13910738 115.107* 1.1 50
YbPb, - - - - 1-107° 0.4 16

Note: An asterisk § ) denotes parameters obtained by a calculation from first principles.
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a second adjustable parameter for reconciling the calculatiofe-mail: baranovskiy@ilt.kharkov.ua
with experiment.
The results of a calculation of the temperature depen-
dence ofy for the compounds CaRland YbPR, presented  I. M. Lifshits, Zh. Eksp. Teor. Fiz38, 1569(1960 [Sov. Phys. JETRL,
in Fig. 2, corresponds to the optimal choice of paramefers 2é13|0\(/19|?0]- 4 1.\, Svechkarev, Usp. Fiz. Nadi2 363 (1979
H . . . l.Verkin ana |. V. svechkarev, Usp. Fiz. Nal .
andTSC (and alqu Ir_] the case of YbPJ) given in Table |. 3S. S. Nedorezov, Fiz. Nizk. Temp, 1047 (1976 [Sov. J. Low Temp.
As can be seen in Fig. 2, the calculaped) curves for both Phys.2, 515(1976].
compounds achieve good agreement with the experiment&M. P. Sharma, L. G. Johnson, and J. W. McClure, Phys. Re, B467
daté?® for a minimal correction of the band parameters ob- _(1974- . _
tained from first principles. For example, the difference of G. E. Grechnev, 1. V. Svechkarev, and Yu. P. Sereda, KspETeor. Fiz.
L principies. nple, 75, 993(1978 [Sov. Phys. JETRS, 502 (1978].

the parameteA in these compounds is not more than 15%, 6. p, Mikitik and I. V. Svechkarev, Fiz. Nizk. Temf5, 295(1989 [Sov.
even though the ions Ca and Yb belong to different classes ofJ. Low Temp. Phys15, 165(1989].
metals, and the corrections to the calculated value; of 'GP Mikitik and Yu. V. Sharlg Fiz. Nizk. Temp.26, 54 (2000 [Low
amount to fractions of a millirydberg. The values found for Temp. Phys26, 39 (20001 :

) Yy g. ; o 8N. B. Brandt and M. V. Semenov, ZhkBp. Teor. Fiz.69, 1072 (1975
the scattering temperatufsee Table)l are quite realistic for  [Sov. Phys. JETR2, 546 (1975].

ordinary samples prepared without special care for their®S. A. Vorontsov and I. V. Svechkarev, Fiz. Nizk. Ten#8, 274 (1987
perfection13 [Sov. J. Low Temp. Phy<3, 155(1987].

. . 1°G. E. Grechney, A. S. Panfiloy, I. V. Svechkarev, A. Czopnik, W. Suski,
Thus we have obtained proof that the anomalous dia- 5q A. Hackemer, J. Phys.: Condens. Ma@e6921 (1997

magnetism in the compounds CaRind YbPR is linked to  ™A. M. Toxen, R. J. Gambino, and L. B. Welsh, Phys. Re\8,®0 (1973

band degeneracy in the vicinity & and to the correspond- _J. Lawrencejbid. 20, 3770(1979. _ ,

ing singularity of the orbital susceptibility. It can be assumed B Stalinski, A. Czopnik, N. lliew, and T. Mydlarz, iRroceedings of the
. International Conference of Magnetism, Nauka, Moscow 197349.

that an_alogous points of band degeneracy near t.he Fermi; c. p. Kiaasse, F. R. de Boer, and P. F. de Chatel, Physit26B178

level exist in other related compounds and pseudobinary sys-(1982.

tems RM having structures of the AuGuype (definitely 1“O.‘Eriksfsgnl_gnltj| J. M. VI\DIiIIs, irEIedctrgnig Struth,ur(ﬁ a;goPhysicze;I?Prop—

including LalnSy alloys). The diamagnetic anomalies can 15E"'§3k%yafn'aSpr‘g%“?rshe(:fy;f]&')70‘2'&%‘373‘) erlin(2000, p. 247.

be used to monitor the position of the Fermi level relative toisg_ . Grechnev, I. V. Svechkarev, and J. W. McClure, Fiz. Nizk. Tep.

these energy benchmarks with an accuracy to a fraction of a324 (1980 [Sov. J. Low Temp. Phys, 154 (1980)].

- . . . 17 P P

millirydberg and can yield valuable information about the . A Yorontsov a”dpfr’]- g-g%cggfg%ovr Fiz. Nizk. Temf, 639 (1978

reaction of the bands in these systems to different perturbing[ ov. J. Low Temp. Physl, 308( !

influences. Translated by Steve Torstveit
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