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The temperature dependence of the diffusion coeffidig{fT) of a probe particle with a

diameterd,, of several nanometers and moving in a quantum crystal with a narrow vacancy band
Q,<Tmer Changes substantially, as a result of interactions with thermal vacancies, with
decreasing temperature in the rafgg,=T,=Q, , where a transition occurs from classical
thermally activated vacancy hopping to coherent motion of delocalized vacancies. Moreover, in the
transitional rang& =~ T,, the diffusion coefficient of a probe particle in a viscous vacancion

gas can increase if the effective vacancion mean-free path length is small compared to the particle
diameterl ,<d, and increases with decreasing temperature more rapidly than the

concentration of thermal vacancirs~exp(—E,/T). For T<T,, in a rarefied vacancion gas
wherel,>d, the particle diffusion coefficienD ,(T) ~x,S,, decreases as, if the cross section

Syp for the inelastic scattering of a vacancion by a probe particle is a weak function of the
temperature. The model developed in this paper can be used to describe the diffusion of positive
charges irfHe hcp crystals, grown at pressures above the lowest solidification pressure of
helium, and negative charges in parahydrogen crystal20@3 American Institute of Physics.
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1. INTRODUCTION Detailed calculations of the behavior of the diffusion co-

According to Andreev's classificatidruuantum crvstals efficient of impurities in quantum crystals with a narrow im-
g q y purity band at temperaturée<T,, for the diffusion of°*He

are crystals where the probability of classical thermally acti- . 4 a4
vated site-to-site hopping of point defects in a crystal IatticeImpurlty atoms in"He hep Crystals Q3 /Tmer~10°7) and a

becomes comparable to the probability of subbarrier quan(_:omparison of the calculations and the results of direct NMR
measurements of impurity diffusion with different content of

tum tunneling of defects at sufficiently high temperaturgs i .

close in order of magnitude to the melting poin}e; of the He atoms in aHe sample.are presented. in Refs. 1 gnd 3.

sample(the temperaturd, in ordinary “classical” crystals Here we ;hoqld also mgnnon the theoretpal calculations of

is exponentially low compared t8,c,). If the widths Q, the self-diffusion co_eff|C|ent of molecules p_er_parahy—
Jdrogen crystals, taking account of the contributions of clas-

and Q;, respectively, of the energy bands of point defects". . i o
(vacancies and impurity atoms or molecules in the experi- sical above-barrier and quantum subbarrier transposition of

mental quantum crystal are much less tHen.,, then at molecules.arld vacancies occupying neighboring sites in the
high temperatures close to the melting point of the sampleSTystal lattice; and NMR measurements of the self-diffusion
T~Tmer> Ty the diffusion of point defects is described by Co€fficient(more accurately, diffusion af-H, impurity mol-
the same laws as in an ordinary “classical” crystelassical ecules; see Ref)&nd the diffusion coefficient of deuterium-
thermally activated diffusion; see, for example, Ref. m  hydrogen HD  molecules Q3/Tre~107%) in p-H,
the low temperature limitf <T,, point defects are delocal- Crystals’ In the experiments of Re® a transition was ob-
ized and defecton waves, or defectdnsrrespondingly, va- served from thermally activated diffusion of localized HD
cancions, impuritonscan freely propagate in the volume of molecules to coherent motion of delocalized impuritons
a perfect quantum crystal. In a sample of finite size the efwhen the sample was cooled below 10 K. The maximum
fective travel distances of these quasiparticles are limited bjravel distances of impuritons in these samples at tempera-
scattering at the surface of the sample, just as the travédres T<8 K were limited by scattering by orthohydrogen
distances of phonons or electrons in a perfect metallic crystanolecules and decreased with increasing content of the im-
at temperatures close to zero. purity o-H, in the sample. A transition to itinerant motion of

In the transitional rang&~T,,, where the predominant 0-H, molecules in self-diffusion experiments has not been
mechanism of diffusion of defects changes, the effectiveobserved, probably because the orthohydrogen molecule
travel distances of defectons are short and comparable iwhich at high temperatures is a freely rotating rotator
order of magnitude to the crystal lattice constant of thestrongly deforms the surrounding crystal matrix opeH,
samplel,, I;~a~0.3 nm. Here scattering of defectons by crystal, so that the corresponding width of ieH, impuri-
phonons or mutual defecton-defectofor example, ton band is appreciably smaller than that of the band of the
impuriton-impuriton scattering and scattering by defects of HD impurity molecules.

a different naturédynamical or static shift of defecton levels In the present paper the characteristic behavior of the
in the terminology of Ref. Bcan play the main role here, diffusion coefficientD,(T) of vacancies and the diffusion
which is what results in defecton localizationat- Ty, . coefficientD ,(T) of a classical probe nanoparticle with di-
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ameterd, of the order of several nanometerd &a) is  cientD,(T) calculated from the mobility of a probe particle
discussed. The probe particle moves as a result of the inteis determined, to a first approximation, by the sum

action with thermal vacancies in a quantum crystal with a

narrow vacancy ban@®,<T,.. This question has not been Dy(T)=Dg(T)+ D, (1)
previously investigated in detail in the literature; we have
published a brief noté Naturally, when discussing the tem- . qu e .
perature dependence of the diffusion coefficient(T) of cancies an, " to diffusion N & vacancion gas. -
vacancies in a crystal with a narrow band we employed the We recall that the behavior of the diffusion coefficient of

well-known computational results® obtained for the behav- a probe particle in the high- and low-temperature limits has
ior of the diffusion coefficienD4(T) of impuritons in“He been studied theoretically in detail. The behavior of the co-

crystals. efficient D in the transitional rang&~ T, where vacan-

cion travel distances are comparable to the crystal lattice
constanta of the sample and can be much less than the
diameter of the probe particle

WhereD;I corresponds to diffusion in a gas of classical va-

2. VISCOELASTIC FLOW OF A QUANTUM CRYSTAL

Viscoelastic, i.e. vacancion, flow of a crystal around a
probe particle is one of the basic mechanisms whereby of a

small particle moves under the action of an external farce-requires additional analysis. Under the conditié?)sa probe

In a coordinate system tied to the probe particle incidenfaricle moves under the action of an external force in a
vacancies are absorbed and emitted at the surface of the pgfanse gas of vacancions. In a coordinate system tied to the
ticle, so that the probe particle can be treated as moving in Barticle this corresponds to viscotig/drodynamig flow of a
“gas” of classical vacancies or in a gas of vacancions which,5:ancion gas around the probe particle.

are inelastically scattered by the probe particle. As noted in | is obvious that forl ,<a the probability of subbarrier
the Introduction, taking account of the tran_sition, as tempera_funm:)”ng is much lower than the probability of classical
ture decreases, of the sample from classical thermally actiermally acted site-to-site hopping of localized vacancy, i.e.

vated diffusion vacancies to coherent motion of vacanciong|assical above-barrier transposition with a nearest neighbor
should have a substantial effect, first and foremost, on th%\tom or moleculgin the crystal lattice.

l,—a<d, 2

temperature dependencBg(T) andDy(T). However, this In the low-temperature limit the condition
guestion was not investigated in detail.
The vacancion mechanisms of the diffusion of charges l,>d, 3

(more accurately, charged nanopartitlesoduced in solid

helium by radioactivity are discussed in detail in Refs. 8 andcorresponds to Knudsen flow of a rarefied vacancion gas
9. It is supposed that a negative charge is an electroniground a particle in a perfect crystal.

vacuum bubble with radiu®_ of the order of 1 nm(this The temperature dependences, expected from qualitative
model has been confirmed experimentsliy a study of the considerations, of the diffusion coefficiedt,(T) of thermal
absorption of infrared light by negative charges’ite and  vacancies and the diffusion coefficieb,(T) of a probe
3He crystals in the hcp phaseThe structure of the positive nanoparticle in a crystal with a narrow vacancion band are
charges produced by irradiation in solid helium or hydrogenshown schematically in Fig. 1. For convenience a semiloga-
has still not been determined definitively. It can be conjecithmic scale lo@=f(1/T) is used. The figure also shows
tured by analogy to liquid helium that a positive charge is athe variation of the relative concentration of thermal vacan-
snow ball with average raditR, of the order of nanometers Ci€sX,(T)~exp(-E,/T), wherek, is the free energy of va-
and consisting of a positively charged molecular ion sur-cancy formation.

rounded by a layer of helium atoms or hydrogen molecules ~ Three temperature ranges are distinguished in Fig. 1.
which are confined by electrostatic attraction forces; this ~ ——High temperaturesT~T—the region of classical
snow ball moves as a whole in the crystal under the action ofhermally activated diffusion. The vacancy diffusion coeffi-
an applied electric field. Charge motion in the presence of afientD{'~(1/6)a?/t, wheret™*~exp(~E,/T) is the above-
interaction with localized vacancies or with vacancionsbarrier site-to-site hopping frequency of a vacancy in the
propagating freely through the sample, i.e. the high- and@rystal lattice ancEy, is the height of the potential barrier
low-temperature limits in our classification, is studied in Separating a vacancy and a matrix atenoleculg which are

Refs. 8 and 9. Reference 14 is likewise devoted to theoreticaPcalized in neighboring sites of the crystal lattice. The well-

) o> e L _ ol e
long-wavelength vacanciorfow-temperature limijtin solid ~ CoefficientD ,;=D(T) of a probe particle:

“He. The agreement between the proposed theoretical mod-
els and the available experimental data on charge mobility in
solid helium requires a separate detailed discussion, which ~ A%, D%~ exp{ — (E, +Ep)/T}. (4)

falls outside the scope of the present paper.

Let us consider the behavior of the diffusion coefficient The numerical factoA® is proportional to the ratioa(/dp)3
D,(T) of equilibrium thermal vacancies and the diffusion of the specific volumes of the vacancy and the probe
coefficientD,(T) of a probe nanoparticle interacting with particle®® For qualitative estimates it is assumed that the
vacancies in a quantum crystal with a narrow vacancy bandctoncentration of thermal vacancies around a probe particle is
Direct measurements of the vacancy diffusion coefficient inclose to their equilibrium concentratiog) in the volume, i.e.
“He andp-H, crystals are difficult to perform. The coeffi- the diffusion activation energy of a probe particle in region |

D§(T)=Dgexp(—E§/T)
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e the diffusion coefficient of a weakly localized vacancion
: drifting in a random potential field produced by other vacan-
1 o cies is proportional

DW(T)~x, **—exp(4E,/3T), (7)

i.e. D grows exponentially with decreasing temperature.
When the average intervacancion distance exceeds the
elastic interaction radius of vacancioms; r, which corre-
sponds tx,<Q, /U, the vacancion-vacancion elastic scat-
tering cross sectioi$,,~r3 is independent ok,, and the

vacancion diffusion coefficient can be written as

Dy, Dp, Xy, arb. units

DI(MI=V, I —%, %, ®)
where 1,,=a%(x,S,,) is the effective mean-free path
length.

Let us now examine the behavior of the probe particle
D diffusion coefficientD}" in the transitional range. If the
MR ! ! vacancion-phonon interaction predominates n&ar then
0.5 1.0 1.5 2.0 the nanoparticle diffusion coefficient

/T, 1/K
FIG. 1. Temperature dependences of the vacancy diffusion coeffdignt

the probe-particle diffusion coefficie,, and the vacancy concentration
X

DIY(T)=Aqx,Don~exp —E, /T)T? 9)

can likewise increase with decreasing temperature provided
that the effective vacancion mean-free path lerigth and
correspondinglyD®, (5) increase more rapidly thar, *

with decreasing temperature.

is E§=E,+Ej,. The question of the vacancy concentration  |n a viscous gas of strongly interacting vacancions at

around charged probe particles in quantum crystals requirestamperatures such that the inequalidy is satisfied,
separate study?

[l—Transitional temperature ranges Ty, |,<d,. The DIYT)=A% DM ~x Y~ expE,/3T), (10
nanoparticle moves in a viscous gas of vacancions. The tem- P e ’
perature dependences of the vacancion diffusion coefficiente s the sample is cooled, the exponential decrease of the
D{(T) and the probe-particle diffusion coefficidf(T) in coefficientD ,(T) in the range | is replaced in the range Il by
region Il depend on the nature of the interaction that limitsy, exponential increase. FRy<Q, /U, in the temperature
Iy . ) ) . range wheré,,~x; 1< d, (motion of weakly interacting va-

If vacancion-phonon scattering plays the main rolé neagancions in a viscous gaghe particle diffusion coefficient
Ter: 1,=1,pn, then as estimated in Refs. 1 and,3~T""  payr)—x D% is temperature-independent. This regime

wheren~9, and the vacancion diffusion coefficient in the ¢q |4 he observed in experiments with large-diameter probe
transitional range will increase with decreasing temperatur%artide&

as a power law

v

lll—Low temperaturesT<T,, |,=L>d, (L is a char-
Dﬂ”(T)=Dﬁﬁh(T)%Vvhjph—T*g, (5) a.cterlstlc.dlr.ne.n5|on of the §am§nleThe vacancion travel
. ) o distance is limited by scattering by the surface of a perfect
where V, is the vacancion velocity in the band and  ¢rystal or by static defects in the interior volume of an im-
=akQ,/h. ) ) ] ) perfect sample. The vacancion diffusion coefficient is deter-
When vacancion-vacancion scat'termg prgdommates thgined by the product, |, and is temperature-independent.
temperature dependen@x)*=D;(T) o3 determined by the The diffusion coefficient of a probe particle is propor-
vacancy content in the volume(/a”) and by the elastic  {jonq) 1o the vacancion concentratiap and the vacancion-

interaction energy of vacanciés=Uy(a/r)®=Uyx, .! Here particle inelastic scattering cross sectm:l'&g'll
r=a/x? is the average distance between two vacancions

and U, is their interaction amplitudeW,>Q,). For high qu_p2 2
concentrations, > (Q,/3U,)%* vacancions are localized, so D=0, (kQ, /N)(S,p /7). @
that classical thermally activated site-to-site hopping of va-
cancies plays the main role. The vacancy diffusion mechat-he
nism changes as, decreases. At temperatures wherés
greater than the vacancion localization radiuR
=a(3U,/Q,)"*but less than the elastic interaction radius of

vacanciong ,=a(Uy/Q,)*?, i.e.

If the cross sectiol®, , is temperature-independent, then
coefficienthu decreases exponentially as temperature
decreases "~ x,~exp(—E,/T). The values of the numeri-
cal factors appearing in the expressi¢ns-(9) A%< 1, since
the center of gravity of the probe particle is displaced by the
distanceb~a(a/dp)2<a as a result of inelastic scattering of
(Q,/3Uq)¥*>x,>Q, /Uy, (6)  an incident vacancion by a particle.
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3. COMPARISON WITH MEASUREMENTS OF THE

L
V-

DIFFUSION COEFFICIENT OF CHARGES IN “He AND P-H, a1 - 1
HCP CRYSTALS 10 Lo
- /'
The ratios of the energids, , E,, Uy, andQ, and the I ol
melting temperaturd o ; Substantially determine the magni- 10-8

tude and temperature dependence of the vacancy diffusion
coefficient and the diffusion coefficient of probe particles

interacting with vacancies in a quantum crystal. It is impos- o[

sible to calculate the values of these energies for a specific .
sample from first principles. Direct measurements of the dif- .
fusion coefficientD,(T) of thermal vacancies in quantum

crystals are also problematic. Consequently, the question of ~ _+ 10" ¢ +,
the width of the vacancion band and the role of various va- - E
cancy diffusion mechanisms in an experimental sample must @ [ 3+,
be solved by means of intercomparisons and by comparing -11
with published temperature dependenggfl) and experi- s
mental data on the diffusion of various kinds probe particles [
(isotopic impurities, charges, foreign particles introduced _12]
into a crystal, and so 9grin samples with close molar vol- 10 & L !
ume. 0.5 1.0 1.5

A critical review of all available experimental data on 1/T,1/K
the diﬂ:usion of various kinds of defeCtS in Solid helium and FIG. 2. Diffusion of Charges and impurity atoms jHe hcp Crysta|5 with
hydrogen(there are more than 50 publications by differentmolar volumeV,,=20.7 cn¥/mole. The temperature dependences of the
authors is a subject for a separate study. In the present seclffusion coefficientD(T) of *He impurity atoms irfHe with *He impurity
tion we shall attempt to determine whether or not the modefo"te"a=0-006%(1) and 2%(2)“ and the diffusion coefficieri . (T) of

, “positive charges: the results of this work ); measurements performed in
developed above can be used to explain the results of a seriggs. 11 (@)
of measurements of charge mobility performed in our labo-
ratory in “He andp-H, hcp crystals"*? which were grown
from a specially purified liquid under pressures above theéK, of the vacancion interaction with charges drifting in a
lowest solidification pressures for liquid helium and hydro-field 10 V/cm, as proposed in Ref. 14.
gen. The charge mobility was measured by the time-of-flight ~ The 1.5—4-fold increase of the diffusion coefficidht
method in a planar capacit(iode frozen into solid helium observed in different samples is more naturally attributed to
or hydrogen. Since hcp crystals are strongly anisotropic, tha change in the vacancy diffusion mechanism. X-Ray'data
numerical values and temperature dependences of the chargleow that in“He hcp samples with molar volum¥/,
mobility in samples grown under identical pressures could~=20.7 cn?/mole the concentration of thermal vacancies on
differ substantially(as also the thermal conductivity of he- the melting line Tmer=1.8 K) is X,(Tme) =3% 102 and
lium crystals, which we investigated previoushbut the decreases almost 30-fold on cooling to 0.9(tKe straight
overall picture was reproduced well. line 2 in Fig. 1 describes the temperature dependep€e)

It can be regarded as proVett that in“*He hcp crystals  for such a sample If it is assumed that below 0.9 K the
grown at pressures above the lowest solidification pressureacancion-vacancion interaction predominates and the ex-
(P>25 atm) the diffusion of positive charges, just as thepression(10) describes the temperature dependeDcéT),
diffusion of He impurity atoms neaf e, is controlled by  which is valid when the inequalitig$) hold, then it is easily
the interaction of the charges with thermal vacancies. Thestimated that 10°<Q,/U,<10 %, i.e. in samples with
temperature dependences of the coefficieBt{ T) and  molar volumeV,,~20.7 cni/mole the width of the vacan-
D.(T) in samples with close molar volumeV, cion energy band),<10 * K is 4-5 orders of magnitude
~20.7 cni/mole (solidification pressure-31 atm) is shown greater than the values used in Refs. 1 and 14 and is close to
in Fig. 2. The curvesl and 2 illustrate the influence of the impuriton band widthQQ,<Q5. To estimateQ, it was
impuriton-impuriton interaction on the temperature depen-assumed that the vacancion-vacancion interaction amplitude
dence D4(T) with the impurity concentration increasing U,=1K, since the published value®'’ are in the range
from 0.006 to 2943 Uy=2-0.1 K.

The points on the curv@ were constructed using the Numerical calculations have shown that estimate® of
measurements performed in Ref. 11; the crosses describe thased on the formulas presented in Ref. 3, under the assump-
results of our own control measurementsof (T) in a cell  tion that neafT,, the dynamicalphonon shift of the vacancy
with a somewhat different construction designed for workinglevels plays the main role, i.e. expressions of the t@eand
with solid hydrogert? In Ref. 11 and our present measure- (9) describe the temperature dependerizgTl) andD . (T)
ments the position of the minimum point and the relativenear 0.9 K, give close valuegd, <10 * K.
height of the maximum on the cuni, (T) remained essen- In support of the estimat®,<Q; it should be noted
tially unchanged as the applied electric field decreased frorthat according to Refs. 14 and 15 the local chady&V
10* to 1.5<10° V/icm. Therefore the maximum cannot be ~0.3—0.5 (lattice compression in the specific volume
attributed to a change, with the temperature decreasing to O&ound a vacancy is greater than the local lattice expansion
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cooled from 13.3d 6 K agrees with the predictédecrease
of the effective diffusion activation enerdy, of molecules
as a result of a transition from thermally activated hops with
Eg':Eb+ E,=200 K to subbarrier vacancy tunneling with
Ed'=E,=100 K.

It is difficult to give a qualitative description of the be-
havior of the diffusion coefficient of vacancies and probe
particles inp-H, in the transitional temperature range 11 K
>T>9 K because the hopping of vacancies and molecules
into the ground state and the first excited state, which lies
inside a deep potential well, must be taken into acc8unt.
Below 9 K the contribution of hops into the upper level can
be neglected. Assuming that the relative concentration of
thermal vacancies on the melting line of solid hydrogen
Xo(Tme) =~3X% 102 and decreases as(T)~exp(—100/T)
on cooling, while the vacancion-vacancion interaction ampli-
tudeU, is comparable td ¢, i.€. Ug~10 K, it is easy to
estimate from the inequality,(9 K)<Q, /U, that the va-

15 cancion band width in g@-H, crystal is close in order of
10 [ : L L magnitude toQ,~10 3 K (we note that the width of the
0.06 0.10 0.14 0.18 band of HD impurity molecules is estimafet be close to
1T, 1/K 1072 K). |
e ) ) . ) In summary, the conjecture that fhle andp-H, quan-
FIG. 3. Diffusion of charges and impurity moleculesgnH, crystals: dif-
fusion coefficient computed for hydrogen molecules using the model of Reff[um th CryStals grown under pressures above the lowest
4 (1); diffusion coefficienD5(T) of HD impurity moleculeg2);¢ diffusion  Solidification pressure of a liquid the vacancion band width
coefficientD _(T) of negative chargetO) (3)."” The two solid lines drawn ~ Q, < T,y Makes it possible not only to explain the appear-
through the points 3 correspond to the high- and low-temperature parts oince of distinctive behavior of the diffusion coefficients of
the curveD_(T). charged probe nanoparticles but also to estinggtdor the

same samples.

1|
10

D, cm%s

-13
10 E

dV/V~0.1-0.2 around dHe impurity atom in“He, i.e. the .

displacement field around a localized vacancy and theE-mail: mezhov@issp.ac.ru

vacancion-vacancion interaction amplitudé,~ (dV/V)?

appreciably exceed the displacement field and the interaction

energy between impurity atoms. We remind the reader espe*A. F. Andreev, Usp. Fiz. Nauk18 251 (1976 [Sov. Phys. Usp19, 137

cially that a vacancy, just as an impurity atom, is a defect in ,(1976]. , _ .
the crystal lattice A. M. Kosevich, The Physical Mechanics of Real CrystaNaukova

dumka, Kiev .

The values Q,<1K have also been previously sy, M.,Kagar(j-zg(]j) L. A. Maksimov, Zh. l&p. Teor. Fiz.84, 792 (1983
published!” The author® of the NMR studies ofHe diffu- [JETP57, 459 (1983].
sion in*He concluded that the width of the vacancion energy :C- Ebner and C. C. Sung, Phys. Rev5p2625(1972.
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A system of quantum linear rotators with quantum rotational angular momehtuinin a

crystal field is investigated. An equation is derived for the orientational order parameter. The
critical parameters, the phase-separation curve, and the line of superheating and
supercooling points are found. It is shown that the thermodynamic behavior of a system of linear
rotators in the classical case is identical to that of the limiting quantisnl( cases

studied in this work. For positive crystal fields there is an analogy between orientational phase
transitions in a system of rotators wilh=1 and phase transformations in a liquid—vapor

system. It is shown that states wilk»1 radically change the character the phase transitions in
the system of rotators: instead of one critical point characteristic for a systdm bf

now there is a line of critical points. @003 American Institute of Physics.

[DOI: 10.1063/1.15425Q00

Orientational ordering in solid hydrogens with odd val- degrees and, therefore, the kinetic energy of the molecules
ues of the rotational quantum numbé@r (orthohydrogen is a constant, equal toB2
0—H, and paradeuteriunp—D,) is due primarily to the The Hamiltonian of the system in a representation where
quadrupole—quadrupole interaction, since the contribution othe kinetic energy operator is diagonal is
all other components of the anisotropic potential is
negligible? In three-dimensional (B) crystals with cubic 2= 2BN+ ENO'Z— Ut S by, 1)
symmetry the single-particle terms, with which the appear- 2 f
ance of a crystal fieldH. is associated affect phase transi- )
tions only weakly. The orientationally ordered phase appearWhereu =4U,/25, y=U,/Uq, Up andU, are, respectively,
ing in these systems belongs to the space gidap. Three- molgcular— and crystal-field constant$,is the total number
dimensional solid hydrogens have been studied quite WefPf sites, the operator
experimentally and theoreticaffy’ 1 0 o

The situation is different for adsorbed layers of solid 1
hydrogens on substrates. In this case the interaction between P~ 2 0 -10
the molecules in a monolayer and the substrate aionas- 0 0 2

ecule$ makes a contribution to the crystal field, and for an

appropriate substrate structure this contribution can be corﬁ”}nd.g:m> Is the order parameter of the system and is nor-
malized so thar=1 atT=0.

parable to that of the quadrupole—quadrupole interaction. In the present approximation the kinetic energy of the

Systems for which the harmoni¢,, determines the main : .
L S . system is constant, and consequently it can be dropped when
contribution toH; were studied in Refs. 4 and 5. It is known . S
calculating the free energy. The free energy per site is

that a crystal field strongly determines the thermodynamics
of a system and can radically change its critical propefties. F
The objective of the present paper is to study the influence of N5/~ 0?=2(o+y)—tIn[1+2 exg— §)],
a crystal field on the behavior of solid hydrogens with ddd

Since the moment of inertib of hydrogen molecules is 3
small and the intermolecular interaction is weak, the state of &= f(0+ Y,
solid hydrogen at not very high pressures can be character-
ized by the rotational quantum numbéreferring to an in-  wheret="T/(U/2) is the dimensionless temperature. Thus, in
dividual molecule. We shall be interested in the behavior of aur limiting quantum case of solid orthohydrogBnas an
system at low temperaturds<B (B=#%/(2l) is the rota- energy scale completely drops out of the subsequent analy-
tional constant In this case, to a high degree of accuracy, itsis. It is well known that this also happens for classical sys-
can be assumed that all molecules are in a state Jvith tems, but the reason is that the potential and kinetic energies
(since the splitting from levels witd=3 is hundreds of commute with one anothér.

@
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Minimizing the free energy2) with respect too yields
the following equation for the order parameter:

1—exp—
77142 efp( —2) ' @
The critical points are determined by the relatfons
do e " 90d " 9ot

In our approximation, however, the critical valugs 1y,
and o can be obtained without solving the systéf. In-
deed, making the substitutions

8t

_1 p—
,LL—_(4(T_1), T= 9

. ®)

Eq. (3) becomes the Curie—Weiss equation for the magneti
zation of a ferromagnet, described by the Ising Hamiltonian

in the self-consistent field approximation:

u+h
,u=tanhT, (6)
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parametewr for various values of the crystal-field parameter
v. For convenience in the subsequent analysis of the behav-
ior of the system, the temperaturén Eq. (3) is repalced by
the variabler=8t/9. According to Fig. 1, fory=0 a phase
transition occurs from a state with a positive valuesahto
a disordered state wittr=0. For positivey this is a transi-
tion between two states with positive order parameters, i.e.
from a more ordered to a less ordered phase. We note that for
v>0 Eq. (3) in principle also possesses solutions for nega-
tive values ofo, but these solutions correspond to maximum
free energy, i.e. they are unstable. Finally, 6£0 an equi-
librium phase transition occurs between states with positive
and negative order parameters.

It follows from Eq. (6) that the critical temperature

Tcozl, tc0:8/9 (9)

Taking account of the relatio8), we obtain for the critical

value of the crystal constant

3In2-2

2
'}/COZT, ac():g 7c0%0003972 (10)

whereh is an effective magnetic field and is a function of Sinceu vanishes at the critical point, it follows from Ed8)

temperature and the dimensionless crystal-field constant

(1+4y) In2
hZT—TT. (7)

Using the well-known properties of E¢6),° not only can the

and(5) that
o0=1/4, n,=0.1. (11

The equatior(6) also makes it possible to find the maxi-
mum superheating temperaturg,, and the minimum tem-

critical values of the parameters of our system be found buberaturer,,;, to which the system can be supercooled. These
an explicit equation can be obtained for the phase-separatiqibints are determined from the condition that the derivative
line, i.e. the dependence of the equilibrium transition tem-j/d+ (or, equivalentlydu/ds) vanishes at infinity. Differ-

This relation is obtained from the condition that the fiéld

vanishes, which gives a linear dependencebn v:

2(1+4y)

3In2 ®)

To(y) =

Figure 1 shows the temperature dependences of the order

0.50

0.25

-0.25 . . .

0.85 0.90 0.95
T

1.05

FIG. 1. Temperature dependences of the order parameter various
values of the crystal-field parametgrThick solid lines—equilibrium states,
thin solid lines—metastable states, dotted lines—unstable states. The verti-

cal lines show the temperatures of equilibrium phase transitions.

r=1—pu? (12)

Using Eqgs.(6) and(12) we arrive at the following relations
for determining the temperatures,,, and 7, as a function
8f the crystal-field constany:

91(71’)’):0' (13)

where

4 1-7
g:(ﬂ)’):g()’co—)’)—T'nZ

P17

—+ — —

_2n1+ s 1-7. (14
Figure 2 shows the functiong(7) obtained from Eqs(14):

the curvesl (g_=0) and 2 @, =0) are, respectively, the
geometric loci of the maximum superheating temperature
and the minimum supercooling temperature. The straight line
3 determines the temperature of the equilibrium transition as
a function of the parametey (8). For eachy in the range
0<y<wy.o there exist nontrivial values of . and 7min
(Tmin<70<Tmay Which asy increases tend toward and merge
with one another and with the equilibrium transition point at
the critical point (y.,7c0). FOr y= vy, No phase transitions
occur in the system.

For v=0, together with the nontrivial solutions of Eq.
(3), there always exists a solutian=0, which is stable for
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FIG. 2. Phase diagramg7): the curvesl and?2 are, respectively, the geo-

metric loci of the maximum temperature of superheating and the minimunFIG. 3. Susceptibilitydo/dy along the equilibrium phase-separation curve
temperature of supercooling. The straight IBés the line of equilibrium  as a function of the crystal-field parameter for two coexisting phases.
phase transitions.

> 75(0)=2/(3In2~0.9618 and unstable in the range According to the relatior{15), the susceptibility diverges at
0<7<8/9. For temperatures 8= 7,(0) the trivial solu- the critical point. Using Eq(3) it is easy to show that as the
tion for y corresponds to metastable states. critical point is approached the susceptibility behaves as the
The situation for negative values of the crystal-field pa-square root ofy,— vy:
rameter is completely different. According to Fig. 2, fer
<0 there is no line of minimum supercooling temperatures 4 3 1
(curve 2). Thus, in the entire temperature range where the —=+—+-— .
stable phase is characterized by positive values of the order =7 2\21In2 yc—y
parametero there always exists a metastable phase corre-
sponding to negative values of This means that the system The different signs correspond to the two values of the order
can be supercooled right down to zero temperature. Accorddarameter on the phase equilibrium curve. The susceptibility
ing to Fig. 2, the points of maximum superheating onceversus the crystal-field parameter is shown in Fig. 3.
again lie on the line 1. Interestingly, the phase diagram has a As already noted, in our limiting quantum cask=<(1)
similar form for the opposite limiting case—a system of clas-the rotational constar@ has dropped out, and instead of two
sical rotators. energy parametertl and B only the single parameted
Just as for classical rotatofshe behavior of a system of remains in the problem. As a result, the geometric locus of
quantum rotators witll=1 is entirely similar to that of a critical points in they— 7 plane has degenerated into a single
liqguid—vapor system. The thermodynamic parameters, point with the coordinatesy(q, 7o) determined by the ex-
and o describing the state of a system of rotators correspon@ressions(9) and (10). The situation changes completely if
to the parameters temperature, pressure, and particle numtdevels withJ=3 are taken into account. Then, first, the struc-
density in the liquid—vapor system. ture of the low-lying group of levels witil=1 changes.
An important characteristic determining the stability of Since the kinetic energy is not an additive constant in this
the liquid—vapor system is the compressibility. The analo-approximation, it is natural to take the parameeas the
gous quantity for a system of rotators is the susceptibility, i.eunit of energy. To take account of the influence of the higher-
the derivativedo/dy of the order parameter with respect to lying levels on the critical behavior of the system, we in-
the crystal-field parameter. Calculating this quantity on thecluded in our analysis the next group wilk=3 and found
phase equilibrium curve we obtain the eigenvalues of the Hamiltonian of the system. Then, to
calculate the free energy we confined our attention to only
D(y)(Tep—0) the lowest correc_ted _Ievels. The equation obtained for the
dy order parameter in this approximation no longer reduces to
1-1 2 the Weiss equation. The critical parameters of the system
6(oo—0) /9 . >
X g (15)  were calculated using Eq#4). It was found that explicit
P (ve0) (Y= 7o) +18(0 o= 0)°/9 relations between them can be obtained only if additional
where simplifying assumptions are made. Thus, assuming the pa-
rameterU/B to be less than or of the order of 1 and using the
) 8 relation betweerlJ and Uy, we obtain the following rela-

4
()= 1+4y’ P(7e0) = 3In2° tions for the critical parameters:

(16)

dO’_
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27, _Ug studied. It was shown that for such a system the equation for
Ye=Yeo T m'n ZE’ the order parameter reduces to the Weiss equation, which is
well known in the theory of magnetism. This representation
made it possible to find explicitly not only the critical param-
eters but also the phase-separation curve without solving the
equation itself for the order parameter. The lines of the points
of superheating and supercooling of the system were also
found. It was shown that thermodynamically the two systems

Thus, even in this very simple approximation it is evidentOf rotators—classical and limiting quantum—behave identi-

that the phase-transition scenarios in the system deperf@‘"y' Fo_r pf{)stl_tlve?/ tLlere LS als_? a c_ompletet anal;)gly b‘?‘ |
strongly on whether the analysis is limited to states with Wween orientational phase transitions in a system of classica

J=1 or the change produced in structure of the lowest levelQ" uantum rotators witd=1 and phase transformations in

by levels withJ>1 is also taken into account. a liquid—vapor system. .
It is convenient to make the indicated comparison in the It was shown that the character of the phase transitions

coordinatesUy—T. In these coordinates, according to Eq. in a system of rotators.changes radically when the Changes
(9), the line of critical points is rectilinear and emanates fromprOduced in the low-lying groups of levels by states with

the origin of coordinates; the tangent of the slope angle oT]>l are t.ak'en into account. Instead 9f a singl'e. critica] point,
the line isU,/T=100/9. Phase transitions are possible inCh""r""Cte”StIC for a system df=1, aillne OT critical points .
this system for crystal fields less than the critical fielg . appears. As a resul_t, the analogy with ordinary systems with
The lines of equilibrium phase transitiof®) are rectilinear one critical point—liquid-vapor, magnet, and others—is lost.
and emanate from the origin of coordinates; the slope of the
lines depends ory, and, the conditiord,/T>100/9 should  E-mail: freiman@ilt kharkov.ua
hold. If the crystal field exceedg.q, then the lines of equi-
librium transitions vanish, and for anly andU the system
can be in only a single-phase state. 1. N. Krupskii, V. A. Slyusarev, and Yu. A. Freiman, “Classical molecular
According to Egs(17), when the upper-lying levels are CNZEL%I\S/a 'gu%rﬁ’;iggséa's eldz”fd by B. 1. Verkin and A. F. Prikhotko,
taken into account the line of critical points is a parabola. 2ppysics of Cryocrys@;;,ited'by V. G. Manzhelii and Yu. A. Freiman,
Numerical analysis shows that the lines of the equilibrium AIP Press, Woodbury, New Yorki997.
transitions for not very largé,/B are negligibly distorted jl- F. Silvera, Rev. Mod. Phy$2, 393 (1980.
and once again can be approximated by rays emanating frong - g gﬂng ZES E E:m j ::gx Emp' Eﬂﬁﬂ; ggg(éggg'
the origin of coordinates. Thus, the line of critical points cuts eyy_a_ Freiman, S. M. Tretyak, and A. ng}/ski, J. Low Temp. Physi11
out a region of values of andU, for which phase transi-  475(1998.
tions are impOSSib|e_ ASs a resu“:’ the picture in the ramge A. P. BI’C')dyahSWI and Yu. A. Fréman, Preprint No. 7022-V85, VINITI
< v is similar to that described above, and for y. only 8823; Fiz. Nizk. Temp.12, 107 (1988 [Sov. J. Low Temp. Phys2, 63
the values off andU, where the line of equilibrium phase sa. z Patashinskiand V. P. Pokrovskj Fluctuation Theory of Phase
transitions lies above the critical line are admissable. Transitions Nauka, Moscow(1982.
To conclude, we shall formulate the basic results. In thngT' Hill, Statistic_al MechanigsMcGraw-Hill, New York (1956 [Russian
paper a system of quantum linear rotators, whose rotational "k Inost" Lit., Moscow(1960.

states are limited by the valuk=1, in a crystal field was Translated by M. E. Alferieff

3 Uo
O. =0t 8—75(5|n2+3)g, (17)

et o (In245) 0
Te=Teo ™ 1750(N2+5) 5
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The existing interpretation of the development of an instability of a massive charged helium
surface requires a definite correction that identifies this phenomenon more closely with the known
spinodal and binodal decomposition processes in the theory of first-order phase
transformations. The distinctive features of the development of an instability of a charged helium
surface, exhibiting indications of spinodddinoda) decomposition, are discussed and a

qualitative phase diagram for such transitions is constructed in the plane surface electron density—
electric field above a plane charged witD Zlectrons. ©2003 American Institute of

Physics. [DOI: 10.1063/1.1542501

The problem of the instability and reconstruction of aconstruction which are are based on perturbation theory em-
charged helium surface is well understood. The first resultploying the smallness of the amplitude of the surface corru-
obtained by Frenkel’ and Tonks’ on the oscillations and gations compared with the capillary length are valid only for
instability of the surface of a charged metallic liquid were weak charging of a helium surface, when a so-called soft
extended by Gor’kov and Chernikdiato a helium surface  regime of reconstruction occutthe amplitude of the pertur-
with 2D electrons. Subsequently, these same authors devdbation is much smaller than the capillary length, in the ter-
oped a theory of equipotential reconstruction of a chargedninology of Ref. 6. The charging of the liquid surface is the
surface of a liquidsee Ref. & The question here concerns a ratio v of the average R-electron densityng to the critical
transition of a charged boundary of a liquid from a planar todensityny'® [see Eq(10)]. At the same time, periodic recon-

a periodic, corrugated state. The theory predicts the type dtruction along the entire accessible helium surface can be
lattice that appears, the period of the lattice, the amplitude obbserved experimentalfy only near the maximum values
the corrugations, and so on. The perturbed surface of the<1, when a strict reconstruction regime occ(tfe corru-
liquid remains electrically equipotential. gation amplitude is of the order of the capillary lengtdf

In an alternative picture of the reconstruction, a chargeatourse, this disparity would be not fundamental if a second
helium surface is divided into a system of individual multi- fact were not true. For small values<1 the observed re-
electron dimplegShikin and Leideré). Each dimple pos- construction is aperiodic. The helium surface is not covered
sesses a charged nucleus surrounded by neutral liquid. THeere by periodic corrugations covering the entire liquid sur-
interaction between dimples can cause the dimples to asace, as follows from the predictions made in Refs. 6 and 8.
semble into clusters and, among other things, create a perinstead, the electrons collect in one or several multielectron
odic distribution of the dimples over the surface. dimples which occupy only a small part of the entire helium

Even though the idea of equipotential reconstruction hasurface. As an illustration, the pattern of dimple reconstruc-
been around for a long time, the primacy of this idea still hagion from Ref. 12 in the regiom< 1 with v increasing gradu-
never been questioned. The work of Mel'nikov andally is presented in Fig. 1. Obviously, the dimple scenario of
Meshko¥ has encouraged this. They showed that when sureconstruction is energetically more favorable, and this cir-
percriticality (the excess electric field above the critical cumstance needs to be understood.
value increases with the total number of electrons remaining  In the present paper it is shown that the reconstruction
constant, dimple reconstruction replaces equipotential recorprocess exhibits the properties of a first-order phase transi-
struction. tion. For transformations of this type the intersection of the

Experiments performed primarily using electrons on he-chemical potentials of competing phases determines the
lium are in good agreement with the predictetlimits of  point (line) of binodal instability near which the favored
stability of a charged liquid surfacésee Ref. 9 Subse- phase appears as a result of a fluctuation. For helium this
quently, the most interesting part of the dispersion law forprocess is represented by the nucleation of multielectron
surface oscillations, which is critically sensitive to the elec-dimples on a background of a uniform, near-critical, charged
tron density, was studied and all expected details wersatate of the liquid surface. In addition, there is a pdlinte)
confirmed® Finally, it has been proved that periotfi@and  of absolute instabilityspinoda), which arises in the dynami-
aperiodi¢? reconstruction of a liquid conducting boundary cal equations governing the transition and appears without
can occur. any threshold waiting. For a charged liquid the spinodal is

However, this picture is not completely satisfactory. Inthe threshold of the dynamical Frenkel-Tonks instability. In
the first place, the calculations of equipotential periodic rethe phase diagram the binodal, as a rule, has a large phase
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FIG. 1. System of individual multielectron dimples
arising on a weakly charged helium surface with
monotonic growth of the total number of electrons
(from Ref. 12.

volume, though an activation time is necessary for nucleito ¢ =d—d,, (5)
appear. A spinodal transition is stimulated by a sharp jump in

an external parameter into the spinodal region of the diawhich is determined by the conditions of mechanical equi-
gram, after which the instability should develop, as is charJibrium and conservation of the total volume of the liquid:

acteristic, exponentially in time. The question of the points V2
of coexistence of a binodal and spinodal does not have a p9é.+ —=pgéy, (6)
general solution. Sometimes such a solution exists and some- 8mdp
times it does not. 5 2 v

If the proposed picture is correct, then all experiments on Lo+ (Lo—L9)&=0, Lo>L, )
the reconstruction of a charged helium surface which have I£.]<dy

been performed thus far have been performed in the binodal
region. For small fill factors the question is whether or notHere p andg are the density of liquid helium and the accel-
only individual dimples appear. As increases, the dimples eration of gravityL is the radius of the electronic disk on the
form complexegclusterg with internal periodicity(Figs. 1b  helium surface, andl, and &, are, respectively, the radius
and 1¢. In the rangev—1 the area of a cluster approachesand deformation of the liquid surface outside the electronic
the total area of the liquid surface. As for spinodal decomisk.

position, it has yet to be observed. Solving Eqgs.(6) and(7) simultaneously gives
1. Proceeding to specific results, we shall discuss the
properties of a spinodal first. We shall study the system B V2 . L?
shown in Fig. 2. The electric fields_ above andE ;. below == 8mpg*d2’ g7 =g| 1+ L2-12) ®)

the charged helium surface are
For ¢.,<dg the deformation of the helium surface is incon-

E,=! _47709' (1) ~ sequential for the subsequent arguments.
h h In terms of E_ and E, the dynamical stability of a
v (h—d) charged liquid is given by the condition
E.=—+4nwo , (2
h h rg
, o (4meny)?+ (E,+E_)?=16mwka, «k?>=—, 9
whereo=eng andV is the potential difference between the @

plates of the cell.
When the external field above helium is completely
screenedE =0, and therefore

whereE_ andE, are given by Egs(1l) and (2), « is the
surface tension of liquid helium, and™?! is the capillary
length. In this problem the potential differend and the

Vv electron densityng are actually independent. However, the

dmo= aq’ ©) clarity of the phase diagram in the “coordinatesiy(, E_)

. ) in Fig. 3 results in a somewhat artificial choice of precisely

and the fieldE , is these variables as independent variables.

\Vi If E_=0 (complete screeningthen

E+ Za . (4)
\%
E+:—E47Ten;nax,

For fixed dy and V, whered, is the thickness of the d
helium film in the absence of an external field, the helium

surface sags under the electronic presstye Ei/87r tothe and the equality9) determines the maximum electron den-

depth sity ng'® above helium:
2 _ KX emaxa_
Metal 0 O max 27T+(E+ax) 8mka. (10)
ODEG Introducing the fill factor
______________________ d
0 o
Metal y= (11)

Tmax’
FIG. 2. Diagram of a cell with a2 electronic system and geometric vari- ) ]
ables. we put the relatior(9) into the form
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So Just as in the Frenkel-Tonks problem, oscillations with the
dispersion law(15) become unstable. But this happens in a

vo ,_/Bo\ different range, specifically,

7°>k? E,=V/h. (16)

According to Eqs(16), a field which increases with de-

Vel oo oo 2D creasingn asE, «n_ > must be used in order for a weakly
charged helium surface to become unstable. This assertion is
qualitatively different from “equipotential” predictiongsee

the asymptotic behaviofl2b)]. Therefore the spinodal as-
ymptote for smally does not terminate at the poiB§ but
rather it extends as a square-root function right upeto

FIG. 3. Schematic phase diagram for reconstruction of a charged heliur~ - The ordinatev, in Fig. 3 marks the level near which
surface. The following points are marked on the spinodile S): the transition from Eq(12b) to Eq. (16) occurs.
Sy—asymptotg12a), S, —the “branch” point in the definition of a spinodal It should be noted that the instabilift6) develops pri-

[see comments to E¢L6)], S;—abstract point12b) from the equipotential marily at small wave numberfand not at the capillary
“baggage,” S.—asymptote(16). The lineB is the binodal. The following Iength as in the cas(@)]

points are marked oB: By—the position of the binodal according to the

0

estimates(22) (v= y16.52/87=0.81), B,—termination of the binodal in ~_ 2- [N contrast to a spinodal, the binodal of the reconstruc-
the rangev—0 [estimate(19)]. The region of stability lies in the sector tion process cannot be determined very reliably. Here the
between the origin of coordinates and the binodal. competitors are the dimple energy and the electrostatic en-

ergy of a capacitor with R electrons where fluctuations
have produced a dimple. The uncertainty lies in the estimate

(e, te )2=2, e.= E. _ (12) of the optimal charge forming the critical dimple. The situa-
A 7T Ao max tion is relatively simple only fow<1. Here, taking account
In the (v, ) phase diagram the curvds ) (12) is the of the development of ar1 mstablIl(\l”Q at small wave num-
. bers, all free electrons “roll down” into the dimple at the
spinodal. Ife _—0, then - .
moment of the transition. This occurs when the Coulomb
v(e-—0)—1 (129  energy V. of the electronic system occupying a circle of
In the opposite limity—0 radiusL between _the capac_itor pIat_eéEig. 2) reaches the
energyW of a multielectron dimple with the same chai@e
e_(r—0)=e,.(v—0)—1N2. (12b)
- - (h—d)d
The symbolss, and_Sl mark Ehe positions of the pointd2a Ve=Q?2 Rt Q=wlLZ%en,, (17)
and(12b) on the spinodal S" (Fig. 3).
The limit (12b) in the definition(12) actually has no real ) )
meaning, since on the path toward this limit the deformed W=02xl se X Eil — X } (19
helium surface ceases to be equipotential. Different estimates =Q x| sex 2 |- 2 x|’
of the position of this boundary have been made, though
specific calculations of the dispersion law in the transitional 2 . Vv
range have not been performed. As a point of reference, it s= SR x=«kR, Ri:—z, EL_F'
can be assumed that equipotentiality vanishes in the range KRy Bl
VesT, Vce~e?n. (13)  and Ei() is the integral exponential function. The quantity

For T<1 K the transitional range for the electron density isR n Eq (18) is found frqm the condition for the energy to
n*<10f cm-2 be minimum as a function dR.
: .

For L>h the energW (17) is quite low and instead of
a general expression foV (18), competing withVc, its
expansion near the zero point can be used:

For ng<n? the problem of the oscillations of a charged
helium surface must be solved anew without using the equi
potentiality property. A suitable alternative, which takes ac-
count of the influence of the deformation of the liquid
boundary on the electron densityx), is the requirement

n(x)=ngexd —eE, &(x)/T], (14

where&(x) is the amplitude of the oscillations of the charged

surface ande, is the clamping electric field. ) . . .
Using Eqg.(14) (more accurately, its linear expansion, Equating the competing energies gives

when eE, §(x)<T) and the electronic pressurd (h—dyd oW

=eE, n(x) acting on the helium surface, the dispersion law 2 (Sma—S0), (19)

for small oscillations of the charge surface becomes L2h dsg

W(So, Xo):O, So: 105, XOZO.72,

AW
W(s, Xo)= 75 (s—sp). (18a

2 2
pw 2 2 3 2 NsEY
p—— — + = .

o (k“*=7n°)a+aq®, 7 aT

(15) determining the value o, Since the left-hand side of Eqg.
(19) is small, we find thas,, iS close tosg.
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The electric fieldE™®, related withs,,,, by the formulas  Here, just as above) is the total charge of the dimplg, is
(18), determines the abscissa in Fig. 3 into which the binodathe clamping fieldy is distance between the dimples, and
“butts” as ng—0. This field is finite and is independentof  Ky(x) is a modified Bessel function. The ener@®8) has a
[ng drops out of the definitiorf19)]. Therefore in the limit  minimum awgd/arzo at the point ,;,, which can be deter-
ns— 0 the binodal lies “under” the asymptotic spinodak). mined from

In the opposite limitE_—0 the characteristic fluctua-
tions develop near wave numbeags- . Therefore the opti-
mal chargeQ,. per dimple is The presence of the metastable coupli@g) between

Q.= 2en, (20 dimples qualitatively explains why an assembly of dimples

" ' arising during binodal decomposition of @2charged sys-

The dipole energy/¢ for a charge distribution in the tem forms clusters with internal periodicity with characteris-
form of a flat disk with radiusc !, electron densityg, and tic length of the order of the capillary length.
a compensating positive charge localized near the center im- Summarizing, the qualitatively new contribution of our
pedes the appearance of a dimple. Just as in the(t@se¢he  analysis is an explanation of the data presented in Fig. 1,
equality which attest to the possibility of aperiodic reconstruction of a

VE=W 21) charged helium surface. Another point of interest is that bin-

=W, . . : :
odal (spinoda)] motifs can be seen in the reconstruction of a

is independent ofyg. Its left-hand side, by analogy td9), charged helium surface, which served as a basis for the con-
contains an additional smallnessR)? compared with the struction of the diagraniFig. 3.
Coulomb energy of the dimple, though not so serious as in  This work was financed in part by the Russian Founda-
Eqg.(19). As a result the solution of E§21) for s once again, tion for Basic Research, Grant 03 02 16121.
[just as in the casél9)] gives a value close tgy, i.e. the
field threshold essentially remains on the entire binodal. In

Ki(Xm) = Xm?=0, Xm=Klmin» Xm=1. (24)

dimensional units this field is *E-mailj shikin@issp.ac.ru
(E®)?=(2m)%¥%syk=(16.52+0.009 kr. (22)

The field (E(_)F)2 is somewhat weaker than the critical field

ET®(9), (10) for a spinodal. 1Ja. Frenkel, Z. Sowietuniod, 675 (1935.
Focusing on the two characteristic binodal poifit9), ’L. Tonks, Phys. Rew8, 562 (1935.

. . . 3Ya. Frenkel’, Zh. K&sp. Teor. Fiz6, 347 (1936.
(21), and (22) and assuming that the de§|red curve in the4|_. Gorkov and D. C‘;ernikova, JETP Letts, 68 (1973

(ns,E-) plane has no special features in the interval be-sp chernikova, Fiz. Nizk. Temg, 1374(1976 [Sov. J. Low Temp. Phys.
tween its limiting values, the binodal of the reconstruction of 2, 669(1976].

shown in Fig. 3(ine B). [Sov. Phys. Dokl21, 328(1976)].

i i L V. Shikin and P. Léderer, JETP Lett32, 416(1981).
3. We note that two dimples can be in equilibrium at a 8y, Melnikov and S. Meshkov, JETP Let83, 211 (1981).

finite distance from one another. The interactidf, be- 1ZA. \olodin, M. Khaikin, and V. Ede’man, JETP Lett26, 543 (1977.
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The dependence of the rms amplitudes of atoms in free clusters of solidified inert gases on the
cluster size is investigated theoretically and experimentally. Free clusters are produced by
homogeneous nucleation in an adiabatically expanding supersonic stream. Electron diffraction is
used to measure the rms amplitudes of the atoms; the Jacobi-matrix method is used for
theoretical calculations. A series of distinguishing features of the atomic dynamics of microclusters
was found. This was necessary to determine the character of the formation and the stability
conditions of the crystal structure. It wass shown that for clusters consisting of less than
N~10® atoms, as the cluster size decreases, the rms amplitudes grow much more rapidly

than expected from the increase in the specific contribution of the surface. It is also established
that an fcc structure of a free cluster, as a rule, contains twinning defeattei of an

hcp phasg One reason for the appearance of such defects is the so-called vertex instability
(anomalously large oscillation amplitudesf the atoms in coordination spheres. ZD03

American Institute of Physics[DOI: 10.1063/1.1542502

1. INTRODUCTION sample by impurities. Observations performed on clusters
_ ) ) free of a substrate are more accurate. At the same time, to
The rapid advancement which the physics of nanostruczgnsiry¢ a a theoretical description of the atomic dynamics
tures and nanocomposite materials is currently undergoing I8 is desirable to study models with the smallest possible

due to the exceptional importance of these objects in funday;mper of parameters, and experimental studies should em-
mental research and modern technological applications. O loy methods which do not affect the interior structure of

thte one hagld |tt|s Fz[l;‘]eCISt?]lyt \t/\r/]heg a mlnlmur’?_ nun;ber OI' lusters. In this sense it is of special interest to study a new
Zorngcvsgi]leIT)?] tﬁgeot:ér h:n q sema?lsmalrgirglggg'::rssooi SO18ass of physical objects—clusters of inert gases. For such
bp P P clusters the important problem is the evolution of the struc-

sess their own distinguishing features which vanish as th . . . : .
o o ural and dynamical properties with a quasicontinuous tran-
cluster grows in size. In recent years, after the publication of . . .
§|t|on from atom to solid.

the well-known monographs Refs. 1 and 2, an entire series 0 .
new and interesting features has been discovered in clusters: In the present work the probl_em of .the stabll!ty of the
the melting temperature of small metallic particles differ- crystal structure of free clusters is studied. To this end the

ences strongly from the value in the bdikthe laws gov- size dependence of the rms displacements of atoms in clus-

erning the appearance of more stable clusters with so-calld§'s of iner_t gases is :_studied experimentally and theoretically.
“critical” numbers in the structure of solidified insert gases The experimental objects are substrate-free Ar and Kr clus-

have been predictetithe existence of a roton cluster in He t€'S produced by homogeneous nucleation in an isentropi-
Il, providing the conditions for the existence of rotons, hasCally expanding supersonic stream of gas. In this case an
been proposefipptical surface modes have been observed irfquilibrium structure is obtained, there is no interaction with
pure defect-free clustefsand, a surface plasmon has beenthe substrate, and uncontrollable impurities do not contami-
observed in a clustérinteresting features of the physics of nate the experimental objects. Electron diffraction is used to
clusters on the surface of solids have been analyzed in Refletermine the rms amplitudes of the atoms. Sharp, well-
9. Two of the main informative characteristics for clustersrecorded diffraction patterns are obtained in electron-
are the density of vibrational states and the rms displacediffraction cameras with primary-beam current densitjes
ments of the atoms. As a rule, the size dependences of tht exceeding 10* A/m?. For such densities an electron
physical characteristics of a solid are studied experimentallypeam has virtually no bolometric effect on the experimental
in most cases, on film&olid or island condensed on a sub- object. Observations performed on condensed films of cry-
strate. The drawbacks of such investigations are: a high prolecrystals(see, for example, Refs. 12 and)k8d theoretical
ability of quenching of nonequilibrium states, interaction of estimates, obtained for metallic nanoparticles on a
the sample with the substrate, and contamination of theubstraté? which showed no effect due to the beam even for

1063-777X/2003/29(5)/8/$24.00 386 © 2003 American Institute of Physics
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j~0.1 A/n?, have confirmed this. In electron-diffraction in- The diffraction patterns were photographed to find the
vestigations of clusters moving with supersonic velocitiesattice parametera of the crystal clusters of argon and kryp-
the short residence time~(10~’ sec) of a cluster in the ton. In this case, depending on the quality of the electron-
irradiation zone makes heating by the electron beam evefiffraction pictures,a was determined to within= (0.1
less likely. —0.3)%.

In the theoretical calculations, the method of Jacobi ma-  Data on the value and temperature dependence of the
trices (J matricey developed by V. I. Peresada and his lattice parametét were used to determine the temperature of
students?~'° was used to analyze the experimental datathe clusters. The intensityof the diffraction peaks was de-
This method makes it possible to clarify the physics of thetermined by analyzing the diffraction patterns obtained by
question in detail, does not require voluminous computer calelectrometric recording. The relative error in determining the
culations, and provides greater clarity than the molecularintensity usually did not exceett 3%. The method for de-
dynamics and similar methods which have been employed itermining the instrumental constant® (L is the distance
the last few years to calculate the physical properties of clusbetween the diffraction region and the detector and the
ters (see, for example, Ref.)5A detailed exposition of this €lectron wavelengjhand the instrumental width of the dif-
method is given in Ref. 1@unfortunately, without references fraction peaks are described in Ref. 22. These quantities are
to the author. In application to clusters, V. |. Peresada’s needed to determine the lattice parameter and the character-
method makes it possible to investigate the behavior of eacistic size of the clusters.
atom. As shown in the present paper, this is extremely im-  The rms displacements of the atoms from their equilib-
portant because each atom in small particles plays an indfium positions were found using the dependence of the tem-
vidual role. perature factor, the intensity of the diffracted rays, exp

The combination of experimental investigations and the{—2M), on the diffraction angle.
oretical calculations has revealed new laws in the atomic For an fcc lattice
dynamics of clusters of solidified gases. Specifically, the P
rapid growtt’ of the rms displacements of atoms with de- M =8x\"%(u?)sir*—,
creasing cluster size is explained. This fact could not be ex- s
plained by a simple increase in the fractional contribution ofwhere (u?) is the mean-squared total displacement of an
the surface. It has been shown theoretically and experimeratom from its equilibrium positioA®
tally that the special features of the atomic dynamics of clus-  Thus, the total intensity of the diffracted rays reflected
ters with decreasing cluster size are due not so much to they a system of planeghkl}, can be written as
increasing role of the surface as to the special structural fea-

— 1672 sir? 6 (u?)
tures of clusters. k=1 oAk €X 2 3 )
or
2. EXPERIMENTAL PROCEDURE AND RESULTS o
u
The observations were performed using a setup whose |, = IOAhk,exp< - %) 2

main components are a liquid-hydrogen-cooled apparatus

that generates a supersonic cluster beam, a cryogenic cowhereS;, =4\~ !singis the diffraction vectorA,, is the
densation pump for evacuating the stream gas, and a staproduct of all constant factors in the intensifgr a particu-
dard BMR-100M electron-diffraction camera. A detailed de- lar system of reflecting plangwith the exception of the
scription of the entire setup is given in Ref. 18. Thetemperature factor; and, is the intensity of the primary
supersonic cluster beam generator is described in detail ielectron beam. Sinck, can vary appreciably from one ex-
Ref. 19. The average sia¢ (the number of atoms per clus- periment to another, it is desirable to normalize the intensity
ten of the clusters investigated was varied by varying the ga®f the diffraction peaks to a well-distinguished peak. One
pressureP, at the entrance into the nozzle at constant gasuch peak for an fcc structure is the diffraction maximum
temperaturdl ;. The average characteristic si@ef the crys-  (220). Thus, in what follows, the following relation was used
talline clusters was determined, using the Selyakov—Scherréo determine(u?):

relation?° from the broadening of the diffraction peaks tak- A (u?)
ing account of their additional smearing due to stacking |n(ﬁ ﬁ’):_(sgzo_ Sﬁkl)’ 3
faults. It should be noted that as the average size of the 1220 Anki 3

aggregates in a cluster beam increases, the fraction of icosghich establishes a relation between the logorithm of the
hedral formations decreases. For example, for1400 normalized intensity of the diffraction peak and the differ-
—1500 the number of clusters with icosahedral structure ince of the squared diffraction vectors. Plots illustrating the
~25%, whereas foN~3x 10° virtually all clusters possess dependence of the logarithm of the normalized intensity of
fce structure. the diffraction peaks for argon and krypton on the difference
When small atomic aggregations with icosahedral strucof the squared diffraction vectors are presented in Figs. 1 and
ture predominated in cluster beams, the characteristic sizg These plots were constructed for clusters of different size,
was established by extrapolating to low pressures the relatiogut to simplify the figures only three plots are presented here.
6= ¢(Po)7,-const Obtained for average-size crystalline clus-  According to Figs. 1 and 2, the slope angle of the ex-
ters. Statistical analysis of the observational results showeperimental straight lines increases with decreasing average
that 6 was determined to within: 10%. size of the clusters. Since the tangent of the slope angle is
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FIG. 3. Evolution of()—the ratio of the rms atomic vibrational amplitudes,
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FIG. 1. Logarithm of the normalized intensity of the diffraction peaks from
Ar clusters with 2600, 4400, and 23100 atoms/cluster versus the difference
of the squared diffraction vector3,,— S2,,, A~2. The reflectiong(111),
(200, (220), and(311) were used to construct the plots.
+4) K. The experimental values of the normalized rms am-
] ] ) plitudes are shown in Figs. 3 and(dircles. For large clus-
proportional to the mean-squared atomic amplit@@e the {415 the experimental values af{u?) fall quite well on

observed behavior shows that?) increases as cluster size straight lines corresponding to an increase in the relative
decreases. The curdein Figs. 3 and 4 shows for argon and congripution of the surfacésee Ref. 1Y Hence it follows
krypton clusters, respectively, the size dependence of the Imga; the increase in the mean-square atomic amplitude with
displacements of the atoms. In these plots, a quantity Whidaecreasing number of atoms in a clustr clusters with
is the inverse of the cube root of the average cluster size i§= 4% 103 atoms/cluster) is due primarily to an increase in
plotted along the abscissa and the quarllty-the rms am- e relative number of surface atoms. However, as the cluster
plitude {u?) normalized to the rms displacement of atomsgj,e decreases furtheNE3x 10° atoms/cluster) (u)? in-
in the bulk y(u?),—is plotted along the ordinate. creases very rapidly, which cannot be explained only by an
L On the basis ogrthe x-ray data the Debye temperaturegcrease in the fractional contribution of the surface. In this
Op =933 Kand®p =71.9 K for argon and krypton were case other factors, whose effectiveness needs to be analyzed,
used in the calculations. The cluster temperatures, detefropably come into play. The same figures sh@wrves?)
mined using the method indicated at the beginning of thishe results of theoretical calculatioriat the microscopic
section, were found to b&,=(37+4) K and T=(55  |evel) of the rms vibrational amplitudes of the atoms in clus-
ters of various sizes. The computational method and results
and a detailed comparison of theory with experiment are

0.4t given in the next section.
—_ 0.3}
£
< Q
§ 02 1.7} ?50
\ﬁ 0.1
<
x 0
%’ ™ -1450 atoms/cluster
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FIG. 2. Logarithm of the normalized intensity of the diffraction peaks from

Kr clusters with 1450, 2900, and 12500 atoms/cluster versus the differencélG. 4. Evolution of) as a function of the size of a free Kr cluster:
of the squared diffraction vectoiS3,,— S2,,, A~2. The reflectiong111), experimental resultl); theoretical calculation for groper cluster(2); Q,
(200, (220), and(311) were used to construct the plots. ~1.4258(dashed ling number of atoms in the clustét; Ty, =55+4 K.
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3. ATOMIC DYNAMICS OF FREE MICROCLUSTERS TABLE I. Physical properties of Ar, Kr, and Xe.
_ Let us consider the_ temperature _o!ependences of the rel o a:q' T K|, KlI=a/2 A a u,
tive rms amplitudeg/, , i.e. the quantities -
5 Ar|39.948| 83.806 | 93.3 540 | 2.1545-107%{ 5.3614-107
(ulT.n)  (uZ(r,T)) | ,
U(r,T)= a = a 4 Kr|83.80 | 11576 ] 71.9 | 559 | 1.6369-1072| 5.3908107
Xe|131.30| 161.39 | 64.0 6.20 | 1.2497-107%5.1274.107
for Ar, Kr, and Xe crystals, unbounded and bounded by one

or several flat surfaces. These crystals are regarded as fcc
crystal lattices with a central interaction between nearest

neighbors. In Eq(4) a is the equilibrium interatomic dis- 1pi(x,r) X
tance in the crystgwhich in an fcc lattice is/2 times shorter i(z,r)= : t?'( > )dx 9
than the edge lengthof a cubg. The function(u?(r,T)) is 0o X

the temperature dependence of the mean-squared displagghich in our case is independent of the parameters of the
ment of an atom with radius vectorin the crystallographic  specific material, and the constant

directioni¥ and is defined atsee, for example, Refs. 13 and
24) h

A=—"—
@ (a)
= pi(e,r) hi\e a,\V2km, 0,

(ui(r.T)= 2m() Jo s cot%( 2KT (the indexa enumerates the materiadescribes all charac-
teristics of a particular material. The basic characteristics of

Herem(r) is the mass of an atom whose radius vectar;is the crystal lattices of Ar, Kr, and X&2?8 which we require
the integration variable is the squared frequency of a nor- are given in Table I.
mal vibration;z andk are, respectively, the Planck and Bolt- The spectral densitig$) and the integral§9) are calcu-
zmann constants; the functign(e,r) is the spectral density |ated using the Jacobi-matrix technig@i& and continued
characterizing the distribution over vibrational frequencies infractions(Refs. 15 and 16
the crystallographic directionof an atom with radius vector Figure 5 shows the temperature dependenced &dr
r. In the general case, when the frequency spectrum of aginbounded Ar, Kr, and Xe crystals in the range from zero up
atom consists of a region in the continuous spectfif@en-  to the melting point. The rms amplitudes for an unbounded
erally speaking, multiply connectednd a set of discrete deal lattice are identical for all directions and all atoms in
levels outside this region, this function can be represented Ifhe same CrystaL For different Crysta|5 they differ by the

de. (5

the form®24-2° preintegral factors4, . We note that at the melting tempera-
pi(e,r)=m"1ImG(r,r,e) ture T,, the values olf are essentially the same for all three
ne R cryocrystals. These valuég,=(T,,) are also presented in

. Table 1.
+§ res; ¢, Gii (1.1,€) 8(e — &), 6) The ratio oft4(r,T) to U,,, conventionally, serves as a

stability criterion for the crystal lattice or atoms located, for

where Gy(r,r’",¢) is the Green's tensor of the systmo o, ample  at the boundaries of the samfdarfaces, edges,

summation over repeated indices in Ef)]. The condition vertices.

that the imaginary part of the Green's .functiém(r,r’,s).is The temperature dependendégr,T) for all types of
different from zero determines a region of the continuOUS,,ndary atoms mentioned above are presented in Fig. 6. In
s_pectrur_r@ and tr_'e discrete I_evelssd are poles of this func-  yis ang subsequent figures the scale for krypton is the ordi-
tion, which can lie only outsid®. For e ¢ D, the Green's 410 on the left-hand side and the scale for argon is the or-

function is real and piecewise-smooth. The spectral densityna¢e on the right-hand sidehe ratio of the scale divisions
is normalized to 1, i.e. equals the ratio of the quantities, ; see Table). The curve

fmpi(s)d8=l. (7

0

If the crystal lattice contains one atom per unit cell, then the

region of the continuous spectrum is the intefV@&k 5, ]- In

our case there are no discrete levels outside this interval.
The upper limite o Of the band in the continuous spec-

trum of the crystal can be associated to a characteristic tem-

perature® , =7 e ,5/k; this quantity is identical to the De-

bye temperature®p at high temperatures and equals

0.95-0.9® at low temperatures. Then the expressibn

can be put into the form

(UA(r, T))y=(A,a)?;

5]
®—p,f : (8)

where;(z,r) is the integral £=g,,,X) FIG. 5. Temperature dependences 6t (|u|)/a=(u?).
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Kr corresponding values @f lie between the values of the rms
5.0f amplitudes of the surface and vertex atoms.
~ 4.5 A. Stability of atoms in proper free clusters
|
2 4.0} We shall say that a free cluster ipeoper cluster if it is
% 35! formed by complete filling of several coordination spheres.
5 R We shall consider the evolution of the temperature depen-
v 3.0 A, |35 dences of the rms vibrational amplitudes in different crystal-
55 5 s lographic directions of the atoms located in different posi-
Vi °n St tions of such gropercluster as a function of the number of
2'00 0‘02 0‘04 0‘06 0'08 o 1260 these coordination spheres i.e. the quantitiesf(r,T).
' TR, ' ' Since the number of atoms in a cluster is finite, the vi-

brational spectrum of a cluster is discrete, and it becomes
FIG. 6. Temperature dependencesl6#(|ul)/a for volume (V), surface  impossible to calculate the temperature dependetigesT)
(S), edge R), and vertex £) atoms.AC—corresponds to the vertex of 2 ysing an analytical approximation of the spectral density.
g‘:\zeaﬁﬁn_al"ggi’fa?;;"eggiﬂefggg;tzteomg_'cwnd"'”d'cate tangential  rhe “supsequent calculations are performed using the so-
calledquadrature methoéh the Jacobi-matrix methotf:*#It
has been shown, for example, in Ref. 31, that the rms dis-
placements calculated using this method converge very rap-

. . . . idl he rank of th i matrix incr nd thi
S, corresponds to a displacement in a direction normal to thedy as the rank of the Jacobi mat creases, and this

close-packed flat surfadd11). The first moment of the cor- Mmethod gives quite accuratg TeS“."S even for Jacob!—matrlx
. : - rank A'’=10. The characteristic vibrational frequencies of
responding spectral densitisquare of the corresponding

. . ) (S _ _~ atoms in a free cluster have zero frequencies which corre-
Einstein frequgncﬁ is {e)n . Sma’ll}' The c_urve_ST corre spond to displacements and rotations of a cluster as a whole.
sponds t(.) a dlsplacem(g)nt in the Q|rect|on in this plane. Fo he quadrature method makes it possible to separate quite
such a displacement) ;" = ema/2, just as for a bulk atom accurately these displacements for a cluster wits \°
V. 0 that the curv&, lies appreciably below the cun,. (where V' is the rank of the computed Jacobi malriour
cur Lhi%urc\gfgf gggetzp;mi:fea \éfer;[lex ?;;%u?;rigg tQecomputers and software make it possible to calculate for the

Urves X P vertex pyram ) ysystems considered Jacobi matrices of rafk 40, so that
the intersection of close-packed plariésur such planes in-

tersect at a single pointThe curvesAC, and AP, corre- we shall confine our attention to clusters with<h

sponding to r:o?mar)d:splacemue\r/]ts of l\1/ertex atno,ms e dissSO— 100(it is shown in Ref. 33 that smaller clusters do not
. . . L have a crystalline structure

placements of atoms &AC vertices in thg 111] direction and Y i

. : L The rms amplitudes of atoms in the least stabke vi-

atoms at vertices of the typ&P in the [100] direction, are . : : . L
. . . bratin th the highest amplitudesurface coordination

virtually identical and are denoted by the same syn#pl Ing Wi '9 plitudesu na

For normal displacements of both t f vertex atoms st dsphereEn are of greatest interest from the standpoint of
rornormal displacements of oth types ot vertex atoms Stu studying the stability of a cluster. We denote these ampli-
ied here, just as folS,, the squared Einstein frequency

ST — 7/ iy ;
()PP = ()AO= ()9 — ¢ 4 Consequently, the curve tudes asi/;"(T) u,(r,T)|r€2n. These quantities will be

A, lies near the curvé, (somewhat above)it nonmonotonic functions ofi, since atoms of various types
The curvesAC, and AP, corresponding to displace- Will be present on the surface.
ments of the vertex atoms in directions perpendiculak@, 1 Surface atomsR-S type), wheren=5,7,10,... and so

and AP,, differ substantially from one another: the curve ~ ON- Displacements of this type correspond to the squared
AC., corresponding to displacements for which the squared Einstein frequencies:

Einstein frequencye A% = ¢ ,,/16, substantially above the ~ — for normal displacements:),= & mad4;

curve AP, , which corresponds to displacements engender- — fOr tangential displacement® a plane tangent to the
ing a spectral density with the first momere )P surface of a clustgre ma/4=(e) ;= &mai2.

= £2/8. The rms displacement amplitudes of th€ atoms ~ 2) Edge atomsR-type), wheren=8,9,16,25:

are ~U, even at low temperaturgfor Ar they exceed/,,, — (&)n=8mal4;

denoted in Fig. 6 by the dashed line, evenTc£0.040 ). — (&)= €mal8.

This shows that the position of the atoms at vertices of this) Vertex atoms f-type), wheren=6m? (m is an integer

type is unstable. Since the vibrational amplitudes of these ~ (€)n=emal4;

atoms in the normal direction are comparatively small, the ~ (€)= 8mal16.

most likely outcome will not be detachment of these atomsThe corresponding curves for the normal and tangential

from a monolithic sample but rather a transfer of the atomsatomic displacements are presented in Figs. 7 and 8.

into a neighboring position-AC vertices will be smoothed. The rms amplitudes of atomic displacements normal to

The atoms af\P vertices are somewhat more stable but theirthe surface(Fig. 7) lie near the curves, in the preceding

stability is still weak, especially for argon. figure (transferred to this figure and shown by the long
The curvesRk corresponds to displacements of edge at-dashes Only the rms amplitudes of typ&- atoms €

oms. For them(e) can assume values from,,/8 to =6,24,54) and certain typ@-atoms in an extreme low-

(7/16)e max, depending on the direction of displacement andtemperature range lie somewhat above the c&yveso that

on the planes whose intersection forms the given edge. Thiae probability of an atom becoming detached from a free
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FIG. 9. Temperature dependences of the relative rms vibrational amplitudes
FIG. 7. Temperature dependences of the relative rms vibrational amplitudesf the central atoms iproper free clusters of various sizes.
of surface atoms iproper clusters of various sizes in a direction normal to
the surfaceA atoms,n=6, 24, 54(--+); R atoms,n=9, 16, 25(— — —);
P-S atoms,n=5, 15, 25(—).

tween the curved P, andAC, [Fig. 6, these curves, just as

lust I ki d " dth babil the curvesS,, are shown in Fig. §long dashed. We note

cluster, generally speaking, does not exceed the proba IIt%ﬁat for A- and R-type atomsu(zn)(T) are essentially inde-
of detachment from a free surface of the tyfé1). . 4

pendent of the cluster size. FBS-type atoms, as the clus-

i As the cluster increases _|n size, the quantllvé% (M ter size increases, the rms amplitudes decrease slowly, exhib-
increase and the corresponding curves tend toward the cur\{ﬁng nonmonotonicity for small values of. As n— these

S, from below (except for the curves corresponding to type- curves tend towar® (Fig. 6) from above.
A atoms, lying somewhat a}bo@, but Even Thgse d;epﬁn— The anomalously high~#/,) values of the rms ampli-
dences increase appreciably with. Such evolution of the tudesu(Tz“)(T) for A-type atoms attest to the instability of

) . . .
temperature dependenceé] "(T) is due primarily 1o an ., gination spheres with=6, 24, 54, ..., &° The at-

increase in the contribution of the recoil energy to the totaly s should not detach from the surface of a free cluster,

energy of a free cluster as the size of the cluster decreaseghceu(zn)(.r) for these atoms are smaffig. 7), but rather

l.e. the kinetic energy of displacement of an atom as a WhO|ethey will move along the surface of the cluster and settle in

In addition, an increase in the surface curvature decreasegbints where their values @), will be higher(the value of

(2n) ;
butto a mgch lesser degr@h "(T) asn mcreases: AS, the this quantity for typeA atoms—one sixteenth @f,,,—is its
curvature increases, the differences of the projections ofimum possible valueand the rms amplitude, therefore,
neighboring surface atoms on the direction of the normaloyer However, these points will no longer correspond to
increase and hence the normal component of the restoringing of coordination spheres in proper free cluster. Spe-
force, which neighboring surface atoms exert on the surfacgisicaily such improper filling of coordination spheres will
atom, increases somewhat. However, this increase is neglijye rise to twins and local nuclei of phases with hcp crystal

gible in our range of values of. o structure; this will be manifested in the diffraction
The rms amplitudes of the tangential displacements Obatterns”’.&?"‘ It should be expected, with a high degree of

surface atomsFig. 8 are, on the average, much greater than, ,papility, that the fcc structure will remain as free clusters

those of the normal displacemeritbis agrees with calcula- oo\ as a collection of octahedra formed by the intersection
tions of the rms displacements of atoms adsorbed on a fl close-packed planes of the fcc lattice, since the cérize

surface of a cryst3). The values ou(f")(T) are especially  |jeg appreciably below the cun&C, (Fig. 6).
large for A-type atoms. The corresponding curves lie be-

B. Dependence of the average total-displacement amplitudes
of atoms in a cluster on the cluster size

Kr Ar
5.0 : : I :
The increase in the contribution of the recoil energy to
the total energy of a cluster as the size of the cluster de-
14.0 creases is most clearly seen in the evolution of the rms am-
plitudes of the central atoms of cluster$/(0,T)
=U(r,T)|,—, (this quantity is isotropic and is independent of
i). A collection of temperature dependené#®,T) is dis-
played in Fig. 9. It is evident that these curves all lie below

<|u|>/a,10-2

, . 2.0 U(T)—the rms amplitude of an atom of an unbound fcc crys-
0 0.04 0.08 tal (the curveV in Fig. 6, which we transferred to this fig-
T/8p ure), and they tend toward this curve from below msn-

FIG. 8. T wre depend  the relat brational amplitud creases. The somewhat high valué#0,T) for n=6 is due
. 8. Temperature dependences of the relative rms vibrational amplitu “ » ; ;
of surface atoms iproper clusters of various sizes in directions tangent toeﬁ) the general looseness” of this cluster with an unstable

the surfaceA atoms,n=6, 24, 54(---): R atoms,n=9, 16, 25(— — —); surface, whose contribution to all characteristics of such a
P-S atoms,n=5, 15, 25(—). small cluster is very large.
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Kr Ar explain this behavior it should be noted first that the vibra-
-1 tional amplitudes of the atoms in a cluster are strongly non-
Sn et SRR uniform. Figure 4 shows values 6¥,—the ratios of the rms
""" M vibrational amplitudes of atoms in various coordination
spheres of roper cluster, consisting of 50 such completely
filled spheres ll=2123; N~¥3~0.0778), to the rms vibra-
tional amplitude of an atom in a bulk sample at the same
temperature. The rati@ s,/ (y~1.8. Thus, the deviation of
the shape of a cluster from @oper shape, resulting in an
increase in the specific contribution of the surface or near-
0 0‘_04 0:08 surface atomsin a proper cluster such a specific contribu-
T tion for a fixed size is minim3J can easily explain the ob-
/0p ; : .
served difference between the experimental and theoretical
FIG. 10. Evolution of the temperature dependences of the relative rms amvalues of().
plitudes of atomic vibrations averaged over all directions and all possible In addition, the temperatures at which the rms ampli-
positions of atoms for various sizes ofpeoper free cluster. tudes, shown in FigS. 3 and 4, were measured are quite high,
~0.442 and~=0.475 times the melting temperature for argon
for krypton, respectively. Consequentl§), for n=47 lie
The melting temperature of a cluster can be estimate@pove (and sometimes quite substantialithe dashed line
from the relation corresponding td),, determined on the basis of the data in
~ Table | and Fig. 5 Q,~1.452 for Ar and~ 1.4258 for Kp.
(UY(T)~ U, ; :

) ) Therefore it can be supposed that the surface of a given
where_(U)(T)=a‘1\/(—uZ§ is the average amplitude of the cjyster is no longer, generally speaking, in a crystalline state.
total displacement of the atoms in a cluster, i.e. the rms amrhjs can weaken the interatomic interaction and therefore
plitude L4(r,T) averaged over all directions of atomic dis- jhcrease the vibrational amplitudes of the atofasd not
placements and all positiomsof an atom in the cluster. The only for atoms close to the surfagend it can give rise to
evolution of these quantities as a function of the cluster sizgqgitional scattering of electrons and decrease the corre-
is presented in Fig. 10. It is evident that the values of thes‘%ponding peaks, interpreted in the experiment as an addi-
quantities increase appreciably as the cluster size decreasggnga) increase in amplitude. The additional electron scatter-
i.e. the increase in the rms amplitudes as a result of an ir]hg is indicated by, among other things, the fact that values

crease in the contribution of different types of boundary at-f () ahove(),,, were recorded experimentally for a free clus-
oms is greater than the decrease of these quantities due to g (Fig. 4).

increase in the contribution of the recoil energy. The anoma-

lously large value ofi/)(T) for n=6 is due to, just as the

anomalously large value @f(0,T) for the same cluster, the 4. CONCLUSIONS
relatively large number oA-type atoms. Such a cluster is not
realized as @ropercluster. We note that far=24(1)(T) is
only negligibly greater than fan= 25, since this cluster con-
sists of 683 atoms, of which only eight are typewhile the
cluster withn=6 also has eight typ&-atoms but consists of
only 87 atoms.

For clusters of all sizes considered the values(idf
X(T) fall between the curveS, andS,, i.e. for such clus-
ters the increase of the rms amplitudesd therefore, for
example, the decrease of the melting temperatisrenuch
gregter than expected simply from an increase n the COntr."fative agreement can be obtained by taking into account the
bution of the surface. We underscore once again that this is . !
due to the contribution of edge and vertex atoms and thghape of free clusters which are actually formed in a super-
finite relaxation length of the amplitudes of atomic vibrations>°™¢ stream.

from the boundary to the interior volumghe vibrational Compa“”g the theoret|ca_l and expenmen_tal resglts
: . . makes it possible to draw two important conclusions which
amplitudes of atoms located near the boundaries are still a

preciably greater than those of interior atoms determine the basic distinguishing features of the atomic dy

Figures 3 and 4curves2) show the results of a theoret- namics of free clusters and the stability of their crystal struc-

ical calculation of the rms amplitudes of the vibrations ofture:

atoms inproper clusters of the same siZzeame number of (1) The dependence of the rms amplitude of atomic vibra-
atoms as in the experiment; curves just as the experimen- tions, averaged over all atomic positions and all direc-
tal curves 1, deviate upwards from the straight lines corre- tions of atomic displacements, on cluster size is deter-
sponding to an increase of the rms amplitudes as a result of mined by the increase of the contributionsatiftypes—
the simple increase of the surface contribution. vertex, edge, and surfaeeof boundary atoms, vibrating
At the same time, the experimental curves lie apprecia- with large amplitudes, as the cluster size decreases.
bly above the theoretical curvéthe deviation is 20% To The consequent increase () is much greater than the

o
[3)
;

<|u|>/a, 1072

n
—h

There exists a complete qualitative and more than satis-
factory quantitative agreement between the experimental
data and the results of theoretical calculations performed at
the microscopic level for the model of@oper cluster. The
strong nonuniformity of the rms amplitudes which is ob-
tained in these calculations makes it possible to explain ad-
equately not only the main experimental results but also the
observed discrepancies between the theoretical and experi-
mental curves; these discrepancies are due to the complexity
of the experimental object itself. Virtually complete quanti-
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The nonlinear dynamics of surface acoustic waves at the surface of a linear elastic half-space
coated with a monolayer of a nonlinear material is investigated. A one-dimensional

nonlinear integrodifferential equation describing the dynamics of such a system is derived. The
model proposed is used to study Rayleigh solitons with a stationary profile. The possible
phenomenological generalizations of the equations derived and their exact soliton solutions are
discussed. ©€2003 American Institute of Physic§DOI: 10.1063/1.1542503

The theory of nonlinear acoustic waves in one-atom of the monolayer interacts with its nearest neighbors in
dimensional atomic chains has been developed in detail. the direction of theX axis in the monolayer and with the
The problem of nonlinear acoustic surface waves at the sunearest neighbor and next two neighboring atoms in the sub-
face of an anharmonic half-space is much more complicatestrate surfacésee Fig. 1. Keeping only the first nonlinear
because it is two-dimensiondl?However, this problem be- terms in the expression for the interaction of the atoms in the
came especially topical immediately after a series of experisurface film with one another and with substrate atoms we
ments were performed on the propagation of nonlinear surebtain the following expression for the total energy of the
face waves''® and high-intensity acoustic surface monatomic coating:
pulsest®1” Most experiments were performed on samples

> . : ; M[[dU,\2 [dV,\?
consisting of a substrate coated with a film of a different g=> — +
material. The presence of a film coating is very important no 2 dt dt
because it results in the appearance of an additional strong w B . 5
dispersion of linear waves and the competition between this - ; [Egﬁ’nﬂ— g%ﬁ,rwﬁ > - 3 7

dispersion and the nonlinearity gives rise to stationary non-
linear surface waves and surface solitons with a stationary \ u \ u

profile. The analytic study of these nonlinear waves simpli- e A G PRy e n—l] . (D)
i - ; 2°n 3°n 2°m 3°n

fies somewhat when the substrate can be treated in the linear

approximationt® The two-dimensional problem for the sub- whereU, andV,, are the displacements of timh atom in
strate can be solved exactly. It is important to underscore thahe monolayer in theX andZ directions;

such a formulation of the problefa linear half-space with a ~ > ~
nonlinear coatingis fully realizable experimentally. For ex- énni1=V(Un=Uni1=a)"+ (Vo= Vo )®—a=&nnia—a
ample, in Ref. 19 experimental data are presented for anhais the deviation of the interneighbor distances in the surface
monic surface phonon effects in systems with a metallic subfilm from their valuesa in equilibrium; M is the mass of an
strate coated with a monolayer of inert-gas atgfsor Xe). atom in the monolayer;

A similar situation arises for an inert-gas monolayer on a

graphite surface.

1. FORMULATION OF THE MODEL

We shall consider the propagation of a nonlinear surface
acoustic wave in theX direction along the surface of the
half-spaceZ<0 coated with a monatomic layefThe dis-
placements are independent of the coordindteand the
problem is effectively two-dimensionalWe shall confine
our attention to the particular case where the nonlinear inter-
action of the atoms in the surface monolayer with one an-
other and with atoms of the substrate surface is central. Each FIG. 1. Geometry of the problem.

1063-777X/2003/29(5)/7/$24.00 394 © 2003 American Institute of Physics
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= \/(

nonlinear terms which are quadratic in the displacements of

Up—Uup)?+(V,—vyt+a)’—a=%,—a ) : e
n~Un)"F (Va—vnta) n the medium. In this approximation Eq®) and(3) are

and
Cnne1=V(Up=Upe178)%+ (Vy—vpeg+a)° !
nn=1 n~ Un+1+ n~Un+1 MUy — a| Uyt l_ZUXXXX +2BU, U, — @V, Vi
_a-‘/iz‘z’n,ntl_a‘/2 \
are the deviations from the equilibrium distances between :)‘(U_U)_(7’_§+‘/2“>(U_U)(U_V)

atoms in the monolayer and neighboring atoms on the sur-

face of the substratéhe nearest and next two neighboring inl cpg iy oL,
atoms, respectivelyu, andv,, are the displacements of sur- X2 T g XX g
face atoms in the substrate in tkeandZ directions;a, 8, 7, 3
6, \, and u are the linear and nonlinear elastic moduli. For +(£_‘/§M) Uy o+ A _‘fﬂ)(u U)u,
simplicity, we assume that the interatomic distances egual
in all directions. As will be shown below, in the leading N
approximation the nonlinear interaction only between neigh- _(§+‘/_M) (v—V)vy— i(uxuxx+vxvxx); (4)
boring atoms in the covering monolayer is important. V2
The dynamical equations for the monolayer atoms are:
dZUn Ennit MV — a(Vy U+ UV,
dtz + _é (Un_Un+1_a)(a_:8§n,n+l) ’)’ “
n,n+1 —(\ — — __ 4 2
A=P@=V)+|z -5+ ] U-U)
Enn—1
+ g“ "= (Up=Up_yta)(a—Bénn-1) I , 1
- +| 6——+—](v—V)*+\| —u+ =
nn-1 ) 4 V3 (U V) A 2Uxx
gn n+1
+ (Up=Upsa—a)(N—pudnn+1) 1 1 N 5
gn,n+1 - guxxx"' ﬂvxxxx + Z+ E Uy
gn n—-1
—— (Up—Up_1ta)(A—puénn-1) 3N u
gn’n 1 + —T-FE vi- +\/_,u, (v—=V)uy
o ) | =0; 2 A
+ hﬁ—(Un—Un)(Y— ) =0; 2 - §+\/§M)(U—U)Ux- (5)
n
2
M d°Vy + Snn+1 Vo=V )@= B i) The equations for the displacements of the atoms in the
dt? Eonet covering monolayer must be supplemented with dynamical
' equations for the displacements in the substrate volume. For
§n n—1 simplicity we shall assume that the medium in the substrate
—— (Vo= Vo) (@=Bén-1) half-space is linear and isotropic and the corresponding
g”'” 1 equations of motion are
gn n+1
+ (Va—vnsrta)(N=pmdnn+1) PYupCiAy+p(ci—c?) grad divy, (6)
én,n-*—l
¢ wherey=(u,v) are the displacements in the sagittal plane of
+ 20yt a)()\—,ugnyn_l)] the substrate voluméhe planeXZ); ¢, andc, are the lon-
g“n,n 1 gitudinal and transverse velocities in the substrate; and,
the substrate density. The nonzero components of the stress
n
+{ =" (Vo= vpta)(y= 5nn>] =0. (3 ~fensorare
n
— 2_ 2 2
In what follows, we shall use the continuum approxima- ~ 7*2~ pCi—2C)Uct pCivz, @)
tion to describe the elastic properties of the substrate and the 5
monolayer coating. However, we shall use a discrete descrip-  0zz= pPCi(UzTvy). (8)
tion of the relative displacements of the atoms on the sub-
strate surface and in the covering monolayéithough, as The right-hand sides of Eq$4) and (5) are the forces

will be shown below, in the leading approximation these dis-which the substrate exerts on the monolayer. These forces
placements are identicalln the long-wavelength approxi- can be found from the expressiofig) and (8). Thus, the
mation we retain in the dynamical equations the linear termsystem of equation&4)—(8) completely describes the prob-
with spatial derivatives up to fourth order and the leadinglem posed.
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2. DERIVATION OF THE EFFECTIVE ONE-DIMENSIONAL
EQUATIONS FOR THE DYNAMICS OF RAYLEIGH WAVES
WITH A STATIONARY PROFILE

It is convenient to represent the displacement vegtas

a sum of transversg, and longitudinaly, components, each

of which for waves with a stationary profile=y(x—ct,z)

satisfies a two-dimensional Laplace equation. The spatial d

rivatives of all components of; andy, on the half-space
surface(in the planeZ=0) are coupled by the relatiaisee,
for example, Ref. 20
ay c’. gy
I

0z ’ ©)

S

whereb=c, andb=c; for longitudinal and transverse com-

ponents, respectively, ardl is the integral Hilbert transform

operator(see Appendix, Part)1Using the obvious relations

between the displacement componers!/dx=—dv'/dz

andau'9z=dv'/ 9z all components of the deformation can be

easily expressed in terms ut and v; (see Appendix, Part
2). Using these relations in Eq&) and(8) we rewrite Egs.
(4) and(5) in the form

M(1— CfZ/CZ)Uxx_ A(Uyx {12+ V, V) + 28U, U

=2pa’c (s>~ 1)u'+ kHo'ly, (10)
MV, — a(UyVy+ UV,
=pa[(2c2—c?)v'+2c2k Au'l,, (12)

whereu andv are displacements on the substrate surfate
what follows we assume that=1), M=Mc?, «k,

=\1-c%c?, k=1-c%c?, s=c¥2c?, andci=\alM

is the sound velocity in the monolayer. Integrating E4€)

and(11) with respect tax we obtain the final expressions for
the displacements andv on the substrate surface in terms

e_
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as a small parameter. Using the relatigti® and (13) for
u=u(U,V) andv=v(U,V) on the right-hand sides of Egs.
(4) and(5), we obtain the final closed equations for the func-
tionsU(x—ct) andV(x—ct).

We examine first linear Rayleigh waves in a half-space
covered with a monolayer. In the long-wavelength limit, only
the linear terms with the smallest derivative indices need be
retained in Eqs(4) and(5). Then Eqs(4) and(5) yield

N
Aty

U~u—vy, V=v— Uy . (15
Substituting the relation€l5) into the linearized expressions
(12) and(13) we obtain the following closed system of linear
equations foru anduv:

su—BHu,=Av,, sv—DHv,=Cu,, (16)
which can be rewritten in the form
eu—(B+D)Hu,—BDu,(1—5)2=0. 17

In the absence of a monolayerith M=A=B=C=D
=0) the relations = 0 follows from Eq.(17) and the disper-
sion law for nondispersive Rayleigh waves of the form
u=ug sinkx—wt) with w=ck and c=cg is obtained from
Eqg. (14). In the presence of a monolayer the additional terms
in Eqg. (17) engender dispersion for Rayleigh waves. In the
leading approximation the dispersion relation now has the
form

w~cgk(1—dB|k|), (18

where the parameterB=(s?/c3)(k; '+« 1)/ (k; %c;

+ &) %c; 2=2(1—s) ¢, ?) and has the same form as for a
half-space with a thin but not monatomic film coatifgrhe
influence of a monolayer is similar to that of a thin film with
the effective thickness

of the displacements of the atoms in the covering monolayer: M CfZ %,
=—\|1-— ===, 1
1 5 . al2Vi+ pu? d p ( c2 R+ (19
u=—1{A[V,—cf/c®U,V,]+BH Uy— —————| {,
(

12
y al2V2+ BU2
X M(1—-c?/c?)

. c?
+DH[VX— m” (13
xVx

where
e=(1-9)2— kK|, (14)
A=—[(1-8)— Kk ]s(M/p), C=—A(1—-c?/c?),
D=s(M/p), B=s?k(M/p)(1—c?/c?).

It follows from Eq. (14) that
AC+BD=gs%(M/p)?(1—c?/c?)(kjk—1)~«.

It is obvious from the definition of the parametethat ¢ is

#%=\1-c2/c? and % =\1-c2/c? [i.e. d~a(p;/p)].

It is well known that the properties of nonlinear waves
and solitons in a specific dynamical system depend strongly
on the dispersion properties of linear waves in it. In our case
the dispersion of linear wavdd= 9°w/9k? remains finite in
the long-wave limitk—0: D— —2cgdB, i.e. Rayleigh
waves in a system with a film coating are strongly dispersive.
Here the question of the character of the nonlinear terms in
the dynamical equations becomes very important.

Let us now return to nonlinear surface waves in a half-
space covered with a monolayer of a material with nonlinear
properties. To obtain an effective one-dimensional dynamical
equation for these waves we shall employ the smallness of

small if the deviation of the velocity of a surface wave from the parametere and introduce the “slow” coordinate
the velocity for a linear Rayleigh wave in a half-space with =¢(x—ct), wherec is the velocity of the center of a soliton

no film coating is small. The relatioflL4) gives an expres-
sion for the Rayleigh wave velocitg=cg in the limit

(close to the velocity of a linear Rayleigh wave in a half-
space with no covering layerThen, for the new variables

e—0. In what follows we shall study nonlinear surface p=u,, q=v,, P=U,, and Q=V, the relations(12) and
waves with velocities close to the Rayleigh velocity, and to(13) in the leading approximation in the small parameter
derive the effective dynamical equations we shall employ can be rewritten as
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9 R cf B 1 displacements on the “slow timer=¢t (é=(c—cRr)/cr
p=-r|AQ+TBHP-AS PQ_ECZ/C—Z—l <1). in a coordinate system moving with the velocity
f =Cgr: Y=Y(x—cgt,z,7). The new parametef is related
[ 2B, with the previously introduced small parameteras &
XH| Q" —-P )] (200 =g/[(2(1-3)/c2 =R/ (KiCD)— % /(kiCP))cE] and B
=c&/(2¢?). In the leading approximation in the small pa-
d . cf2 . C 1 rameteré the Laplace equations for the transverse and lon-
q= g[CPJFDHQ_DpHPQ_ 2 I 1 gitudinal components of the displacements are replaced by
the equations
2 2[3 2 2
x| Q _ZP ) ) (21) (1_CR/b2)yxx+yzz:_g(ZCR/bz)yxx: (27)
and in the same leading approximation in the small paramWwhere, just as abovég=c, for y=y, andb=c, for y=y;.
eters from Egs.(4), (5), and(15) follows From Eq.(27) follows a relation, which generalizes the ex-
pression(9), between the different components of the defor-
q=Q+0(s), p=P+0(e), (22) mation on the surface:
and we can sefj=Q and p=P in Egs. (20) and (21) to 5
obtain the final closed-form equations for the variatiteand N [ SRy ~ CrR_ 0y 29)
Q. Since it was shown previously thBtD+ CA~O(e), in az| b2 " ox s byb?-c3 97 .

the leading approximation ia from Egs.(20) and(21) fol-
lows a relation between the two components of the deformalsing the relationsiu/ax= —dv'/dz and gu'/ 9z=dv'l ox

tion in the monolayeP andQ: and differentiating the boundary conditiofi® and(8) with
. respect to the coordinate all components of the deforma-
Q=—(C/B)HP. (23 tion on the right-hand sides of Eq&) and (8) can be ex-

Using the relation(23) we find the final equation for Pressed in terms af, andv,, (see Appendix, Part)3
P=P(r):

d 5 .
Jd . N 50&2:29 Ctz(l_s)vi(x_FCtZKlHulxx—i_gcR
P—n—HP-y¢—HP?=0, (24
or or )
where X Cz—LHULT'f' vl |, (29
I K|
7=(M/p)s’[k(1~cf/cq) +7].
. d B .
= (M/2p)(c?s?Ic3) (2Bl ak+)). 0220~ c2(1-3)ul, + c2iHol, + £cr
In the initial variables this equation becomes 1
A ~ C |
eU—7AU,— yAUZ=0, (25) X ?—leth—uxJ : (30

The structure of Eq25) is similar to that of the equation . . . .
. ) ) . . Performing calculations similar to the preceding ones
obtained in Ref. 18 for an elastic half-space with an ideal . . | "
. : ... and using the relationd 5) the components, andv, of the
boundary where the nonlinear properties decrease with dis;. . .
. isplacements can be expressed in terms of the displace-
tance away from the surface. Since the other component clj(}nents of the atoms in the monolaver
the surface deformatio®=dV/dx is ordinarily measured Y
experimentally, we shall rewrite Eq24) in terms of this ~ o~ O N ~~
component. 4 0y= PO R R O (— T+ R R AU+ (1= TR V]
o nt10-08 2 or—0 - + éorb{ —[(cf — )R+ cfR AU+ (cf+cf
—75-HQ-y 5 S (AQ)?=0.
o Coar ~2¢R)V}, (3D)
It is simple to take the next step in the approximating proce- L 9 -
dure in terms of the small parameteand find a correction Uy = CiCy KK O (ke =k ki ) HV + (1=K k) Uy ]
of the order ofe to ». But it is important to point out that this 5 o A s
does not change structure of Eq8)—(26), and in this ap- +EcrO{[(Cf — CR) K+ K JHV 4 (i + ¢
proximation_additional n_onlinear terms of a different type do —ZCEOUT}, (32)
not appear in the equations.

where 1h=T%¥%.c2c3(1—% k)2 This makes it possible to

3. EQUATIONS FOR SLOWLY TIME-VARYING NONLINEAR obtain a closed system of equations which, after introducing
RAYLEIGH WAVES the variablep=x\/¢ and using the notationB and Q, be-
come

Thus far we have discussed only nonlinear surface
waves with a stationary profile. Now we shall extend Eq. \/E[McéQW_a(pQ)W_apT_éﬁQT]
(24) to nonlinear Rayleigh waves with a slowly varying pro-
file and we shall introduce an additional dependence of the = —”éP¢+~bI:|Q¢, (33
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o must hold.
(MCEQ—CV)PW— E(QZ)W+,3(P2)W—§ P, Since all parameters appearing in this relation are of the
order of 1, the indicated inequality can in principle be satis-
fied. In this case, the leading dispersion term in the evolu-
tionary equations, which is due to the presence of the ad-
sorbed surface layer, becomes anomalously small and the
additional weak dispersion arising in the next order of per-
a=(1-s—%%)2c%0p, b=cZi0p, turbation theory in the small parametemust be taken into
account. Then the relatiori22) must be written to a higher
T=b%k /%, d=(%—%)%cicOpcR, order of accuracy:

Ve

=THP,+3Q,, (34)

where

= 2 a2\ A2~ 2_ ~2\~2=3 A

e [(SCR 20|)C| K|+(2C| CR)CtKI]apCRi q:Q_S)\TyPrJ’_O(sZ), p:P_SQr+O(82)- (37)

§=[(3ck—2cf)cik + (2]~ cR)Cix 1 6pCr, _ _
As a result, the relatiof23) between the various components

1/6=1- K| Kt of the deformation becomes more complicated:

anda?—tb=0. Using these relations we obtain a relation Q=—(C/B)HP—¢LP,+&NH(PHP),,

between the components of the deformations of the surface ) 2 oo

layer that is similar to the relation obtained above: L=—M(A+7vy)—(C+K) B N=CKci/(Bcg),

Q= —(/b)HP. K=(M/2p)?(crlc)*(1—c?/c2) (% —1 38
The final equation which extends E@4) to the case of (M72p)™(cr/e) (1~ cilcR) (ki = 1). (38

slowly evolving nonlinear waves, close to Rayleigh waves, is  The equation(24) is modified and becomes

P aZHP ? B(PP,y)=0 35 A LDBaZP ? bip2=o 39
e Y- H(PPy)=0, (35 7 HP=elD 5 -5 P—d--HP"=0, (39

where the parameterg and ¢ were determined above, and where7= n—&(C+K)/B. A similar equation has been dis-
m=x[ — £(2ad+bg+T8)/(6p(2c?)?)]1¥2 It is obvious cussed in Ref. 18, but the derivation of the equation using a
from Eq.(35) that if the dependence om{ cgt,7) is sought ~ certain asymptotic procedure required a definite ratio be-
in the stationary formf(x—cgt,7)=f(x—cgt—cgr)=f(x  tween the small parameters in the expangiactually, the

—ct), we arrive at Eq(24). wave amplitudg and the thickness of the film covering the
The derivation of Eq(35) is the main result of this pa- surface of the crystal. In the model proposed the derivation
per. of the dynamical equations is free of this drawback and is

exact at the theoretical-physics level.
4. SOLITON SOLUTIONS FOR NONLINEAR RAYLEIGH Let us no!v reexamine a weakly dispersive system when
WAVES the paramete® in Eq. (39) is anomalously small and can be

dropped. Then Eq.39) in dimensionless form becomes
In Sec. 3 we obtained an explicit form of the nonlinear

terms in the one-dimensional evolutionary equations describ- W—W,,—H(W?),=0, (40)

ing the dynamics of nonlinear Rayleigh waves in a half'whereW:P CyILDB Je and¢= e CLDB(x—ct). In
space with a monatomic coatiithe last terms in Eq$24)  is equation the nonlinear and dispersion terms can no

aqd (35)]' Accordlng_ tp Eq.(35)1 the noql|near|ty .Wh'Ch onger compensate one another and Rayleigh solitons with a
arises is very weak: it is quadratic in the field amplitude an tationary profile can exist. Unfortunately, such solutions
contains the same number of spatial derivatives as the 'ine‘?:r()uld not be found in analytic form. However, the form of

dispersion term in this equation. Ordinarily, localized sohtonEq. (40) reveals some unusual properties of these solitons.

exqt_anns anse in “qonlmear phy§|cs” as a result of com- Integrating Eq(40) with respect taZ over infinite limits and
petition between nonlinearity and dispersion of the waves. | ssuming zero deformation at infinity, we find that the total

the present case s_trong_dlspersﬁthe number of spatlal_ de- longitudinal deformation in a Rayleigh soliton should be
rivatives in the dispersion term—the second term in Eq'zerO'

(35)] cannot be compensated by nonlinearifyhe nonlinear

term contains the same number of spatial derivatjvésn- e
sequently, in the general case E@%) and(35) probably do f w dxP(x)=0,

not possess stationary soliton solutions because these equa- ] ) .
tions possess such large gradients that their description gi'd therefore the profile of the soliton should be sign-
the basis of the long-wavelength approximation is unjusti-Chang'”g- Indeeq, thg numerlcal_ solution vyh|ch we obtained
fied. However, the situation can change when the parametd®’ EQ: (40) for this soliton looks like a “Mexican sombrero”

7 in the leading dispersion term is anomalously small. ThisSe€ Fig. 2 It should be noted that actually the numerical
can happen for certain definite ratios of the parameters of thgalculation was performed for a nonlinear periodic Rayleigh

substrate half-space and the monolayer covering it: the iniave consisting of a train of Rayleigh solitons. However, as
equality the periodl of this wave increased, the wave indeed trans-

5 _ formed into a periodic structure of strongly localized solitons
s“(M/p)(k+ ry(1—ct/c))<1 (36)  spread over a large distance. Figure 2 shows the solution of
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W t_~ .t CR ~ ¢
v,=KHv,+&é—=—Huv". (A5)
Ct Kt

1.4 . . .
4. We now return to Eq(24), which we derived rigor-

ously in the leading approximation in the small parameter
and rewrite it in the dimensionless form

F—HF,—H(FF,) =0, (AB)

introducing the new field variable =2¢P/» and the coor-

dinatex=r/#. It is now possible to consider generalizations
0 of this equation. The linear dispersion term is the only pos-
sible combination that is linear in the field variable and con-
tains one spatial derivative and one Hilbert transform. How-

[ I e D ever, the independent nonlinear terms quadratic in the field
-05 0 05 variable and containing one Hilbert transform and one spatial
C/t derivative could be, in principle, of three types. Using the

relations(A2) and (A3) it is easy to show that the indepen-
FIG. 2. Numerical solution of Eq40) for one period of the profile of a dent combinations aréI(FF ) |:|:”: andF |:||: Conse-
nonlinear Rayleigh wave with wavelengitk 16. X7 X0 X

quently, as a phenomenological equation extending(&6)

we suggest an equation that contains all three possible types
Eq. (40) for a nonlinear Rayleigh wave with wavelength of nonlocal nonlinear terms, since such an analysis yields
| =27/0.15~16. The widthA of an individual solitontthe  interesting mathematical results. We hope that such equa-
distance between the minima of the soliton profikas ap-  tions can also arise in other physical formulations of the
proximately one tenth the period of the wave. problem. The generalized phenomenological equation will

The possible phenomenological generalizations of Eghave the form

(390 admitting analytic solutions for Rayleigh solitons are N N N N _
discussed in the AppendiPart 4. F—HF,—a;F,HF —a;FHF, —asH(FF,)=0, (A7)

where «; are arbitrary constants. This equation looks much

5. APPENDIX more complicated than E@A6), but for certain definite ra-
1. The Hilbert transform is defined as tios of the parz_imetersi it admits exact analytical solutions
for surface solitons.
N 1 (= dx i i = =-— -
A (x)= _f : F(x') (A1) }/\(e consider f|rst.the case;=0 andal. a,. (Renor
T J_X —X malizing the amplitude of the solution we can set

. . . .. a;=—ay,=1.) The equation obtained
and possesses the following properties which we used in this® 2 ) g

paper: F—HF,—F HF+FHF, =0 (A8)
HAf(x)=—f(x), (A2)  possesses the exact soliton solution
a —fQ L O ((F a 2
H(fg)=fHg+gHf+H((Hf)(HQg)). (A3) F:1+X ’ (A9)

2. The relation between the various components of the
deformation on the surface of a linear isotropic half-spaceyhich has the same form as the well-known solution of the

are: Benjamin—Ono equation for nonlinear waves on the surface
W= ot U= —cAd U= k2t of an infinitely deep liqui* We note that in this solution, in

X T Mz e M2 R P contrast to the solution presented in Fig. 2, the deformation

le: K||:|U|x, vlz: —K|2Ui<: th: Kt,:w;_ (A4) is everywhere positive and the total deformation in the crys-

. ) tal is different from zero. It is also easy to find an extension
3. The relations between the deformation componentgy the solution(A9) for a periodic train of solitons:

for slowly varying waves are:

c F Lot (A10)
t ~ ..t R rt = _
U= —kHo,— Hv, T
K= v E0 Hos 1—b cos x/T)
e CRoa wherel =b?/\1—-b? andb<1.
U=k Hu,+ f—cz%l Hu, A more interesting case i8;= a,= — a3/2. Here there
' arises the equation
c
t_~2 t Rt ° ~ ~ ~
uz—Ktvx+2§C—t2vT, F—HF,—F HF—FHF +2H(FF,)=0, (A11)
c c which also possesses exact soliton solutions; the set of such
vl=%HAul+ g_;f.m'ﬂ V)= _7<|2u|x_2§_§ulﬂ solutions is infinite. The first and simplest soliton solution of

Cik Ci Eqg. (A11) is
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6 large maxima and three minima. The profiles of the solutions
for F, F®), andF® are presented in Fig. 3.

More complicated soliton solutions can be written in the
unified form

N n (N)
(—A d) A (A14)

FN( =2 AN Ha Py

n=1

where the parametewzﬁ'\‘) and 8™ for eachN are found as
solutions of a system of algebraic equations. Of course, for
largeN the solutions can be found only numerically, but with
arbitrary accuracy. The solutions of EGA1l) are exact to
this accuracy. The evolutionary analog of E411) with a
spatiotemporal derivative replacing the first term and with
additional differentiation of all other terms with respect to
the coordinate could be exactly integrable.
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FIG. 3. Profiles of the soliton solutions of EGA12) (F) and Eq.(A13)
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A detailed experimental investigation of the basic characteristics of the radiation of crystalline
xenon withE,,,=2 eV (A band is performed as a function of temperature, impurity
concentration, lattice perfection, and irradiation dose. The radiation parameters of this band are
compared with the same parameters of the radiation of free excitons, localized holes

Xe, *, and impurity centers X%©*, whose bands were recorded in parallel. The photoexcitation
spectra of theA band and the time decay curves of luminescence are analyzed. Radiation

with similar structure withE,,,=2.05 eV is also found in the binary crystals-AXe with high
(~10%) xenon concentrations. It is concluded that the observed radiation is due to

intrinsic molecular-type excited states of localized in the interior volume of the crystal and
lyingnear 10 eV in the conduction band. 2003 American Institute of Physics.

[DOI: 10.1063/1.1542504

1. INTRODUCTION molecular self-localized exciton in the region of overlapping
. , . . . of the excitonic band and local states as a result of the strong
!rrad|at|on ofa d|glectr|c cry.sta'l by light or high-energy exciton—phonon couplifg has been developed, and new
particles can resu It in the e_xcnatlon of excitons and frees ability’ and self-localizatioh criteria have been proposed
electron—hole pairs, depending on the energy and spectrﬂ[r the lowest freel'(3/2) excitons. However, the more the

width of the exciting beam. The energy transfer and relax, roperties of the lowest excitons were studied, the more ob-

ation processes occurring in the conduction band of a CrySt.vious it became that their radiation is affected by the dynam-

and in other high-energy states need to be investigated in . L .
order to construct the complete scheme of channels for the> of hlgher_—energy excitations and the properties O.f the en-
distribution of the initial excitation energy over the radiating ergy relaxat|on ProCesses from the moment of.excnanon n
states—both intrinsic and impurity. The problem is morethe range of h|gher-energy excitons or the cont'lnL'Jum of un-
complicated for crystals of inert elements because free anBOU”d electron-hole pairs to the lowest radiating states.

self-localized excitations coexist with one another, and thé:onsequently, the focus has now shifted to radiation from

effect is observed for excitons and holes. A complicated pat_higher-energy excitation states. The most interesting question

tern of branching of the relaxation of the excitation energy'S NOW important the problem of the coexistence of free and

over states of free, self-localized, and surface excitations antf!T—localized excitations is for them. The possibility of hole
excitations localized on defects arises. The band gy self-localization can be regarded as proven, but neither the

crystals of inert elements exceeds 9 eV, and the lowest relaffaction of the band quasiparticles capable of reaching the
ation step are excitonic states with radiation enefy bottom of the hole band nor their contribution to energy

>7 eV, which determine the entire quantum yield of lumi- transfer and relaxation processes is known. For excitons with
nescence of crystals in the VUV region of the spectrum. Thénergies abovesy only one characteristic is known thus
radiative transitions from the lowest free and localized excifar—their contribution to the absorption spectrum. In Xe the
tonic states and the dependence of their characteristics on tR€oblem complicated by the fact that such excitations include
excitation energy, temperature, and defect density of thall singlet excitons in thd’(1/2) series(including also the
crystal served as a basis for many experimental investigdowest staten=1 with a large oscillator strengthThe main
tions of the dynamics and localization of excitons and energyluestion in this situation is how stable these excitonic states
transfer'— Special attention is devoted to xenon crystals,are with respect to decay into free electrons and holes and
which offer the best conditions for stability and radiation of whether or not their self-localization or localization on de-
free excitons. fects is, in principle, possible if the corresponding local
As a result of the strong resonance coupling in the vastates lie abové, .
lencep states, the hole and excitonic bands in Xe are wider Investigations of the photoexcitation spectra of free ex-
than in the crystals of other inert elements. Exciton and holeitons at energies abovg; have showf® that the initial
self-localization occurs only in two-centéquasimoleculdr — excitations decay into free electrons and holes in a time
states, which have a large depth (0.5 eV) because of much shorter than the electron relaxation time in the band
this resonance coupling. In the last few years a theory ofith excitationE, at high energies&,—E,~1 eV). Subse-
mixing of free-exciton states with the vibrational states of aquently, the hole self-localizes in a quite short time, and the

1063-777X/2003/29(5)/13/$24.00 401 © 2003 American Institute of Physics
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much lighter electron thermalizes in a time almost an ordeconduction band abov&y, in the range where the band
of magnitude longer. The recombination process is muclstates overlap. Synchrotron photoexcitation of more perfect
more efficient for low electron kinetic energies and occursxenon crystals revealed bands wil},,,=4.29, 4.44, and
primarily near the bottom of the conduction band. The effec2.16 eV andA =0.25, 0.09, and 0.3 eV, identified as intrinsic
is observed as a long-lived component in the photoexcitationadiation of crystalline xenoH. A luminescence band with
spectra and as a time shift of the radiation peak of a fre&,,,~2.15 eV andA=0.27 eV has been investigated in xe-

exciton relative to the peak of the exciting photopulse. non crystals grown by condensation of a gas from an electric
Data showing that the contribution of the recombinationdischarge:>14
channel to the formation of two-center local excitatiSrand Suggestions have now been made about the nature of

free exciton® depends strongly on the density of defects andsome of the radiation bands mentioned above. In Refs. 14
impurities, which initially play the role of traps for holes and and 15 the band witk,,,,~4.0 eV is attributed to a radiative
electrons and after recombination for free excitons, have alstransition from high-energy molecular states,Xe to the
appeared. dissociative term$1, and>%% ;' , associated with the low-
An important recent achievement is the investigation ofest excited states X&s[3/2], ,. In Ref. 17 the bands with
the visible radiation of local excited hole centé?s!?It has  E,,=4.29, 4.44, and 2.16 eV were initially identified as
been shown that radiative centers corresponding to a quiteecombination radiation, i.e. the excess energy released as a
shallow(as is known from the gas phag@tential of a two-  result of the recombination of localized holes and electrons
center ion in the excited state X&, appearing when a sin- accompanying a transition into the ground state of the crys-
glet hole with orbital angular momentud= 1/2 becomes tal. However, it was shown subsequently that the band with
localized, arise in a crystal. Here there are two surprises,,~2.15 eV is associated with the radiation of excited lo-
First, this shallow molecular potential is somehow capable otalized ionic centers Xg* and is due to a radiative transition
becoming a stable state in a crystal, which on the basis dfom the excited ionic state %& 2(1/2)y (the depth of the
energy considerations should lie in the corresponding holgotential in the gas phase 3.=0.03 eV) into the ground
band(see, for example, Ref)2Second, if the state still lies state Xg 1(1/2),. The position of the maximum of this
above the bottom of its own band, then there arises the queband varies within 0.07 eV, depending on the excitation en-
tion of whether or not the excitation is stable with respect toergy. Thus, the discrepan®E,,=0.01 eV in Refs. 17 and
relaxation into a lower-lying tripletJ= 3/2) hole band, since 12 is not fundamentally important for identifying the band.
the singlet band essentially overlaps with the latter. HoweverRaising the temperature of the crystal above 30 K deacti-
the radiation of such centers is still observed, and there areated the Xg centers as a result of recombination processes
grounds for believing that the similar effects can also bewith electrons freed from crystalline trafss.
observed for neutral local excitations which lie in the range  The interpretation of the band witk,,,,=2 eV (A band
of band states. presented the greatest difficulty. Initially, theband of xe-
Investigations of the visible radiation from crystals of non was attributed, on the basis of its high sensitivity to the
inert elements pursue two important goals. The fiesid presence of impurities in the crystal and the perfection of the
trivial) one reduces to identifying impurity radiation in order lattice structure, to a transition from a fréetypen=1 ex-
to monitor the presence of impurities and the effect of impu-citonic state near 11 eV into B-type n=1 excitonic state
rities on the filling of the intrinsic radiating states of a crys- near 9 eV at theX point of the Brillouin zong**®
tal. The second one is to search for possible relatively stable TheA band has also been observed with photoexcitation
intrinsic excited states which lie at higher energies and cawof xenon by synchrotron radiatidi;®but the authors of the
radiate in accordance with transitions between excited statesiork did not give any explanation or alternative interpreta-
Such investigations could yield direct information about re-tion of the origin of this band. We note that under synchro-
laxation processes in the range of higher-energy excitationston excitation this band was weak and it was only weakly
The radiation bands of the lowest-lyingi€1) I'(3/2) distinguished against the background of a neighboring, wider
free exciton(FE) with energyEr=8.36 eV in xenon and band withE,,,=2.16 eV. TheA band hs not observed at all
the quasimolecular band\) Xe,* E\,=7.2 eV have been with laser photoexcitation of frozen ionic centersgxél'12
investigated in detail in many works The range of states The first attempts to measure the excitation spectra using
that corresponds to higher-energy excitations is conventiora synchrotron source of VUV radiation were made to deter-
ally identified with fast nonradiative relaxation processesmine the origin of theA band® However, the inadequate
since no VUV radiation has been observed from states abov&pectral resolution and the strong overlapping of this band
n=1 I'(3/2). This supposition seemed especially valid for with neighboring bands made it impossible to draw definite
xenon, where the widtl of exciton bandsn=1, 2, 3, ... conclusions about its origin. The photoexcitation spectrum of
(~1 eV), which overlap with one another and with the stateshe xenon band witle,,,=2 eV was obtained in Ref. 18
of free electron—hole pairs right up to the center of the conwith better spectral resolution. Aside from the high-energy
duction band E;=9.30 eV in X&), is greater than in the part, above the conduction band bottdfy a substantial
crystals of other inert elements. component in the= 1 I'(3/2) exciton range, i.e. 1 eV below
Nonetheless, even the first investigations of the visibleE,, was also observed in the spectrum. The existence of this
luminescence of xenon crystals revealed two intrinsic radiasection cast doubt on the correctness of the initial indentifi-
tion bands with peak&,,,, near 4.0 and 2.0 eV and with cation of theA band E,,,=2.0 eV) with a transition from
half-widths A~1.3 and 0.08 eV, respectivel{f2® It was high-energy free excitons with energyl1 eV.
suggested that quite long-lived radiative centers exist in the In summary, the existing information is clearly inad-
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equate for determining the origin of radiation wiff,,, vacuum in the cryostat was maintained at {bbar. Radia-
=2.0 eV. We decided to use a combined approach and uriion at anglest 45° was detected simultaneously in the vis-
dertake a series of additional multifaceted and systematiible and VUV regions of the spectrum using DFS-24 and
investigations which would help to establish the nature of the/MR—-2 spectral instruments. The spectral resolution was
A band in xenon radiation. First and foremost, it was necesd.015 and 0.05 nm for the visible and VUV regions, respec-
sary to rule out the simplest assumption logically following tively. The procedure used for the luminescence investiga-
from the fact that this band is excited by low-lying tions is described in greater detail in Ref. 19.
excitons—trapping of an exciton by an impurity and radia-  The photoexcitation of Xe crystals in the S—60 synchro-
tion from a low-lying impurity state. To this end the initial tron was performed under the following experimental condi-
xenon gas was additionally purified. Next, the question wagions. Xenon polycrystals were grown at 65 K and irradiated
posed as to whether th& band is due to radiation from at the same temperature. The spectrum of the exciting syn-
surface or volume states and whether the emitting states aohrotron radiation was scanned from 25 to 5 eV with 0.5 eV
free or local excitations. In solving this problem the depen-resolution. The time interval between the peaks of the light
dence of the radiation intensity on the quality of the crystalpulses was 49 ns, and the half-width of a pulse was 8 ns. The
structure, the irradiation dose, and the temperature of thexperimental spectral interval of luminescence was extracted
crystal was decisive. The radiation of Xe as an impurity inusing the following interference light filters: IF—62% (.

the matrix of another inert gas was also investigated, since=2 eV), IF-550 E,.,=2.25¢eV), and IF-500 H,.

the intensity of free excitons is extremely sensitive to the=2.5 eV). The working transmission range of the light fil-
introduction of an impurity. The next important question is toters was 0.05 eV. The setup used for the optical investiga-
determine if the radiating state is associated with charged dions in the S—60 synchrotron is described in greater detail in
neutral states. Consequently, in this work a comparativéref. 20.

analysis was made of the behavior of the radiation band with

Enax=2.0 eV and the luminescence of self-localized holes

Xe, * (Emax=2.15 eV) as a function of the parameters enu-3- EXPERIMENTAL RESULTS

merated above. In addition, we obtained the first time decax_ Luminescence of Xe crystals

spectra of the luminescence of theband for three substan- . .
tially different energies of the excitation pulse. Combined The y!3|ble-range I_ummescence (.)f xenon CrySt.aIS grown
with the analysis of previously obtained photoexcitationfrom purlflet_j gas CO.nS'StS of two partially overlapping bands
spectra these investigations made it possible to attribute réo—‘. and B with maxima Epa=2.0 and 2.'15 eV and half-
diation with E,;,=2.0 eV to an intrinsic, neutral, localized, widths A=0.055 and 0.26 eV, respectively. Ti#e and B

molecular-type volume state formed inside the lowest con?andf I'?daqdjiﬁem to ct)ne another ﬁm beca;J sde thﬁ.y: avekdn‘—
duction band of the xenon crystal. erent widths their contours are well separated, which makes

it possible to reproduce their spectral distribution in the re-
gion of overlapping. Th&-band maximum lies within 0.01
eV of the maximum of the radiation band of Xén a crystal

The luminescence of pure Xe crystals and Ar crystalsmatrix 2(1/2),— 1(1/2), (Ena=2.147 €V), which was ob-
with xenon as an impurity was investigated by using mono+ained in Ref. 1 by excitation witk,=3.72 eV photons. The
chromatic electrons with energif.~2 keV to excite the intensities, the positions of the maxima, and the half-widths
samples. The current densitywas 0.04 mA/crh. The elec-  of the A andB bands exhibit different behavior as functions
tron flux was directed along the normal to the surface of theof the crystal structure, impurity concentration, temperature,
sample. and irradiation duration.

The initial, nominally pure, xenon gas contained residual  Sensitivity of the spectrum to the impurity concentration
impurities with concentratiol€;~10 3%, as stated on the Figure 1 shows the radiation spectrum of xenon crystals for
supplier’s data sheet. After prepurification in a special appasifferent degrees of purification of the initial gas. The quite
ratus, using liquid lithium aff=200°C, the purity of the well-known band near 1.7 eV, which belongs to the exci-
initial gas was improved by more than an order of magnitudemeric compounds XeDand XeO* in an Xe matrix(see,
to C;<10 “%. Nominally pure xenon gas with impurity for example, Ref. 2]l can serve as a spectral indicator of the
concentrationC;~10 3% and the additionally purified Xe presence of impurities. The band near 1.7 eV is completely
were used in the experiments. A continuous-flow helium cry-absent in the radiation of the purified samples. Fheand
ostat with substrate temperature regulatable from 2.5 to 78 Kvas not observed in samples grown from unpurified gas. In
was used for growing and performing optical investigationsthe radiation spectra of the most perfect crystals obtained
on the crystals. The crystals were grown by deposition fronfrom purified xenon, thé band is much stronger than tBe
the gas phase at condensation temperafligesb, 35, or 80  band. In the intermediate case, where the initial gas was not
K, followed by slow cooling to lower temperatures. The purified adequately, thA band is weak and is observed as a
polycrystals obtained were 1 um thick and were optically small peak on the low-energy shoulder of Béand.
completely transparent. The highest-quality crystals were ob- Two parameters were used to monitor #ifect of de-
tained by condensation of prepurified gas on a substrate &cts in the crystal on the luminescence spectriina growth
T=280 K. Crystal quality was checked according to the in-temperaturd . of the crystal and the electron irradiation du-
tensity and shape of the frd&3/2) exciton luminescence rationt;. The first parameter determines the damesjack-
band. Argon crystals with xenon impurity concentrationing fault9 produced in the crystal lattice during growth. As
Cyxe=1% and 10% were grown at 30 K. The working the condensation temperature decreases, the single-crystal

2. EXPERIMENTAL PROCEDURE
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FIG. 1. Xe luminescence spectra as a function of the impurity concentration
in the initial gas:1—unpurified Xe C;~10 ° at.%), 2—purified Xe C;
<10 * at.%), and3—1:100 mixture of these gase§=5 K. The spectra

are normalized to the maximuBrband intensity.

, arb. units

grains decrease in size and the total extent of the grain
boundaries increases. The second parameter determines the
generation of radiation point defects, whose concentration
increases with the irradiation time. Figure 2 shows the spec- f : .
tra of crystals grown from purified gas at condensation tem- 8.15 8.20 8.95 8.30 8.35
peraturesl .= 35 and 80 K. The ratiol(,/1g) of the A- and E, eV

B-band intensities increases with condensation temperature

by approximately a factor of 2. Tha band is virtually ab- FIG. 3. Variations of the luminescence spectrum of crystalline Xe as a
) function of the electron irradiation dos&.=80 K, T=5K, 1,=13 uA,

sent in the Iumlnescencg spegtra of crystals gro_W” _at terT‘{'1<t2<t3<t4. a—Visible range, b—VUV range, spectrum of é3/2) free
peraturesT <30 K; the intensity of theB band likewise  exciton. Inset—band intensitids,, 15, andlee, normalized at the initial
decreases, but this band is still observed. Therefore it can h®int of measurements . The spectr&, B, andFE were recorded simul-
concluded that thé band is more sensitive than tBeband  taneously.
to the sizes of the single-crystal grains.

Figure 3a shows the change in the radiation spectrum of . . "
A andB bands with increasing irradiation timieand there- t;>200 min. The do;e depen_den_ces O_f the band intensities
fore increasing concentration of radiation defects. The irral Fe» 1a, andlg are d|splgygd in Fig. 3kinse?.
diation dosesNg(t) are approximatelyNg(t)=4x 1CP, _ The temperature variations of the speqtrmfnthe com-
Ng(t,) = 2% 10°, No(ts) =4 % 10°, No(ts) =8 10° electrons bined contour of theA andB bands are quite compllcated..
with energyE,=2 keV. TheA- and B-band intensities in- These bar_uds were spectrally separatt_ed in order to de_termlne
crease witht;. The intensity of the radiation spectrum of a the behavior of each one; the s_eparatlon was done_usnjg asa
free exciton changes in the opposite directiBig. 3b. Ini- reference the shape of a band in these spectra which is least

tially, 1 g decreases rapidly and reaches its lowest value fof*ﬁec'[ed by neighboring bands. Tieband shape was ex-
tracted from the spectrum of the most perfect crystal with a

minimal impurity concentration, and thg-band shape was
extracted from the spectrum of a crystal with a low impurity
concentration, corresponding to cur@en Fig. 1. The ex-
tractedA band is displayed in Fig. 4. To see the changes in
the band shape more clearly the spectra are normalized to the
maximum point. The position of thA-band maximum re-
mains virtually unchanged in the entire experimental tem-
perature range, and the half-width of this band decreases
B T=35K with temperature fromA,=0.079 eV atT=66 K to A,
"j,?:l:":é;)‘e. / =0.052 eV atfT=5 K.
av= e The temperature dependences of the intensities oAthe
andB bands and the free-exciton band are displayed in Fig.
; , . 5. The intensityl ,(T) almost doubles as temperature de-
1.9 2.0 21 2.2 23 creases from 66 to 5 K. The functiop(T) is flatter from 20
E, eV to 50 K than at low and high temperatures. A maximum is
FIG. 2. Radiation spectra of samples grown from purified xenon at diﬁerengbserved in B(T)_ atT~40 K (we n(_)te that a maximum has .
gen observed in the thermal luminescence spectrum at this

condensation temperatures. The spectra are represented as a superpositio :
A andB components. temperaturé). In most of the temperature range—right up to

1, arb. units
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FIG. 4. A-band shape at different temperatures. The intensities are normal- E eV
ized at the point of the maximum. abs >

FIG. 6. Representation of th& band as a superposition of three separate
Gaussian band@op energy sca)e To facilitate comparison the nonstation-

. . . . . ary absorption spectrum of xenon gas from the states of *Xe
60 K—practically an anticorrelation is observed in the be (1)0, /65°P,, (1)1/65°P,, and (1)G/6s°P; into the states (9),

havior of theA and free-exciton bands, while the band  (10)1, (11)1,, (4)2,, and (7)q* is shifted downward in energy by
exhibits weak intermediate behavior. 0.215 eV(bottom energy scale

A superposition of three narrow Gaussian components
A1, A,, andAj with E,5,=1.97, 2.0, and 2.05 eV describes
the A-band shape quite welsee Fig. 6. The highest-energy,
weak componenA; is clearly observed only at low tempera- The A-band photoexcitation spectra are presented in Fig.
tures. As temperature increases, the relative intensit. Figure 8a shows the data required for comparative analy-
I(A))/1(A,) of the bands decreases and both bands areis; these date were obtained by other authors. The top
broadened. The parameters of the and A, bands as a spectrund® shows which states absorb ligtibp scal¢ and
function of temperature are presented in Table |. These datxplains a number of minima in the excitation spectra by the
agree with the information presented in Ref. 18 on the exisanticorrelation effect, since reflection maxima are observed
tence of two bands with maxin,,,,=1.98 and 2.0 eV and in the region of the resonance-absorption peaks, in conse-
half-widths A=0.08 and 0.05 eV. guence of which the excitation efficiency decreases. We note
that the photoexcitation spectra of the radiation bag
(7.05 eV} of the lowest exciton Xg*, localized on a defect,
and the bandv; (7.6 eV) at 60 K, when theM 5 band domi-
. . o nates in the spectrum of quasimolecular radiation, were re-

The luminescence spectrum of Xe impurity in an Ar ma- cently obtained in Ref. 24. The last spectrum in Fig. 8a is the
trix with concentrationy.=1 and 10% is shown in Fig. 7. two-photon excitation spectrum of thé band, where tran-
The figure also shows the radiation spectra of AhandB  gjtions which are forbidden in the one-photon regime
bands for pure Xe with quite prolonged irradiation. Analysisappeaﬁs Figure 8b shows the comple#&-band excitation
of the spectra in Fig. 7 shows that for sufficiently high CON-gpectrum which we obtained dt=60 K, using the S—60
centrations Cx.=10%) a superposition of th& and B gynchrotron, and the free-exciton photoexcitation spectrum
bands could account for most of the impurity radiation specfom Ref. 18.
trum. A clear similarity between the excitation spectra of te
band and the quasimolecular bakidis observed below the
conduction band bottomE,. The A-band excitation
spectrum® with E;=8.9 eV~E.(n=2) has a featurdla-

C. Luminescence excitation spectra and decay curves

B. Luminescence of Ar crystals with Xe impurity

Ia beled with the number 1 in the figyrevhich is essentially
2t identical in this region to the behavior of the high-
< temperature componeM;, previously ascribed to radiation
§
; Is TABLE I. Structure of theA band and variation of the parameters of its
E 1F components as a function of the crystal temperature.
Ire 4 4 I(4)
LK 1(ay)
E ,eV A, eV E eV A, eV 2
max max
1 1 1 'l L H
0 10 20 30T K40 50 60 5 1971 | 0.058 2.0 0.033 0.58
’ 40 1.963 0.068 2.0 0.049 0.35
FIG. 5. Temperature dependence of the intensities of xenon radiation band . 36
The normalization is done at the initial point at 66 K. 66 1.957 0.122 2.0 0.054 0.
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FIG. 7. Luminescence spectrum of Xe in AGy.=1% (1) and Cy,
=10% (3). The series of narrow bands in the region 2.2-2.3 eV is the
luminescence of XeO from the residual oxygen impurity in argon. The
spectrum of thed andB bands, which is observed in pure xer{top energy
scalg, shifted upwards in energy by 0.05 €¥) is presented for compari-
son.
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E,, eV

from triatomic quasimolecular complex&The spectrum in V!
the region of thd’(3/2) n=1 exciton resonancklooks more  FIG. 8. Xenon spectra(a) Curves from top to bottom: absorption
like the excitation of the standarM band (the sumM, spectrunf the position of the. bottom of the ,excitonic bands-1, 2, 3
M) ofselfocalized exciton Xp. We note thatin Ref. 18 (%2 (1% 22 (i sonhelen bandy £ a1 mened e op
the measurements were performedrat5 K, and the spec- mark the peaks which have no analogs on e curve. FE—excitation
trum displayed in Fig. 8b was obtained at 60 K. In our spec-spectrum of d'(3/2) free exciton, recorded in a time window with duration
trum the feature 1 is somewhat stronger andrikel reso- =49 ns atT=5 K.'® M,—excitation spectrum of the band of two-center
nance is somewhat weaker, and on the whole our spectrum §&citons Xe* with E;—7.15 eV localized on defectsVl ;—excitation
. . o spectrum of thek,,,,=7.6 eV band, both spectra were obtained Tat

almost completely identical to the e>'<C|tat|on spectrunMaf g2 p excitons—excitation spectrum of thé band atT =158 K2
at 60 K. AboveE, good agreement is observed between thane features are attributed poexcitons.(b) A—excitation spectrum of tha
structure of the excitation spectra of theband® and the  band; we obtained the spectrum in the S—60 synchrotrof=a60 K,
free-exciton band, recorded 49 ns after the excitation pulseFE—excitation spectrum of free excitor.
in addition, on the whole, both dependences reflect the char-
acter of the absorption spectrum. The spectruns distin-
guished by the presence of the featureE2410.3 eV) in  tion decay curve relative to the maximum of the photoexci-
the region of absorption of excitons engendered by electroni&tion pulse. This is characteristic for a cascade process. The
and holes whose states lie close to the edge phimisdX of ~ simplest cascade scheme for the change in the number of
the Brillouin zone?” We denoted the corresponding very particles with time is described by the equations
strong band ln_the absorption sp_ectrurrLaX_ excitons. This dng(t) No(t) dnay  No(t)  Na(L)
same feature is also observed in the excitation spectrum of T =lo(t)— ; = — ,
the A band (Fig. 8b. Above 12 eV a certain similarity is
observed between the excitation spectra of sh@and FE  wherely(t) =1,58(t—1t;y) is the excitation pulséin our case
bands. The feature Eg~13 eV) in the spectrum of th&  ty=5 ns corresponds to the maximum of the excitation pulse,
band should be noted; its energy corresponds approximateburve 3 in Fig. 9). In this process the primary centers with
to the interband transitioiXs — X5 . Substantial intensity concentratiomg(t) transform over their lifetimer, into ra-
growth is observed at high energiébe threshold near 18 diating centers with concentratioma(t) and lifetime 74.
eV); this growth, taking account of the feature &;  Then theA-band intensity id A(t)= r,glnA(t). The solution
=8.9 eV, can be explained by an increase in the probabilityof the system of equationd) is presented in Fig. 9 as the
of excitation of two excitons with energy; . curve 1 with the parameterg,=3ns andr,=6ns. The

The lifetime of theA band was measured on the S—60strong background with excitation period 48 (5 scale
synchrotron with photon energies, =9, 13, and 21 eV, units in the figurg¢ is explained by the presence of a long-
which correspond to the features 1 and 3 and the maximuriived radiation component whose time can be estimated as
energy of the spectrum in Fig. 8b. The curves showing the',~200 ns. The discrepancy between the computed curve
time decay of the luminescence are presented in Fig. 9. Thend the experimental points on the initial section is explained
two top curves correspond to excitation by photons with enby the large actual width of the exciting pulse. The computed
ergy E,=21 eV andE,=9eV. A special feature of these shift of the maximum of the curve relative to the initial pulse
decay curves is the time shift of the maximum of the radia{t=>5 ns) isAt=4 ns. A similar shift has been observed on

@
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The version where thA states are surface states can be
immediately ruled out on the basis of the following three
facts. First, when fine-grained samples are grown and the
total surface area increases, the intensity of Ahband de-
creasegfor T.<35 K) virtually to zero. Second, the photo-
excitation spectrum has the so-called inverted foamticor-
relation with the absorption spectryinThis signifies that the
energies at which the absorption coefficient is snigie
“wings” of the resonance absorption bandorrespond to a
larger penetration depth of light in the crystal and more ef-
ficient excitation of volume excitons. Third, similar, quite
strong radiation due to Xe impurity states in an Ar matrix,
where at concentration€y.=10% the fraction of surface
states of xenon aton{snolecule$ becomes much smaller, is
observed. Therefore th& band should be attributed to in-
trinsic volume states.

Let us discuss whether or not theband could be due to
a transition from fre¢band exciton states with higher ener-
gies into the lowest-lyingi=1 I'(3/2) dipole-active exciton
band. The 2 eV radiation band should correspond to transi-
0 10 20 30 40 50 tions from excitonic states far above the conduction band

t, ns bottom E4=9.3 eV (they are called resonance stateAc-

FIG. 9. Aband intensit function of the i ansed after th " cording to the general theof§,excitonic states in the con-
. 9. A-band intensity as a function of the time elapsed after the excita-,. .
tion pulse:1—excitation energye,=21 and 9 eV(open and filled circles, tinuous spectrum are not bound states in the usual sense, but

respectively, 2—E =13 eV, 3—shape of the exciting light pulse. To fa- rather they are characterized by an imaginary energy

cilitate comparison the experimental cur®és shifted downwards relatve E—iI", whereI" describes the probability that an exciton

to curve 1. The solid curves and2 were calculated using the modd)). decays into free charges and their wave function is a wave
whose amplitude diverges at infinity. These states can be

the luminescence decay curves of a free exciton excited bif!atively stable if the symmetry of the wave functions of the
photons with energyE,> (E4+0.5) eV? The delay is ex- excitonic electron(or hole is different from that of a free

plained by the fact that as the excitation energy increases, tHi€ctron. Eexcitons in thB(1/2) series are distinguished by
relaxation time of an electron relaxing to the bottom of thethe hole statéthe lowest conduction band corresponds to a

conduction band in a single-phonon scattering process irfriplet hole withJ=23/2) andX,L excitons are distinguished
creases. by a change in the configuration of the electronic band wave

A shift in the maximum of curve? in Fig. 9, obtained function as the band edge is approached. The interaction with
with excitation energyE,= 13 eV, is not observed; this cor- defects can result either in localization of an exciton on a
responds tor,<3ns (7,=0.3 ns was used in the calcula- defect or it can stimulate decomposition of the exciton into
tion); the lifetime 7,=6 ns did not change. The short filling free charges. In either case it results in rapid quenching of

time is manifested in the fact that the shape of the carae ~ free excitons(just as happens with theE band in Fig. 3
the initial stage is virtually identical to that of the curgeof ~ and therefore flare-up of radiation from localized states. The

the exciting pulse. increase in the intensity dk-band radiation with increasing
The fact that the maximum on the decay curve shiftgradiation dose, i.e. with increasing concentration of point

once again as the excitation energy decreases to 9 eV atte$lgfects, clearly points to local excitation. On the other hand,
to the existence of intermediate delay processes with excitdd impurity systems Cy.~10%) theA-band intensity in-

1 o, arb. units

tion in the excitonic regiorE; . creases and free xenon excitons cannot exist, since transla-
tional symmetry is absent. Therefore it must be acknowl-
4. DISCUSSION edged that the excitation responsible for xand radiation
is local.
A. General description of the radiating states The next question is whether or not theband corre-

To clarify the origin of theA-band radiation withE,,, ~ Sponds to the radiation of an excited ionic center. The fact
=2 eV we shall analyze the results obtained, comparing théhat its energy is close to that of tBeband, corresponding to
dependence of this band on various parameters with the sartiee excitation X¢*, suggests, first and foremost, the idea
dependences for reliably identified radiation bands—that their origins could be similar, but our data show that
impurity centers Xe®, free excitons, molecular excited cen- these bands behave differently. The intensity of Bhband
ters X& , and ionic excitations Xg* . saturates in a characteristic time300 min, depending on

First, the sharp increase in tlleband radiation intensity the irradiation dose. In an experimental investigation of pho-
simultaneously with quenching of the impurity band XeO toconductivity due to ionization of excitons in kryptéh,
after additional purification of the initial xenon gas definitely where it was shown that charges accumulate on the surface
rules out the version where the radiating states are attributeaf the crystal, the characteristic time wasl00 min. The
to impurities. saturation of the photocurrent was attributed to the electro-
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static limit on the accumulation of charge centers in theranging from 2 to 7 eV and lifetimes up to several hours was
sample. In our case the increase in the saturation time of thebserved. The authors could not explain the nature of such
crystal by ionic centers is due to the specific nature of thaleep states. It is known that the binding energies of elec-
excitation of the crystal by an electron beam. In contrast tdronic traps estimated on the basis of thermal luminescence
the B band, theA-band intensity does not saturate over thedata are 60, 72, and 86 mé¥/The main uncontrollable im-
detection time; this shows that there is no charge orAan purities in inert gases are other atmospheric gases and water.
center. In addition, as already mentioned, in experiments oimhe binding energy of electrons on impurity traps of atmo-
samples with a specially created high concentration of ionispheric gases cannot exceed the electron affinity. Oxygen has
centers, efficient excitation of tHg band by 4.5 eV light was the highest electron affinity among known impurities—1.47
observed, but in this case the-band radiation was com- eV. We remind the reader that we specially investigated the
pletely absent’*?These facts show that the band belongs influence of the impurity oxygen concentration; this was dis-
to a neutral radiation center. cussed above.

Let us consider the next variant of the origin of the ob- Another very important argument against the recombina-
served band: thA band is due to the excess energy releasedion radiation version is the small width of the band(see
when localized electrons and holes recombine with one anfable ). When the contribution of the last term in EQ) is
other. When this happens, a transition occurs into the grountaken into account, an effect which is well known from the
state of the crystal. This interpretation was proposed in Refquasimolecular radiation of tHd band obtains—a transition
17 for a number of visible-range bands with energyto a repulsive term of the ground state gives a band of width
~3—-4eV. The energy released as a result of recombinatior-0.5 eV. Therefore the version of th&-band radiation

is described by the equation where such a recombination transition occurs into the ground
5 state of the crystal seems to us to be groundless.
€ 1 Let us now examine the conjecture that local excitations
E(r)=E,— (E,+Eo) — - —AV_, 2 o . "
(r)=Bg=(En+Ee) Adme,eq ¥ L @ exist in the conduction band of the crystal. Transitions be-

) _ tween excited states are supported by the fact that the posi-
whereE,~0.6 eV is the depth of the self-localized hol&;  tjon of the A-band maximum is essentially temperature-
is the binding energy of an electron in a trap;is the  jhgependent(see Table )l As temperature increases, an
electron—ion distanceg,=2.2 is the dielectric constant of appreciable shift is observed in the maximum of the radiation
solid Xe; e is the electron charge; andV, is the difference  f atoms and excitons. This shift is due to the fact that the
of the lattice energies between the excited and ground stateghange in the electron—lattice interaction in the excited state
taking account of the contribution of hole and electron ceNlarge radius of the electron stais different from that in the
ters. We note that an equation where the third term in(Bq. ground statémuch smaller radiysas the crystal expands. In

is taken with the o_ppqsite sign is_used ir_l Ref. 17 by analogyne deformation-potential approximation the shift is given by
to known recombination effects in semiconductt$low-  he expression

ever, an excited state in semiconductors consists filked-
tral) states of hole and electron traps, and the ground state
consists emptie(charged acceptor and donor centers. When
a local hole recombines with a local electron Coulomb cou-
pling exists in the excited statéocal analog of an exciton whereE(T) is the position of maximum luminescengg(T)
and the ground state contains neutral atoms, which is whas the dilation;C=C,;—C, is the deformation potential cor-
gives the corresponding sign of the Coulomb energy in Eqresponding to a transition from the state 1 into the state 2.
(2). Crystals of inert elements possess a strong exciton—phonon
The formation of local charge centers in crystals of inertcoupling; C=1.3 eV corresponds to an exciton with=1
elements could be due to a large deformation of the lattice. AI'(3/2). As temperature increases, the maximum of the
two-center hole ion consists of two closely spaced atomd$'(3/2) excitonic luminescence shifts appreciably to lower
whose repulsion energy in the ground state gives for Xeenergies A similar effect is also observed for atomic exci-
AV, ~0.8 eV3! Clearly, there are still not enough experi- tations of Xe in a matrix with a change in its densitjn
mental data on actually existing electronic traps. In shallowcontrast to excitonic luminescence, the position of the main
pore-type(a large cluster of vacanciesaps the repulsion of maximum of theA band remains unchanged as temperature
an electron from the nearest-neighbor environment is esseghanges. This situation corresponds to transitions between
tially compensated by polarization attraction. Deep traps cafocal excited states, whe@,~C,~C,—the deformation
be only of an impurity origin, and the electronic level in this potential of the electronic state in the limit of a large radius.
case must correspond to a strongly bound state with a smdHor a molecular local state there exists an additional condi-
radius. In both cases the lattice deformation due to the pregion that the position of maximum radiation is independent of
ence of an electron in a trap is small. Neglecting the electemperature: the states 1 and 2 must have potentials of a
tronic contribution toAV, , we obtain from Eq(2) that the  similar form with the same internuclear distances.
recombination radiation enerdy(r) can be 2 eV only if the Since intrinsic local quasiatomic excitations in Xe do not
depthsE, of the electron traps are-5—-6 eV with the dis- occur either for the lowest excitons or for holes, thédand
tancesr between the charged centers ranging fragnto  radiation is most likely due to quasimolecular excitation. The
r>a, (the lattice constant in xenam,=0.613 nm). In Ref. increase in the intensity of th& band in the luminescence
17 it was noted that in experiments on the photoyield ofspectrum of mixed Ar—Xe crystals with the Xe concentration
electrons an effect corresponding to electron-trap depthgcreasing to 10% confirms the supposition that the radiating

E(T)-E(M=CR(TH(T-T), ()
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A centers are of a molecular type. For such a xenon concen- Electron N
tration the probability that Xe—Xe pairs are formed in the 14l 102 \A L7
crystal grown is about 75%. Atom 1%/ <><

The energyE,=2 eV of the luminescence transition be- g \’ 1 [ Exciton LEE
tween the excited states of a molecule establishes the lower 12 (017, 3= ar g ]
limit of the energy of the radiative state: . [} 030 032 034 wF

7

Emin=Te(ly) +EA~7.95+2=9.95 eV, 4 % | 19:;25@,2]1 :p: st L3

whereTq(l,)~7.95 eV is the zero-point vibrational energy 2 10} Y J /\
. . L 2=, 5d[1/2o’ 02

of the lowest excited state of the Xenolecule in a crysta%. =6s =& e
This limit lies approximately 0.7 eV above the conduction 09'19_68 n=1
band bottom in the crystaE;=9.30 eV). 8t -

The possibility that local electronic—vibrational molecu- FE
lar excitons are formed at the center of the excitonic band 7 5 -

. . P s §.
has been shown theoretically in Ref. 4. The necessary con- 0} X7 4.5
dition for this process is the presence of deep molecular 2b iy Xe. Le
states, lying in the same energy range, and defects of the 03 04 05 2n/a ko m/a
r, nm

crystal structure which stimulate exciton localization. Energy
relgxatlon of _an eXCIth .m a band is branc.hlng prqceSSFlG. 10. Energy scheme of molecular potentials and atomic states of xenon
which results in deexcitation of free and localized excitons (eft-hand side The atomic states(§ 7s, and 7 are designated for sim-
Therefore it can be supposed that resonance excitations pficity by a single level corresponding to their average value; tthéeSels

the conduction band likewise form mixed states with theare presented completely. The solid arrows deroteand and localized-

. . . exciton (M) radiation, the dashed arrow denotes the absorption from the
vibrational levels of high-energy molecular State%Xdy' ground state, corresponding to the closest internuclear distance in the crystal

ing in the same energy range. The interaction of these exc, inset: molecular potentials of Xe near 10.2 ®\the potential curves
tonic polarons with defects results in relaxation of excitationdenoted by the numbets-3 correspond to the states ()0 (9)1y, and

along a local system of vibrational levels and deexcitation 0f7)0y in order of increasing energy. Center—the excitonic states of xenon.

their local centers. The position of thd™ excitons is designated by solid lines, the positiorpof
excitons by dotted line%, and the conduction band bottd#y by the heavy
line. The arrow shows a radiative transition of a free excitb&). Right-

B. Identification of radiating states hand side—computed valence-band and conduction-band states of*%enon.

Proceeding to the analysis of the excited states that could
be responsible for the 2-eXX-band radiation of xenon, we dissociation to the lower-lying é atomic terms. The calcu-
recall that the temperature dependences of the band widtlations show that the right-hand branch of the molecular po-
and position of the band maximum support the ideas that theentials(6)0, , (9)1y, (7)o, (4)24, and (10)% is inter-
internuclear distance, is close for the upper and lower mo- sected by repulsive terms, but the lowest vibrational levels
lecular potentials and that these potentials have a similatan have quite long predissociation lifetimisThe transi-
shape. The scheme of molecular and atomic states of xendion dipole moment for the indicated molecular states is non-
is displayed in Fig. 10. The lowest bound molecular states ofero for a transition to the lower bound states of the molecule
Xe are the states ] 0, (6s°P,), and Q) (6s®P,). The pa- Xe} 0. (6s%P,) and 1,, 0, (6s°P,).
rameters of these potentials in the gas phase have been well- The presence of such states in the gas phase was con-
determined D,=0.53 eV, r,=0.31 nm)® These potentials firmed experimentally by the nonstationary absorption of the
converge to the atomic terms[@/2], ; with energies 8.315 molecule X¢ from the lowest excited stateg 06s*P,) and
and 8.436 eV. Thus if a radiative transition occurs to thel,, 0, (6s®P,). The absorption spectrum near 2.22 eV con-
lowest vibrational level of X&, then the internuclear dis- sists of two structured bands, which themselves consist of a
tance of the upper potential should bg=0.3 nm and this set of overlapping component$The first band was attrib-
potential should lie about 2 eV above the zeroth vibrationaluted to a transition from the lower excited molecular state
level of the lowest state of the excited molecule;Xe 0. (6s%Py) into the excited state9)1y, (10)1,, and

Calculations of the potential energy of Xenolecules* (11)1,. The second was attributed to transitions from
show that bound states satisfying these conditions do indeeti,,0; (6s°P,) into the states(9)1,, (10)1,, (11)1g,
exist. The close-lying potential§6)0, , (7)o, (9)1, (4)24, and (7)Q . The nonstationary absorption spectrum
(4)24, (10)1y, (11)1,, (7)0, , and (8)@, arranged in  of the X& molecule in the gas phase is compared in Fig. 6
order of increasing energy, correspond to these conditionwith radiation in theA band. We performed a simple recon-
(see Fig. 10 The state$6)0, , (7)0; , (9)1,, (4)2,, and  struction of the spectrum of a group of bands near 2.21 eV,
(10)1, correlate with the P atomic asymptote and are de- representing them as a sum of three Gaussians with half-
scribed by the configuratioAw,7p (they are shown in the width 0.007 eV. The contour obtained describes well the cen-
inset in Fig. 10; the numbers 1-3 denote the first thregral componentA, while at the same time the relative inten-
state$. The lowest four states possess flﬁbg configuration  sity of the individual components is preserved and the width
and (10)} possesses théHg configuration. The higher- of each band increases to 0.03 eV as a result of the interac-
lying states(7)0, , (11)1y, and (8)Q possessY; and tion with the lattice. The magnitude of the shiftEsg
12;“ configurations, and they correlate with the @&omic  =0.15 eV of the band maximum to lower energies corre-
states and are quasibound. They possess a high barrier $ponds to a crystalline shift due to the difference of the po-
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larization interaction with the environment in the uppger-  the p excited states of atoms and excitons are forbidden.
diating state and the lower molecular term. Investigations of the excitation of thl band in the two-

In crystalline xenon, as a result of the the Franck—photon absorption regime @=158 K revealed a series of
Condon principle, absorption from the ground state can exabsorption bands whose limit iEq(p)=10.98-0.08 eV
cite only band states or local states witf-d=0.43 nm,  (see Fig. 83% Since theX; —XJ transition energy is
and for nonstationary absorption in Xdocalized excitons ~11 eV 38 these states lie in the bottom conduction band
with re~0.3 nm can be occupied. The nonstationary absorpand probably are of the same origin as theX excitons. On
tion in inert-gas crystals has been investigated in Refs. 3ghe basis of the symmetry of the electronic wave function
and 36. For Xe it was found in Ref. 35 that the energy of thegng the energy these excitations can be regarded as the crys-
allowed transitior?>. ; —*I1 from the lowest excited state is ajjine analog of the atomic(¥ terms. Then, as is evident in
less than 1.1 eV. Continuum absorption is observed in thejq 10 the molecular levels associated with the atonpc 7
energy range of interest to us 1.1-3 eV. This absorption i§iates; Iying in the range 10.9—11 eV, remains virtually un-
quite strong, but the resolution in detecting this spectrum inyy,ixie ot the transition into the solid phase. Incidentally, this
Ref. 35(0.1 eV) was too low to separate the flne structure Insigniﬁes that the polarization interaction with the crystal for
I)Eérfgr: kggtgg;;:hgf,ﬁ iirt;ctur:e fgi@rggtevﬁfn ?rr]i (I:cl;\)/\?:s?tt t states does not correspond to a model of two point charges,

' P mex as assumed in the estimatesdaf and ®,, given in Ref. 37.

excited molecular term&. ; —3I1; and the additional struc- . . ;o .
ture at 1.6 and 2.5 eV were observed. The matrix shift ofThe states associated witls and %" will be shifted by a

nonstationary absorption in krypton sEg~0.1 eV. This larger amount into the region & _and Eq. respectlvel)}.
small value ofA Eg shows that the molecular terms in the gasThe molec.ular terms assoglated W'Fh s.mall-radldswcna-_
phase are close to those of the crystalline phase. The shifens a_nd |ntermedlate—radlusp6e>$0|tat|or_13 should remain
between the absorption spectrum and the luminescence spé2Proximately at the same energies as in the gas phase. Lo-
trum in crystalline krypton is 0.11 eV, i.e. the change in theC@lization of high-energy excitons can occur with the partici-
relaxation energy of the environment makes a comparativelpation of different potentials in the indicated energy range,
small contribution to the transition energy. These data caM/hich relax nonradiatively to the lowest molecular terms,
serve as reference points for estimating the magnitude ar@#esignated byl-3 in Fig. 10. On account of the different
direction of a possible shift of various molecular potentialsconfiguration of these states in the crystal a difference can
of Xe3* accompanying a transition from the gas into thearise in the crystalline shift, which is manifested as a split-
crystalline phase. ting of the A band into componentd;—As;.

In the crystalline state the energies of the @d 7 In addition to the maxima corresponding fo excita-
levels of X&, which have a large excitation radius, decreasdions, a local maximunilabeled by the number)2s ob-
as a result of the polarization interaction with the environ-served near 10.3 eV in the photoexcitation spectrum ofthe
ment. The polarization interaction energy of an electron ocband; this maximum is absent in the excitation spectrum of a
cupying an interstice i®,=—2.26 eV, and for a hole oc- free exciton(see Fig. 8h In all probability the states near
cupying a siteb,= —1.35 eV If an electron in an excited 10.3 eV have relaxation channels with direct filling of local-
atom possesses an intermediate radius, as in the case of thed states associated wifh centers. The most likely local
excitations Xé& 5p°6s, 5p®6p, then its interaction is deter- excitations corresponding to this energy are molecular states
mined more by the repulsion with the environment, which isconverging to the atomic limit & 3/2]; near 10.4 eV. The
only compensated to some extent by the polarization attracselection rules allow transitions into these states. Moreover,
tion. Correspondingly, the local crystalline atomic let@b-  xe, absorption bands associated with this atomic state are
proximately the center of the banaf I'3/2) andI'(1/2)  gpserved in the gas phase of ¥eAs a rule, the levels
excitons, genetécally related with the excited atomic stategq[3/2]; are filled as a result of dissociative recombination
5p°6s and %°6s’, is shifted to higher energies by of molecular ion$® The weakly bound molecular term con-
~0.4 e\/_:[hFors eS;ta;theS W'}h I_arggg ra.d't' of trt‘_e e'?CFFOfn'ﬁ Oib't' verging to the atomic leveld 3/2]; possessesglsymmetry
i.e. ns with n>6, the polarization interaction is in full play ity — _
and a lowering of the levels compared with the levels in thei;:gea f(? ilézwnioz:re;sflti:e\;}lgg)%r Oa?sfia?]\éear;:r etheo-ir;;'il (
spectrum of a gas and compression of the spectrum shoul;_‘jo_43 nm)“° Consequently, under photon excitation this
be observed. This corresponds to lowering of the atomic ionfnolecular term can be efficiently filled from the ground

Idza(t:lt(')c?n pl;);igt'sgtizxr.'glf;esge? 125133 ee\\// at?t:]ee ?Qt state. In the crystal thedbstates are converted into narrow
li ' S ' Crystalg=>9. poi bands and their coupling with the lattice can be much stron-
I'g of the Brillouin zone, which is the convergence limit for o .
. . i ger than for other excitations. Subsequently, nonradiative re-
s excitons(see Fig. 1D ForI'(1/2) excitons the convergence L . AL
laxation is possible and can result in filling of deeper mo-

I .
limit B4 can be estimated as lecular potentials with different symmetry, since the weakly

Eéz E,+AEgo=9.3+1.3=10.6 eV, (5) bound. statg & (5d[3/2]1) i§ intersecFed by -mz/iny deeper
potentials, including potentials associated with’ Gand 7
whereAEg is the spin-orbital splitting. atomic excitations. Ultimately, radiative transitions with en-

The conduction band whose minimum lies at the pointergy near 2 eV A;—Az band$ can occur from states with a
X7 of the Brillouin zone corresponds to electronic statesdeep minimum(1-3 in Fig. 10. The decrease in the inten-
with p-symmetry wave functions in the crystal. For single- sity of the blue componem; with increasing temperature
photon excitation, transitions from thg5yround state into can be explained by thermal activation above a barrier sepa-



Low Temp. Phys. 29 (5), May 2003 Belov et al. 411

rating the minimum of the potential and repulsive terms in-not predominate, it is important to show that such a process
tersecting it. is, in principle, possible and to determine the energy range of
its excitation. This requires more accurate measurements of
C. Formation of high-energy radiating states in the A'ban_d quenching \_N'th a small eX(_:'tat'on e_nergy step.
conduction band of crystalline xenon With the exception of local maximgee Fig. 101-3), a

electron and a hol# In light crystals(Ne, An with low
permittivity (e~ 1.5) the screening of the Coulomb interac-
tion is weak and the exciton binding energy is high. In ab-
sorption, most of the intensitfcontribution to the oscillator
strength lies in the exciton regionE<Ey) and the fraction
of interband transitionsE>E) (in the two-band approxi-
mation in Ar is about 40%, half of them are due toX
exciton type resonance states. In heavy crystatsXe) the
Coulomb interaction is weakeg§~2), the exciton binding
energy is smaller and the exciton contribution to absorptio
for E<Eq is less than halfin Xe—30%. The fraction of

8a). This shows that aside from the channel for direct exci-
tation of high-energy excitons, a second channel for filling
the A band is recombination of self-localized holes and free
electrons, which also can result in filling of high-energy ex-
citonic states localized in high-energy molecular excitons.
This process proceeds in two steps and requires additional
time for energy relaxation of holes and electrons. This con-
clusion agrees with the existence of a time dedy=5 ns
rPetween the photoexcitation maximum with energy,

=21 eV for theA band and thé\-band radiation maximum

resonance states is 62% and only 8% goes into in continuurg’?ee Fig. 9. The time shiftAt is of the same order of mag-

absorption of free electron—hole pairs. Thus, as the atomi([,lItUde as for excitation of free excitons by pho.tons with
number increases, the role of interband transitions in the ex2X¢€SS energi, —Ey~1.5 eV above the conductlpn 'band
citation of a crystal increases and the question of the mech0t0M- The delayat depends on the defect density in the
nisms of sheddingtransformation of the energy of the ini- “ The shiftAt is observed only in

crystal and is~5-10 ns?
tially arising excitations and channels for filling the radiative CryStals with defects and is determined by the time required
excitonic states becomes more critical.

for the energy of the electrons participating in recombination

One of the most important questions is to determine th&Vith holes localized on defects to _rel%_x. _
lifetime of resonance states taking account of the decay into  AS shown in Ref. 9, recombination of a thermalized
electrons and holes, the character of electron—hole pair réléctron with a localized hole is rapid and the subsequent
combination, and the recombination efficiency for particlesrélaxation of excitations into the region of the top>2)
with different energies. Investigation of the excitation spectra@nd excitons likewise occurs without a delay. The fact that
of the luminescence bands of the lowest free and selfthe excitation by light withE,=8.9 eV results in a time
localized excitons in perfect crystals has shown that evefi€lay ofA-band radiation can be explained by the following
though light absorption in the region of interband transitionsSCh?me for the process: the recombination pf holes anc_i ther-
is efficient the excitation of thé! band (Xg) for E>E, malized electrons results in a channel for filling free excitons
decreases strongl{We recall that the radiation of quasimo- Without a delay, and subsequently the exciton should be ab-
lecular states usually strongly predominates in luminescenc&0rbed by anotheflocalized excited state(to increase the
luminescence of free excitons comparableMo lumines- ~ Probability of the process, this state should be long-lived
cence is observed only in the most perfect crystalhis  the excitation lies in the high-energy range, and the delay
means that, on the whole, for low defect densities the reconPccurs along the relaxation path to Arcenter state.
bination process is inefficient, i.e. excitons in the region of ~ The very high sensitivity of thé\ band, just as of free
the conduction band either leave the crystalenching on a  excitons, to the presence of even a small amount of impuri-
substrate, and so pror are quenched on impurities. The ties shows that band excitations with a long mean-free path,
probability of these processes is determined by the long€. electrons and excitons, the former at the stage of recom-
mean-free path length of quasiparticles, since it is assume@ination of electrons and localized holes and the latter for
that a quite large crystal is grown with the lowest possiblegxcitonic excitation of local long-lived states, participate in
impurity concentration. It is still unclear whether or not reso-the filling of the states responsible férband radiation. Im-
nance states in the conduction band can possess such laijéfity oxygen traps both with high efficiency. The positive
diffusion lengths. At the same time the observation of a di-electron affinity of the oxygen atom and the lower energy of
rect channel(no delay for the formation of a localized state the excimeric terms XeO™ compared with excitonic states
of a singlet(excited hole state followed bB-band radiation facilitates this’* Since the sensivity of local centers Xe
with E,,.=2.15 eV could serve as an indicator of the decay(B band to impurities is much weaker, it can be concluded
of excitons aboveg’,: 10.6 eV. that the cross section for trapping of excitons on local centers

An especially intriguing fact obtained in this work is the corresponding taA-band excitation is smaller than for ionic
absence of a time shift of the-band luminescence relative centers, and the concentration of such centers is lower than
to the photoexcitation maximum at 13 eV. This could signifythat of impurities in nominally pure xenon. This situation
that localized molecular states are filled directly from high-corresponds to trapping of excitons by neutral long-lived ex-
energy free exciton states in this region. Although, in accorcited centers. These long-lived states can be the lowest long-
dance with the relatively smooth variation of the photoexci-lived terms of the X§ molecule or three-center excitations
tation spectrum near 13 eV, the contribution of directwhose radiation M3) appears in the form of a band with
processes fillingA centers from the conduction band doesE,,,=7.6 eV only at temperature§>50 K. This is con-
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firmed by the fact that the maximum 1 of tleband exci- cited state. It could be that this is a specific three-center state
tation with E=8.9 eV coincides with the analogous maxi- responsible for high-temperature 7.6 eV radiation. The re-
mum of theM ;3 band excitatiorisee Fig. 8 We note that the sults obtained show that long-lived excited centers accumu-
energy range near 8.9 eV corresponds to excitation-o2 late in a xenon crystal during irradiation.
excitons, the radius of whose excited state is four times
larger (o—2ap) than that ofn=1 excitons. As shown in
Ref. 10, the polarization attraction of such an exciton to &
different excitation is much stronger than for the lowest ex-
citon and, hence, the capture cross section is larger.

A different nature of the formation of the radiation in the
A andB bands is observed in the luminescence of crystals, _ o
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Surface and quasisurface states in a strongly anisotropic layered crystal
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In Part 1 a relatively simple model of a strongly anisotropic layered crystal is use to study
various types of surface waves in the long-wavelength approximation. Particular solutions are
obtained for the lattice-dynamics equations in the presence of a surface impurity monolayer.

The solutions have frequencies that lying outdisierface statgsand inside(quasisurface states

a band in the continuous spectrum of an ideal lattice. In Part 2 shear waves localized near

a monatomic layer adsorbed on the free surface of a strongly anisotropic layered crystal are studied
at the microscopic level using a vector laltice model with translational and rotational

invariance and elastic stability. It is shown that in some cases a noncentral interatomic interaction
results in the appearance of surface shear waves of a special type with one or two termination
points and a damping parameter that is a nonmonotonic function the two-dimensional

wave vector. ©2003 American Institute of Physic§DOI: 10.1063/1.1542505

Strongly anisotropic layered crystals comprise a largeeral properties of the surface states. Particular solutions are
class of substances which include semiconductors, diele@btained for the equations of lattice dynamics in the presence
trics, magnetically ordered systems, polymers, and othedf a planar defect. These solutions have frequencies outside
materialsi? A characteristic feature of these crystals is the(surface statgsand inside (quasisurface the continuous
presence of a weak interlayer bond which strongly influencespectrum of an ideal lattice. In Part 2 the formation condi-
various types of excitations. It is unquestionably of interestions and characteristics of the vibrational states for purely
to study the surface acoustic waves that can propagate Bhear waves localized near a monatomic layer on the surface
such compounds. It is known that Rayleigh surface wave®f a strongly anisotropic layered crystal are discussed. It is
are modified in strongly anisotropic systerfws in crystals ~shown that, among other things, when the noncentral inter-
near a structural phase transition associated with softening @ction in such crystals is taken into account, deeply penetrat-
acoustic phononsthese waves become retarded and deeplynd surface waves, which exist only in a definite range of
penetrating® The latter property has technological applica- values of the two-dimensional quasiwave vector, can appear.
tions (for example, in acoustoelectronjcsTogether with
Rayleigh-type surface waves, purely shear surface waves LONG-WAVELENGTH APPROXIMATION FOR A SIMPLE
with horizontal polarization $H waves—an analog of sur- MODEL OF A STRONGLY ANISOTROPIC LAYERED
face  Gulyaev-Blyusie waves in piezoelectric CRYSTAL

crystal§’—are also modified. In the long-wavelength limit ~ The long-wavelength approximation for a scalar model
the penetration depth dBH elastic waves(in contrast to 4 5 semibounded, strongly anisotropic, layered crystal with
Rayleigh wavepis much greater than the wavelendthand  an adsorbed layer of impurity atoms on the surface is stud-
the characteristics of the waves become extremely sensitiigd. |t is assumed that the crystal lattice is body-centered
to external actiond’ In recent yearsSH waves have been tetragonal and the crystal surface is perpendicular to a four-
intensively studied and are now finding increasingfold symmetry axis. To describe such a lattice it is conve-
applications’**? The fact that single-compone®H waves  nient to use a rectangular coordinate system wi@¥eand
are structurally simpler than two-component Rayleigh wave®Y axes lie in the plane of the monatomic layer on the
can be used in experimental research, for example, for meaurface of the crystal and th®Z axis is directed into the
suring the density of the normal component of superfluidcrystal. Leta be the distance between the nearest-neighbor
helium® or for studying Langmuir—Blodgett film¥. The  atoms in thexOY plane and/2 the distance between neigh-
present paper is devoted to clarifying the basic characteristidsoring atomic layers perpendicular to tf@Z axis. The
of these waves in the presence of strong anisotropy. smallest number of different types types of interatomic inter-
The following questions are studied. In Part 1 the long-actions that can be consequential for the structures studied is
wavelength case for a relatively simple model of a stronglytaken into account in this model—the interlayer interaction is
anisotropic layered crystal is analyzed to determine the gertaken into account in the nearest-neighbors approximation

1063-777X/2003/29(5)/8/$24.00 414 © 2003 American Institute of Physics
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and is characterized by the paramejeand the interaction

within the layers of the crystal is also taken into account in

the nearest-neighbors approximatidthe parametera).

Strong anisotropy means that<«a. We introduce param-

eters characterizing the adsorbed monolayer:m/m—1
and{y,="a/a— 1. Herem andm are the masses of the atoms

in a layer and in the main lattic& and « are the interaction 16y
parameters of the nearest neighbors in the adsorbed mono- M
layer and in the layers of the main lattice, respectively. It is
assumed that the interaction of the surface layer with the

main lattice, being quite weak, is the same as the interlayer
interaction in the interior volume of the crystal. Since the

crystal is structurally uniform in thXOY plane, it is conve- SwW
nient to switch in the equations of motion from a site repre-
sentation in the plane of the layers to a two-dimensidnal
representation, retaining the site representation along the
axis. This yields difference equations describing stationary 0 k
oscillations of the atomic layers in the interior volume of the
crystal:

2a 4y
\u(z)+ F[coskﬂ— cosky,—2u(z) ]+ F[(u(z+ b/2)
+u(z—b/2))cogk,/2)cogk,/2)—2u(z)]=0, (1) 16y

whereh=w? and w? is the squared characteristic frequency
of the oscillations. Using the standard form for the solution
u(z) =uq exdik,z/(b/2)] we obtain the dispersion law for the
vibrations of an ideal lattice. In this part of our exposition we
shall examine the low-frequency range<./a/m, which
makes it possible to take into account approximately the dis-
persion of the waves propagating along the layers. To take
account of the the influence of a weak interlayer interaction 0
on the propagation of such waves in the long-wavelength

limit, it is sufficient to use in the terms containing the factor rig. 1. pispersion curve W) corresponding to a surface wave where
v in the dispersion law the quadratic approximation with neighboring layers of the lattice oscillate in phase: a surface wave exists for
respect to the magnitude of the two-dimensional wave vectovo-dimensional wave numbeks-0 (a); k>k, (b). The hatching marks the

k. However, since the anisotropy of the system is assumed t§9°" ©f the continuous spectrum of an ideal crystal.

be strong ¢<«), the fourth power ok must be taken into

account in addition to the second power in the terms contain-

ing as a factor the constantof the strongest interaction in To analyze localized states it is convenient to construct a

the lattice. The dispersion of the waves propagating perperpand in the continuous spectrum of oscillations of an ideal

dicular to the lattice layers must be taken into account moreyystal as a function of the two-dimensional wave vector
accurately, since the frequencies of these oscillations are Qkx,ky) for all possible values ok, (2). A characteristic

the order of\y/m</a/m and, generally speaking, fall into feature of such bands in strongly anisotropic layered crystals
the frequency range which are studying. In this approximais that the band widtlifor any value ofk) is determined by

tion the dispersion law for waves of an ideal crystal in thethe weak interlayer interaction, and the maximum frequency

direction[100] is of the oscillations is determined by the strong intralayer in-

teraction, i.e. the band is very narrow and strongly

1 , a , 16y . elongated? In Figs. 1 and 2 the hatched region corresponds

A= —(a+ycosk)k"— 75K+ ——=(sin(k,/2))7, to a band in the continuous spectrum of oscillations of an
2) ideal crystal in the present model. The bottang,(k) and

top A op(K) boundaries of this band are given by the expres-

Ko k

where k=k, is the modulus of the two-dimensional wave S'0NS

vector. It is evident from this expression that taking account

of terms of the order of ¥/m)k? and (a/m)* is important in Nou(K) = i(a+ y)k2— Y s
the long-wavelength limit for two-dimensional wave vectors o m 12m= "
such thak= \/y/a. This distinguishes the dispersion 14@)
from the dispersion law presented in Ref. 17 for a strongly

Mgl k)= e 2yt 3
anisotropic crystal. uK) = T (= )K= ok ©

m
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A[a _allot D, K 4y ] oo
m(e+1) 12 " me+n YO
sw 4y . k?\ (b o
Thern P E)v 2 7Y
16y 2 4
LA Ay 4 k a k 8vy| (b
m A Bl (V%S B Y e
| m(l 8 u(0)+| A m(k 12) - u(z)
i 4 1 i b)=0 4
+ el u(b)=0. (4)
} The solutions decaying into the crystal are
[
¥ u(0)=w,
0 ke K u(z)=vq@ PRI02) - Z=p/2, (5)

Herew is the displacement of the adsorbed monolayéz)

is the displacement of the layers in the main lattice, qnsl

a parameter characterizing the damping of the solutions in a
direction into the crystal|@|<1).

Analyzing Eqgs.(1) and (4) we obtain surface states of
the following types:

1. Surface states with frequencies lying below the band
in the continuous spectrum of oscillations of an ideal crystal.
Such states can appear if the lattice parameters of the crystal
and the defect satisfy(2e +1)~2a({y—¢). For this case
the functionq(k) in the approximation considered is

2a(fy—¢e)— y(2e+1)

_ , alo—e) ,
qk)=1+ 5 @ K

(6)

and the splitting of the squared frequency of a surface state
from the bottom boundary of the band in the continuous
spectrum is

4y(1-q)?
AN=Mow— Nige=—— = cog ki), @)

According to the expression®) and (7) the magnitude of
the splittingA\ in the long-wavelength limit is proportional
to k* This is characteristic for the type of waves under
consideratiort®

The neighboring atoms in the lattice layers oscillate in
phase, sincg(k)>0. If y(2e+1)>2a({y—¢), then a sur-
face wave exists for ak>0 (Fig. 19. However, if the op-
posite inequality holdgi.e. y(2e +1)<2a({y—¢)), then a
surface wave can exist only fée>k,, where

Kk

®

FIG. 2. Dispersion curve §W) corresponding to a surface wave where k0=2 \/2 2a(§o e)—y(2e+1)

neighboring layers of the lattice oscillate in antiphase: a surface wave exists a(lp—¢)

for two-dimensional wave numbeks<k, (a); k>0, a gap between the top

boundary of the continuous spectrum and the frequency of the localized he dispersion curve corresponding to this case is shown in

state exists ak=0 (b); k>kg (C). Fig. 1b.

2. Surface states with frequencies lying above the band
in the continuous spectrum of oscillations of an ideal crystal.
Such states correspond to antiphase displacements of neigh-

uli)oring lattice layers and occur whep(2e+1)<2a({q

Let us analyze the characteristics of localized states in our ). The corresponding value of the paramejtk) (in this
geometry. The system of equations which describe the oscil- &)- P g P &

) caseq(k)<O0) is
lations of an adsorbed monolayer<0) and the next layer
(z=b/2) and play the role of boundary conditions for the

a({o—&) K2
volume equationgl) has the form

8ye

e+1
a(k=— - , ©
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and the splitting of the squared frequency of the surface statewer than on the curvd. As ¢ approaches the limiting
from the top boundary of the band in the continuous specvalue 7 these curves will tend asymptotically toward the

trum is curvel.
Ay(1+q)2 We shall now ponsidgr the case correqunding to Fig. 2c.
AN=Njge— A yp=——1—7—cog k/2). (10) For ¢=0,7 the dispersion curves merge with the curve 1
P Kl

determined by the same expressi@d). The typical form of

If the mass of the atoms in the layer on the surface of thdhe dispersion curves corresponding to increasing values of

crystal is less than half that of the atoms of the crystal itselthe parametes in the range &< ¢<m/2 is presented in this

(i.e. e<—1/2), then fork=0 there is a gap between the figure for 0<¢1<¢,<ps<w/2 (curves2, 3, and4). For

frequency of the surface state and the band in the continuoug= /2 the dispersion curves merge with the top and bottom

spectrum. Depending on the ratios of the parameters charaoundaries of the continuous spectri@). As ¢ increases

terizing the adsorbed monolayer, surface states can exist durther in the ranger/2<¢<m the curves assume a form

ther for wave numberk<k, (Fig. 23 or for all k>0 (Fig. ~ Similar to that shown in Fig. 2c forr/2<¢,<ps<de<m

2b). The first possibility occurs whefy<e and the second (curves5, 6, and7), and as¢ approachesr these curves

occurs in the opposite cagg>¢. The value ok, for which ~ asymptotically approach the curie

the dispersion curve corresponding to a surface wave touches Various types of surface waves will be investigated in

the top boundary of the band in the continuous spectrum igreater detail in Part 2 below for a vector model of a strongly

given by anisotropic layered crystal exhibiting elastic stability and
translational and rotational invariance.

v(2e+1) 1)

a(fo—e) ( 2. SHEAR SURFACE WAVES IN A SEMI-INFINITE,

TRONGLY ANISOTROPIC, LAYERED CRYSTAL WITH AN

DSORBED LAYER

kO:2

However, if the mass of the atoms in the layer is such thai

e=—1/2, then there is no gap k=0 and surface states can

exist only fork>k, (Fig. 20. In addition, the same expres- In this part of our exposition the formation conditions

sion (11) determine,. for and the characteristics of purely shear surface waves lo-
It is also of interest to examine the solutions of E(3.  calized near a monolayer adsorbed on the surface of a

and(4) that possess frequencies inside the band in the vibrestrongly anisotropic layered crystal are studied. We take as a

tional spectrum of an ideal crystal. These solutions are standnodel of the main lattice a body-centered tetragonal struc-

ing waves(with respect to the coordinai® and can be writ- ture where the interlayer interaction, being relatively weak,

ten as can be described in the nearest-neighbors approximation and

. is purely central, while the central and noncentral interac-
u(z):v\,ccﬁ{_kﬁ b|. (12)  tions of the nearest and next-to-nearest neighbors are taken

(b/2) into account in the planes of the layers. The force-constants

In these expressiori® is the amplitude of the vibrations of Matrices of such a model have the fofthe z axis is directed

the crystal layers ang is the phaséan independent param- along a four-fold symmetry axis and theandy axes lie in

eter of the solutions Thc characteristic frequencies corre- the plane of the layeys?°

sponding to these solutions are functions of the two variables @ (3,0,00= — Syl a8+ B8,y + 5 )];

k and ¢ and can be obtained from the system of equations ' ' '

! 0
Am=2a(1—cosk)+8y(1—cosk,cogk/2)); a ¢
Py(a,a,00=—| & a 0 [;
(Am(e+1)—2a({y+1)(1—cosk)—4y)cos¢ 0o 0 g
+47ycogk,+ ¢p)cogk/2)=0. (13 1 1 A
It is of interest to analyze qualitatively the possible disper- (aa E ——Jd1 1 A
sion relations obtained from Eq§l13) for ¢ in the range k272" 2 Y

(0,7). We shall do this for the two cases already examined, A A A?

when surface states exist wikh> Kk (8), (11). First we con-  Herea is the interatomic distance in the plane of the layer;
sider the case corresponding to Fig. 1b. Ber 0,7 the dis-  aA is the interatomic distance along tkeaxis (this axis is
persion curves are identical to the curigiven by the ex-  perpendicular to the plane of the layerShe parameterg

pression and B’ describe the noncentral interaction in the plane of a
da(2¢,+1) layer. The condition for the transition to the long-wavelength
= m(sin(k/a)z. (149 limit of the lattice-dynamics equations in the equations of the

theory of elasticity gives the following relation between
The curves2, 3, and4, which approach the top boundary of these parameterg3=—23'.1° The same relation obtains
the continuous spectrum, correspond to systematically inwhen the boundary oriented along the plane of the layer is
creasinge in the range &< ¢p<m/2. For ¢ = /2 the disper-  stress-free; this allows us to study such a free surface without
sion curves merge with the top and bottom boundaries of théaking into account the relaxation of the force constants on it.
continuous spectrun). As the parametes increases fur- The parametery describes the weak interlayer interac-
ther in the ranger/2< < dispersion curves will exist tion, and the parameterdescribes the stronge@h the crys-
only for 0<k<k, and the corresponding frequencies will be tal) central interaction of nearest neighbors in the plane of
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the layer. The quantityr’ characterizes the central interac- —%,C(zZ)x(z')=0 and the displacement(z) is perpen-
tion of the next-to-nearest neighbors in the same plane, andicular to the direction of propagation of the wave.

é=a'+BI2. For our model of a crystal the mirror symmetry planes
The matrix ®;,(0,0,0) is determined from the transla- are the planes that pass through the direct[d® and[11]
tional invariance of the lattice and is given by of a two-dimensional Brillouin zone perpendicular to the sur-

face of the crystal. We shall studyH waves whose phase
velocity vector projected onto the surface of the crystal lies
+2(B+4yA?) S, 5 ;- along one of the indicated directions.

(Dik(0,0,0) = 2(C¥+ 2a’ + ﬂ+4’}/)( 5i,X5k,X+ 5i,y5k,y)

All other matrices can be obtained using the operations of

the point symmetry grou,,. The present model is me-

chanically stable for positivey, «’, v, and & and 0<p

<a. The system of equations describing the motion of an
The mass of the atoms in the adsorbed monolayer anddsorbed monolayer is

the parameters characterizing the interaction in the plane of _

the layer differ from the corresponding values for the main A (0)=C(00)x(0)+C(0Dx(1),

lattice. The interlayer interaction, being relatively weak, is A x(1)=C(10)x(0)+C(11) x(1)+C(12)x(2),

assumed to be the same for the entire structure. We introduc\:Nehere

the following parameters describing the monolayer:

=mim—-1, {y=ala—1, {;=a'la’'—1, and {,=BIB—1.

A. The direction [10] in a two-dimensional Brillouin zone

Herem, «, ', and 3 denote, respectively, the mass of the c(00)= m(e+1) (ALt 1) +2a"(£1+1)]
atoms, the central interaction of the nearest and next-to-

nearest neighbors, the noncentral interaction in the planes of X sir?(ka/2) + 4y ,

the layers in the main latticéh, @, @', and3 are the analo- m(e+1)

gous quantities for the monolayer.

. _ o S 4y
The equation describing the characteristic oscillations of  C(01)=C(10)= — ————cogka/2),
the crystal lattice can be written in the form mye+1
4 : 8y
i) = 2 Li(n, n)u(n’) =0, (15) C(1D = —(B+2a')sirt(kal2)+

k,n’

where\=w? is the squared characteristic frequenay(n) y
is theith component of the displacement of an atom whose C(129=- Fcos{ka/Z).

position in the lattice is given by the vector _ . )
We shall seek a solution of these equations that is local-

. .. Di(n,n’) ized near the surface and has the fopf0)=A and y(n)
(mn’)= (m(nym(n"))™? =Bg" %, n>0. HereA andB are, respectively, the ampli-
tudes of the vibrations of the adsorbed monolayer and the
next layer in the main latticey characterizes the damping of
the wave in a direction into the crystdh(<1), andn is the
number of the layer. Depending on the parameters of the
adsorbed layer, the following types of localized waves can
arise:
ui(n) = xi(z)expli (kx+Kkyy)}. 1. Localized waves with frequencies below the band in
the continuous spectrum of an ideal lattice. Such waves arise
if the parameters of the adsorbed layer and the main lattice
satisfy the relationy(2e +1)>B({,—¢&)+2a'({1—¢) (for

is the matrix of a dynamical operatod{.(n,n") is the
force-constants matrix of the crystah(n) is the mass of an
atom at the site). We shall use the translational periodicity
of a defective crystal in they plane and represent the solu-
tion of Eqg.(15) in the form

This gives the following equation for the functign(z):

)‘Xi(z)_kE, Cik(kx,ky;2Z) xi(2') =0, (16) example, a quite heavy monolayer, where the noncentral in-
8 teraction and the interaction of next-to-nearest neighbors are
where weaker than in the interior volume of the crystal or only
negligibly stronger, corresponds to this inequality is evi-
Cik(ky,ky;27)= XEy Lik(X,y;2Z )exp{ —i(kx+Kkyy)}. dent from this expression that since the central interaation

of the next-to-nearest neighbors in the plane of the layer and

We shall use this approach to study the following problemsthe noncentral interactiof of nearest neighbors in the same

Let the plane where the wave propagates also be a mirrgslane appear additively in the formation condition for a lo-
symmetry plane of the crystal. Then, as is well known, thecalized wave, even though, as a rufg;-0.1a’, in some
displacement field of the wave can be represented as twoases(for example, when/;~¢) it may be inadequate to
noninteracting modes—a single-compon&iti—type mode take account of only the stronger central interaction of the
(or shear waveand a two-component mode with Rayleigh next-to-nearest neighbors when analyzing the conditions for
polarization. the appearance of surface waves. The dependerggemthe

For single-component displacement fields in &t  monolayer parameters and the two-dimensional wave vector
wave Eq.(16) acquires the especially simple foriny(z) k is given by the relation
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2.0 dinary local theory of elasticity. This is why surface waves
A penetrate deep into the crystaConversely, if the inequali-
ties (17) do hold, then the spectrum of surface waves termi-
nates at a point different frotk=0 (a termination point is a
value ofk from the range considered ¢&,a) at which the
dispersion curve corresponding to a localized wave enters the
continuous spectrum of volume oscillation3his point is

1ol given by

1.5

y(2e+1) 2
2B(L—e)+4a’ ({1~ &)

0.5 The splitting-off AN is determined primarily only by the
weak interlayer interaction, and the corresponding surface
waves are deeply penetrating waves. The maximum of the
. . . splitting-off
0 /2 T

k AN

ko=(4/a) arcco%

= m(ﬁ(s—ézHZa'(S—ilH Y(2e+1))

FIG. 3. Region of the continuous spectrum3¥ oscillations(1) and the ) ) ) ] ]
dispersion curve(2) corresponding to a wave localized at the adsorbedis reached at the boundary of a two-dimensional Brillouin

monolayer, where the displacements of atoms of neighboring layers in thggne q(: 71-/a)_ Near this poin'q is given by
lattice occur in phase in the wavthe direction10] in the two-dimensional

Brillouin zone. B y(e+1)cogka/2)
CBle—L)+2a (e = L)+ y(2e+1)
Vanishing ofq at the boundary of the zone corresponds to
[(Ble—p)+2a' (e—&y) complete localization of oscillations in the plane of the ad-

97 25¢ codkai2) sorbed monolayer.
2. Localized waves with frequencies above the band in

X sirf(ka/2) + y(2e +1)]— 575 coskal?) the continuous spectrum of an ideal crystal. Such waves can
2ve codkal2) arise if the parameters of the adsorbed layer and the main

X{[(B(e—{2)+2a’ (e—{y))sinf(ka/2) lattice satisfy the relation

+y(2e+1)1>—4v%e(e+ 1)cog(ka/2)} V2 ¥(2e+1)<B({r—e)+2a’({1—¢)

Under these conditiong=>0, which corresponds to localized (for example, a light monolayer where noncentrality and the
oscillations where the displacements of the atoms in neighinteraction of next-to-nearest neighbors are much stronger
boring layers of the lattice are in phase. The local frequencyhan in the main lattide Thenq is given by

splits off the bottom boundary of the spectrum of volugid

waves(in Fig. 3 the region of the continuous spectrunai = ;[(3(8_ L) +2a (e—8y))
oscillations is labeled by the numbdy. This splitting is 27ye coska2)
given by

Ay(q—1)? X sirf(ka/2) + 7(28+1)]+—278 coskal2)

AN=Now— Njoe=————co09 ka/2).
ma X{[(B(e—z)+2a' (e~ {y))sir(kal2)

If the parameters of the adsorbed monolayer are such that (264 1)]2— 4726 (s + 1)cog(ka/2)} 12

y(2e+1)

e>—1/2; 5o <2, (170 The functionq(k) is negative-definite in the entire range
B(Lr—e)+2a'({1—¢) (0,7/a) considered. This corresponds to localized oscilla-
then the dispersion curve corresponding to a wave localizetions where the displacements of the atoms in neighboring

in space splits off neak=0 (Fig. 3, curve2). In this region layers in the lattice occur in antiphase. The splitting-off from

the expression foq is the dispersion curve corresponding to these oscillations oc-
K2a2 curs from the top boundary of volung&H oscillations and is
=1~ g [2B(e—{o) Haa'(e— g (204 D)],  gvenby
4y(q+1)?
and the corresponding splitting off of the frequency is Ax=x,oc—xup=%cos(ha/2).
454
AN= 16ym [2B(e—{p)+4a' (e— 1)+ y(2e+1)]2 If the crystal surface is covered with a light layer of adsorbed

atoms anad:< — 1/2, then the spectrum of surface waves has
The quantityAXN in the long-wavelength limitKa<1) is  no termination point and .. # A, atk=0 [Fig. 4a, curvez;
small enough ¢ (ka)*) so that a wave of the type we are the band of volume oscillation§l)]. For wave numbers
considering here cannot be described on the basis of the dk— + 0 the behavior ofj is given by
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FIG. 4. Region of the continuous spectrum ¥ oscillations(1) and the
dispersion curve?2) corresponding to localized oscillations where the dis-

placements of atoms in neighboring layers in the lattice occur in antiphas

(the direction[10] in a two-dimensional Brillouin zone The oscillations
localized near a defect exist for all valueslofa); k>k, (b); k<kq (c).

+1
8ye

+y(2e +1)](ka)>.

e+l ¢

q_

+

[2B(e—{y)+4a’(e— 1)

(18)

The splitting-off of the frequency in the same region is

Kosevich et al.

_4y(28+1)?
- mle|(e+1)
X[B(e={2)+2a’ (6= 1)+ y(2e +1)],

and ife=—1/2, then
(ka)*
16ym

2e+1
a)2
mle|(e+1)

(19

AN= [2B(e— () +4a' (e— &)+ y(2e+1)]%

If e>—1/2 (the mass of an atom in the adsorbed monolayer
is greater than half the mass of an atom in the main crystal
then the spectrum has a termination point given by

. 4 r{ y(2e+1) 12
=—arcsi -

°a 2B(L,—e)+4a' ({1—e)
Oscillations localized near the surface of the crystal exist for
k>kq (Fig. 4b, curve2). The splitting-off reaches its maxi-

mum magnitude at the boundary of a two-dimensional Bril-
louin zone k= w/a) and is given by

(20

AN (B({2—e)+2a'({1—&) = ¥(2e+1)).

m(e+1)
Near this point the behavior af is identical to that when the
frequency of localized waves lies below the band in the con-
tinuous spectrum of an ideal lattice.

Waves existing for two-dimensional wave vectors 0
<k, (Fig. 4c, curve2), wherek, is given by the expression
(20), also can appear. This situation is observed when the
parameters of the monolayer and the crystal satisfy

v(2e+1)>B(L,—e)+2a' ({1—¢), e<—1/2.

The expression€l8) and(19) describe the behavior of and
AN near the poink=0.

B. The direction [11] in a two-dimensional Brillouin zone

In the direction11] in a two-dimensional Brillouin zone
the conditions for the formation of waves localized near an
adsorbed monolayer are more diverse than in the preceding
case. But, generally speaking, there are no qualitative pecu-
liarities compared with the analysis performed above. How-
ever, there is an interesting, in our opinion, exception where
the spectrum of surface waves possesses two termination
points in the continuous spectrum of volur@eél oscillations.
This feature of the spectrum is due to the specific manifes-
tation of a noncentral interaction in the lattice and is not
observed in the absence of such an interaction. This effect
can exist only under special conditions where a number of
limitations imposed on the parameters of the surface mon-
atomic layer and the main lattice are satisfied. These limita-
%ions, incidently, are not too strong and can be easily satisfied
for actually existing structures:

B(e—,)>0, y(2e+1)=0
—3B(e—{2<ale—{o)<B(e—{>)
a(e—{g)+B(e—y)+2y(2e+1)=0
168y(e— (o) (2 +1)<[a(e— o)~ Ble = 5)]%.
A wave localized at an adsorbed layer exists in the radnge
e(ky,ky), where ki=(2/@)arcsingx,), i=12; x=
—(B/2A)[1F J1—(4AC/B?)] (here the— and + signs

correspond ta =1,2). The parameters andB in these ex-
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FIG. 5. The magnitude of the splitting-off\ versus the wave numbér
(the direction[11] in a two-dimensional Brillouin ZoneAN=NX\joc—\p is
normalized toé=y/m, k;~0.4 andk,~1.5 are termination points of the
spectrum of a localized way€a). The damping parametelk) for the case

up =

14

04 0.8 1.2 1.6
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in panel a(b).

pressions are given b&=2B(e—¢,), B=a(e—{y) — B(e
—{,), andC=2vy(2¢+1). The damping constant of this

wave is

q:

1
m[(a(s—50)—,8(8—é’z)COS{ka))Sinz(ka/Z)

1
+y2e+1)]+ m{[(a(s— o)

— B(e—{,)cogka))sir(ka/2) + y(2e +1)]?
—4y%e(e+1)}12
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The magnitude of the splitting-off\ is determined prima-
rily by the noncentral and interlayer interaction and as a re-
sult it is relatively small. Its dependence on the two-
dimensional wave vectdk is shown in Fig. 5a AN =X\

— \ypis normalized tas= y/m). Figure 5b shows the depen-
dence of the damping parametgtk) of the wave for the
case in Fig. 5a. In this figurg(k)=—1 at the two points
k,~0.4 andk,~1.5; this corresponds to a transition of an
SH surface wave into a volume wave propagating undamped
into the crystal. Thus, when the noncentral interaction is
taken into account, for certain ratios of the parameters of the
main lattice and the adsorbed layer @h wave localized at
the surface can exist only for a definite intervél (k,) of
projections of the wave vector on th&1] direction in the
two-dimensional Brillouin zone.
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Heat transfer by low-frequency phonons and “diffusive” modes in molecular crystals
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A model where low-frequency phonons and, above the mobility limit, “diffusive” modes

migrating randomly from site to site transfer heat is proposed to describe the behavior of the
isochoric thermal conductivity of molecular crystals in orientationally ordered phases.

The mobility limit g is found from the condition that the phonon mean-free path length
determined by umklapp processes cannot become less than half the wavelength. The Bridgman
coefficientg= —(dIn AlaInV); is the weighted-mean over these modes, whose volume
dependence differs strongly. The model proposed here is used to analyze the thermal conductivity
of CO,, N,O, naphthalene gHg, anthracene GH,y, and hexamethylenetetramine

(CH,)gN,. It is shown that site-to-site rotational energy transfer must be taken into account in
order to calculate the lower limit of the thermal conductivity of molecular

crystals. ©2003 American Institute of PhysicgDOI: 10.1063/1.1542506

Dedicated to my teacher and the coauthor of most works V. G. MaiizAeé-
demician of the Ukrainian National Academy of Sciences, who determined, in
many respects, the development of this line of research

1. INTRODUCTION M2.24 If all vibrational modes disperse in a distance of the

) . order of\/2, the thermal conductivity reaches its lower limit
It is commonly supposed that phonons, which are they

energy quanta of each vibrational mode, transfer heat in di-
electric crystals; the rate of energy transfer between the __(
phonons of different modes determines the mean-free path ~ ™" 216

length. At temperatures of the order of and above the Debygherey, anduv, are, respectively, the longitudinal and trans-
temperatures=0p) the following expression is ordinarily yerse sound velocities amt=1/a2 is the number of atoms

min -
1/3
ken?3(v, +2vy), (4)

used for the thermal conductivity’ per unit volume. At constant volume the lower limit of the
ma®3 lattice thermal conductivity should not depend on tempera-
A= K_VZT_' D ture forT=0,, while at the saturated vapor presswg;,

] ) . can be weakly temperature-dependent because of the tem-
wherem is the average atomignoleculay mass,a” is the  perature dependencemfv;, andv,. Using the polarization-

volume per atommolecul, y=—(dIn®p/dInV)r is the  ayeraged sound velocity adl, = v (%/kg) (672n) Y we ob-
Gruneisen parameter, ardlis a structure factor. In order for t5in A inOp/a and

the lawA « 1/T to hold the crystal volume must remain con-
stant, otherwise the vibrational modémnd with them®, g=y+1/3. )
a, and y) will change and this wil Ch."’"f‘ge th? tempe_rgturg The thermal conductivity reaches its lower limit,i, in
dependence of the thermal conductivity. This condition is

. . morphous solids and strongly disordered crystalhe
especially important for molecular crystals, whose thermaCl

. Hicient | The d q f the th alues of the Bridgman coefficient, on the whole, are corre-
expansion coetficients are large. The dependence ot the 8Ly it the structure: as structural disorder increages,
mal conductivity on the specific volume can be describe

1q Brid g HicioA? ecreases; the thermal conductivity is least density-
using bridgman's coetricie dependent in glasses and polym&fEhere arises the ques-

g=—(dINA/dInV)7. (2)  tion of whether or not three-phonon scattering processes in
themselves result in i, in perfect crystals as temperature

It follows from Egs.(1) and(2) that for crystals increases. To find an answer we shall compare the thermal
g=3y+2q—1/3, &) conductivity A heas Of @ number of crystals with different

types of chemical bonds and the lower limit of the thermal
where q=(dIn y/dInV);. Ordinarily, it is assumed that at conductivity A ,;;, at the corresponding melting temperatures
temperatures of the order of and above the Debye temper#&Fig. 1). The data on the thermal conductivity of molecular
turesy«V and the second Gneisen coefficieng~ 123 crystals are taken from the works of the present author and
As the temperature increases, phonon—phonon scatterirRef. 3; for all other substances the data are taken from Refs.
processes intensify and the mean-free path lehgtétreases 2 and 5-7. The densities and sound velocities required to
but it cannot become less than half the phonon wavelengthalculateA ., are taken from Refs. 7-9.

1063-777X/2003/29(5)/7/$24.00 422 © 2003 American Institute of Physics
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100k e The expressiolt7) is inapplicable ifl (w) is of the order
L7 of or less than half the phonon wavelengt2=mv/w.
A'zosl - UF si Such a situation has been discussed for U procédses.us
< CdTe’ ’\ / . assume that in general
NH , (] S|02.
§ 10} COp\ 47 NaCl ¥/ 2
E N,O 2\ / /" s | v/ Aw®T, O<w<uwy, o
= NCO \’ o " NaFT Ge ()= amvlw=aN2, oj<o<wp, ©
- Kr%\’ e, ", KCl InSb
€ 4L CCIXe\\‘o 'L '\ \K|KBr where « is a numerical factor of the order of 1. The fre-
< ‘1*-./‘ f.\Ak Neal quencyw, can be found from the condition
. °
- €BF, SEA(I) HMT
i 4 |6 () sl NP | U/A(,()STZ(IWU/CO(). (10)
1 10 100
Aneas . MW/(cm-K) It equals
FIG. 1. Comparison of the thermal conductivity,e,s0f @ number of mo- wo=1llamAT. (11

lecular crystal{®) and crystals with other types of chemical bqil) with
a lower limit of thermal conductivity\ i, with the corresponding melting

The condition(10) is the well-known loffe—Regel’ crite-
temperatures.

rion, which presumes localization, so that we shall assume
excitations whose frequencies lie above the phonon mobility

. . . . limit to be “localized.” Since completely localized states
It is evident that the ratio\ ,cad A min INCreases as the “o P y

crvstal bond becomes stronger. In van—der—Waals. cr stafjo not contribute to the thermal conductivity, localization is
y stronger. e YSlaBssumed to be weak and excitations can hop from site to site
Amead Amin=1.5—2, while in crystals with diamond-type

SITUCHUEA onf A i ~10—20. i.. molecular crystals and so- in a diffusion manner, as Cahill and Pohl suppo$éthis

lidified inert gases are the most suitable objects for observin oint of view is, on the whole, consistent with the results of
9 T N ) ef. 19, where the theory for the intermediate césbere
the thermal conductivity “minimum” due only to umklapp di

rocesses. Strong deviations of the isochoric thermal con- sorder is sufficient for oscillations not to propagate but
P ' g insufficient for localizatioh was formulated for amorphous

silicon. The idea was that the dominant scattering was cor-
rectly described by a harmonic Hamiltonian and reduced to a
single-particle problem of decoupled oscillators. On this ba-

; 0 nd0-14 ; ; ; _
?nna?l ;2?1'(;usc?[:sittlorff.soli;jrirf]ii db?nhea;;/logscgst;? '}i?cgr?(;'(;(;h:; q sis the thermal conductivity could be calculated exactly us-
y g AN ing a formula similar to the Kubo—Greenwood formula for

krypton—methane solid solutions has been described quan%'ﬁe electric conductivity of disordered metals. The calcula-

tatively on the basis of a simple model that takes account o} o o
ion rform h hors showed that in thi iti
the fact that the phonon mean-free path length cannot be;[-o s performed by the authors showed that in this case it is

incorr identify the loffe—Regel’ threshold with localiza-
come less than half the wavelendf®In the present paper . > ect to identify the loffe—Regel’ threshold with localiza
o .~ tion. Although the oscillations dominating in high-
it is shown for CQ, N,O, hexamethylenetetramine . S
CH).N. . naphthalene GH. and anthracene that temperature heat transfer lie near the Anderson localization
(CHz)6N4, nap fels. 110 hreshold, with the exception of a narrow band of states they
the proposed model describes well the temperature and vo]-

ume dependences of the thermal conductivity of simple mo- fe not completely localized.
P : . ) y P The Boltzmann theory assigns to each vibrational mode
lecular crystals in orientationally ordered phases.

with wave vectork and propagation velocity=dw/dk a
diffusenesdD,=vl/3, wherel is the mean-free path length.
2. MODEL The authors found that even though vibrations are not local-
ized, a definite wave vector or velocity cannot be assigned to
The present calculations were performed on the basis ahem. Nonetheless, they transfer heat and contribute to the
the Debye model of thermal conductivitif in the spirit of  thermal conductivity an amount of the order ®f(T)D; /V
the approach used by Roufosse and Klenénsho em-  for the ith mode, where the specific he@f(T)=kg for T
ployed the idea of a lower limit for the phonon mean-free=@, andD; is the temperature-independent “diffuseness”
path. In the Debye model the thermal conductivitys given  of the mode. The numerical calculation is in many respects

ductivity from A«1/T, which are associated with the ther-
mal conductivity approaching its lower limit, have been ob-
served in solidified inert gases, simple molecular crystals

by similar to the calculation performed according to Boltz-
Ke op mann'’s theory and it confirms the concept of a “lower limit”
= ﬁf () w?dw, (6)  for the thermal conductivity in the form in which it is dis-
v Jo cussed by Slackand Cahill, Watson, and Pofil.
wherev is the velocity of soundwp=(672)Y3/a is the If wg>wp, then the mean-free path length of all modes

Debye frequencyl,(w) is the phonon mean-free path, which is greater than/2 and the thermal conductivity is
for an impurity-free crystal can be written'd$

2 Kgwp
l,(w)=v/Aw?T, (7) Aph:m- (12
3 2
_ 187 kB;’ . (8) It is easy to show that, to within a structure factor, it is

V2 mawp identical to Eq.(1).
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If w<wp, the integral of the thermal conductivi(y)  system are strong even at temperatures much below the ori-
separates into two parts which describe the contributions ofntational ordering temperatures of these crystals, while
low-frequency phonons and high-frequency “diffusive” translational vibrations can be described quite well in the
modes to heat transfer: harmonic approximatiof.

A=At Ao 13) In general, translatipnal and orientational motions in mo-

lecular crystals are not independent of one another, but rather
In the high-temperature limitT=0p) these contributions they occur as coupled translational—orientational vibrations.
are Nonetheless, at sufficiently low temperatures a simplified
model where the translational and orientational subsystems
(14 are described independently is often used. In such a descrip-
tion it is assumed that the translational—orientational interac-
akg ’ tion results only in a renormalization of the dispersion law
Ioc:m(wD_wo)' (15 for the rotational excitations and, correspondingly, the sound
velocities. In this approximation the librational oscillations
result in an additional contribution to the thermal resistivity
®f the crystalW=1/A, which increases as temperature so
that their contribution can be taken into account by a simple

kgwo
Ao~ o2 AT

The problem of determining the Bridgman coefficient in the
present model reduces to finding the volume derivative of th
expression(13). Since ¢ In AlnV)=3y+2q—2/3, we ob-

tain renormalization of the coefficienk in the expressiof(7).2°
Apn Ajoc If noncentral forces are relatively weak and the tempera-
9= 2 9pnt "3 Jioc: (16)  ture is sufficiently high, then the molecules can possess sub-
stantial orientational freedom. In this case a number of ori-
where entations are accessible to a molecule, which can pass from
Opr=57+4q-1, (17)  one orientation to another. In individual cases the limit of
such reorientational motion can be a continuous rotation. Un-
Jioc= _(ﬁlnAm) freezing of the rotational motion of molecules is accompa-
o alnVv | nied by an increase in the isochoric thermal conductifity,
and the simple expressidid) no longer describes the mean-
- %Jr : 2 z(w%y— w%yo), (18 Lr)((azmpath length. We shall illustrate this for some specific
wd— w? ples.
Crystals of CQ and N,O consist of linear molecules and
Yo=3y+2q-1/3. (19 have aPa3 structure. The unit cell contains four molecules,
For wy= wp, the expressioli3) gives the volume depen- Whose centers of gravity lie at the sites of an fcc lattice, and
dence of the thermal conductivity. the axes are oriented along the spatial diagonals of a cube.
Substituting the expressioil) into Eq. (15), the ther- ~ The noncentral part of the intermolecular interaction in these
mal conductivity forwy<wp can be written as crystals is determined primarily by the quadrupole—
quadrupole interaction. In CQand N,O this interaction is so
ks (67)*Pakgy strong that orientational orderi ins righ h
A(T)= M 5 _ (20) 1g that orientational ordering remains right up to the
4am v AT 4ma melting temperatures. The high-temperature val@gs for

It is easy to show that the last term in the expresgf is €Oz and NO are 128 and 120 K, respectively, and the triple-

identical to the lower limit of the thermal conductivieg), if ~ POINt temperatures are 216.6 and _1_82-3 K.
the polarization-averaged sound velocity and 1 are used. The isochoric thermal conductivity of GGnd N,O for
crystals with molar volume¥,,=25.8 and 27.02 ciimole

are shown in Fig. Zfilled squarey following Ref. 11. Such
volumes correspond to equilibrium conditions at 0 K. The

Crystals containing molecules or molecular ions areBridgman coefficients for COand N,O are 5.7-0.8 and
more complicated than crystals containing only atoms an®.2=0.8 at the corresponding temperatures.
ions, since the former possess translational and orientational A least-squares computer fit using the expresse)
degrees of freedom. They can form phases of a special typ&r the thermal conductivity was made by varying the coef-
for example, liquid crystals and orientationally disorderedficientsA anda. The parametera andv in the Debye model
phases. If the noncentral forces are strong and the temperaf thermal conductivity, which are used in the fit and also
ture sufficiently low, then long-range orientational order ex-obtained by adjusting\ and «, are presented in Table | to-
ists in the arrangement of the molecular axes. Molecules urgether with the computed and experimentally obtained
dergo small oscillations around selected aflisgations ina  Bridgman coefficients. The figure also shows the r&igen
manner so that the motion of neighboring molecules is corconstantsy,” which were used to calculatg. The second
related and collective orientational excitatioriSbrons) ~ Gruneisen constard was assumed to be?1.
propagate through the crystal. The main difficulty in describ-  Figure 2 shows the results of fitting the thermal conduc-
ing the orientational subsystem is the strong anharmonicityivity, the contributions Ay, and A, of low-frequency
of librational motions. Estimates of the libration amplitudesphonons and high-frequency “diffusive” modes, respec-
and analysis of the thermodynamic properties of moleculatively, calculated using Eq$14) and(15), to the heat trans-

!

crystals show that anharmonic effects for the rotational subfer, and the lower limitsA [, obtained for the thermal con-

3. RESULTS AND DISCUSSION
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FIG. 2. Results of a fit of the isochoric thermal conductivity and calculation 9 9
of Agpand A, for CO, samples with molar volum¥ = 25.8 cni/mole g
(@ and NO with V,,=27.02 cni/mole (b). =
z6

ductivity by fitting. It is evident that “localization” of high- < 3
frequency modes in CQstarts above 60 K and in JO
appreciably sooner—at 30 K. Similar methods were used to 0
calculate the contributions of low-frequency phonons and :
high-frequency “diffusive” modes to heat transfer in hexam- 100 200 ?I_O& 400 500

ethylenetetramine (CjlgN4, naphthalene gHg, and an-
FIG. 3. Results of fitting the isochoric thermal conductivity and calculation

thracene GH1,.
Hexamethylenetetramin@MT) is a high-symmetry or- of Ap, and A, for HMT samples with molar volumeVp,
=101.5 cm/mole (a), naphthalene wittV,,= 103.3 cni/mole (b), and an-

ganic crystal which is often compared to adamantane. Evetﬁhracene Withv, —138.6 cri/mole (0)
though the molecules are similéthey are both globulay m ’ '
their crystal properties differ enormously. Right up to the

triple-point temperaturel,~540 K HMT exists only in a
single orientationally ordered crystalline phase with bcc
structure of the space grolig3m and contains one molecule
per unit cell?? Although HMT molecules are nonpolar, it is

TABLE |. Parameters of the Debye model of thermal conductivity which
were used in the fita andv,®?-3Lobtained by fitting the quantitie& and

a, the Grineisen constanty,”?®2°the computedyy, and experimentac,,
values of the Bridgman coefficients.

thought that there exist strictly directed forces between these
a, A4, molecules in the crystal as a result of local polarity concen-
B DITI e L PPt B e I trated on the nitrogen atoms. The Debye temperature of
HMT is 170 K at absolute zero ard5~110 K in the high-
co, 35 | 20 25| 08 |27 |57 48 temperature limit.
Wigren and Andersson studied the thermal conductivity
N0 36 | 19 125 173 | 23 [ 62| 44 of solid HMT at 100 MP&2 Figure 3a shows the thermal
CHYN, | 55 | 25 [30] 042 |31 |89 | 89 conductivity ~ converted to constant volumeVp
=101.5 cm/mole using thermal expansion d4taand g
C,,Hy 56 | 24 |30 041 [ 35} 85 85 =8.9.3 The values used for the sound velocities in making
the fit were calculated for the elastic constants given in Ref.
c H, 61 | 22 |30 035 | 43 | 89| 93 o5,
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8 1 8 9 1 TABLE II. Lower limits of the thermal conductivity A}, obtained by
fitting Eq. (20); A,in, calculated from Eq(4) neglecting the rotational de-
grees of freedomA %, calculated according to E€21) taking account of

site-to-site rotational energy transf@gn mW/cm: K).

6 3 6 3
5 4 5 10 4 Substance Npin Amin Kosin | Amin/Kinin
Naphthalene(C,,Hg)  Anthracene (C,, H,o) co, 6.5 2.7 45 1.4
FIG. 4. Structural formulas for naphthalene and anthracene. N.O 56 25 4.2 1.35
: . . . .
I'MT 4.3 1.5 3.0 1.4
Naphthalene and anthraceligee Fig. 4 are, respec- Naphthalene 3.8 1.4 2.8 1.35
tively, the first and second members of a series of linea Anth s 3 . .
polyarenes. The molecules possBsg symmetry, the struc- nthracene 4 ‘ : ‘
ture of both crystals is monoclinic, and the space group it Ar 1.7 1.3 13 13
P2, /a with Z=2 molecules per ceff The melting tempera-
tures of naphthalene and anthracene are 353.5 and 489 Kr 1.5 1.1 1.1 1.4
respectively. . . Xe 1.4 1.0 1.0 1.4
Many thermophysical properties of these substance

have been studied in detail. Naphthalene and anthracene are

often used as model crystals for theoretical calculations. Spe- ) o o
cifically, a model of the lattice dynamics of crystalline naph-  Table Il gives the lower limits of the thermal conductivi-
thalene and anthracene is presented in Ref. 26, and the di#4€S Amin, Amin, and A%, It is evident that even taking

persion curves, density of states, and other constants are al@gcount of the contribution of the rotational degrees of free-
calculated there. dom of the molecules the ratid/,;/A},;, on the average is

The thermal conductivity of naphthalene and anthracené-4 (With the exception of anthracene, where it is somewnhat
has been investigated at 100 MBaFigure 3b shows the highep. For solidified inert gases which do not possess rota-
thermal conductivity of naphthalene converted to constantional degrees of freedom, this ratio is 1.3—-1.4. It should be
volume V,,= 103.3 cni/mole using thermal expansion data Noted that although the expressio#) for Ap;, describes
from Ref. 28 andy=8.5 (Ref. 3. Figure 3¢ shows the ther- well, over all, the thermal conductivity of amorphous bodies
mal conductivity of anthracene converted td/,, and strongly disordered crystdlsf is nonetheless semi-
=138.6 cni/mole using thermal expansion data from Ref. empirical. The assumption that the minimum phonon mean-
29 andg=28.9 (Ref. 3. The sound velocities used to make free path length equals half the wavelength is only one of

the fit were calculated from the elastic constants given ifnany possibilities. Thus, Slatlassumed that it is equal to
Refs. 30 and 31. the phonon wavelength. In addition, the expression was ob-

Figure 3 shows that the “localization” of the high- tained on the basis of a very simple model which neglects

frequency modes in all three substances starts above 150 Rhonon dispersion and the real density of states. The coeffi-
The parameters in the Debye model of the thermal conducCient a is an integral factor that effectively takes account of
tivity of HMT, naphthalene, and anthracene are presented i€ imperfection of the model. N

Table I. The values of the coefficient which expresses the Figure 5 shows the Bridgman coefficients calculated ac-
ratio of the lower limitA’ ;. of the thermal conductivity ob- C€Ording to Eqs(16)—(19). The temperature dependencegof
tained by a fit using Eq(20) to A, calculated from Eq(4), ~ Was not investigated experimentally. For £&nd NO the
vary from 2 to 4. These values are much larger than foBridgman coefficients were determined at the triple-point
solidified inert gases and krypton—methane solid solutionsémperaturé and for HMT, nasphthalene, and anthracene at
where a lies in the range 1.2-1%: The most obvious Foom temperatureT~300 K).” The data in Table I show
reason for this difference is that site-to-site rotational energyhat the agreement between the experimental and computed
transfer must be taken into account. The expresgiprior ~ values ofg is completely satisfactory. The large valugs

the lower limit of the thermal conductivity is valid for sub- ~9 for organic crystals are explained by the fact that they
stances consisting of atoms and not molecules with rotationd¥€re measured at temperatures much lower than the melting
degrees of freedom. Slatckas taken into account the possi- PoiINts and low-frequency phonons transferred a large frac-
bility of thermal energy transfer by optical phonons in crys-ton of the heat. As temperature increases, the dependence of
tals consisting of atoms of different kinds. In molecular crys-the thermal conductivity on the specific volume should de-
tals heat is transferred by mixed translational—orientationaf"€@se in accordance with the general trend described by the
modes, whose specific heat o @, saturates in propor- relations(16)—(19). _ o

tion to the number of degrees of freedom. On this basis the It can be conjecturetsee Fig. ] that the “localization”
following expression can be suggested for the lower limit ofof high-frequency modes &t=0, occurs, to one extent or

the thermal conductivity of molecular crystal whose mol- another, in all molecular crystals, in orientationally ordered
ecules have rotational degrees of freedom: and orientationally disordered phases. In orientationally dis-

s ordered phases, as a rule, the isochoric thermal conductivity
* _E(j) 1) increases; this increase is due to the weakening of phonon
min_2 6

kgn?(v 1+ 2v,). ! . ) !
BN (vt 20y scattering by fluctuations of short-range orientational order

l+z
3
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12 FIG. 6. Rate v of reorientational jumps of molecules in crystalline
g b adamantané
10 rMT comparable to the time between the hops. This gives a basis
for asserting that the molecules in crystalline adamantane
sl / near the melting point are close to a state of free rotation.
Naphthalene Wigren and Andersson studied the thermal conductivity
P of solid adamantane at pressures 0.1, 0.8, and 2.0%GPa.
6l Anthracene Figure 7 ;hows the temperature dependenges of the thermal
conductivity referred td®=0 and the isochoric thermal con-
| | L F
ductivity of A(ll) and A(l) converted to molar volumes 107.5
200 300 T K400 500 and 121.5 crifmole, respectively, using the thermal expan-
’ sion data of Ref. 24. The Bridgman coefficiemsfor the
FIG. 5. Temperature dependence of the Bridgman coefficientphases All) and Al) are 9.8 and 6.4.The lower limit A,

9=—(dIn A/gIn V) for solid CQ, and N:O (a) and HMT, naphthalene, and  of the thermal conductivity was calculated for the isobaric
anthracendb). case P=0) neglecting the contribution of the rotational de-
grees of freedom. The temperature dependences of the lon-
gitudinal and transverse sound velocities were determined
with increasing temperatufé The lower limit of the thermal  from the elastic constants given in Ref. 32.
conductivity in this case can no longer be calculated by a |t is evident that the isochoric thermal conductivity of
direct fit using Eq(20), since the simple expressio(® and  adamantane in the orientationally disordered plastic phase
(8) do not describe the phonon mean-free path length. Wenhcreases with temperature. This effect could be due to weak-
shall illustrate this for adamantane. ening of phonon scattering by collective rotational excita-
The hydrocarbon adamantangyg;s is one of the most  tions of molecules as the correlations between their rotations
carefully studied substances. It is a classic example of afeakens. Unfortunately, the thermal conductivity of adaman-
orientationally disorderedplastio phase. The adamantane tane has been investigated only up to 400 K. It is very likely

molecule is almost spherical in shape with 16 hydrogen atthat it can pass through the characteristic maximum and then
oms distributed uniformly over the surface of the sphere. In

the low-temperature ordered phaflé) adamantane mol-
ecules All) are distributed over two mutually perpendicular
orientations, so that two neighboring molecules are perpen- 6}
dicular to one anotherR42;c structurg. On heating up to <
2086 K a transition occurs into an orientationally disordered g
fcc phase Em3m structure with an approximately 9% jump < 4t
in density; this phase is stable right up to the triple-point 2
temperature 543 K2 A detailed analysis of the relaxation -
times from the NMR spectra shows that in the ordered phase < 2
the rate of the reorientations of the molecules i3 46c¢ ! at
170 K (see Fig. 6. As temperature increases, it increases and
near the phase transition temperatUieit is of the order of 0 . ; .
10% sec’l. Above 208.6 K the reorientation rate increases 100 T K
abruptly to 18° sec ! and once again increases, reaching at ’
the melting poinfT,, a value equal to approximately half the FIG. 7. Thermal conductivity of adamantane, scale@te0, from the data
Debye frequencyp, . The activation energ§, of reorienta- of Ref. 23(solid line), and the isochoric thermal conducti\{ity of Iy and
tions in the phases @ and All) is 13 and 27 kJ/mole, A(!) for molar volumes 107.5 an_d 121.5 ¢mole, re;pectlvely, obtained
. . . . ' using the data of Ref. 2&lashed lines The dot—dash line shows the lower
respectively. Since the time which the molecule spends in fimit A, of the thermal conductivity of A) for the isobaric caseR=0)
hopping state is of the order @El, the reorientation time is  neglecting the contribution of the rotational degrees of freedom.
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A simple planar model for an orientational ordering of threefold molecules on a triangular lattice
modeling a close-packed1]) plane of fullerite is considered. The system has 3-sublattice
ordered ground state which includes 3 different molecular orientations. There exist 6 kinds of
orientational domains, which are related with a permutation or a mirror symmetry.

Interdomain walls are found to be rather narrow. The model molecules have two-well orientational
potential profiles, which are slightly effected by a presence of a straight domain wall. The

reason is a stronger correlation between neighbor molecules in the triangular lattice versus the
square lattice previously considered. A considerable redu¢tiprio one orderof the

orientational interwell potential barrier is found in the core regions of essentially two-
dimensional potential defects, such as a three-domain boundary or a kink in the domain wall. For
ultimately uncorrelated nearest neighbors the height of the interwell barrier can be reduced

even by a factor of 0 © 2003 American Institute of Physic§DOI: 10.1063/1.1542507

1. INTRODUCTION the Go molecule allows for a more symmetric regular crystal
structure with only one sublattice and with the four above-
The elegant hollow cage structure of thgo@ullerene  mentioned molecular threefold axes oriented along the three-
molecule has drawn the close attention of scientists becaugg|q crystal axegusually regarded as the standard molecular
of its unique icosahedral symmetry. The nearly spherical qrientation. But such a structure is energetically unfavorable
form of the molecule leads to very unusual physical properfor the anisotropic intermolecular interaction. Instead, the
ties of solid Go, fullerite.'~* While at room temperature the opserved low-energy structure is obtained by a simultaneous
molecules can be considered to be perfact spheres, the lowse ~qunterclockwise rotation of thes@molecules from the

temperature properties of fullerite are determined by the dE>|'nitial standard orientation about their fixé@a3 threefold
viation of the molecular geometry from spherical. At these

temperatures an orientational molecular ordering takes place,
which is a basic issue for understanding the results of rece
He-temperature experiments on heat transpblinear ther-

As a result of such a rotation, eacly@nolecule is ori-
Wnted in such away that one of the negatively charged double
. 73 . . C=C bonds to each of the six neighbor molecules belonging
mal expansior,” and the specific heaof Cqo fullerite. to the same close-packétill) plane is perpendicular to the
The mass centers of theﬁ(prnolecu!e§ in fullerite are molecular rotation axis. To the other six neighb@slong-
arranged in an fcc structure characteristic for close-packeﬁi1g| to two adjacen(111) planes the molecule is oriented
spheres with isotropic interactions between them. At room, .. o positively charged pentagof®. Therefore, follow-
temperature the molecules are foung to be freely rotatingihg a commonly used notation we denote this as the “P ori-
The resulting crystal space groupHsn3m. entation.” For an ideal structure with all the molecules hav-
Upon lowering of the temperature, fullerite is undergoesing a P orientation, every pair of nearest neighbors is
two transitions. AtT~260 K, it undergoes first-order phase -haracterized by having a pentagon from one molecule op-
transition, after which the fcc crystal lattice is divided into posing a double bond from another molecule.
four simple cubic sublattices. The molecules are now al- 4 the other hand, the potential profile of a fullerene
lowed to rotate about one of the 10 molecular threefold axesyjecule rotating about its fixed threefold axis has an addi-
The other two of the three rotational degrees of freedom arg,nal metastable minimuth corresponding to an 82° rota-
frozen. Within each of the four sublattices, the allowed Mo+ from the standard orientatigand to a 60° rotation from
lecular rotation axis is fixed along one of the foit1ll,  {he p orientation In this minimum, the molecule opposes
[111], [111], or[111]) threefold cubic axes, so that the the neighbor molecules from the sarfid1) plane with the
crystal space group iBa3. double bonds, and the molecules from adjacent planes are
It is worth noting that the truncated icosahedral shape obpposed with hexagor#i orientatior?). The energy differ-

1063-777X/2003/29(5)/11/$24.00 429 © 2003 American Institute of Physics



430 Low Temp. Phys. 29 (5), May 2003 J. M. Khalack and V. M. Loktev

ence between the P and H minima is about 11 nteXt30 Meanwhile, most of the results obtained for a square
K) and the height of the potential barrier is 235—-280 meViattice seem to be caused by the incompatibility of the mo-
(~2700-3200 K101 lecular threefoldC,; symmetry axis with the lattice fourfold

At high enough temperatures, molecules are able t&€, symmetry axis. In the case of fullerite, a fullerene mol-
jump between the two energy minima due to the processes @fcule has the 4 threefold axes and 3 twofold axes intrinsic to
a thermal activation. The average P/H ratio is given by théhe fcc lattice. Furthermore, the closest-packitl) plane of
Boltzmann distribution law. Just below the high-temperaturethe Pa3 lattice has a hexagonal structure. Six of the 12 near-
phase transitionT~ 260 K) the fraction of H oriented mol- est neighbor molecules belong to a hexagonal plane, while
ecules is close to 0.5, and for=90 K it tends to 0.15Ref.  only 4 of them belong to the same squ&d@l) plane.

12). Therefore it is interesting and necessary to investigate

For temperatures below 90 K the situation changes draghe main features of orientational ordering for the case of a
tically. The waiting time for a molecule to obtain sufficient molecular symmetry identical to that of the lattice. In the
energy for a jump between the P and H orientations reachegresent paper we are concerned with the possible orienta-
the order of several days (4010 s) or even more. There- tional domain structures formed by simple flat hexagonal
fore at some critical temperatufis exact value near 90 K molecules arranged in @more relevant to a real situatipn
depends slightly on the cooling conditionthe molecules hexagonal lattice, with both the molecule and the lattice
become frozen in their current orientational minima, and esymmetry axes beinG;. The main purpose of this paper is
transition to an orientational glassy phase takes place. Belo#® estimate the intermolecular interaction energy barriers for
this transition the fraction of H oriented molecules remainsPoth the regular close-packed planar structure and for the
practically unchanged and equal to its equilibrium valueVicinity of extended orientational defects.

(about 15% characteristic for the temperature of the glass  Itis a pleasure and an honor for us to dedicate this paper
transition. In other words, on the average every 7th moleculéo Prof. Vadim G. Manzhelii a Ukrainian low-temperature
has the H orientation, and with a very high probability everyexperimentalist of world-wide reputation whose contribution
Ceo molecule has at least one misoriented neighbor. to the physics of cryocrystals in general and to the physics of

While the orientational glass structure is believed to per_fullerites and fullerides, in particular, is well known and can-
sist down to the lowest temperatures, some of the experimeflot be overestimated.
tal data obtained at helium temperatures can not be explained
in terms of the concept of H oriented molecules alone. For
example, the data on heat conducti¥fyshow a maximum 2 MODEL

phonon mean free path of about 50 intermolecular spacings, | et us consider a system of flat hexagonal moledlles
which implies only a 0.02 fraction of scatterigvrong™)  |ocated at the sites of a rigid hexagonal planar lattice, mod-
molecules. Besides, the negative thermal expafhSiamd eling a(111) plane of the 3D fcc lattice.

the linear contribution to the specific h&&t of the fullerite Following the empirical potentials used for modeling the
samples at helium temperatures are explained in terms of thgtermolecular fullerene interactiofsee, for example, Ref.
tunneling(i.e., quantumtransitions of the g molecules be- 16 and references therginve suppose two kinds of negative
tween nearly degenerate orientational minima. Such a poss(i;harges,_ (1+ ), to be located at the centers of the sides of
blllty was flrStly assumed in Ref. 14, where all the mOleCUleSthe hexagomsee, the |arge and small filled circles in F|g)1a

in a crystal were assumed to be in tunneling states. Howevethese negative charges recall single and double covalent
the papet® accurately estimates the tunneling frequency tohonds between carbon atoms at the hexagon edge of the trun-
be about 5.5 K, and the number of tunneling degrees ofated icosahedral fullerene molecule. Introduction of the
freedom to be-4.8 10_4 (N/GO), whereN is the number of Charge parametea reduces theC6 hexagona| Symmetry
carbon atoms in the crystal. Obviously, the number of a Hjown to theC; symmetry intrinsic to real . The require-
oriented molecules is much larger, and the above-mentioneghent of electrical-neutrality of the model hexagon molecule

potential barrier between the H and P orientations is too higRtipulates the presence of unit positive charges at its vertices
to provide such a low tunneling frequency. Therefore the(shown with the open circles in Fig. la

defect states other than the simple H oriented molecules For the initial orientation(an analog of the standard ori-
should be considered. entation in fullerit¢ the molecules are chosen to be aligned
One of the possibilities for a realization of the low po- with the positive charges along the lattice directions. The
tential barrier for g, molecule is indicated in our previous topmost(positive Y direction negative charge has to be the
papert® Relatively low barrier sites can appear within the larger one(see Fig. 1a The molecular rotation angle is
orientational domain walls because of the superposition ofmeasured starting from the positivXedirection.
the mutually compensating potential curves due to interac- The interaction between two nearest molecules is given
tion with the neighbor molecules belonging to different do-by the superposition of the Coulomb interactions between
mains. For the case of orientational ordering of hexagons othe vertices and bonds of these molecules. The exact form of
a square planar lattice considered-irihe height of the po- the resulting interaction function can be found in Ref. 15
tential barrier in the wall is found to be 5 times less than in[Egs. (1)—(4)]. The interaction is multipolar, so it depends
the regularly ordered lattice. Such a lowering seems to baot only on the difference of molecules’ rotation anglas
insufficient to provide the necessary magnitude of tunnelindor the case of the spin systems with Heisenberg exchange
frequency following from the available experimental datacoupling, but essentially on both the angles. So the energy
analysis®® of interaction of the two neighbor molecules characterized
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show the order of the interaction function arguments for each
pair of hexagons. The system Hamiltonian then reads:

N—-1
H= mEZO [W(@im; @15 1m) + W@ s 1m; Prme1)

N-1
+W(o| mi1:em) 1+ go W(oin;er1in)

N—1
+ > W(en,m+1;Pnm)s €)
m=0
1 X whereN=19, and the last two terms are introduced to take

into account the edge molecules. For numerical simulations,
the charge parameter is chosen to be 1/3. A hexagon side
makes 0.3 of the lattice spacing.

m
Y / 3. POSSIBLE ORDERING TYPES
N

For the general case of orientational ordering of identical
molecules on a planar hexagonal lattice, structures with 1, 3,
4, and 7 sublattices are possible. The one-sublattice structure
I,m+1 would correspond to a uniform rotation of all the molecules
on a lattice. The three-sublattice structure is characteristic of
antiferromagnetic systemgLoktev structurg’’ A close-
1 I,m I+1,m packed(111) plane of thePa3 structure should contain the
molecules belonging to four different sublattices. The results
of STM imaging of the(111) fullerite surfacé® confirm this
fact? The more complicated case of seven sublattices could
be expected for less symmetric molecules.
FIG. 1. () A local geometry of the model molecules on the triangular As to the G-symmetric hexagons considered, a rather
I_attice. Note that molecular rotation angleshown v_vith t_he h_elp of dashed gesthetic consideration of the threefold site symrﬁéim-
lines) can be measured from any of the three lattice directisi geom- g either the 1- or 3-sublattice case, or a 4-sublattice struc-
etry of the simulation cell. Arrows give the-22 order of the input param- . . . . . .
eters for the pair interaction functioV(e,:@,). ture involving three identical rotations. Numerical calcula-
tions give for the ground state the three-sublattice structure
shown in Fig. 2a. It is interesting to notice that in the
by rotation angles; and¢, has to be written a&/(¢,;¢,).  3-sublattice structure the energy minimum corresponds to

The clockwise and counterclockwise rotations have differentmolecule positions which do not provide the minimum of the
effects on the interaction: pair potential. The molecular rotation angles obtained are

=1/3):
W(er;02) £ W(— @1 02) £ W(e1; — ¢2). @ (@713

On the other hand, a clockwise rotation of the first molecule $1=72.37209%; ¢,=25.24477°; ¢3=10.87533". (4)

is somewhat equivalent to a counterclockwise rotation of théAnother possible(energy degenerateground state can be
second molecule. Hence, the combination of the lattice mirfound with the help of the symmetry relati¢®). The corre-
ror symmetry with the molecule mirror symmetry leads tosponding angles are given by

the following symmetry relation for the interaction function:

I, X

0 1 2 N

PI=— @1, ©3=—¢2, ©3=—@3. (5)

Wi1:92) #W(= @2~ ¢1). 2) This ground state is related by mirror symmetry to the state

Rotating the molecules shown in Fig. 1a by an angledefined by Eq(4).
23 (or 47/3) about a threefold axis located at the center of ~ The high symmetry of the hexagonal molecules makes it
the triangle 123, one can find that the pair interaction of thelifficult to perceive the ordering pattern presented in Fig. 2a.
molecules 2,3(or 3,1) is given by the same function The more complicated task of finding an orientational defect
W(ps;3) (or W(es;¢,), respectively. The relative dis- in this pattern becomes unfeasible. Therefore for the purpose
placementwhich was vertical or horizontal in the case of the of visualization, we implement a vector representation of
square lattice considered in Ref.)18f the two molecules hexagonal molecules, shown in Fig. 2b. The vector rotation
does not have to be taken into account, but the order of thangle is three times the hexagon rotation angig:,
angle parameters is essential. =3¢l . Avector can be rotated from 0° to 360°. As a result,

For a simulation of the possible domain structures, wethe difference between sublattices appears more clearly.
consider a finite parallelepiped-shaped system, the geometry Figure 3 shows the change of the interaction of a mol-
of which is shown in Fig. 1b. It consists of 2®0 hexagonal ecule energy upon a change of its orientation for three mol-
molecules labeled with the two indexésand m. Arrows  ecules belonging to three different sublattices. It is clearly
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FIG. 4. Orientational potential profiles for the edge molecules belonging to
different sublattices.

missing 3 neighbors from 3 different sublattices. Therefore
one could expect a lowering of the orientational barriers by a
factor of 12/9°

But the real situation is even more complicated. The
three-dimensional character of fullerite lattice leads to sub-
division of the neighbors of an arbitrary bulk fullerene mol-
ecule into only two categories, denoted here as double-bond
(for which the molecule is oriented with the double band
and pentagorifor which the molecule is oriented with the
FIG. 2. A ground-state orientational ordering of the hexagonal moleculef€Ntagon or hexaggmeighbors. The six double-bond neigh-
(a), and the same ordering patterned with vects bors belong to th€111) plane normal to the molecule fixed
C; axis. The other six pentagon neighbors, which give a
major contribution to the molecular orientational profile, are

seen that the molecules are not identical. All of them havdocated in the othef11l) planes. _
double-well energy profiles, but the height of the interwell ~ Therefore an edge molecule with a fix€d axis normal
energy barrier varies by a factor of 2. The potential minimal©® the edge surface is missing three pentagon neighbors,

of the 2nd molecule are almost energy-degenerate, the eMhile the molecules with the other three directions of the

ergy difference being only 1/20 of the barrier heigatsitu- ~ allowed rotation axis are missing two double-bond and one
ation similar to the case of fullerite pentagon neighbor each. As a result, the potential relief of a

For comparison, the same potential profiles are showfolecule with a normal rotation axis is shallower than the
for the molecules from the edge of the simulated lattzme ~ "elief of the other molecules. In this way, the molecules from
Fig. 4. Such molecules keep only 4 of the 6 nearest neighthe four different sublattices which are identical in their ro-

bors (molecules from two different sublattices are misging tational properties in the bulk fullerite become non-identical
As a result, the overall potential profile is lowered by a factordt the edge surface crystal defect due to a loss of symmetry.

of 6/4. The G, molecule at the fullerité111) edge surface is This non-identity evidently reveals itself in the presence of
two additional lower-temperature order-disorder phase tran-

sitions reported iff!

010 —_1 4. LINEAR ORIENTATIONAL DEFECTS
% 0.08 - ___:23 A general kind three-sublattice two-dimensional triangu-
3 lar lattice allows for orientational ordering of three different
2006+ . . types. Molecular orientations for these ordering types are
® s related to each other by cyclic permutations of the rotation
%1]'0.0 anglese; [i=1, 2, 3; cf. Eq.(4)] for the molecules located
at the vertices of a lattice trianglee.g., the triangle 123
shown by a solid line in Fig. )2 In the case of hexagonal
0.02 molecules under consideration the existence of the mirror
orientational twin defined by E@5) leads to the appearance
of three additional ordering types, which are related to the

-40 0 40 g 80 120 basic permutation ones in mirror symmetry.
¢, deg As a result, the lattice under discussion allows for the
FIG. 3. Orientational potential profiles for regular molecules belonging tosmultaneoqs existence of orientational domains Wlth 6 dif-
three different sublattices. ferent ordering types. A boundary between two domains con-
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_ _ _ FIG. 6. Mirror domain wall@) perpendicular to a close-packed row, and the
FIG. 5. Permutation domain walk) perpendicular to a close-packed row, potential profilegb) for the five marked molecules with=10 and with the
and the orientational potential profiléb) for the four marked molecules indicatedm value.

identified with the lattice indexn (1=10).

tains a linear orientational defe@omain wal). Such a de- orientations in thendirectionis ...123?32'1’..., where the
fect can involve a permutation (clockwise or question mark stands for a molecule in the mirror plane. This
counterclockwisgor a mirror transformatioriwith a center molecule does not fit any regular orientation. Instead, it re-
at 3 different lattice sitésof molecular orientation8. flects the mirror symmetry of the wall. Figure 6b clearly
A domain wall of the permutation type is presented inshows the orientational potential minimum of the molecule
Fig. 5a. The rotation angles of the molecules located at th&0 to be located at the rotation angle=60°. Such an ori-
vertices of a lattice triangléshown with solid lineshave the  entation corresponds to aligning one of the mirror planes of
valuese,, ¢,, and g3 in the left domain. In the right do- the hexagonal molecule with the domain-wall mirror plane.
main they are equal t@,, ¢3, and ¢4, respectively. The The mirror symmetry of an orientational defect is also
domain wall(gray) is relatively narrow. Its widtimeasured manifested through the symmetry of the potential curves of
along the horizontal close-packédirection) is about one other molecules. The potential profiles of molecules 9 and 11
period of the 3-sublattice structure. As seen along the closdorientations 3 and 3 and 8 and 1Zorientations 2 and 9
packedm direction, this defect can be regarded as obtainedre related throughAEg(¢)=AEi(—¢) and AEg(e)
by the removal of one element from the ideal sequence= AE.,(— ¢), respectively.
...1231231... of molecular orientations. The resulting se- In the vector pattern of Fig. 6a, this symmetry is given
quence is ...12231.... with the clockwise—counterclockwise vector rotations on
The orientational dependence of the potential energy ofhe two different sides of the wall. Since the rotation angles
the four central molecules from the domain wall is given inare measured form th¥ direction, the vectors representing
Fig. 5b. The molecules are marked in Fig. 5a and labeledotation of molecules 9 and 1B and 12 are related by a
with their mindex, whilel is taken to be 10. Molecules 8 and mirror plane parallel to th& direction.
10 have orientations of the type 2, and the rotation angles of The effect of the domain wall on the potential relief of
molecules 9 and 11 are closegg. The potential profiles are molecules 8 and 1Rorientations 2 and 9 is found to con-
quite close in form to the profiles of the regular moleculessist in a slight lowering of one of the two barriers. For mol-
(shown in Fig. 3, but one of the two potential barriers is ecules 9 and 1lorientations 3 and 3, close to the center of
lowered for each molecule. the domain wall, both the potential barriers are lowered con-
Orientational domain walls of a mirror nature are wider siderably. But the position and the relative height of the sec-
than the permutation ones. Figure 6a gives an example of thendary minimum are unchanged, resulting in the shallow
mirror domain wall. For this wall, the sequence of molecularcharacter of this minimum seen in Fig. 6b.
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FIG. 7. Permutation domain wall parallel to a close-packed (@wand the ~ FIG. 8. Mirror domain wall parallel to a close-packed rd@, and the
orientational potential profile) for the marked molecules with the given Potential profiles(b) for the marked moleculegthe lattice indices andm

lattice indiced andm. are indicategl

) ) o _curves (cf. the mirror symmetry of the potential profiles

The domain walls given in Figs. 5 and 6 have their di- shown in Fig. 6b for a domain wall perpendicular to a close-
rections parallel to one of the sublattice period vectors, an‘f!)acked molecular row In Fig. 8b we give the orientational
perpendicular to one of the close-packed molecular row dingtential profiles for the three molecules with the lowest in-
rections. At the same time, there is a possibility for a domaingye|| energy barriers. It is seen that there exists a molecule
wall to lie along the close-packed molecular rows. An ex-(o) for which the interwell barrier is about 1.4 times lower
ample of a permutation domain wall of this kind is presentedhan the lowest of the interwell barriers of the regular mol-
in Fig. 7a. The relationship between the left and right do-g¢jes. The molecule is situated at the center of the domain
mains here is the same as in Fig. 5, but the location of thga)| and marked with a circle. The corresponding potential
domayn wall line is different. As a result, the molecular ori- profile is plotted by the solid curve in Fig. 8b. The obtained
entation sequence along thth molecular row can now read yeqyction of the orientational interwell barrier is caused by a
..231312... (=8), ..312123... (=9), or ---123_231--- ( lower correlation between the nearest-neighbor molecules
=10). Therefore, the central part of the domain wall con-(eyery molecule within the considered wall has neighbors of
tains molecules with 6 different potential profilgsrienta- gy gifferent orientations
tions 1, 2, and 3 from the left domain, and orientations 3, 1,
2 from the right domalp The three potgntlgl proflleg with 5 TWO-DIMENSIONAL DEFECTS
the lowest energy barriers are shown in Fig. 7b. It is note-
worthy that here we gain a low barrier profile with almost The results on the modeling of the straight domain walls
energy-degenerate mininjaee dotted curye in the system considered show that the molecules with the

A domain wall of a mirror nature parallel to a close- shallowest potential profile tend to appear at sites with the
packed molecular row has the more complicated structureeduced correlation between the orientations of the neighbor
shown in Fig. 8a. It is again wider than the permutation wall,molecules. For the straight walls this condition is met at the
so that the molecules frorthree close-packed rows have boundary of two domains with different sets of equilibrium
substantially corrupted orientational potential relief. As a re-molecular orientationgmirror domain wall$.
sult, the number of intra-wall molecules with different orien- Then it is straightforward to continue the search for the
tational profiles increases up to 9, opposed to 6 differenshallow-potential molecules in the core regions of essentially
profiles for a permutation wall. Furthermore, the direction oftwo-dimensional orientational defects. One of such promis-
the domain wall does not coincide with the lattice mirroring two-dimensional defect is a meeting point of three dif-
plane, so there is no mirror symmetry in the pattern of Figferent domains. Molecules at the center of this defect should
8a, and, accordingly, no symmetry relations for the potentiahave three pairs of neighbors belonging to three different
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dashed ling with totally different orientations of all the 6
nearest neighbors, but to the molecule located at the begin-
ning of the bottom domain wallO, solid line. For the last
molecule the orientations of the nearest neighbors differ only
slightly from that in the straight wall, but the interwell po-
tential barrier is 2.3 times lower than the lowest regular mol-
ecule barrier.

The other four molecules that are marked in Fig. 9a are
located within the center of the kink in the right domain wall.
At a closer look, one can find a kind of symmetry center at
the middle of the line between the molecules marked with
The exact symmetry is as follows: if the centers of two mol-
ecules are related by inversion symmetry, these molecules
have rotation angles which are equal in absolute value, but
opposite sign. Therefore the two molecules marked with
(as well as the two molecules marked with) have the same
orientational dependence of intermolecular interaction poten-
tial, the only difference being in the clockwise or counter-
----- 11 11 clockwise direction of molecular rotation. This can be com-
0.06 - pared to the symmetry of the potential curves in Fig. 6b, but
LN, there is no mirror plane in the present case. To avoid having
a very complicated picture, only one of the two symmetry-
related curves is shown in Fig. 9b for each pair of molecules.
Both the dotted and the dash-dotted curves have an interwell
energy barrier which is less than the lowest energy barrier
characteristic for regular molecules. This means that at the

_40 0 40 80 120 center of the kink in a domain walhlso a two-dimensional
@, deg defec) the molecules have ill-correlated nearest neighbors.
Therefore the case of a kinked domain wall has to be inves-
FIG. 9. Structure of orientational defe@ formed at the boundary of three tigated more thoroughly.

orientational domains, and the potential profileg for some chosen mol- . . .
ecules in the defect core region. Pairs of molecules marked with the sa\m?1 Figure 10a §h0WS the structgre of the kml,( that_contams
sign (A or ©) have symmetry-related potential profiles, so only one of the the molecule with the lowest height of the orientational in-
profiles is given for each pair. The molecules are labeled by the indare ~ terwell barrier obtained in our simulations. This molec(ite
m. fact, two molecules, since the kink has a center of symmetry
of the kind described aboyés located at the very center of

. N the kink, and the corresponding potential curve is shown in

domains, so one could expect an additional decrease of thgg 10b by a solid line. The height of the interwell potential

interwell barriers in comparison to the two-domain boundaryparrier is 5 times less than for the case of regular molecules.
case.

The results of numerical calculations indeed show a fur-
ther reduct|on_of the_ interwell p_otenhal barriers at the bound-G' TOTALLY UNCORRELATED NEIGHBORHOOD
ary of three orientational domains. The most effective reducsq\eicURATION
tion is found to take place in the presence of mirror
boundaries. The three-dimensional defect structure of the real fuller-

Figure 9a shows an example of an orientational defecite can be even more complicated. As a result, some mol-
formed at the intersection of three domain walls perpendicuecule can have neighbors whose orientations are fixed by
lar to molecular rows. The lefharrow) domain wall is of a  different elements of the defect network. In the framework of
permutation type, while the other twhe bottom one and our simple two-dimensional model such a neighborhood
the right ong have a mirror nature and are much wider. Thewould be totally uncorrelated, and the height of the interwell
right domain wall incorporates a kink in order to minimize barriers could be further lowered. Therefore it is interesting
the surface spanned by the defect. The molecules with th® know the minimum possible height of the molecule inter-
lowest interwell barriers are marked. well potential barrier for an arbitrary orientational configu-

As we have said no significant potential barrier reductionration of its neighbor molecules.
has been observed for straight domain walls perpendicular to  For this purpose, let us consider a system of 7 hexagonal
close-packed molecular rows. Therefore the marked molmolecules located at the sites of hexagonal lattice, so that
ecules can be seen only at the crossing of the three wallene central molecule has 6 nearest neighbors. The rotation
The corresponding orientational potential profiles are plottedngles of the outer molecules are fixed to be equal to 6 ran-
in Fig. 9b. dom numbers between 0° and 120°, and then the orienta-

It is surprising that the potential profile with the least tional potential profile of the central molecule is calculated.
energy barrier belongs not to the molecllesituated at the Configurations with the shallowest potential profiles ob-
very center of the defectpotential curve plotted with a tained in the course of about 4 @ifferent realizations of the

AE, arb. units
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FIG. 10. The structure of a kink in a mirror domain w&#), and the FIG. 11. A molecular configuration with nearly symmetric orientations of
orientational potential profiletb) for the marked molecules. Only one po- the outer moleculega) and the corresponding shallow potential profile of
tential curve is given for every pair of symmetry-related molecules whichthe central moleculéb). The inset in the bottom panel shows a magnified
are marked with identical signs. The indideand m are indicated. potential curve.

random neighborhood configuration are shown in Figs. 1linterwell potential barrier of the central molecuhown in
12, and 13. Fig. 13 has no symmetry at all. The orientational profile has
Figure 11 gives an example of a molecular configuratiorthree minima of different depth, and the lowest interwell
with interwell potential barriers of a central molecule re- barrier is about 200 times lower than the corresponding low-
duced by two orders of magnitude with respect to the case adst barrier in the regularly ordered lattice.
the totally orientationally ordered lattice. This configuration  Also it should be noted that the molecules of the regu-
is nearly symmetric(the outer molecules have rotation larly ordered latticgnamely, the molecules with the, ori-
angles of about-30°). The central molecule has a four-well entation, see Fig.)3have the neighborhood configuration
orientational potential profile with the main minimum lo- with the highest possible interwell potential barrier. While
cated close to 30°. One could expect that a completely symminimizing the overall interaction energy, this configuration
metric configuration might have an even shallower potentiahlso minimizes the interaction energy at the minimum of the
profile of the central molecule, because of the increase of thene molecule potential, and deepens this minimum.
interaction energy at the minima of the potential. Contrary to
the expectations, the exactly symmetric configuratinat
shown has an order of magnitude higher interwell barriers
than the one shown in Fig. 11. Thus, interwell barriers prove  The simple planar model considered recovers some of
to be extremely sensitive to even very small rotations of thehe features of the fullerite lattice. First of all, it predicts a
molecules. multi-sublattice structure for a system which would be ar-
The case of the molecular configuration with a two-wellranged in a more symmetric 1-sublattice manner in the ab-
orientational profile of the central molecule is presented irsence of anisotropic intermolecular interactions.
Fig. 12. If one does not take into account the difference  Then, the model involves lowering of the orientation po-
between the values of the negative charges, this configuraential relief of the molecule at the crystal surface. This can
tion seems to be close to having a mirror symmetry. It isbe compared favorably to the absence of H-oriented mol-
probably this difference that leads to the increase of the inecules in the STM image of the fullerite surfae-urther-
teraction energy at the potential minima. more, at a closer look this image shows a slight difference in
The molecular configuration with the lowest obtained orientations of the fullerite molecules belonging to the three

7. DISCUSSION
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FIG. 12. The same as in Fig. 11: Another nearly symmetric configuration
with a two-well potential profile. FIG. 13. The same as in Fig. 11: Nonsymmetryc configuration with the

lowest interwell barriers found.

sublattices for which the molecul&; rotation axes are not
perpendicular to the surface. This difference is due to a com-
petition of the two-dimensional character of a surfasith ~ fange of temperatures where the conventional phonon
probably another subdivision into sublatticegth the bulk ~ Mechanism does not work the thermal expansion is estab-
equilibrium orientations of the molecules below the surfacdished as a result of the competition of two factors. The first
molecular layer. factor is a lattice contraction due to the process of populating
The rather narrow character of the domain walls in thethe tunnel states with an increase of temperature. Shrinking
high-symmetry system considered is rather natural for a syghe distances between molecules increases the height of the
tem with only one kind of interaction involvetl.lt agrees orientational interwell barriers, which leads to a decrease of
well with the very sharp character of the domain wall ob-the tunneling energy splitting and, as a result, to a decrease
served in a two-dimensional monolayer of,Cfullerene  of the system free energy. The contraction of the lattice is
molecules’? This wall contains also a very sharp kink, which stabilized by an increase of the elastic part of the free energy
is a kind of essentially two-dimensional defect that can in-for every fixed value of crystal temperature.
corporate molecules with low orientational interwell barriers. ~ Since the population of tunnel states has a very strong
The sharp character of the observed kink implies theexponential temperature dependence, the thermal expansion
possibility of existence of strongly localized orientational de-resulting from the competition of the two factors is always
fects also in the bulk of the three-dimensional fullerite. Somenegative. AtT~0 K it is practically absentno molecules on
of these strongly localized defects with necessarily uncorreexcited tunnel leve)s With an increase of temperature the
lated orientations of the neighbor molecules’ orientationgpopulation of the excited state grows, and therefore the lat-
should involve molecules with an orientational potentialtice is contracted. But at¥A, whereA is the tunnel state
which is sufficiently shallow to give a reasonable frequencyenergy splitting, both the ground and the excited states be-
of tunneling transitions. As to the rather highGnolecule  come almost equally populated, so that the effect becomes
mass, the recent molecular dynamics simulations ofnuch less pronounced. This means that there should exist a
dislocation-kink tunneling in Ag show an efficient of tun- maximum in the magnitude of the negative thermal expan-
neling of complex heavy objects under certain conditions. sion coefficient.
The idea of explaining negative thermal expansion of  With a simple differentiation of expressi@6) of Ref. 24
solids by the double-well tunneling statistics was suggestedne can find that this maximum takes place at the tempera-
by Freiman in 1983 for the case of solid methdhén the  ture T, satisfying the equation



438 Low Temp. Phys. 29 (5), May 2003 J. M. Khalack and V. M. Loktev

2T max A 1 f1 practically unchanged, because the energy depends mainly on the orienta-
=tan =———+ =In—|, tion of those latter molecules. For the reasons mentioned above, we follow
A 2Tmax 2 f5 the common notations and use the letters “P” and “H” to denote the

: _ orientation of a single molecule, while keeping in mind those 6 pair ori-
wheref, andf, are the degeneracies of the ground and ex entations for which this molecule rotation angle is crucial.

cited states, respectively. It is easy to see gh<A/2 3y some sense, they can be regarded as imitating ghenGlecules viewed
holds for any ratiof, /f. along theC, axis. Strictly speaking, such imitation is realistic only for the

Therefore the tunneling energy splitting in fullerite can fullerene molecules with the fixed; axis perpendicular to the considered
be estimated from thé—max position in Refs. 7 and 8 to be (111 plane. The G molecules belonging to other thré&a3 sublattices
more than 8 K. On the other hand, the positive thermal ex; have their fixed threefold axes tilted to this plane.

. f fulleri 5K imoli h f YAt the beginning of the fullerene era, there were some publicdfidhs
pansion of pure fullerite al < implies the presence o reporting an 8-sublattice fcc structure for the low-temperature fullerite.

processes other than two-well tunnelif@obably, the con-  This structure could be obtained by division of each of the fouPsa8
ventional phonon mechanism is still validt this low tem- sublattices into two fcc sublattices with differe(® and H molecular
perature. orientations. However, the 8-sublattice structure has not been confirmed by

Th ibility of detecti . tallv th ti further investigations. Therefore, we do not consider it here.
€ possibility of detecting experimentally theé negatives e gpsence of site symmetry would induce a distortion of the lattice.

contribution to thermal expansion due to the tunneling ob®Nevertheless, it should be emphasized that the chéorgelatively weak
jects depends strongly on the relative magnitude of the posi-lowering of the intermolecular rotational barriers appears to be too small
tive (conventional and negativétunneling in this cagecon- for all the cases of the regular structure to allow for the orientational

- . . ... . tunneling which is necessary for a number of physical phenomena. One
tributions. In the case of fullerite, the negative contribution is | ;< 1o rgemember that the myass of the m“e,eng %Mecuﬁ)e is 720 a.u.

more pronounced, but one still encounters difficulty in deter- This makes a very strong constraint for the height and width of the energy
mining the tunneling object. The first hypothesis of a tunnel- barriers which are able to give the observed probabitityfrequencieg®

ing of regular G, molecules between P and H orientatiths ,0f orientational tunneling transitions. ~ -~ _

had the drawback of a high interwell potential barrier. The For the case of fullerite, there are+4} different ordering types and

. . . " 3+4 different interdomain boundariegot related with the symmetry
subsequent introduction of the idea of a competition of the operations

isotropic and anisotropic parts of intermolecular interactior®ror the case of ferromagnets the domain wall width is of the order of
potential(though in orientational glags has lead to the cur- ~ aJJ/A, wherea is the lattice spacing] is the exchange, and is the
rent understandinggiven in our previous pap%?r and the anisotropy. SincéA is a relativistic correction, the .ratid/A.can pe in‘- -
present on)ethat the tunneling objects are strongly localized creased up to 0 But for the present case of one interaction this ratio is
orientational defects of the fullerite structure. A more de- about 1.

tailed description of such defects could be obtained with the———

help of a more realistic three-dimensional modeling of the

Cgo crystal structure, which should be a subject for future

studies. 1 o
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INTRODUCTION interactions between fullerites and pressure media, and will
be colored by this background, but the subject is also an
Solid fullerites, such as g and G, have very interest- interesting field of study in itself. The subject has been in-
ing physical properties. However, in many cases the underluded before as part of larger reviefsbut since this was
standing of these properties has been hindered or delayadme time ago, new material will be presented here. First, a
because interactions between the fullerene molecules angry short introduction is given to the structure of purg.C
their environment have led to significant changes. AlthoughThis is followed by a review of how solid 4 interacts with
the fullerene molecule is not very reactive, the intermolecuvarious kinds of gases by intercalation, chemical reactions,
lar interactions are very weak and many simple propertiesind the formation of endohedral compounds.
change easily when the fullerite lattice is structurally de-
formed, or when small amounts of impurities are introduced.
A particular case in point is the study of fullerites under BACKGROUND: THE ORIENTATIONAL STRUCTURE OF C ¢
high pressuré? Pressure is a very useful parameter in the  The structure of G, has been very well discussed in the
study of carbon-based materials. Although the graphite shegiterature’® and only a brief overview will be given here. At
structure has a higher interatomic binding energy than dialow pressures, £ has three structurally different phases
mond, the weak interplane interaction in the three-which, however, are all very similar. The room-temperature
dimensional graphite lattice implies that graphite is easilystructure can be described as face-centered ¢édig Both
deformed by moderate pressures, and the equilibrium preshe molecules and the interstitial spaces in the lattice are
sure between diamond and graphite at room temperature iglatively large, compared to most inorganic atoms or mol-
only about 2 GP4&.Similarly, carbon nanotubes in bundles ecules. For each & molecule in the lattice there are three
begin deforming radially at similar pressures, about 1.7interstitial sites: two small tetragonal sites with an effective
GPa%® Although fullerene molecules do not deform notice- radius of 1.1 A and one large octahedral site with a radius of
ably under these pressures, their orientation and rotatiod.1 A. For comparison, the thresholds or channels between
properties change radically with pressure in the range belowites have an effective radius of 0.7 A.
2 GPa! and many studies have been carried out to map these Above To=260K, the G, molecules carry out quasi-
changes as functions of pressyrand temperaturé. free rotation because of their highly symmetrical shape, and
Because g, and other fullerenes are “weak”, easily de- thus the structure can be approximated as a fcc lattice of
formable solids, it is important to use a pressure transmittingpherical molecules with a space groEm3m. With de-
medium which does not cause a large shear stress in theeasingT the correlation between the rotation of neighbor-
specimens studied. This is most easily done using fluid meing molecules increases, and ndarlarge, co-rotating clus-
dia. However, most fluids that are in the liquid state at roonters are formed. On cooling througf, the molecular
temperature have a rather limited pressure and temperaturetation stops and a simple culigc) phase with space group
range before they either crystallize or vitrify into the solid Pa3 and a temperature-dependent degree of orientational or-
state(at low T or highp), begin breaking dowfpyrolyze), or  der is formed. In this phase the molecular rotation has
react with the sample material, both usually at highin  stopped but the molecules can still jump between different
many cases, gases, such as the rare gases, are therefore aaotecular orientations. Finally, below the glassy crystal tran-
sidered the “ideal” pressure media. Unfortunately, gases ofsition at T,~90 K, molecular motion is very slow and the
ten strongly change the properties of fullerites by intercalatremaining orientational disorder can be considered frozen; an
ing into the large interstitials in the lattice. orientational glass is formed. With increasing pressure both
In this paper | briefly review the interaction of gasesT, and Ty increase, as might be expected. The phase lines
with Cgo, and the changes brought about in the properties ohave slopes of dT,/dp=160K-GPa! and dTy/dp
Cgo When the material has interacted with the gas. The re=62 K- GPa !, respectively, and on compression ofggat
view is mainly motivated by my own need to understand theroom temperature the fcc-gor “rotational”) transition oc-
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curs already near 0.2 GPa. In practice, almost all high predn the simplest possible model the fraction dforiented
sure studies are thus carried out on(retationally hindered  molecules is given by
Ceo- — _ -1

In spite of its high symmetry the & molecule can be FM=[1+exp(—alkgT)], @)
orientationally ordered because it must have 12 carbon atomwhere A is the energy difference between the two states.
pentagons, in addition to the “normal” hexagons, in order toAssuming that\ is linear inp and independent of, f(T,p)
have a closed surface. This gives an anisotropic surfaceill be constant on lines in the-T plane. The dotted lines in
charge distribution and thus an electrostatic driving force forFig. 1 have been calculated assuming that the two states have
orientation. The two possible orientational states will here beequal energies at 0.19 GP4An alternative model, which
denoted descriptively as tHe (pentagoh andH (hexagon  might be in better agreement with experiméassumes that
orientations, since they correspond to the orientation of dhe energies are always identical at the molecular volume
double bond on one molecule towards the center of a pent&orresponding to 0.19 GPa and 150 K.
gon or a hexagon, respectively, on a neighboring molettile.
At atmospheric pressure the energy difference between these
states is only about 12 meV, with tHe orientation being INTERCALATION OF Cg, WITH GASES
lower in energy, but compression of the lattice shifts this,;,mic (rare) gases
energy difference so that at 150 K the two orientations have
the same energy near 0.19 GhRdowever, the energy thresh- The chemical reactivity of the fullerene molecules is
old for reorientation between these states is quite high, and W, and many atomic or molecular species can diffuse into
atmospheric pressure no orientationally ordered state exist§€ cavities in the fullerite lattice without forming chemical
in pure Go,. When the material is cooled to beldW the bonds with individual fullerene molecules. As might be ex-
orientational order improves with decreasifigout the glass pected, there is also a strong correlation between the dimen-
transition intervenes at about 90 K, when the fraction ofSions of the intercalant atoms or molecules and their ability
P-oriented molecules is still only about 85%. At sufficiently O intercalate into the interstitial sites in the fullerite lattice.

high pressures, however, a completefifordered phase Very careful neutron scattering studies of the intercalation of
should exist. rare gases into these sites have been carried out by Morosin

10,11
The evolution of orientational order in the pressure-8tal="""Atroom temperature they were unable to measure

temperature phase diagram of moleculgg i€ shown in Fig. ~ the very high diffusion rate of He, which has an effective
1. This figure shows the fcc-sc phase line and the glass trarffomic radlgs of 0.93 A and probably fills all z_:tvaﬂable sites.
sition line as solid lines. In the fcc phase there is no orien\While He is reported to penetrate the lattice completely
tational order, and in the loW-“orientational glass” the ori- ~ Within a few minutes, even at quite low applied pressure, Ar,
entational structure(i.e., the average number @ and With a radius of 1.54 A, did not intercalate noticeably even
H-oriented moleculéswill be frozen at the particular value 2fter six days at 0.6 GPa. As expected, Ne is an intermediate
present when the sample was cooled through the glass traf@se because of its atomic radius of 1.12 A, and, as such is an
sition line. In the intermediate simple cubic phase, the ap€xcellent model substance to illustrate the general behavior
proximate equilibrium fraction oH-oriented molecules is ©f many gases. The presence of Ne atoms in the octahedral
indicated by severaiotted lines, corresponding to orienta- Sites leads to a small expansion of the lattice. Using neutron

tional states with 30, 50, 75 and 90Rkoriented molecules. diffraction, Morosin et al. were able to use this effect to
show that Ne diffuses into the lattice with a time constant of

a few hours, finally reaching a saturated state in which the
Ne occupancy in the octahedral sites was about 20% at at-
mospheric pressure and increased to about 100% above 0.2
GPal Interestingly, the rate of Ne diffusion into thegL
lattice depends very strongly on the applied Ne pressure. In
the fcc phase the diffusion time constant increases linearly
from a few minutegas for He at zero pressure to about 90
min at 0.2 GPa, while in the sc phase the time constant for
diffusion is approximately 5 h, independent pfover the
range studied® It should be noted that while pressure in-
creases the driving force for diffusion, it also decreases the
size of the interstitials and channels, but this decrease is
much too small to explain the changes in the diffusion rate.
“orientational glass" On relieving of the Ne pressure, the diffusion of Ne out of
the G lattice was always very rapid except at very low
; \ temperature$200 K).
0 0.5 1.0 1.5 To explain these observations, Moroséh al. suggest
p, GPa that the main transport mechanism for the Ne atoms is a
paddlewheel effectt Ne atoms are slightly too large to pass
FIG. 1. Pressure-temperature phase diagram of pyeshowing the three g1 the static channels in the structure, but when te C
structural phases. In the simple cubic range, the orientational structure under
various conditions is shown as calculated from Ex. Numbers indicate molecules rotate, Ne atoms may follow the movement and be
the fraction ofH-oriented molecules along each of the dotted lines shown. Swept in. In particular, it is speculated that Ne atoms may

fcc (rotationally disordered)

400

100
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attach to the electron-poor centers of the pentagons araktion it also affects the low-energy vibrations and librations
hexagons, which form dimples or buckets in the moleculain the lattice, and thus the low-temperature properties. Ale-
structure and which would temporarily afford larger spaceksandrovskiiet al. have carried out extensive studies of the
for atomic transport through the intermolecular channels durlow-temperature thermal expansion of,C which, surpris-

ing rotation. Such a mechanism would explain the observaingly, shows a large negative peakbelow 4 K. The magni-
tion that Ne transport slows down significantly with increas-tude of this effect is also very sensitive to the presence of
ing pressure, which leads to a larger interaction between thitercalated gases, even rare gaSeshowing again that in-
Cgo molecules and thus to a slowing down of the moleculartercalation leads to subtle effects in the lattice properties of
rotation. In the sc phase, diffusion slows down even moreCeso-

because rotation is replaced by a stepwise, much slower

ratcheting movement of the molecules. On relief of the ex-violecular gases

ternal pressure, the presence of Ne atoms in the interstitial
sites should result in a larger lattice parameter than normz%I

and thus also a smaller molecular interaction, a more rapid. . :
igh temperatures. Many studies have been carried out on

molecular rotation, and a very large diffusion coefficient. the atmospheric components, Mnd G, because of their
The same model should be applicable over a large inter- P P =2 '

. . - obvious presence in most practical experiments. Other gases
val in T, and also to other gases that interact weakly with th P P P 9

e Shat form stable intercalation compounds wit @re, for
fullerene molecules. We would expect the diffusion rate to be P o

) . o . example, H, CH,, CO, CG, and NO.
high and to_ |n<ireas”e very strongly \.N'th increasingn the Gases with relatively large molecules show many inter-
fcc phasgwith “free” molecular rotation and to be smaller

d4d idlv with d Thin th h esting effects, when confined to the octahedral interstitial
and decrease very rapidly with decreasingy In€ S¢ phase — gjqq Go- Complete filling of the octahedral sites is usu-

as the orientational ratcheting dies out. These predictionally not observed, except f¢Ref. 17 H, above 75 MPa, but
agree well with experimental results. At temperatures be|0V\é” gases expand the originakgattice, and both molecular

%hape and size are important in determining the properties of

the intercalated material. While the very symmetrical ,CH
tures above 475 K the heavy rare gadesAr, Xe, and Ki  or cp,) molecules continue to rotate freely inside thg, C

may all diffuse into G at 0.17 GPa to form comp.ounlds interstitial sited® even at 210 K, far below the “freezing”
R,Ceo With 0.6<x<1. After cooling and pressure relief these (e mperaturer, for the G, lattice, the linear CQ molecules
compounds are stable over long times at room temperaturey st he oriented along tH@11) directions of the g lattice

Although NMR shows that the intermolecular interac- g fit inside the cavities at all, and the interaction between the
tions and molecular dynamics of intercalateg Giffer little ¢ and the rod-like C@ molecules induces large structural
from those of the pristine material, intercalation into the in-gifferenced® between pure § and the intercalated com-
terstitial sites still changes the lattice properties of the matepound at lowT. The smaller H, CO and NO molecules are
rial in several subtle ways. In general, the presence of foreigg|so free to vibrate and rotate in their cavities. The dynamic
atomic or molecular species in the lattice makes both thgehavior of CO has been observed by NMR and IR spectros-
central interactions between thggG@nolecules and the ori- copy over large ranges in temperature and presgare
entational interaction weaker, because intercalation expandﬁrison cell” volume), and the interaction between the guest
the Gy lattice. The effects are particularly large in the case ofmolecules and the & host lattice has been analyzed in de-
the heavy rare gases and molecular gases. Fg€gfand  tajl. With a decrease in temperature the motion gradually
Xe,Cgo this leads to a decrease Ty from 260 K for pure  changes from basically free rotation at room temperature to
Ceo to 240 K and 200 K, respectively. Compressibility stud- tunneling between a few orientational states at low
ies on Ggo using the(intercalating lighter rare gases as pres- temperature&® and with an increase in pressure a similar
sure media showed that the presence of intercalated atorpgstriction in the motion is observed as the available volume
(He or Ne made the lattice less compressibtedowever,  decrease& At the highest pressures studied, 3.2 GPa, the
the fcc-sc transition still occurred at approximately the samenolecules must take up oriented positions in thg l@ttice
molecular volume as for puregg(i.e., at a slightly higher in much the same way as does £Gind theoretical calcu-
pressurg showing that the orientational interaction had |ations indicate that the observed spectra agree well with a
changed little. This was not the case for compounds with theurely H-oriented G, lattice. The dynamic behavior of
heavy rare gases, for whicFy at atmospheric pressure oc- trapped H in Cy has also been studiéd.Studies of the
curred at a larger molecular volume than for pugg,dndi-  interaction between hydrogen and the carbon atomsgin C
cating a more complicated effect on the intermolecular poare important from the point of view of understanding fully
tential. As mentioned above, the orientational state in thehe interaction of hydrogen with carbon-based storage media,
lattice changes with pressufer, equivalently, volumgin  but G itself is not a practical storage host since only one H
such a way that compression favors tHeorientation®  molecule can be stored interstitially peg@nolecule, limit-
Conversely, expansion should favor tRerientation, and in  ing the maximum storage capacity to well below one percent
principle the expanded lattices should have a higher fractioin pure Gy.

Many other gases have molecules small enough to dif-
se into the G lattice, especially under low pressures at

over several hours or days even at 0.5 GPand at tempera-

of P-oriented molecules at lov than pure @,. This effect As in the case of heavy rare gases, intercalation of mo-
has not been observed in rare gas compounds, but we retulecular gases leads to significant downward shift§jn usu-
to this question below. ally down to 240-250 K, and to large increases in the bulk

Because intercalation changes the intermolecular internoduli?? The lattice expansion should also in principle im-
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prove the orientational order, as discussed above, and suchaterial to a pure state. However, this is not true for all
an effect has indeed been observed g iGtercalated with  gases, and in particular reactions may occur between ghe C
CO (Ref. 23 and NO?* For NO, Gu, Tang and Fefitclaim  and the gas if the temperature is raised. Two gases are par-
to identify a completely pentagon-oriented lattice wily  ticularly likely to react, hydrogen and oxygen. Hydrogen
=230 K from dielectric measurements, but no structural evi-easily intercalates into & under pressure, but is also easily
dence is shown. However, a very careful structural study omlesorbed by pumping at room temperattirélowever, if a
CO show$® a significant enhancement of the fraction of high hydrogen pressure is applied tg,@t elevated tempera-
P-oriented molecules at both intermedidfieb0 K) and low  ture, a reaction occurs betweeny,@nd intercalated hydro-
temperatures. The improved order is believed to arise from gen, transforming the material into an intercalation com-
combination of three effects. In addition to the lattice expanpound of H in CgH,. At a pressure of 600 MPa and a
sion effect already discussed, the glass transition temperatutemperature of 620 Kx~24 has been reportéd The inter-
is depressed by about 5 K, and the CO molecules are strucalated hydrogen could again be removed by pumping, leav-
turally correlated with the g molecules at lowT through ing the new compound behind, and with a long enough re-
electrostatic interactions. The dipolar CO molecule prefers t@ction time the conversion of (g into hydrofullerite was
bind weakly to the electron-poor single C—C bonds onmore or less complete.
P-oriented Gy molecules, resulting in an almost completely All forms of carbon, including diamond and fullerites,
P-oriented structure. burn in oxygen at sufficiently high temperatures. Although
Because of its practical importance, the interaction ofno oxidation of G, seems to occur at room temperature,
Cgo With N, and G has received much attention. Early NMR measurements at 370 K shows that reactions have occurred
studies showed that oxygen diffused reversibly into the ocand that oxides have forméyAt higher temperatures the
tahedral sites at atmospheric pressure and room temperatuwgidation increases rapidly. At 470 K strong IR evidence for
with equilibrium filling fractions of at most a few oxidation is seen, with traces of trapped CO and strong ab-
percent®>2®At high pressures, 10—100 MPa, both @nd N, sorption bands from C—O and=0 bonds. The fullerene
diffuse slowly into the G lattice, so that they may fill a molecules have started breaking down or have been trans-
large fraction of the octahedral sites over a time of severalormed into GyO,. At 570 K, the material breaks down
days?"?® However, for N an elevated temperatuf600 K)  further with the formation of both oxides and amorphous
is needed to reach high filling fractions. Because diffusion igesidues from broken cages; in simple terms, it slowly burns.
slow (and slower for nitrogen than for oxygeryrain size is  Any fullerite sample exposed to air should thus be kept at
important, and finely ground powder reaches the highest filltemperatures well below 400 K to protect it from permanent
ing fractions, while the inner parts of crystallites probably changes by oxidation.
always have a lower filling fraction. Evacuation at slightly Cgo Can also react with oxygen without heating. In the
elevated temperaturésee the next Sectignis reported to  discussions above, it has implicitly been assumed that the
restore the g to a pure state. The intercalation compoundsmaterial has been protected from visible or UV light, since it
of oxygen have been studied by many methods. NMR cais well known that both &, and G, polymerize if irradiated
give information on the average number of filled octahedraWith such light in an oxygen-free environmeitOxygen
site$°2"2% and also shows that the oxygen resides at thénhibits this polymerization process, bugfrradiated in the
center of the interstitial sites with no sign of charge transfepresence of oxygen shows other characteristic changes
or chemical bonding® Inelastic neutron scattering and Ra- (“photo-transformation’).>334First, radiation with visible or
man scattering also shows that although some vibratioV light enhances the oxygen diffusion rate i,y at
modes of the intercalated molecules soften appreciably wheleast an order of magnitude, so that thin films in air rapidly
the molecules are confined within the Gnterstitial sites, become oxygen saturatdgnost octahedral sites filled, at
this has no measurable effect on the vibrational and librateast within the light penetration deptlor oxygen-rich films
tional properties of the & lattice?® In spite of this, calorim-  lose oxygen in a vacuum. Filn{sr, equivalently, the surface
etry, structural studies, and dielectric studie&® all show layers of irradiated bulk materigirradiated for a short time
that the rotational transition temperaturg is strongly de- do not differ from the materials discussed above, i.e., the
pressed by both £and N,, by up to—20 K in (G,),Cgpand  oxygen interacts only weakly with the lattice. After longer
—22 Kin (N,),Cqo (Ref. 28. Again, these figures are much times, however, an increasing amount of photo-induced oxi-
larger than can be explained by the intercalation-induced latdation of Gg to CsqO, becomes evident. After long time
tice expansionthe negative pressure effeéf To explain  exposure the films become insoluble in toluene like photo-
this anomaly, Guet al?® suggest that the local strain set up polymerized G,, suggesting the presence of cross-linked
by diffusing intercalant molecules enhances fluctuations ircarbon-oxygen clusters in the film. Fullerites should there-
the order parameter close T, while Renkeret al?® sug-  fore also be protected from light, whether in air, vacuum, or
gest that the observed slowing down of molecular motion inunder inert gas.
the guest molecules transfers energy to thg lattice by
anharmonic interaction with librational modes, thus reducing-orMATION OF ENDOHEDRAL COMPOUNDS
the effective height of the energy threshold for molecular

rotation. Fullerenes Iikg Go and G are hollow shells, which can
be used as containers for other atoms, and several methods
REACTIONS WITH INTERCALATED GASES have been found to produce such materials. Here it will only

As reported above, treatment of intercalategh Gnder  be noted that the formation of such endohedral compounds
vacuum usually removes the intercalated gas and restores thas been reported during treatment of fullerenes under rea-
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Powder x-ray diffractometry was used to study the effect of intercalatigggullerite with

helium and argon atoms on the fullerite structure. The samples were saturated at room temperature
and normal pressure. The dependences obtained for the lattice parameter and half-width of
certain reflections on the intercalation time with helium atoms showed that the voids i¢he C
lattice were filled in two stages. Helium filled the octahedral voids relatively rapidly first

and then the tetrahedral subsystem, but much more slowly. Both intercalants affected the half-
width and intensity of the reflections, the matrix lattice parameters, the phase transition
temperature, the volume jump at the transition, and the thermal expansion coefficieggs of C
fullerite. © 2003 American Institute of Physic§DOI: 10.1063/1.1542509

1. INTRODUCTION with carbon dioxide C®,? then the impurity molecules

The saturation of new carbon materiéfislierites, nano- strongly influence the orientational order of the molecules
tubeg with atoms and molecules that enter into a differentand the crystal symmetry of the matrix. In the process the
kind of interaction with the matrix is now under intensive Structural symmetry of the low-temperature phase of pure
investigation. One reason for this interest is the desire téeo fullerite can be lowered from cubia3 to monoclinic
understand the microscopic details of the infusion in order td”21/n- Ceo fullerite intercalated with molecules of nitrogen
learn how to the control the technology for obtaining new@nd Oxygen has been investigated in Refs. 24 and 25 using
substances on based on carbon materials. In this respgct drece methods—dilatometry, neutron diffraction, and inelas-
fullerite as a matrix is nearly the most often-studied sub-ic neutron scattering. It has been shown that even though the

stance. The intercalationggfullerite with atoms of alkali bond between the NO,) molecules placed into octahedral
metals was performéd!! soon after its discovery and or- Voids is weak, substantial structural changes are observed
ganic superconductors of a new kind with relatively highand not only the orientational high-temperature transition but
Superconducting transition temperatures were Obtéﬁﬁ%d also the Iow-temperature vitrification process are affected.
According to the arrangement of the centers of gravity ofintercalation with CO molecules virtually completely pre-
the molecules,  fullerite has a face-centered cubic lattice cludes the formation of a glassy state ig,C®
with quite large tetrahedral and octahedral voids in the entire  In the works above-mentioned polycrystalline samples
range of existence of the solid phase. For eaghnilecule  intercalated at quite high pressurésom several to several
in the lattice there are two tetrahedral voids and one octahde€ns of kilobarg and at temperatures of several hundreds of
dral void, whose average diameters are 2.2 A and 4.2 Adegrees celsid$™® or samples compacted under pressures
respectively>*® This makes it possible to obtain diverse in- Up to 10 kbar at room temperatdtavere investigated. Un-
terstitial solutions based ong§Xullerite in a wide concentra- der these conditions partial polymerization af,@llerite is
tion range. possiblé® and defects in the form of polymer complexes or
Intercalation with particles which do not form a ho- chains can form in the samples. In studying the physical
mopolar bond with the matrix occupies a special place. AtProperties of such objects it is, of course, difficult to separate
oms of inert elements and simple di- and triatomic moleculeshe effect of intercalation in a pure form. Consequently, it is
possess gas-kinetic diameters which are much larger than th@portant to perform experiments on samples which are
tetrahedral voids and comparable in size to octahedral voidstress-free and intercalated with atoms of inert elements or
Consequently, intercalation often fills only the octahedralsimple molecular substances at normal pressure and tempera-
voids. However, without a forming chemical bond with the ture. It should also be noted that even though the number of
matrix, such interstitial impurities appreciably affect the lat-works on intercalation of g with simple molecular sub-
tice energy and the thermodynamic properties of fullerite. Asstances is relatively large, the physical nature of the effect of
a result, the orientational phase transition temperature ithese substances on the lattice still remains unclear. Conse-
shifted*~*” and changes occur in the lattice parameters anduently, any information on the behavior of an impurity in
volumel*151819  compressibility’® thermal expansion voids is very important. In this respect the results obtained in
coefficients’? diffusion kinetics??> and the Vvitrification Refs. 26—28 on the influence of temperature and pressure on
process? However, if there is a large difference in size andthe dynamics of the rotational motion of molecules in octa-
symmetry between the impurity component and the octaheledral voids and their interaction with the surrounding, C
dral voids, as happens, for example, for intercalation gf C molecules are definitely of interest.

1063-777X/2003/29(5)/4/$24.00 445 © 2003 American Institute of Physics
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On the basis of the arguments presented above and the 44 oof

reasonable assumption that helium most easily penetrates CeotHe

into voids in the fullerite crystal lattice, the infusion of He ¢ 14.207

atoms into G crystallites was studied under relatively low “{14-18'(/*/
pressures £ 1 bar) and temperatures (300+ 10) K. Pow- 14.16¢

der x-ray diffractometry was used to study the saturation 14.14 0 200 800 1200 3800 4000
process. Special attention was devoted to determining how t,h

helium impurity affects the orientational phase transition andric. 1. variation of the lattice parameter of the cubic fcc lattice gf C
the orientational vitrification process. Some preliminary re-fullerite as a function of the holding time in a helium atmosphere at pressure
sults obtained on the effect of helium on the structure gf C 1 atm andl=295 K.

have been published in a brief communicatfidie note
that for T<20 K measurements were performed in Ref. 30

of the linear thermal expansion coefficients aof,@ullerite . ) . s
intercalated, just as in the present investigation, with He atl-meS (11D, (2.20)' and(311) relative to their positions at the
rﬁference points.

oms at room temperature and pressure 1 atm. In the prese ! o e .
paper results for samples ofgJullerite intercalated with the We' Judged the kinetics of_v0|d f|l||ng n the6(§|att|ce
according to the effect of the impurity on the lattice param-

heavier inert element argon are also presented. . . : .

g P eter and the half-width and intensity of the x-ray reflections
during the saturation process. Independent measurements of
these quantities performed by other authors at high pressures

The experiments were performed using ultrapureand temperatures were us€d®3' Neutron spectroscopy
(99.98% polycrystalline G fullerite. Fullerite powder was datg”*® and the results of adsorption and desorption
first allowed to stand for several days in a fammHg investigations;*** making it possible to estimate the upper
vacuum at 100 °C in order for degassing to occur. Next, thdimit of void filling by atoms and simple molecules, were
chamber with the sample was filled with He gas at roomtaken into account. The data on the change in the half-width
temperature up to pressure 1 atm, ang fllerite was al- ~ and intensity of x-ray reflections during the saturation of the
lowed to stand in this atmosphere for several months. Quitsamples also enabled us to draw certain conclusions about
complete x-ray diffraction patterns were obtained and thdhe kinetics of the diffusion of He atoms inggcrystals.
lattice parameter of £z at room temperature was determined
every 0.5-10 h at the beginning of intercalation and evers. RESULTS AND DISCUSSION
100-200 h at later stages. The measurements were per- , _ _
formed periodically in a limited range of angles with tem- A Intercalation with helium

p y g g
perature varyied from~50 K to room temperature with a The saturation of polycrystalline samples ofy,Quller-
10-20 K step. Specifically, such measurements were peites with He atoms was conducted at room temperature and
formed after the first stage of rapid saturation of the sampl@ressure 1 atm over a quite long period of tifug to 4000
(see below was completed. Such x-ray diffraction patternsh). The lattice parameter of fullerite was observed to increase
were obtained with heating and cooling of the samples. Theontinually with time. Figure 1 shows a typical curve of the
temperature range chosen for the investigations made it posime variation of the fullerite lattice parameta¢t) with the
sible to follow the change in the structural characteristics osamples held in a helium atmosphere. It is evident that the
intercalated @, near the temperaturg. of the orientational intercalation process characterized by the ca{t¢ consists
phase transition and the vitrification temperatiige of two distinct stages. During the first stagét) reaches

In addition to determining the lattice parameters, therelatively rapidly (in ~50—60 h) a section of relatively
temperature dependences of the half-widths of x-ray reflecweak but almost linear temperature dependence. The lattice
tions were also investigated. These characteristics served parameter at the first stage increases approximately by 0.022
independent data making it possible to judge very reliablyA (or 0.16%. During further holding up to 4000 h the in-
the state and distribution of the intercalant in thg @atrix  crease ira(t) is almost twice that at the first stage, i.e. 0.045
and the local effect of the intercalant on the crystal lattice. A (or 0.329%, with reasonable extrapolation. The conjecture

The investigations were performed using the DRON-3that the process occurs in two stages is unequivocally sup-
x-ray diffractometer, which was automated using a PC-286orted by the time dependence of the half-widtf,, of the
personal computer, in a special x-ray gas-flow cryostatreflections. Figure 2 shows the most typical time depen-
which made it possible to stabilize the temperature of thelences,,(t). Itis evident that at the first intercalation step
samples to withint=0.1 K at each point in the temperature the half-width of the lineg111), (220), and(311) increases
range 15-300 K. Th& « radiation of a nickel anodeN( by more than 50% relative to the value ordinarily observed
=1.6591 A) was used. The lattice parameter of pure andor pure fullerite. This attests to a high level of static local
intercalated fullerite was determined to within 0.02%. Thedistortions which appear in the matrix during intercalation
lattice parameters at the reference points—at room temperand are due to the nonunformity of the lattice deformation
ture and 15 K, where the complete diffraction patterns wereear the voids occupied by impurity atoms. The observation
obtained—were measured to the same accuracy. This madeot a sharp decrease in the half-width of the lines at interca-
possible to average the data at these temperatures very reltion times 50—100 IiFig. 2) and the slower dropoff of the
ably. The investigation of the temperature dependence of thiealf-width at longer times were very unexpected. The struc-
lattice parameter in the intermediate range was based dural data taken as a whole and, especially, the presence of

measurements of the temperature shift of the three strongest

2. EXPERIMENTAL PROCEDURE
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FIG. 2. variation of the half-width of the x-ray reflectiofL]) (@), (220 [, 3. Temperature dependences of the lattice parameter of the cubic lat-

(A), and (311 (O) versus the helium saturation time ofgJullerite at ice of pure G, fullerite (— ) and intercalated with He atoms. The data

pressure 1 atm an@i=295 K. were obtained with heating®) and cooling(V) of the samples in a helium
atmosphere.

two sections, it seems to us, make it possible to reconstrugf,q jump in the lattice parametérolume at a phase transi-
qu!te reliably the process by which hellum saturatgs fal- tion is almost halved, and the thermal expansion coefficients
Ier!te. _On the bas!s O_f the energetics and geometry of th?lear the transition temperature increase. Intercalation with
voids in an fcc lattice it can be supposed that the octahedrglgjiym atoms affects the vitrification process only slightly.
voids should be filled more easily than tetrahedral voidsypq vitrification feature in the temperature dependem
Consequently, virtually all octahedral voids are filled at theiS observed essentially at the same temperature as in pure
first stage, starting, of course, with the layers near the SUfg,arite but the lattice parameter decreases somewhat.
face. At the beginning of the first stage this should result in  \va did not observe any appreciable effect of thermal
substantial spatial nonuniformity in the intercalant distribu—CyC”ng of the samples on the temperature dependences of

tion and, consequently, deformation nonuniformity. Ofne |attice parameter of g fullerite intercalated with He
course, voids in deep layers are filled much more slowly and,s,ms on cooling only a negligible decrease of the orienta-

this process is determined by interstitial diffusion of He a}t'tional and vitrification transition temperatures is observed
oms from layers near the surface. A new batch of atoms f'”?see Fig. 3

the octahedral voids which are emptied. This effect has also

been observed in other experiments on the intercalation of . )

Ceo-22 As the crystallite volumes are filled, the degree of B+ Intercalation with Aratoms

nonuniformity decreases and the half-width returns essen- The intercalation of g, with argon for 500 h performed
tially to its previous value. Thus, the first stage terminatesat room temperature and 1 atm pressure had virtually no
with uniform and, probably, complete saturation of the octa-effect on the lattice parameter of the matrix to within the
hedral subsystem. Since He atoms are srftal nominal limits of error in determining this parameter. However, the
atomic radius of He is 0.93 &23, not only octahedral but lattice parameter tended to decrease for samples held in ar-
also tetrahedral voids in the fcc fullerite lattice can be filled.gon for 3500—-5500 h. The half-widths of the reflections re-
The continual slow growth of the lattice parameteof the  mained constant. At the same time the intensity of the reflec-
matrix at the secon@longer-lasting stage is due to the fact tions decreased throughout the entire intercalation time. In
that the tetrahedral subsystem starts to fill up, a procesaddition, the main drop in the intensity occurred during the
which is essentially uniform over the entire volume of thefirst 200 h. The change in the intensity of tli&ll) line
crystallite because of diffusion penetration of the intercalantduring intercalation is presented in Fig. 4. A qualitatively and
The transfer of the intercalant from the octahedral into thequantitatively similar decrease in the intensity with time was
tetrahedral system is rapidly made up from outside the crysalso observed for certain other reflections.

tallite as a result of the much more rapid diffusion along  The presence of argon impurity atoms igyQullerite
octahedral voids. Comparing the duration of the two stagesyas observed in the experiments distinctly in the temperature
the following rough estimate can be made: the diffusion co-dependences of the lattice parameter. Although in a substan-
efficient in the octahedral subsystem is more than two ordergal portion of the temperature range of the low- and high-
of magnitude larger than in the tetrahedral system. We noteemperature phases the lattice parameters of argon-
that the intercalation of octahedral voids by large-diameter

atoms is much more rapid at high pressures. For example,

when Gy is held in Ne gas under 2.75 kbar pressa(é) is 800r
completely time-independent already for 10 h8 3 600k C._+Ar
The temperature dependences of the lattice pararaeter § 60
on heating and cooling in the temperature range 30-300 K 3 400 o
were investigated for £ samples maximally saturated with @ e
; : . £ 200t o
helium. In Fig. 3 the results are compared with pure £
fullerite 3° It is evident that when helium fills the octahedral 06 500 400 6004500 2500
(and, possibly, tetrahedjaboids in the cubic lattice of g t h

the lattice parameters increase substantialy the average FIG. 4. Influence of the intercalation time offullerite intercalated with

bY 0-3% in the entire ex.perimental tempgrature range, the'argon at 1 atm and@ =295 K on the intensity of the x-ray reflection from
orientational phase transition temperature increases by 10 Khe (111) plane of the matrix.
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Preliminary measurements of the thermal conductivity of pure carbon dioxide in the temperature
range 1.5—-35 K are reported. The first data below 25 K have been obtained. The thermal
conductivity reaches very high values, about 70Gri/K), which is unusual for simple molecular
crystals. A straightforward analysis of the data shows a coarse-grained sam@2e03°©

American Institute of Physics[DOI: 10.1063/1.154251]0

Solid carbon dioxide is an example of a simple molecu-When the crystal completely filled the ampul, the growth
lar crystal consisting of linear molecules {NCO, CG,, and  process was terminated and the temperature gradient was de-
N,O are other examplgsAt equilibrium vapor pressure a creased to about 1.1 K/cm. Next, the sample was cooled. The
CO, crystal possesses fcc structure, which remains in theooling rate was about 0.1 K/h in the temperature range
entire range of existence of the crystdlin the solid phase 173-100 K, ~0.2 K/h in the range 100-70 K, and
the axes of th®©—-C—-Omolecules, whose carbon atoms oc- ~0.5 K/h below 70 K. At liquid helium temperatures the
cupy lattice sites, are oriented along the spatial diagonals afample was transparent and had no visible defects or voids.
the cubic unit cell Pa3 space group When the temperature of the sample waé.2 K and before

The thermal, optical, and other properties of solid ,CO the measurements were started, helium gas at pressure
have been studied in a wide range of temperatures and pres-1 kPa was admitted into the ampul to improve the thermal
sures; see, e.g. Refs. 1 and 2 and the references cited thecentact between the sample and the two thermometers and
However, the thermal conductivity at equilibrium vapor pres-the gradient heater. The steady-state flow method was used to
sure has been investigated only at temperatures above®27 kerform the CQ thermal conductivity measurements. The
It is of interest to investigate the thermal conducitivity of experimental error did not exceed 10%.
solid CO, at lower temperatures. Furhtermore, comparing  Other details experimental are described in Refs. 4—-6.
with previous results obtained for other simple molecular
crystals would yield new information about various internal>. RESULTS AND DISCUSSION

processes occurring in crystals.
This paper reports preliminary measurements of the ther- The measurements of the temperature dependence of the

mal conductivity of solid carbon dioxide in the temperaturethermal conductivity of solid C@at tempeartures 1.5-36 K
range 1.5-36 K. are displayed in Fig. 1. The high-temperature carbon dioxide

data of Koloskovaet al2 are also shown.
The qualitative temperature dependence of the thermal
conductivity «(T) is typical for dielectric crystals; see, e.g.
A CO, crystal was grown and heat-treated. The measureRefs. 1 and 2. Initially, at the lowest temperatures the ther-
ments were performed with a hand-made liquid-He experimal conductivity increases with temperature, reaching at
mental setup, described fully in Ref. 4. maximum near 5 K. At temperatures above the maximum the
The main part of the setup is a 36 mm long cylindrical thermal conductivity initially decreases exponentially, after
glass ampul, which holds the sample during the experimentsyhich the decrease slows down. The maximum thermal con-
with an inner diameter of 4.2 mm dma 1 mmthick wall. ductivity is 720 W(m-K). This value is much higher than
Thin copper rings and heat-conducting glue secure two gerany value measured so far for simple molecular crysStéls,
manium resistance thermometers to the wall of ampul. Thexcept solid parahydrogénFor comparison, previous data
thermometers are used to determine the the temperature anbtained for crystals of pure nitrogémitrous oxide’ and
the temperature gradient. The distance between the thermomarahydrogehare also displayed in Fig. 1.
eters is 12 mm and the lower thermometer is positioned Even though the high maximum value of the thermal
~9 mm from the bottom of the ampul. conductivity is high, which attests to the high quality of the
The CQ crystal was grown using 99.999% chemically carbon dioxide crystal used for the measurements and to the
pure carbon dioxide gas with natural isotopic composition. Ahigh chemical purity of the sample, the depender(E) at
mass spectrometer was used to check the purity of the galew temperatures is far from typical for a dielectric crystal
The solid CQ sample was grown from the gas phase, startwith a low density of defects. For the typical dielectric crys-
ing at the bottom of the ampul. The condensation conditiongal with a low density of point defects and dislocations, pho-
were as follows: temperaturel73.3 K, pressure14 kPa, non scattering by grains or the boundaries of the sample
and growth ratel.5 mm/h. A temperature gradent determines the low-temperature thermal conductivity, and
~2.2 K/lcm was maintained along the ampul during growth.being independent of the phonon frequency these processes

1. EXPERIMENTAL PROCEDURE

1063-777X/2003/29(5)/2/$24.00 449 © 2003 American Institute of Physics
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and | is the phonon mean-free path, which in our case is
limited by the size of the grains in the sample, the grain size
for our CO, sample is~10 mm. This result was obtained
assuming the specific heat of, kb be 10 times greater than
for CO,,* the phonon propagation velocity to be the same in
nitrogen and carbon dioxidetaking the experimentally de-
termined ratioxco,/xn,~100, and taking the grain size in
nitrogen to be~10"? mm.® This means that the grains in
our sample are large, and we could be dealing with a single
crystal.

The high thermal conductivity at higher temperatures
could be due to the relatively weak anharmonicity of O
translational vibrations and therefore a weak phonon—
phonon interaction.

A more detailed analysis of the measurements of the
temperature dependence of the thermal conductivity of car-
bon dioxide will be published elsewhere.

*E-mail: p_stach@int.pan.wroc.pl
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