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Coherently precessing spatially inhomogeneous structures of half magnetization in the
B phase of superfluid 3He
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Spatially inhomogeneous coherently precessing structures of half magnetization in superfluid
3He-B are investigated in the presence of small nonuniformities of a high external magnetic field.
It is shown that, depending on the degree of nonuniformity of the field, both two-domain
and three-domain coherently precessing structures can exist. ©2003 American Institute of
Physics. @DOI: 10.1063/1.1596574#
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1. The superfluidity of liquid3He is due to Cooper pair
ing in a state with spin and orbital moments equal to un
The presence of spin on the Cooper pair and the comple
of the order parameter lead to a diversity of dynamic m
netic properties of the superfluid phases of liquid3He. The
dynamics of the magnetization in the superfluid phase
determined by the interrelationship of the magnetic mom
M and the order parameter of the triplet condensate.

In the absence of magnetic field the magnetization
the averaged orbital moment of the superfluidB phase of
liquid 3He are equal to zero. In an external magnetic fiel
magnetic momentM is induced in the system and, as a res
of the spin–orbit coherence, an orbital momentL is formed.
If the magnetization deviates from the magnetic field dir
tion it begins to precess around the field direction. In t
case a state in which the spins of the Cooper pairs pre
coherently is formed in the bulk of the superfluid liqui
Such a state is characterized by anomalous stability eve
the presence of nonuniformities of the external magn
field. The reasons for this are the stiffness of the order
rameter of3He-B with respect to spatial inhomogeneities a
the presence in the system of a spin–orbit interaction, wh
derives from the dipole–dipole interaction between
nuclear moments of the3He atoms.

The dipole shift of the precession frequency of the m
netization from the Larmor frequency is due to the prese
of the dipole–dipole energy. The values of the energy and
frequency shift depend on the spin–orbit configuration of
precessing system.

The stiffness of the order parameter is manifested
spatial stiffness of the magnetization precession angleaS ,
which generates nondissipative spin currents that restore
uniform distribution of the phase of the precession over
entire volume. These currents effect a redistribution of
longitudinal component of the magnetization and orbital m
ment. The local frequency shift that arises compensates
spatial difference of the Larmor precession frequency.
3He-B placed in a nonuniform external magnetic field a c
herently precessing two-domain spin structure can exist.1,2 In
5411063-777X/2003/29(7)/5/$24.00
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such a system the modulus of the magnetizationM is equal
to the equilibrium valueM05xBH0 ~here H0 is the static
magnetic field applied to the system, andxB is the magnetic
susceptibility of the superfluidB phase of liquid3He). In one
of the domains the magnetization is directed along the fie
while in the other it deviates by approximately 104° from t
field direction; the axis of the orbital anisotropy is parallel
the field direction throughout the entire volume. This spa
pattern is due to the spin–orbit structure of the dipole–dip
interaction potential in the case of precession w
M5M0 .

In the superfluidB phase of liquid3He, according to the
results of Ref. 3, it is possible to have coherent precessio
half magnetization (M5M0/2) and double magnetizatio
(M52M0). The existence of coherently precessing states
half magnetization has been confirmed experimentally.4,5 The
dipole–dipole interaction potential forM5M0/2 has a more
complex spin–orbit structure. Since in a nonuniform exter
magnetic field coherent precession of half magnetizat
should be characterized by an inhomogeneous distributio
both the spin and orbital degrees of freedom. The study
this question is the subject of this paper.

2. In the presence of a high external magnetic field
dipole–dipole interaction energy is much less than the Z
man energy, and it can be treated as a perturbation. In
zeroth approximation it can be neglected. In that case
solutions for the precessing states can be obtained with
aid of the Larmor theorem, which states that in a spin sp
rotating with the Larmor frequencyvL5gH (g is the gyro-
magnetic ratio of the3He nuclei! the magnetic field has no
influence whatsoever on the nuclear spins of the3He atoms,
and the symmetry with respect to three-dimensional spin
tations is restored. Thus the total symmetry group of

precessing states,Ĝ5SO3
S̃3SO3

L , includes the three-

dimensional spin rotation groupSO3
S̃ in the rotating refer-

ence frame and the three-dimensional orbital rotation gr
SO3

L in the laboratory frame.6 By applying the operations o
© 2003 American Institute of Physics
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the groupĜ to some initial state, one can obtain all th
degenerate coherently precessing states.

As the initial state we take one of the solutions of t
system of Leggett equations describing the interrelations
between the magnetizationM and the spin part of the orde
parameterÂ:7

M5gM3H1RD , ~1!

Â i5A i3gS H2
M

xB
D . ~2!

Here RD is the dipole moment, the external magnetic fie
Hiz, and (A i)m5Am i (m5x,y,z). The simplest solution of
this system in the case of half magnetization is of the fo

M05
xBH

2
, Â05ÔS z,2vL

t

2D , ~3!

where Ô(z,2vLt/2) describes a rotation around thez axis
by an angle2vLt/2. The operation of an element of th
groupĜ on state~3! gives a general solution for the Larmo
precession of the half magnetization:

Â5Ô~z,2vLt !R̂~S̃!Ô~z,vLt !Â0R̂~L !21

5Ô~z,2vLt !R̂~S̃!Ô~z,vL ,t/2!R̂~L !21
, ~4!

M ~ t !5Ô~z,2vLt !R̂~S̃!M05Ô~z,2vLt !R̂~S̃!
xBH

2
, ~5!

whereR̂L is the time-independent matrix of the orbital rot

tions SO3
L in the laboratory reference frame, andR̂(S̃) is the

time-independent matrix of spin rotationsSO3
S̃ in the pre-

cessing reference frame. The rotation matrixÔ(z,vLt) de-
scribes the transition from the laboratory frame to a fra
rotating with frequencyvL .

The physical meaning of these matrices is as follow

R̂(S̃) describes the orientation of the magnetization in

precessing frame,s5M̃ /M05R̂(S̃)z (M̃ is the magnetization
vector in the precessing frame!, andR̂(L) is the orientation of
the orbital moment of the Cooper pair in the laboratory r

erence framel5L /M05R̂(L)z. ParametrizingR̂(S̃) and R̂(L)

by the Euler angles and writing them in the form

R̂~S̃!5R̂Z~aS
0!R̂Y~bS!R̂Z~gS

0!,

R̂~L !5R̂Z~aL!R̂Y~bL!R̂Z~gL!, ~6!

where (aS
0 ,bS ,gS

0) and (aL ,bL ,gL) are the corresponding
Euler angles, we obtain for the order parameter~4!

Â5R̂~S!~aS ,bS ,gS!R̂~L !21
~aL ,bL ,gL!. ~7!

HereaS5aS
05vLt andgS5gS

02vLt/2. In this notationaS

andbS are the azimuthal and polar angles of the precess
magnetizationM (t), andaL and bL are the azimuthal and
polar angles of the orbital moment of the Cooper pairs. T
anglesgS and gL in the order parameter, as can easily
seen, are present only in the combinationg5gS2gL . These
five variables, i.e.,s(aS ,bS), l(aL ,bL), and the angleg,
completely describe the physical state of the system, and
ip

e

.

e

-
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space of degeneracy of the coherent Larmor precessio
the magnetization in3He-B is five-dimensional.

3. Owing to the small dipole–dipole interaction, the p
tential of which is given by the expression

FD5
2

15
xBS VB

g D 2S TrÂ2
1

2D 2

, ~8!

the degree of degeneracy is lowered (VB is the NMR fre-
quency, which characterizes the intensity of the dipol
dipole interaction!. At high magnetic field, whenvL@VB ,
the state of the system is described by fast and slow v
ables, and one can average the dipole energy over the
variables. The averaged potentials of the dipole interac
differ substantially for the equilibrium valueM0 of the mag-
netization modulus and for half magnetization. This is b
cause the combinations of fast variables making up the s
variable are different. For the case of half magnetization t
variable isF12[aS2aL12(gS2gL), and the averaged en
ergy of the dipole–dipole interaction has the form3,8

FD5xBS VB

g D 2

f D5
1

10
xBS VB

g D 2F11~12sZ
2!~12 l Z

2!

12sZ
2l Z

21
2

3
~11sZ!~11 l Z!A12sZ

2A12 l Z
2 cosF12G .

~9!

Here sZ5cosbS and l Z5cosbL are the orientations of the
magnetization and orbital moment relative to the direction
the applied magnetic field. The potential~9! has two degen-
erate absolute minima atF12[p, which correspond to the
following spin–orbit configurations:

sZ50.75, l Z50.3, ~10!

sZ50.3, l Z50.75. ~11!

They determine the stable precessing states of half m
netization. In addition, two more, metastable degener
states can exist, with the spin–orbit configurations:9

sZ521, l Z50, ~12!

sZ50, l Z521. ~13!

The characteristic degeneracy of the dipole energy~9! is
lifted by the so-called spectroscopic energy. It is manifes
when the frequencyvp of the coherent precession of th
magnetization differs from the Larmor frequencyvL . Then
the Zeeman energy2vp•M /g is incompletely compensate
by the Larmor energyvL•M /g. The difference, which is the
Zeeman energy in the frame rotating with frequencyvp , is
equal to the spectroscopic energy:

Fv5
1

g
~vp2vL!M5

xB

2g2 ~vp2vL!vLsZ . ~14!

In this situation the spin–orbit configurations of the s
bly precessing states can be determined by minimizing
free energy of the system, which is the sum of the dipole a
spectroscopic energies:

F5FD1
xB

2g2 ~vp2vL!vLsZ . ~15!
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Here each minimum of the free energy~15! is obtained
by displacement of a definite state of the spin–orbit confi
ration from ~10! and ~11!.9 At a negative spectroscopic en
ergy the stable precessing states correspond to spin–
configurations obtained by displacement of state~10!. In this
case, depending on the value ofFv , one has 0.75,sZ,1
and 0, l Z,0.3. In the case of a positive spectral energy
stable states correspond to spin–orbit configurations
tained by displacement of state~11!. However, with increas-
ing Fv , after it exceeds a certain critical value, state~12!,
with the opposite magnetization direction, will be the sta
state.

4. Let us discuss the features of the precession of the
magnetization in a nonuniform external magnetic field. W
shall assume that the spatial nonuniformity is manifes
along the direction of the external magnetic fieldH5Hz,
and we write the Larmor frequency in the form

vL~z!5vL~z0!1~z2z0!¹vL5vp1~z2z0!¹vL . ~16!

In this case the spectroscopic energy of the system
also depend on the coordinatez, and that dependence wi
lead to a nonuniform spatial distribution ofsZ and l Z , while
the free energy of the system will be the sum of the dipo
spectroscopic, and gradient energies:

F5FD1Fv1F¹ , ~17!

whereF¹ has the following form:6

F¹5
1

4

xB

g2 ci
2~¹jRak!

21
1

2

xB

g2 ~c'
2 2ci

2!~¹iRa i !
2. ~18!

Here ci and c' are the spin-wave velocities parallel to an
perpendicular to the external magnetic field. In the case
precession of half magnetization the gradient energy a
aged over the fast variables is given by the expression

F¹5
1

2

xB

g2 ci
2F S 5

4
2sZD ~]ZaS!21S 5

4
2 l ZD ~]ZaL!2

1
1

4
~]ZF12!

21
1

12sZ
2 ~]ZsZ!21

1

12 l Z
2 ~]Zl Z!2

22S 1

2
2sZD S 1

2
2 l ZD ]ZaS]ZaL2S 1

2
2sZD

3]ZaS]ZF121S 1

2
2 l ZD ]ZaL]ZF12G

1
1

2

xB

g2 ~c'
2 2ci

2! H 1

2 F2~11sZ
2l Z

2!1~12sZ
2!

3~12 l Z
2!12S 1

4
2sZD ~11 l Z

2!G~]ZaS!21
1

4
~11 l Z

2!

3@~]ZaL!21~]ZF12!
2#1

32 l Z
2

2~12sZ
2!

~]ZsZ!2

1
1

12 l Z
2 ~]Zl Z!22S 1

2
2sZD ~11 l Z

2!~]ZaS]ZaL

1]ZaS]ZF12!1
1

2
~11 l Z

2!]ZaL]ZF12J . ~19!
-
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It follows from Eqs.~9!, ~14!, and ~19! that in the free
energy~17! of the system, only the dipole energy potent
depends explicitly on the angleF. In the experiments the
nonuniformity of the external magnetic field, which dete
mines the scale of the spatial inhomogeneity of the prec
ing state of the system, is small not only in comparison w
the field itself but also in comparison with the dipole energ
It follows from what we have said thatF¹!FD . This makes
it possible to assume thatF5Fst5p and]ZF1250 even in
the inhomogeneous case.

The free energy~17! does not depend explicitly on th
anglesaS andaL—they enter only in the form of the gradi
ents]ZaS and]ZaL . A study of the free energy of the pre
cessing system at the minimum with respect to these gr
ents leads to a homogeneous system of equations fordZaS

and]ZaL :

]F¹

]~]ZaS!
5H 2ci

2S 5

4
2sZD1~c'

2 2ci
2!F2~11sZ

2l Z
2!

1~12sZ
2!~12 l Z

2!12S 1

4
2sZD ~11 l Z

2!G J ]ZaS

2F2ci
2S 1

2
2sZD S 1

2
2 l ZD1~c'

2 2ci
2!S 1

2
2sZD

3~11 l Z
2!G]ZaL50, ~20!

]F¹

]~]ZaL!
52F2ci

2S 1

2
2sZD S 1

2
2 l ZD1~c'

2 2ci
2!

3S 1

2
2sZD ~11 l Z

2!G]ZaS1Fci
2S 5

4
2 l ZD

1
1

4
~c'

2 2ci
2!~11 l Z

2!G]ZaL50. ~21!

The determinant of this system is nonzero for any values
sZ and l Z , and the system has a zero solution]ZaS5]ZaL

50. We note that the following inequality is also satisfied

]2F¹

]~]ZaS!2

]2F¹

]~]ZaL!2 2S ]2F¹

]~]ZaS!]~]ZaL! D
2

.0.

It follows from this that the minimum value of the fre
energy corresponds to a homogeneous distribution of the
cession phaseaS and of the azimuthal angleaL of the orbital
moment of the Cooper pair.

The expression for the spectroscopic energy with E
~16! taken into account becomes:

Fv52
xB

2g2 ~z2z0!vp¹vLsZ . ~22!

In the case of continuous NMR the frequencyvp is de-
termined by the frequency of the external transverse rf fie
At the point z0 the local Larmor frequency of the extern
static magnetic field coincides with the frequency of the c
herent precession, and at the lower and upper boundarie
the systemu(z2z0)¹vLu!vp .
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It follows from what we have said that the free energy
a steadily precessing spin system of superfluid3He-B in the
presence of a nonuniform external magnetic field takes
following form:

F̄5
g2

xBci
2 F5

1

2 H F11
1

2 S c'
2

ci
2 21D ~32 l z

2!G ~]ZsZ!2

12sZ
2

1
c'

2

ci
2

~]Zl Z!2

12 l Z
2 J 2

1

2

vp¹vL

ci
2 ~z2z0!sZ1

VB
2

ci
2 f D .

~23!

FIG. 1. Dependence ofsZ and l Z on the coordinatej for several different
values ofr.
f

e

In contrast to the precession at the equilibrium value
the magnetization modulus,1,2 in this case two spatial param
eters enter the problem: one characterizing the intensity
the dipole–dipole interaction, and one characterizing
nonuniformity of the magnetic field:

lD5
ci

VB
, l¹5S ci

2

vp¹vL
D 1/3

. ~24!

Measuring the coordinate in units of the dipole leng
(j5z/lD) and introducing the parameter

r5
lD

l¹
, ~25!

which characterizes the degree of nonuniformity of the
ternal magnetic field relative to the intensity of the dipo
interaction, we obtain from expression~23!

F̄5
1

2 H F11
1

2 S c'
2

ci
2 21D ~32 l Z

2!G 1

12sZ
2 S dsZ

dj D
1

c'
2

ci
2

1

12 l Z
2 S dlZ

dj D J 2
1

2
r~j2j0!sZ1 f D . ~26!

The spatial structure of the coherently precessing s
system depends on the value of the parameterr and the ratio
c'

2 /ci
2 . Larger values of the parameterg correspond to larger

nonuniformity of the magnetic field.
A numerical analysis of the Euler–Lagrange equatio

obtained in minimizing the free energy~26! shows that for a
valuer.0.38 a two-dimensional structure forms~Fig. 1a! in
which sZ→1 and l Z→0 with increasing field, while with
decreasing field a domain withsZ521 and l Z50 is real-
ized. In this case the transition region~domain wall! is
shifted relative to the pointj0 (z0) into the regionj,j0

(z,z0).
When 0.29,r,0.38, the inhomogeneous coheren

precessing system has a rather complex spatial structure~Fig.
1b!. With increasing field a domain forms in whichsZ→1,
l Z→0. With decreasing field there is initially a transition
an intermediate domain in which 0.1<sZ<0.3 and 0.75
< l Z<0.83. The transition region between these doma

FIG. 2. Dependence ofsZ and l Z on the coordinatej in the limit of a
uniform magnetic field,r→0.
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is located atj'j0 (z'z0). Then, in the regionj,j0

(z,z0) one observes a sharp transition to a state w
sZ521 andl Z50.

When r,0.29 the two-domain structure is restore
Now with increasing field one hassZ→1 and l Z→0, and
with decreasing fieldsZ→0 andl Z→1 ~Fig. 1c!. In this case
the domain wall is located atj'j0 (z'z0).

In the limit of a uniform fieldr→0. Then the spin–orbit
configuration of the precessing states should correspon
absolute minima of the dipole energy, and in the reg
j.j0 (z.z0) the state that is realized is a precessing s
with the spin–orbit configurationsZ50.75 and l Z50.3,
while in the regionj,j0 (z,z0) it will be a state withsZ

50.3 andl Z50.75 ~Fig. 2!.
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Influence of electron–electron interactions on supercurrent in SNS structures
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A superconductor–normal quantum dot–superconductor structure where the number of electrons
in the dot can be controlled by a gate voltage is considered. The effect of electron–electron
interactions on the supercurrent between the two superconductors is studied. Using an analytic
model and numerical density functional calculations it is found that Coulomb interactions
can make the system quantum-mechanically more ‘‘rigid,’’ i.e. increase its sensitivity to phase
gradients, therebyenhancingthe supercurrent through the structure, especially for small
phase differences. Accordingly, it is found that the supercurrent in this structure can be controlled
by the gate voltage. ©2003 American Institute of Physics.@DOI: 10.1063/1.1596575#
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1. INTRODUCTION

The impact of quantum mechanical coherence on m
roscopic quantities, such as electric currents, is interes
for basic research and for potential applications. In view
the latter an ability to control the supercurrent in hyb
normal/superconducting systems—preferably electricall
is desirable. Examples of structures with a controlled sup
current are the Josephson field-effect transistor~JOFET!,1 the
injected-current SNS transistor,2 and devices which effectu
ate Cooper-pair transport via tunable resonant states.3,4

The novel effects described in these works were ess
tially of single-particle origin. The effects of Coulomb inte
actions on Copper-pair transport through confined regi
have been investigated using different formulations of
tunneling-Hamiltonian formalism, where a~repulsive! on-
site Hubbard term modeled the interactions. It was es
lished that a single impurity level in general suppresses
current,5,6 except in the presence of spin-flip process
where it may in fact be enhanced by the Kondo effec5

Strictly one-dimensional approaches, where a Luttinger
uid description of the system was employed, likewise ga
significant suppression of the Josephson current with incr
ing interaction strength,7,8 except for perfectly transmitting
NS interfaces where interactions were found to have virtu
no impact on the supercurrent.8 Recently, Rozhkovet al.9

considered Josephson tunneling through an interacting g
quantum dot and showed that the system is ap-junction in
certain ranges of the gate voltage and for sufficiently stro
interactions, i.e. the energy of the system is minimized a
phase differencep between the order parameters of the tw
superconducting leads.

In the works cited above the interaction Hamiltonian d
scribes a situation where the interacting charge is allowe
fluctuate, so that the electrostatic potential is const
5461063-777X/2003/29(7)/5/$24.00
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throughout the system. In the present paper we shall cons
the opposite boundary condition where the interacting cha
is fixed, and we shall discuss its consequences in terms
simple qualitative model and a more rigorous density fu
tional formulation.

In the present paper we study a superconduct
quantum dot–superconductor structure and show that C
lomb interactions in the dot can be used to control the sup
current electrostatically. The fundamental question
address is the nature of the interplay between the elec
static ‘‘rigidity’’ ~reluctance towards change in the char
configuration! and the superconducting ‘‘rigidity,’’ i.e. the
macroscopic quantum coherence described by the phas
the superconducting order parameter. Ordinarily, electrost
interactions cause fluctuations of the phase by fixing
number of charges, in accordance with the well-known p
ticle number–phase uncertainty relationDNDw*1, thereby
destroying global phase coherence. In the present case,
ever, we have a unique situation where electrostatic rigid
reinforcesphase rigidity. This possibility arises due to th
accumulation of nonquantized electronic charge,controlled
by the phase difference, in the nonsuperconductingpart of
the device, where the charge–phase uncertainty relatio
inapplicable. This charge, associated with the formation
an Andreev state10 confined to the vicinity of the junction
introduces additional electrostatic rigidity into the quantu
mechanical coherent coupling across the junction. As a
sult, the supercurrent~which is related to the coupling
strength! increases. This is a consequence of the constr
that the charge confined in the normal region is fixed, in p
by the superconducting pair potential~Andreev contribution!
and in part by the gate potential~normal contribution!. Thus
the novel operating principle of the present device grea
enhances the maximum supercurrent.
© 2003 American Institute of Physics
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2. SYSTEM

We consider a structure of the type depicted in the in
in Fig. 1. The electronic states in the normal region can
divided into confined states, which reside in the poten
well ~quantum dot! created by the gate electrode, and sta
which couple two superconductors. The latter consist of d
crete Andreev states,10 whose energies lie in the superco
ducting gap and depend on the superconducting phase d
ence across the junction, and continuum states lying out
the gap.

In general, states of both types contribute to the pha
dependent supercurrent flowing through the structure.
noninteracting short junctions the contribution due to
continuum states has been shown to be negligible,11,12 espe-
cially for states far outside the gap; however, in more gen
situations the two contributions tend to have oppos
signs.11–14 The most dramatic manifestation of the char
accumulation effect occurs when the continuous and disc
parts of the spectrum are discriminated with respect to t
contribution to the supercurrent. Such discrimination mig
originate from an energy dependence of the transmission
plitude through the structure. For example, if the interfa
between the dot and the leads form adiaba
microconstrictions,15 such discrimination occurs with onl
one transverse mode contributing to the transmission.
contribution of the corresponding continuous spectrum
such a mode~with longitudinal energym1e,m2uDu) is
suppressed with respect to the contribution of the Andr
states by the factor

D ~1!~E!.
1

11e2k~E2Vth
~1!

!
, k'p2AR

d0

1

m
,

where E is the energy,Vth
(1) is the threshold energy of th

lowest transverse mode,d0 is the minimum width of the
neck, andR is the radius of curvature at the neck. Then t
discrimination is determined by the parameterkuDu and is

FIG. 1. ChargeQA as a function of the phase differencew across the junc-
tion. The circles~s! correspond to numerical DFT results. The top cur
corresponds toD'1, for which a simple analytic expression can be o
tained~dot–dash curve!; the bottom curve is for the more realistic case
small D. Inset: Top view of the SNS setup. The letters S denote super
ducting leads and N denotes the normal interacting dot. A positively cha
gate electrode lies beneath the N region.
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substantial even for constriction lengthl 5Ad0R/2;j0/5,
implying that significant discrimination can be obtained fo
wide range of structure lengths.

We shall be concerned with the contribution due to d
crete states. To reduce the contribution due to the continu
states to a minimum we choose a lead–dot–lead geom
such that~i! only the lowest transverse mode contributes
charge transport and~ii ! the transmission amplitudeD(e) for
this mode is very small below the bottom gap edge and
creases sharply fore*D. Indeed, the scenario most vividl
illustrating the new effect is the extreme limitD;Q(e
1uDu). In what follows we shall take this to be the case.
more comprehensive investigation including other states
be made elsewhere. In addition, to simplify the problem
shall neglect possible transmission resonances due to no
reflection.

First we present an analytic model that accounts for
qualitative deviations from the no-interaction problem. Th
we give a more general density functional theory~DFT! for-
mulation of the problem.

3. ANALYTICS

The equilibrium zero-temperature currentI can be ob-
tained from the total energyE of the system asI
5(2e/\)]E/]w,16 where w is the phase difference acros
the junction. In the spirit of the constant-interaction~CI!
model17 we approximate the total energy of the system a1!

E~Vg ,w!5
@Qc2Q̄#2

2CS
1

1

CA
QcQA~w!1(

j
ec, j1eA~w!,

~1!

whereQc5Nce is the confined normal charge,Q̄ is a linear
function ofVg , CS is the total dot capacitance, andCA is an
effective capacitance of the order ofCS . Here QA is the
amount of charge that is present inside the normal region
is associated with the formation of an Andreev level. W
impose the important boundary condition thatQc is fixed ~at
a value determined byVg). The last two terms represent th
eigenenergies of confined and Andreev electronic states
spectively. Since the screening is efficient, we neglect
Coulomb interactions inside the superconductors. Apart fr
the last term, which is responsible for the conventional
sephson supercurrent, the second term gives an additi
contribution which we shall now investigate.

We shall confine our attention to ballistic, short, we
links with adiabatic leads so that only one Andreev level
relevant. For simplicity, we shall consider a quasi-1D syst
although the essential features of the problem are indep
dent of dimension. Furthermore, we shall assume ideal ju
tions, i.e. normal reflection and no Schottky barriers, in or
to emphasize the role of Andreev reflection as a signific
scattering mechanism.

First we consider the limiting case of perfect norm
transmissionD(e)51 in the interval2uDu,e,uDu centered
on the chemical potential and a stepwise constant gap pa
eter D(x).12,18–20 By matching the bulk solutions
(u(x);v(x)) of the Bogoliubov–de Gennes equation22 at the
NS interfaces and employing the Andree
approximation,10,19 we find the Andreev bound state to th

n-
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lowest order inL/j0 , whereL is the dot size andj0 is the
superconducting coherence length. The single-particle
ergy eA(w) can be obtained from an asymptotic analysis11,21

and is given byeA
25uDu2(12D sin2(w/2)). The charge in the

normal region (2L/2,x,L/2) associated with the couplin
between the superconductors is obtained from22,23

QA52eE
2L/2

L/2

@ uvu21 f ~eA!~ uuu22uvu2!#dx,

where f (e) is the Fermi–Dirac distribution. ForD(e.
2uDu)51 we find QA5eL/j0usin(w/2)u to leading order in
L/j0 at zero temperature~Fig. 1!. The current can now be
calculated. ForwP@2p,p# and assuming the superconduc
ors to be coupled2! the result is

I'I c,0 sinS w

2 D1I c,0Nc

Ec

uDu
L

j0
cosS w

2 D sgn~w!. ~2!

HereI c,0[euDu/\, Nc is the~quantized! number of confined
electrons in a dot, andEc5e2/2CA . This suggests that th
current is radically different from the ordinary Josephson
fect: ~i! the magnitude of the current depends on the g
voltage and~ii ! the phase–current relationship does not ha
the familiar sinusoidal form at zero temperature. The fi
term of Eq.~2! gives the usual phase–current relationship
the Andreev level alone. The second term originates from
fact that the midgap Andreev states penetrate the leads
distance that depends on the energy of the states and h
on the phase difference between the superconductors.
sequently, in the normal region the charge associated
these states is also phase-dependent, which results
phase-dependent electrostatic interaction with the confi
charge in the quantum dot. This situation is unique in
sense that the customary phase-dependent Josephson e
is accompanied by a phase-dependent electrostatic en
Ordinarily, the uncertainty relationDNDw&1 precludes
such an effect, but here the charge relevant to the electro
ics resides in the normal part of the device and is not sub
to the uncertainty relation—charges on the superconduc
edges are free to fluctuate as required to establish a w
defined phase differencew.

Since Nc and Ec can be varied over a wide range b
varying the depth and width of the confining potential, t
current contribution from the last term can dominate the A
dreev term.

Although the case of perfect normal transmission is
structive as a limiting behavior, it is not very realisti
WhereaseA is independent of the details of the scatteri
potential in the short-junction limit, this is not true for th
chargeQA . However, since the quantityAuDu22eA

2, which
determines the reciprocal of the decay length of the w
function inside the leads, is reduced by the factorAD in the
presence of normal reflection, the chargeQA is typically re-
duced by very roughly the same factor. Therefore norm
reflection has a less severe effect on the interaction term
on the ordinary Josephson term (;D), especially for small
D. A quantitative determination of the chargeQA in the pres-
ence of normal reflection will be obtained from numeric
DFT calculations.

In the absence of electron–electron interactions the c
pling between two superconductors through the formation
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an Andreev level always reduces the total energy. In contr
in the present configuration Coulomb interactions in the
destroy the Josephson coupling if the phase differences
large. However, there still exists a phase difference inter
@2wA ,wA#—henceforth termed the ‘‘Andreev window
~AW!—where the formation of an Andreev state is energe
cally favorable. Remarkably, the supercurrent is greatly
hanced in these regions, and to a good approximation~espe-
cially for D'1) it is constant throughout the interval.

The criterion for the formation of an Andreev level
zero temperature~i.e. stability with respect to fluctuations o
the superconducting phase, corresponding to negative
sephson coupling energy! demands foruwu&wA D51, where
wA5(1/Nc)(j0 /L)uDu/Ec }(I max)21, the latter quantity be-
ing the maximum supercurrent flowing through the link. B
tuning the gate voltage we can change the numberNc by
discrete amounts, which in turn changeswA and I max in a
stepwise manner. ForD,1 the width of the Andreev win-
dow increases as a consequence of the diminished ch
QA . Since the phase differencewA corresponds to interaction
energy equal touDu, it also represents the limit of validity o
Eq. ~1!. Consequently, the transition from finite to zero s
percurrent will be continuous rather than abrupt as impl
by Eq. ~2!.

4. NUMERICAL ANALYSIS

In this section we present a numerical analysis wh
supports the qualitative analysis given above. Density fu
tional theory24 has proven to be very successful in the stu
of small quantum mechanical systems, and it is particula
well suited to equilibrium situations such as the one at ha
Oliveira et al.25 have shown that DFT can be extended
describe systems with general mixed normal and superc
ducting elements. The Bogoliubov–de Gennes–Kohn–Sh
~BdGKS! equations25,26 take the form

S H~r ! D~r !

D* ~r ! 2H~r !
D S uk~r !

vk~r ! D5ekS uk~r !

vk~r ! D , ~3!

whereuk and vk are the two components of thekth solu-
tions,ek is the energy measured from the chemical potent
H is the appropriate effective Hamiltonian, andD is the self-
consistent pair potential. For long weak links (L>j0) a self-
consistent determination of the pair potential is crucia27

For short and narrow junctions (j0!L), however, the
exact shape ofD inside the link is unimportant,11 and we
shall approximate D by a piecewise constan
D(x)5uDuexp(i w/2sign(x))Q(uxu2L/2). In this approxima-
tion the BdGKS equations simplify significantly in the no
mal region, coupling theu andv components only through a
boundary condition at the interfaces.

The problem separates naturally into a two-compon
formulation28,29 where the total energy functional is

E@rc ,rA#5Ekin@rc#1Ekin@rA#1Eext@r tot#1EH@r tot#

1Exc@r tot#2EH@rA#2Exc@rA#. ~4!

Here rc and rA are the charge density of the confined a
Andreev levels, respectively, andr tot5rc1rA . The terms
Ekin , Eext, EH , andExc are to this order the kinetic energy
the interaction with an external potential, the Hartree ene



e entire
ractions

549Low Temp. Phys. 29 (7), July 2003 Engström et al.
FIG. 2. Left-hand panel: Circles: Total energy change due to the formation of an Andreev level~the solid line is drawn as a visual aid!. Dotted line:
Single-particle energyeA of the Andreev level. For the parameter values the formation of an Andreev level is energetically favorable throughout th
phase interval@0,2p#. Right-hand panel: Circles: Supercurrent in the presence of an Andreev level. Dotted line: Supercurrent in the absence of inte
@first term in Eq.~2!#. Squares: Current as predicted by the CI model@Eq. ~1!# with the numerically obtained values ofQA andeA . The currents are given in
units of euDu/\; E and I are, respectively, even and odd with respect tow50.
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and the many-body exchange-correlation energy. The
two terms subtract the self-interaction of the Andreev st
charge with itself~note that continuum states are not i
cluded in the DFT treatment!. Provided that the potential i
sufficiently deep, the confined states decay to a neglig
value close to the interfaces and are unaffected by the su
conducting leads. We assume that the screening is pe
everywhere in the leads so that their~infinite! energies are
not included in the energy functional of Eq.~4!. A local
density approximation for a 2D electron gas30 was used for
the exchange-correlation energyExc . Since the Hartree term
typically exceeds the XC term by several orders of mag
tude, the choice ofExc does not significantly affect our re
sults. Minimizing the total energy in Eq.~4! with respect to
rc andrA gives the generalized Kohn–Sham equations t
must be solved self-consistently.

We performed the numerical calculations on a 1D g
containing the entire normal region~in the case of the
BdGKS equations the grid extends slightly into the leads
order to manage the boundary conditions!. In practice a nar-
row Gaussian charge distribution of widthW&kF

21 is as-
sumed in the transverse direction; this makes it easie
calculate the Coulomb interactions and justify the use of
2D XC functionals.

We now discretize the BdGKS equations. This redu
the problem of finding the Andreev state to solving a gen
alized eigenvalue problemK̂(eA)C5eAC, whereK̂ is the
matrix corresponding to the BdGKS Hamiltonian andC is
the vector (u,v). The eA dependence of theK̂ matrix origi-
nates from the boundary conditions. We used Arnoldi’s ite
tive method to extract with the required accuracy the eig
values near the middle of the spectrum.31 This method
performed very satisfactorily. The localized normal states
the quantum dot are obtained on a 1D grid using an effic
Rayleigh quotient multigrid method.32

The channel length was chosen to beL.50 nm and the
values of the material parameters were chosen so thatuDu
50.2 MeV !m51 eV and the effective massm* 50.024,
which is typical for InAs, so thatj0'13 mm. The gate po-
tential was represented by a smooth well which was cho
st
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to accommodate approximately b10 electrons. The charg
energy corresponding to our choice of the confining poten
is e2/2CA'0.9 meV.

5. RESULTS

To excellent accuracy we found the expected sho
junction result11 eA

25uDu2(12D sin2(w/2)) with the effective
normal transmission coefficientD'0.24. Figure 2 displays
our main results. For our parameter values the interac
term clearly dominates the total energy. As a result of
small effective mass of InAs, the Andreev window is ve
wide, wA.p, and the supercurrent is nonzero for all valu
of the phase difference. The magnitude of the supercurren
small phase differences is greatly enhanced and exceed
noninteracting contribution by as much as an order of m
nitude. Normal reflection is responsible for the suppress
of the supercurrent for small phase values.

6. DISCUSSION

The electron–electron interactions have two main
fects:~i! coupling of the superconductors through the form
tion of an Andreev level is energetically favorable only f
sufficiently small phase differencesw,wA and~ii ! the super-
current is greatly enhanced for smallw and its magnitude is
roughly quantized. This suggests two ways to switch the
percurrent: 1! tuningw into or out of the AW with fixed gate
voltage and 2! increasing the depth of the potential well b
increasingVg increases the numberNc of confined charges
which in turn reduceswA in a roughly stepwise manne
Therefore for a fixed value ofw inside the initial AW the
supercurrent increases in steps~for D'1) of height
I c,0(Ec /uDu)(L/j0) until wA,w at which point the supercur
rent vanishes. Phase-biasing can be realized by integra
the SNS junction into a SQUID geometry and applying
weak magnetic field.

The interaction effects also change the voltage respo
of the system. In the presence of a small bias voltage33 the
phase difference changes in time according to the Josep
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relationdw/dt52eV/\. This brings the system periodicall
into the AW, uw22npu,wA , and results in a sequence
current pulses of alternating sign.

To summarize, we have considered a SNS device in
short-junction limit and investigated the consequences of
Coulomb interaction between charges confined in the nor
region and the charge associated with the coupling of
superconductors. We have presented a model which a
rately describes the total energy of the system, and we h
derived analytic results for a limiting case which enables
to understand qualitatively the phase dependence of the
ergy and the stability of the system, specifically, the ex
tence of an Andreev window and the essentially step-
magnitude of the maximum supercurrent inside this regi
The numerical results obtained using the DFT support th
analytical results. We found that the Coulomb interactio
made the dominant contribution to the total energy, result
in a supercurrent contribution that can greatly exceed
current in a noninteracting system. We discussed the pra
cal consequences and suggested a way to operate a sw
able weak link.

The quantitative results in this work were obtained fo
relatively high value of the dielectric constant. Therefore
interaction effects in real structures can be even more
nounced than we have indicated above.
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1!The separation of the total energy into interacting and noninteracting p

as in Eq.~1! is valid provided that the interaction energy is small compa
to uDu. In this limit the wave functions of both Andreev and confined sta
are largely unperturbed.

2!Corrections to the Andreev appproximation are required only forw very
close tonp. At these phase values the corrections ensure that]QA /]w
→0.
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Nuclear irradiation-induced superconductivity in the binary semiconductor InAs
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A jumplike increase of the resistance as a function of magnetic field is observed in indium
arsenide samples irradiated bya particles with an energy of 80 MeV. The effect is detected at
T,5 K. The observed effect is explained by the appearance in the crystal of
superconducting areas created by nuclear irradiation. The magnetoresistance is caused by
suppression of the superconductivity in the inclusions as the magnetic field is increased. The
observed effect is considered in terms of a theory of the magnetoresistance of a medium
with superconducting inclusions, proposed earlier. The proposed theory explains qualitatively the
experimentally measured dependence of the resistance on magnetic field, namely: the jump
of the resistance at a certain value of magnetic field; the shift of the curves towards higher
magnetic fields with decrease of temperature; at lower values of the temperature the jump
takes place in a wider range of magnetic fields~i.e., the curves became flatter!. © 2003 American
Institute of Physics.@DOI: 10.1063/1.1596577#
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1. INTRODUCTION

In this paper we present experimental and theoret
results which show that areas of superconductivity can
created in a semiconductor crystal as a result of nuclear
diation.

The appearance of metallic regions in such crystals m
be caused by different technological processes, and in
ticular, as a result of solid-solution decomposition in mu
component systems.1 If one of the components exhibits su
perconducting properties at the corresponding temperatu
then its precipitation gives rise to superconducting region
the crystal. Peculiarities of the conductivity and magne
properties which could be interpreted as a phase transitio
the superconducting state have been observed in the b
semiconductor PbTe.2–4 The appearance of superconduct
ity in semiconductors with departures from the nominal s
ichiometry has been observed in GaAs5 and in other binar
semiconductors6 as well. Another way of creating metal a
eas embedded in a material is the injection of molten m
into porous glass.7,8

The aim of this work is to explain the peculiarities of th
magnetoresistance observed in an InAs crystal irradiated
a particles at low temperature.9 It is well known that irradia-
tion of crystals by high-energy particles leads to genera
of different types of radiation defects, for example, to t
creation of macroscopic areas with properties differing s
nificantly from those in bulk samples. In multicompone
systems the segregation effect and the creation of mi
scopic inclusions of the other phase and, in particular, p
cipitation of a metallic phase were reviewed in Ref. 10.
some systems the metal regions created exist in the su
conducting state. In this work it has been shown that
presence of such superconducting regions can explain
peculiarities of the magnetoresistance of irradiated InAs.
5511063-777X/2003/29(7)/4/$24.00
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2. EXPERIMENT

We present the results of investigations of the radiati
induced abnormal conductivity of single crystals of indiu
arsenide withn- and p-type conductivity at temperatures i
the range 2–6 K and in the magnetic fields up to 2 T.

The samples, in the form of parallelepipeds~13338
mm!, before irradiation hadn- andp-type conductivity, with
concentrations of free carriers at a temperature of 78 K eq
to 3.7631016 and 331016cm23, respectively. Before irra-
diation the curves of the temperature and magnetic-field
pendence of the conductivity of the samples in the giv
range of low temperatures had a form typical for InAs cry
tals, well described in the literature,11 and had no peculiari-
ties.

These two samples were irradiated by 80-MeVa par-
ticles at room temperature in the U-240 cyclotron of the
stitute for Nuclear Research, Kiev. The average beam cur
was 1mA, and the summary fluence, 4.831016cm22. As a
result of irradiation of the samples, the electronic type
conductivity was formed, with concentrations of free carrie
equal to 1.031018 and 731017cm23 at 4.2 K.

The results of measurements of the irradiated sam
after one-week storage at room temperature are adduced
culiarities in a form of a jumplike change of the resistance
10–20% were revealed (T,5 K) at certain values of the
magnetic fields, temperatures, and currents through a sam
The dependence of the resistance on magnetic field at di
ent values of the temperature is presented in Fig. 1~dotted
curves!. An increase of the current through a sample leads
a decrease of the critical magnetic fieldHc . An increase of
the current from 10 to 1000 mA at a temperature of 4.22
leads to a decrease ofHc from 0.6 to 0.3 T.

A jump in the temperature dependence of the resista
was observed as well.9

The observed peculiarities can be explained as a ph
transition from the superconducting state to the normal s
on the assumption that irradiation of InAs bya particles
© 2003 American Institute of Physics
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leads to the formation of the superconducting phase in
volume of the sample.

Other peculiarities in the properties of the samples w
as follows:

- After the removal of surface layers up to 50mm ~1st
sample!, the sample was still in the superconducting sta
that allows us to affirm that the superconducting areas
located in the volume of the crystal.

- The residual resistance (3•1023 V) ~in the n- and
p-type materials~1st and 2nd samples, respectively! indi-
cates that the volume of the superconducting areas is a s
part of the whole volume of the crystal.

- The peculiarities in the conductivity of the irradiate
sample disappeared upon room-temperature annealing. I
p-InAs sample the conductivity jumps disappeared irreve
ibly after 2 months storage at room temperature. In
n-type sample the peculiarities of the conductivity persis
over a longer period of time~about one year!. As is well
known, radiation defects in crystals can disappear as a re
of room-temperature annealing. Therefore it is possible
consider the disappearance of peculiarities in the conduc
ity as another confirmation that the conductivity jump
caused by irradiation.

3. THE MODEL OF THE SYSTEM. COMPARISON OF THE
THEORY AND EXPERIMENT

We assume that the above-mentioned peculiarities of
magnetoresistance can be caused by the creation of s
conducting areas in the crystals.

To explain the peculiarities of the conductivity of th
irradiated crystal we apply the theory of the magnetic re
tance of a crystal with superconducting inclusions, presen
in Refs. 12 and 13. According to this theory the crystal un
consideration consists of a matrix and metallic inclusio
which can be either in the superconducting or in the norm
state, depending on their radius. The critical magnetic fi
quenching the superconductivity of the inclusions increa
with decreasing radius of the inclusion. Thus, if the magne
field increases, the number of the inclusions in the superc
ducting state is reduced.

To calculate the conductivity of a system containing s
perconducting inclusions we assume that the total volu

FIG. 1. Resistance of irradiated InAs sample as a function of magnetic
at different temperaturesT, K: 4.22 ~1!; 3.49 ~2!; 3.23 ~3!; 2.02 ~4!. The
solid lines correspond to the theoretical results, the dotted lines to the
perimentally measured results. The fitting parameters are as followsr 0

50.52; s50.2; P50.07; s2 /s355.
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occupied by the inclusions is less than the volume neces
for percolation to occur. Thus there is no superconduct
current through the whole sample. So, in the calculation
the conductivity it was supposed that, depending on the t
perature, magnetic field, and radius, a spherical inclusion
exist in two states: in a superconducting state with infin
conductivity, or in a normal state, with resistance cor
sponding to the material of the inclusion at the given te
perature. Thus the irradiated crystal can be considered
two-component system consisting of a nonsuperconduc
matrix and the inclusions. According to the formula for th
conductivity in multicomponent systems~see, for example,
Ref. 14! we have:

s12s

s112s
Ps1

s22s

s212s
Pn1

s32s

s312s
P350, ~1!

wheres1 is the conductivity of an inclusion in the superco
ducting state (s15`), s2 is the conductivity of an inclusion
in the nonsuperconducting state,s3 is the conductivity of the
matrix (s2.s3), andPs andPn are the relative volumes o
the superconducting and normal inclusions, respectively,

Ps5P
*0

r c~T,H !r 3W~r !dr

*0
`r 3W~r !dr

, Pn5P2Ps , P3512P,

~2!

whereP is the relative volume of inclusions in the sampl
andW(r ) is the distribution function of the spherical inclu
sion with respect to radiusr. The numerical calculations
were done for inclusions with a normalized Gaussian dis
bution over radius with a variances2 and centerr 0 :

W~R!5Zr3 expF2
~r 2r 0!2

2s2 G . ~3!

The critical radius at givenT and H is determined by the
formular c(T,H)5A5(2k/H)A12T/Tc0 ~Ref. 15!. Thus the
relative volume of inclusions in the superconducting st
depends on the magnetic field. The criterion of applicabi
of this consideration and the results of calculations of
magnetoresistance at different parameters of the sys
(r 0 ,s,s2 ,s3 ,k) are presented in Refs. 12 and 13.

The theory describes the jumplike change of the re
tance on changing temperature and magnetic field whic
observed experimentally in irradiated InAs crystals. The v
ues and location of these jumps depend on the radii of
inclusions, the radius variance, and other parameters
should be noted that in the case considered, the depend
of the conductivity on magnetic field~magnetoresistance! is
caused by suppression of the superconductivity by the m
netic field. As the magnetic field is increased, supercond
tivity is suppressed in the inclusions of the larger sizes a
then in the inclusions of the smaller sizes.

From a comparison of the theoretical and experimen
dependences of the resistance on the magnetic field, one
conclude that the curves have qualitatively similar behav
1! a jump of the resistance at a certain value of magn
field is observed; 2! a shift of the curves towards larger ma

ld
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netic fields with the decrease of temperature is observe
well; 3! at the lower values of the temperature the jump ta
place in a wider range of magnetic fields~i.e., the curves
became flatter!.

To find the parameters of the system the following e
perimental facts were used:

1. The critical temperature of the regions arising as
sult of the irradiation is equal toTc0'5 K.
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2. From Eq.~2! one can determine the interrelation b
tween the parameters being measured. Thus by the use o
solution of Eq.~1! for the two limiting cases a! H50 (Ps

5P, Pn50) and b! H@H0 (Ps50, Pn5P) we obtain the
formula for the conductivity jumph of the irradiated mate-
rial: h5(s02s`)/s3 . Heres0 is the value of the conduc
tivity at zero magnetic field, ands` is the conductivity at a
magnetic field value which exceeds the value of the criti
field, and
s2

s3
5

29P12h19P213hP218h2P2112h2P127hP3236hP222h2

h~227P2127P319P21!
. ~4!
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At the known h ~according to the experimental data th
value of the jump is approximatelyh50.12! formula ~4! sets
up a correspondence between the volume of the inclusioP
and the ratios2 /s3 .

3. The inflection point of the curveDR/R0(H)

S ]2
DR

R0
~H,T!/]H250UT5~T1 ,H1!D

and the slope of the curve at the same point

]
DR

R0
~H,T!/]H5g1uT5~T1 ,H1!

were taken from experiment. HereH1 and g1 are the mag-
netic field and the slope at the inflection point for the cur
observed at the temperatureT1 .

To determine the parameters of a system we used
data~plateau, inflection, and slope! of only curve1 from Fig.
1. The other curves2–4 were obtained without introducing
new fitting parameters. One can see that there is a satis
tory coincidence of the experimental and the theoret
curves~see Fig. 1; the solid lines correspond to the theo
ical curves; the dotted lines denote the experimentally m
sured curves!. From the calculations the valuekHc050.2 T
was estimated. The other parameters are given in the fi
caption.

It is seen that the curves coincide well enough excep
low values of magnetic field. The disagreement of the th
retical and experimental results at low magnetic fieldsH may
be explained by the fact that at the low fields the resistanc
caused by inclusions of large sizes~the critical field of an
inclusion is inversely proportional tor!. Meanwhile, the pro-
posed theory is correct forr<1, and it cannot describe thi
magnetic-field range.

The proposed theoretical explanation of the observed
fect is a phenomenological one. It confirms the appeara
of the superconducting areas. To obtain experimental ve
cation of the appearance of such areas, to estimate their s
and to determine their mutual arrangement, it will be nec
sary to carry out structural investigations.

The microscopic mechanisms responsible for creation
the metal areas may be the followings:

1! The appearance of the superconducting inclusi
can be caused by the generation of metal-enriched reg
he

c-
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re
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fi-
es,
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f

s
ns

due to instability of the binary crystals with respect to ge
eration of the antisite defects during irradiation by hig
energy particles.16,17 These defects are formed by the abno
mal substitution of the lattice sites by the atoms~i.e., the In
atom is situated on the lattice site of the As andvice versa!.
Irradiation facilitates the accumulation of such types of d
fects. The metal-enriched region may have a high conduc
ity or be in the superconducting state. It should be noted
the appearance of superconducting properties in the bin
semiconductor GaAs with departures from the nominal s
ichiometry was explained in Ref. 17 by a large concentrat
of antisite defects.

2! The appearance of regions of high pressure near
locations created by irradiation is possible as well. Such
eas are centers of origination of strain-induced localiz
superconductivity.18

CONCLUSION

Thus, the experimental magnetic-field dependence of
resistance of InAs irradiated bya particles can be explaine
by the presence of superconducting inclusions. The app
ance of the superconducting regions may be caused by
generation of metal-enriched areas under irradiation. T
presence of inclusions which are in the superconduc
phase leads to an increase of the conductivity of a crysta
low temperatures. Also, at low temperatures a strong dep
dence of the conductivity on magnetic field takes place. T
dependence is caused by phase transitions of the inclus
from the superconducting to the nonsuper-conducting s
upon increase of the magnetic field. All the effects list
depend strongly on the radius of the inclusions and the ra
variance.
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Phase states of a non-Heisenberg ferromagnet with complex single-ion anisotropy
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The phase states and spectra of coupled magnetoelastic waves of a non-Heisenberg ferromagnet
with complex single-ion anisotropy are investigated. The influence of inclined anisotropy
on the phase states and spectra of the system is determined. The phase diagrams of the system
are constructed for different relationships among the material constants. ©2003 American
Institute of Physics.@DOI: 10.1063/1.1596578#
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INTRODUCTION

In compounds of rare-earth elements with low magne
ordering temperatures a significant role in the formation
the thermodynamic and spectral properties of the magne
played by crystal-field effects.1–3 The effect of the crystalline
field on the 4f electrons is weakened because of the scre
ing by the outer electron shell, and that prevents freezing
the orbital moment of the magnetic ion. Because of the
frozen orbital moment and strong spin–orbit coupling, t
direction of the magnetic moment of the ion is influenced
the highly anisotropic crystalline field, and this leads to
large single-ion magnetic anisotropy.

It follows from the Jahn–Teller theorem2–4 that in the
case of integer spin a lowering of the symmmetry of t
crystalline field should occur, leading to lifting of the dege
eracy of the ground state of the magnetic ion. And beca
the spin Hamiltonian should have the same symmetry as
crystalline field, this can lead to a complex form of th
single-ion anisotropy~SA! operator. For example, it wa
noted in Ref. 5 that in the crystallization of salts of rare-ea
elements with the general formaula RBO4, where R is a
rare-earth ion and B5P, V, or As, as the temperature is low
ered one observes a crystallographic distortion with a low
ing of the lattice symmetry to monoclinic, and, according
off-diagonal components of the anisotropy tensor,B2

xy , B2
yz ,

or B2
zx , appear in the SA Hamiltonian.
The influence of inclined anisotropy on the phase sta

and spectra of coupled magnetoelastic~ME! waves of a
Heisenberg ferromagnet was studied in Ref. 4. Further an
sis showed that this model requires more careful study of
influence of single-ion anisotropy of monoclinic symmet
on the formation of phases and of the behavioral feature
the spectra of quantum excitations.

It has been noted repeatedly3,6–12 that the inclusion of
non-Heisenberg terms in the exchange Hamiltonian can
hance the SA effects. Here quadrupolar ordering will be
alized even when the SA constants are smaller than
Heisenberg exchange constants. For this reason it is of in
est to study the system with the biquadratic exchange in
action taken into account for different relationships amo
the exchange interaction constants.
5551063-777X/2003/29(7)/8/$24.00
c
f
is

n-
of
-

e
y

-
se
he

h

r-
,

s

y-
e

of

n-
-
e
r-
r-
g

In this paper we study the influence of complex sing
ion anisotropy on the phase states of a non-Heisenberg m
net with allowance for the ME interaction and investigate t
behavior of the spectra near lines of phase transitions
different relationships among the exchange interaction c
stants.

MODEL

The Hamiltonian of a ferromagnet with a complex S
and a biquadratic exchange interaction is written in the fo

H52
1

2 (
nÞn8

$I ~n2n8!Sn•Sn81K~n2n8!~Sn•Sn8!
2%

2B2
0(

n
O2n

0 2B2
2(

n
O2n

2 2B2
zx(

n
O2n

zx

1n(
n

ui j ~n!Sn
i Sn

j 1E drH l1h

2 (
i

uii
2 1h(

iÞ j
ui j

2

1l(
iÞ j

uii uj j J ; ~1!

the operatorsO2n
p (p50, 2,zx) are related to the spin opera

tors as follows:O2n
0 53(Sn

z)222, O2n
2 51/2@(Sn

1)21 1
2#, and

O2n
i j 5Sn

i Sn
j 1Sn

j Sn
i , whereSj

i are the spin operators at siten;
I (n2n8).0 is the Heisenberg exchange constant;K(n
2n8).0 is the biquadratic exchange constant;B2

0, B2
2, and

B2
zx are the SA constants;n is the ME interaction constant

ui j (n) are the components of the elastic strain tensor;l and
h are elastic moduli. We shall further assume that the m
netic ion has spinS51, since the quantum properties of th
system are most clearly manifested in that case.2

We assume that the magnetic moment of the system
in the ZOX plane and makes an angleu with the OZ axis.
Such a state of the system will be called the FMzx phase. Let
us investigate the FMzx phase in the mean field approxima
tion. We rotate the coordinate system aroundSy so as to
make the direction of the magnetic moment coincide with
Sz direction:
© 2003 American Institute of Physics
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H~u!5UH U1, U~u!5)
n

expb iuSn
yc.

After the self-consistent field̂Sz& due to the ordering of
the magnetic moment and the additional fieldsq2

p (p
50, 2, zx) due to the quadrupole moments are separated
in the exchange part of the Hamiltonian~1!, we obtain the
following Hamiltonian of the system:

H~u!52
1

2 (
nÞn8

S I nn82
1

2
Knn8D @Sn

1Sn8
2

1~Sn
z2^Sz&!

3~Sn8
z

2^Sz&!#2
K0

2 (
n

S 1

3
q2

0O2n
0 1(

t
q2

t O2n
t D

2
1

2 (
nÞn8

Knn8F 1

3
~O2n

0 2q2
0!~O2n8

0
2q2

0!

1 (
t52,xy,

xz,yz

~O2n
t 2q2

t !~O2n8
0

2q2
t !G1

Nns~s11!

3

3~uxx1uyy1uzz!2(
n

S I 02
K0

2 D ^Sz&Sn
z1

1

2
N

3F S I 02
K0

2 D ^Sz&21
K0

2 S 1

3
~q2

0!21(
t

~q2
t !2D G

2
K0

6
Ns2~s11!22(

n
@B2

0~u!O2n
0 1B2

2~u!O2n
2

1B2
zx~u!O2n

zx#1n(
n

@uxy~O2n
xy cosu1O2n

zy sinu!

1uyz~O2n
zy cosu2O2n

xy sinu!#. ~2!

Here we have introduced the notation

B2
0~u!5

1

2
sin 2u~B2

zx2nuzx!1A2B cos 2u;

B2
2~u!52

1

2
sin 2u~B2

zx2nuzx!13A1B cos 2u;

B2
zx~u!5~B2

zx2nuzx!cos 2u12B sin 2u;

A5
1

4
@B2

21B2
01n~b1b0!#;

B5
1

4
@B2

223B2
01n~b23b0!#;

b5
1

2
~uyy2uxx!; b05

1

6
~uyy1uxx22uzz!;

q2
p5^O2n

p &; I 05(
n8

I ~n2n8!; K05(
n8

K~n2n8!.

From Hamiltonian~2! we we separate out the one-si
Hamiltonian

H0~n!5«02H̄Sn
z2B̃2

0O2n
0 2B̃2

2O2n
2 2B̃2

zxO2n
zx

1nSn
i Sn

j ui j , ~3!
ut

where

«05
2

3
n~uxx1uyy1uzz!2

2

3
K01

1

2 S I 02
K0

2 D ^Sz&2

1
K0

4 S 1

3
~q2

0!21~q2
2!21~q2

zx!2D ;

H̄5S I 02
K0

2 D ^Sz&; B̃2
05B2

0~u!1
1

6
K0q2

0;

B̃2
25B2

2~u!1
1

2
K0q2

2; B̃2
zx5B2

zx~u!1
1

2
K0q2

zx .

Solving the one-site problem with Hamiltonian~3!, we
obtain the eigenfunctions of the one-site Hamiltonian:

uC1&5coswu1&1sinwu21&; uC0&5u0&;

uC21&52sinwu1&1coswu21&, ~4!

and the energy levels of the magnetic ion:

E1,2152B̃2
07r; E052B̃2

0, ~5!

wherer25H̄21(B̃2
2)2; the parameterw is related to the ma-

terial constants as

tan 2w5B̃2
2/H̄.

The spontaneous strains are determined from the m
mum of the free energy. In the low-temperature limit (T
!TC , whereTC is the Curie temperature!, to which we re-
strict discussion,E1 is the lowest energy level of the mag
netic ion. In that case we obtain the following expressio
for the spontaneous strains:

uxx
~0!1uzz

~0!52
n

2h
sin 2w2

n~3h1l!

2h~h13l!
;

uxx
~0!2uzz

~0!5
n

2h
~12sin 2w!cos 2u;

uyy
~0!5

n

2h
sin 2w2

n~h2l!

2h~h13l!
;

uzx
~0!52

n

4h
~12sin 2w!sin 2u.

The equilibrium angleu is also determined from the
minimum free energy density:

tan 2u5
2~B2

zx2nuzx!

3B2
02B2

21n~uxx2uzz!
.

Using a basis of the wave functions~4! we construct the

Hubbard operatorsXn
MM85uCn(M )&^Cn(M 8)u, which de-

scribe the transition of the magnetic ion from the sta
Cn(M 8) to the stateCn(M ).13 These operators are related
the spin operators as follows:

Sz5~X112X2121!cos 2w2~X1211X211!sin 2w;

S25~S1!1; ~6!

S15&~X101X021!cosw1&~X012X210!sinw.

Using expression~6!, we determine the order paramete
characterizing the FMzx phase at low temperatures:
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q2
051; q2

25sin 2w; ^Sz&5cos 2w,

the parametersw andu taking the form:

tan 2u5
2B2

zx

3B2
02B2

2 ; sin 2w5

3

2
~B2

01B2
2!2x

2~ I 02K02a0!
,

wherea05n2/2h is the ME coupling parameter, and

x25~B2
zx!21S 3B2

02B2
2

2 D 2

.

We write the components of the strain tensor in the fo
ui j 5ui j

(0)1ui j
(1) is the dynamic part of the strain tensor, whic

describes vibrations of the sites of the crystal lattice. Se
rating out the terms proportional toui j

(1) in the Hamiltonian
~3! and quantizing them in the standard way,14 we obtain a
Hamiltonian describing processes of interconversion of m
nons and phonons:

HTR5(
n

F(
M

PMHn
M1(

a
PaXn

aG ,
where

PM ~a!5
1

AN
(
k,l

~bk,l1bk,l
1 !Tn

M ~a!~k,l!; bk,l
1 ~bk,l!

are the creation~annihilation! operators for phonons with
polarizationl, N is the number of sites in the crystal lattic
Tn

M (a)(k,l) are the conversion amplitudes ofl-polarized
phonons and in this case have the form

T10~k,l!5
n

2
A~k,l!@~el

ykx1el
xky!sinw̃ sinu

1~el
ykz1el

zky!sinw̃ cosu

1 i ~el
xkx2el

zkz!cosw̃ sin 2u

1 i ~el
xkz1el

zkx!cosw̃ cos 2u#,

T121~k,l!5
n

2
A~k,l!F2~el

ykx1el
xky!cosu

1 i ~el
xkx cos2 u1el

zkz sin2 u2el
yky!

3sin 2w̃2
i

2
~el

xkz1el
zkx!sin 2w̃ sin 2u

1~el
ykz1el

zky!sinuG ,
T210~k,l!5

n

2
A~k,l!@~el

ykx1el
xky!cosw̃ sinu

1~el
ykz1el

zky!cosw̃ cosu

2 i ~el
xkx2el

zkz!sinw̃ sin 2u

2 i ~el
xkz1el

zkx!sinw̃ cos 2u#,

Ta~p,q!~k,l!52~Ta~q,p!~k,l!!* ,

A~k,l!5
exp„ik "n…

A2mvl~k!
;

a-

-

w̃5w1p/4, m is the mass of the magnetic ion, andvl(k)
5clk is the spectrum of noninteractingl-polarized phonons.

The spectra of elementary excitations are found from
poles of the Green’s function:15

Gaa8~n,t,n8,t8!52^T̂X̃n
a~t!X̃n8

a8~t8!&,

where T̂ is the Wick operator, X̃n
a(t)5exp(H t)Xn

a

3exp(2Ht) is the Hubbard operator in the Heisenberg re
resentation, andH5H01HTR1H int .

Further calculations will be done in the mean field a
proximation, and we shall therefore need only the ‘‘tran
verse’’ part of the exchange HamiltonianH int , which has the
following form in terms of the Hubbard operators:

H int52
1

2 (
n,n8,a,b

$c~a!, Ânn8c~b!%Xn
aXn8

b .

The eight-dimensional vectorc(a) has the following compo-
nents:

c~a!5$g1
i
~a!,g1

'~a!,g1
'* ~2a!,

g2
i
~a!, g2

'~a!,g2
'* ~2a!, g3

'~a!, g3
'* ~2a!%,

while the 838 matrix Ânn8 decomposes into the direct su
of two matrices:Ânn85Ânn8

(3)
% Ânn8

(5) ~see, e.g., Ref. 12!.
The functionsg i

i(')(a) are determined from the relatio
~6! between the spin operators and the Hubbard operatora
are root vectors which are determined by the algebra of
Hubbard operators.13,16

The Larkin equation for the Green’s function of our sy
tem has the form9,11

Gaa8~k,vn!5Saa8~k,vn!2
1

2
Saa1~k,vn!

3$c~2a1!, Â~k!c~a2!%Ga2a8~k,vn!

1Saa1~k,vn!

3T2a1~k,l!Dl~k,vn!Ta2

~2k,l8!Ga2a8~k,vn!,

where

Dl~k,vn!5
2vl~k!

vn
22vl

2~k!

is the Green’s function of a freel-polarized phonon. This
equation can be solved because of the separable depend
on the indexa. In the mean field approximation the Larkin
irreducible part has the formSaa85daa8b(a)G0

a(vn),
where b(a)5^a"H&0 , and G0

a(vn)5@ ivn1a"E#21 is the
zeroth Green’s function; the components of the vectorE are
the energy levels of the magnetic ion, and the component
the vectorH are the diagonal Hubbard operators. In th
approximation the dispersion relation of coupled ME wav
has the form

detid i j 1Xi j i50; i , j 51,...,8, ~7!

where



ns

la
d

i
av
s

h
b

e

-

ted

i.e.,

ag-

the

the
ons

558 Low Temp. Phys. 29 (7), July 2003 Fridman et al.
Xi j 5G0
a~vn!b~a!ci j ~a!

1B0~k,l,l8!T2a~k,l!G0
a~vn!b~a!Tb

~2k,l8!G0
b~vn!b~b!ci j ~a,b!;

B0~k,l,l8!5
Dl~k,vn!

12Qll8Dl~k,vn!
;

Qll85Ta~k,l!G0
a~vn!b~a!T2a~k,l8!;

ci j ~a,b!5aik~a,b!Ak j ; aik~a,b!5ci~a!ck~2b!.

It should be noted that all of the single-ion correlatio
have been taken into account exactly, and Eq.~7! is therefore
valid for arbitrary values of the SA constants, arbitrary re
tionships among the exchange interaction constants, an
bitrary temperatures. For this reason one can write out
solution in the most general form, assuming that the w
vectork is directed along the 0Y axis. Then the component
of the polarization unit vector of the acoustic waves areet

x ,
el

y , andet
z .

The spectra of quasiphonon excitations@two transversely
polarized branches (t andt! and one longitudinally polarized
( l ) branch# have the form:

v1
2~k!5v t

2~k!S 11
2a0

E1211K~k! D , ~8!

v2
2~k!5vt

2~k!

3F112a0

E101I ~k!1~ I ~k!2K~k!!sin2 2w

~E101I ~k!!22~ I ~k!2K~k!!2sin2 2wG ,
v0

2~k!5v l
2~k!

3F11
c0 cos2 2w

E101K~k!12~ I ~k!2K~k!!sin2 2wG , ~9!

and the quasimagnon spectra are

«1
2~k!5~E1211K~k!!@E1211K~k!12~ I ~k!

2K~k!!sin2 2w#. ~10!

«2
2~k!5~E101I ~k!!22~ I ~k!2K~k!!2sin2 2w,

E1215E12E21 ; E105E12E0 ; c05
n2

2~l1h!
. ~11!

In addition, it is assumed that the velocities of thet- and
t-polarized phonons are equal, i.e.,

v t
2~k!5v t

2~k!5
h

2m
k2.

PHASE DIAGRAMS OF A NON-HEISENBERG
FERROMAGNET WITH COMPLEX SINGLE-ION ANISOTROPY

As an analysis of the single-ion problem shows, in t
caseI 02K02a0.0 there are four phase states that can
realized.

The order parameters of the two phases with nonz
magnetic moment are:

For the FMzx phase:
-
ar-
ts
e

e
e

ro

^Sz&5cos 2w cosu; ^Sx&5cos 2w sin 0;

q2
zx5

sin 2u~12sin 2w!

2
;

q2
05

113 sin 2w13 cos 2u~12sin 2w!

4
;

q2
25

113 sin 2w2cos 2u~12sin 2w!

4
;

tan 2u5
2B2

zx

3B2
02B2

2 ; sin 2w5

3

2
~B2

01B2
2!2x

2~ I 02K02a0!
.

and for the FMy phase:

^Sy&5cos 2w; q2
052

113 sin 2w cosm

2
;

q2
252

12sin 2w cosm

2
; q2

zx5sin 2w sinm;

sin 2w sinm5
B2

zx

I 02K02a0
;

sin 2w cosm5
B2

223B2
0

2~ I 02K02a0!
.

The parameterm in the FMy phase arises in the diago
nalization of the one-site Hamiltonian obtained from~1! with
allowance for the fact that the magnetization is direc
along theOY axis. This parameter is related to the angleu in
the FMzx phase by the relationm12u5p, and the magne-
tization in these phases never reaches saturation,
^S&Þ1.

The order parameters of the two phases with zero m
netic moment are:

For the QUzx phase:

^S&50; q2
zx5

B2
zx

I 02K02a0
;

q2
052

1

2 S 11
3

2

B2
223B2

0

I 02K02a0
D ;

q2
252

1

2 S 12
B2

223B2
0

2~ I 02K02a0!
D ;

and for the QU1 phase:

^S&50; q2
zx50; q2

25q2
051.

The existence regions of the phases are shown on
phase diagram. For clarity the casesB2

2.0 ~Fig. 1a! and
B2

2,0 ~Fig. 1b! are shown separately. Sections through
FMzx phase are shaded with vertical lines, and secti
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FIG. 1. Phase diagrams of a ferromagnet with inclined single-ion anisotropy when the Heisenberg interaction is predominant,I 02K02a0.0; B2
2.0 ~a!,

B2
2,0 ~b!.
e

as
-

fo
ti
through the FMy phase are shaded with horizontal lines. B
low the FM phase is the QU1 phase, and above it is the QUzx

phase. The heavy line in Fig. 1b shows the line of the ph
transitions between the FMzx and FMy phases. In the param
eter region bounded by the linesB2

252I 01K01a0 andB2
2

53B2
022(I 01K01a0) ~the dashed lines in Fig. 1b! the fer-

romagnetic phases become unstable, and the QUzx phase is
realized.

Let us turn to an analysis of the expressions obtained
the spectra of coupled magnetoelastic waves. Substitu
E121 and E10 into Eqs. ~8!–~11!, we obtain for the FMzx

phase
o
i

:

sp

a-
-

e

r
ng

«1
2~k!5~2I 02K~k!2K0!@2I 02K~k!2K022~ I ~k!

2K~k!!sin2 2w#, ~12!

v1
2~k!5v t

2~k!
2I 02K~k!2K022a0

2I 02K~k!2K0
, ~13!

«2
2~k!5S I 02I ~k!1a01

3

2
x1

3

4
~B2

21B2
0! D 2

2~ I ~k!2K~k!!2sin2 2w, ~14!
v2
2~k!5vt

2~k!

S I 02I ~k!1
3

2
x1

3

4
~B2

21B2
0! D 2

2~ I ~k!2a02K~k!!2 sin2 2w

S I 02I ~k!1a01
3

2
x1

3

4
~B2

21B2
0! D 2

2~ I ~k!2K~k!!2 sin2 2w

. ~15!
ns
i-

is
Near the line of phase transitions between the FMzx and
FMy phases a softening of the spectra of the quasiphon
v2(k) occurs, and on the line of phase transitions, which
determined by the relation

B2
zx5A2B2

2~B2
213B2

0!,

and in the long-wavelength limit (a0@ak2), the quasi-
phonon spectrum becomes quadratic in the wave vector

v2
2~k!5vt

2~k!ak2S a0

11sin 2wc

12sin 2wc
D 21

, ~16!

and a magnetoelastic gap appears in the quasimagnon
trum:

«2
2~0!522a0~ I 02K02a0!~12sin 2wc!sin 2wc , ~17!

where a5I 0R0
2, whereR0 is the Heisenberg exchange r

dius, and
ns
s

ec-

sin 2wc5
B2

21B2
0

2~ I 02K02a0!
,0.

In the neighborhood of the lines of phase transitio
FMzx– QU1 or FMzx– QUzx the quasimagnon branch of exc
tations «1(k) softens, and«1(0)50 on the lines of phase
transitions. The quasiphonon spectrumv1(k) remains linear
in the wave vector, and the quasielastic wave velocity
slightly renormalized:

c̃t
25ct

2S 12
a0

I 02K0
D .

For the FMzx– QU1 phase transition the lineB2
zx is equal

to

A2@B2
21~ I 02K02a0!#@B2

213B2
012~ I 02K02a0!#.

For the FMzx– QUzx phase transition the lineB2
zx is equal
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to

A2@B2
22~ I 02K02a0!#@B2

213B2
022~ I 02K02a0!#.

On approaching the lines of phase transitions to the
phases there is a decrease of the magnetization, and
phase transition is accompanied by the vanishing of^S&.

In the QU1 phase relations~8!–~11! take the form

«1
2~k!5FK~k!2K022a01x2

3

2
~B2

21B2
0!G

3F2I ~k!2K~k!2K022a01x2
3

2
~B2

21B2
0!G ,

~18!

v1
2~k!5v t

2~k!

K~k!2K01x2
3

2
~B2

21B2
0!

K~k!2K022a01x2
3

2
~B2

21B2
0!

, ~19!

«2
2~k!5FK~k!2K022a02x2

3

2
~B2

21B2
0!G

3F2I ~k!2K~k!2K022a02x2
3

2
~B2

21B2
0!G ,
~20!

v2
2~k!5vt

2~k!

K~k!2K02x2
3

2
~B2

21B2
0!

K~k!2K022a02x2
3

2
~B2

21B2
0!

. ~21!

As we see from expressions~18!–~21!, the spectra of the
quasiphononsv1(k) and v2(k) remain linear in the wave
vector in the vicinity of the line of phase transition
QU1– FMzx , and their velocities are slightly renormalize
The quasimagnon branch of excitations«1(k) softens near
the QU1– FMzx phase boundary, and the gap in the qua
magnon spectra vanishes on the phase transition line.
phase transition is accompanied by the appearance of a
netic moment in theZOX plane.

In the QUzx phase the spectra of coupled magnetoela
waves, with the expressions for the order parameters ta
into account, become

«1
2~k!5FK~k!2K022a02x1

3

2
~B2

21B2
0!G

3F2I ~k!2K~k!2K022a02x1
3

2
~B2

21B2
0!G ,
~22!

v1
2~k!5v t

2~k!

K~k!2K02x1
3

2
~B2

21B2
0!

K~k!2K022a02x1
3

2
~B2

21B2
0!

; ~23!

«2
2~k!5~K~k!2K022~x1a0!!~2I ~k!2K~k!2K0

22~x1a0!!. ~24!
U
the

i-
he
ag-

ic
en

v2
2~k!5vt

2~k!
2x1K02K~k!

2~a01x!1K02K~k!
. ~25!

In the QUzx phase the spectra of the quasiphononsv1(k)
andv2(k) are practically insensitive to the influence of th
magnetic subsystem and remain linear. In the vicinity of
line of phase transitions QUzx– FMzx a softening of the
quasimagnon branch of excitations~22! occurs, and«1(0)
50 on the phase transition line. In the vicinity of the line
phase transitions QUzx– FMy the quasimagnon spectrum~24!
softens, and it vanishes on the phase transition line

B2
zx5A~ I 02K02a0!22~~B2

223B2
0!/2!2.

For I 02K02a0,0 the phase states with nonzero magne
moment become unstable, and only quadrupolar orderin
realized.

Let us consider the properties of the quadrupolar pha
in more detail. IfB2

zx50, then, as was shown in Refs. 9 an
11, for certain relationships among the SA constants
phases QU1, QU18 , and QU2 are realized. The ground stat
CGS of the magnetic ion in these phases is described by
following functions: uCGS&51/& (u1&1u21&) ~the QU1

phase!; uCGS&5 1/& (u1&2u21&) ~the QU18 phase!; uCGS&
5u0& ~the QU2 phase!.

If B2
zxÞ0, then the ground state functions of the ma

netic ion take the forms:
for w5p/4: uCGS&51/& (u1&1u21&), which corre-

sponds to the QU1 phase;
for w52p/4: uCGS&5cosu/& (u1&2u21&)2sinuu0&,

which corresponds to the QUzx phase.
The ground state function of the magnetic ion in t

QUzx phase is a superposition of its ground state function
the QU18 and QU2 phases.

The spectra of coupled ME waves in the caseI 02K0

2a0,0 have the form

«1
2~k!5~E1211K~k!!~E12112I ~k!2K~k!!, ~26!

v1
2~k!5v t

2~k!S 11
2a0

E1211K~k! D ; ~27!

«2
2~k!5~E101K~k!!~E1012I ~k!2K~k!!, ~28!

v2
2~k!5vt

2~k!S 11
2a0

E101K~k! D . ~29!

In the QU1 phase

E12152K022a01x2
3

2
~B2

21B2
0!,

E1052K022a02x2
3

2
~B2

21B2
0!.

In the QUzx phase

E12152K022a02x1
3

2
~B2

21B2
0!,

E1052K022a02x.

Substituting the values ofE121 andE10 into Eqs.~26!–
~29!, we obtain
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«1
2~k!5S K~k!2K022a01x2

3

2
~B2

21B2
0! D

3S 2I ~k!2K~k!2K022a01x2
3

2
~B2

21B2
0! D ,

v1
2~k!5v t

2~k!

K~k!2K01x2
3

2
~B2

21B2
0!

K~k!2K022a01x2
3

2
~B2

21B2
0!

;

«2
2~k!5S K~k!2K022a02x2

3

2
~B2

21B2
0! D

3S 2I ~k!2K~k!2K022a02x2
3

2
~B2

21B2
0! D ,

v2
2~k!5vt

2~k!

K~k!2K02x2
3

2
~B2

21B2
0!

K~k!2K022a02x2
3

2
~B2

21B2
0!

.

In the vicinity of the line of phase transitions QU1– QUzx

the spectrum of the quasiphononsv1(k) softens, and on the
phase transition line

B2
zx5A2B2

2~B2
213B2

0!

and in the long-wavelength limit it becomes quadratic:

v1
2~k!5v t

2~k!
gk2

a0
, ~30!

and a magnetoelastic gap appears in the quasimagnon
trum:

«1
2~0!54a0~K02I 01a0!; ~31!

hereg5K0R̃0
2, whereR̃0 is the biquadratic exchange radiu

The features of the behavior of the ME waves attes
the orientational nature of the phase transition. As in
B2

zx50 case considered in Refs. 9 and 11, the reorienta
reduces to a rotation of the principal axes of the quadrup
moment tensor.

Analogously, by substituting the values ofE121 andE10

for the QUzx phase into Eqs.~26!–~29! we obtain

«1
2~k!5S K~k!2K022a02x1

3

2
~B2

21B2
0! D

3S 2I ~k!2K~k!2K022a02x1
3

2
~B2

21B2
0! D ,

v1
2~k!5v t

2~k!

K~k!2K02x1
3

2
~B2

21B2
0!

K~k!2K022a02x1
3

2
~B2

21B2
0!

;

«2
2~k!5~K~k!2K022~x1a0!!~2I ~k!2K~k!2K0

22~x1a0!!.

v2
2~k!5vt

2~k!
2x1K02K~k!

2~a01x!1K02K~k!
.

ec-

o
e
n
le

In the vicinity of the line of phase transitions QUzx– QU1

the spectrum of the quasiphononsv1(k) softens, and in the
long-wavelength limit it becomes quadratic on the pha
transition line, and a magnetoelastic gap appears in
quasimagnon spectrum@the equations are analogous to~30!
and ~31!#.

The spectra of the quasimagnons«2(k) and qua-
siphononsv2(k) in the vicinity of the line of phase transi
tions QUzx– QU1 behave as noninteracting excitations of t
magnetic and elastic subsystems.

Several sections through the phase diagram of the
tem under study are presented in Fig. 2. The shaded re
corresponds to the QU1 phase; in the region of paramete
satisfying the inequality (B2

zx)2.2B2
2(B2

213B2
0) the QUzx

phase is realized.

CONCLUSION

These studies have clarified the influence of monocli
single-ion anisotropy on the formation of phase states
the dynamic properties of non-Heisenberg magnets. A co
parison of the results with those of Refs. 9, 11, and 12
which an analogous system without the inclined anisotro
was studied, shows that the influence of the inclined anis
ropy leads to substantial changes in the behavior of the
tem.

First, the influence of the inclined anisotropy is man
fested in a complication of the phase diagram of the syst
For example, in the case studied here, unlike the situa
investigated in Refs. 9, 11, and 12, taking the inclined
isotropy into account leads to the formation of canted pha
In addition, the FMzx– FMy phase transition occurs via th
quasiphonon branch of elementary excitations; this attest
the reorientational character of this phase transition.17 The
other phase transitions that are realized in the system u
study in the case of a large Heisenberg exchange occur
the quasimagnon branch of excitations. Furthermore, tak
the inclined anisotropy and the biquadratic interaction in
account leads to a narrowing of the existence region of
ferromagnetic phases.

In the case of a large biquadratic interaction only t
quadrupolar phases are realized in the system. The struc

FIG. 2. Phase diagram of a ferromagnet with inclined single-ion anisotr
when the biquadratic interaction is predominant,I 02K02a0,0.
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of these phases is more complex than in the absence o
clined anisotropy.9,11,12 For example, a nonzero compone
q2

zx of the quadrupole moment tensor arises.
It should be noted that the phase transitions between

phases occur via the quasiphonon branch of excitations
are reorientational. However, the reorientation in the giv
case reduces to a rotation of the principal axes of the qu
rupole moment tensor.
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Current-induced change in the character of the conduction in La 0.775Sr0.225MnO3Àd films
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A study is made of the electrical properties of thin films of La0.775Sr0.225MnO32d prepared on
single-crystal substrates of SrTiO3 by magnetron sputtering. A substantially nonlinear
character of the current–voltage characteristic of the film samples is observed at temperatures
below 270 K. It is shown that increasing the current density leads to a transition from a
semiconducting to a metallic character of the conduction. An explanation of the results is proposed,
based on the hypothesis of phase separation of the samples into conducting and insulating
layers, stimulated by the mechanical stresses arising near the film–substrate boundary. ©2003
American Institute of Physics.@DOI: 10.1063/1.1596580#
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For the last decade the substituted mangan
La12xAxMnO3 (A5Ba, Sr, Ca ...! have been the subject o
steady interest from investigators, because of both the
usual nature of their properties1,2 and the possibility of de-
veloping fundamentally new devices based on them.3,4 It has
been shown that the properties of these materials are d
mined by a complex interaction of the structural, magne
electronic, and orbital degrees of freedom.1,2 While the tran-
sition of manganites from a paramagnetic insulating stat
a ferromagnetic metallic state can be explained qualitativ
by the classical double-exchange model,5 for a more com-
plete understanding of their properties it is necessary to
voke electron–lattice coupling.1,6 Theoretical calculations
show that uniform compression of the crystal lattice
creases the amplitude of the intersite electronic transiti
and tends to stabilize the metallic state.6 However, the biax-
ial stresses that arise, for example, in epitaxial films w
lattice parameters differing from those of the substrate
hance the tendency toward localization of the electrons. F
et al.7 investigated the stability of the ferromagnetic metal
state theoretically and came to the conclusion that increa
the biaxial stress promotes additional ordering of the orbi
of the manganese ions, which in turn tends to stabilize
antiferromagnetic insulating state.

Experimental studies, which in the majority of cas
have been done on epitaxial films of the La12xCaxMnO3

system, agree qualitatively with the theoretical calculatio
For example, Zandbergenet al.8 have shown that in ultrathin
films ~8 nm or less! of La0.73Ca0.27MnO3 on SrTiO3 sub-
strates, the magnetic moment is weakened, the Curie
peratureTC is lowered, and the resistivity is increased
comparison with bulk samples. A comprehensive study of
structural, electrical, magnetic, and resonance propertie
La2/3Ca1/3MnO3 epitaxial films grown on SrTiO3 substrates
was reported in Ref. 9. The experimental results convi
ingly demonstrated that films of thicknesst<50 nm are
characterized by lower values ofTC , smaller magnetic mo-
ments, and increased resistivity. Moreover, a nuclear m
netic resonance study has distinguished phases with diffe
magnetic and electric properties. It was shown that ferrom
5631063-777X/2003/29(7)/3/$24.00
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netic metallic, ferromagnetic insulator, and nonferromagne
insulator regions coexist in the films. Recently Kleinet al.10

detected anisotropy of the electric properties, nonlinearity
the current–voltage characteristics, weakened ferrom
netism, and signs of antiferromagnetic ordering in biaxia
stressed La2/3Ca1/3MnO3 films. Those authors also showe
that with increasing current density the system undergoe
transition to a highly conductive state, a fact that is of ind
pendent interest for magnetoelectronic devices.

The influence of biaxial stress on the properties of film
of the La12xSrxMnO3 system (x50.3, 0.5! was studied in
detail in Ref. 11. It was shown that the mechanical stres
created in La0.7Sr0.3MnO3 films by SrTiO3 substrates are in
sufficient to destroy the ferromagnetic conducting sta
However, since the double exchange becomes weaker
the role of the electron–phonon interaction becomes lar
as the strontium content decreases,1,6 one would expect a
stronger effect from these substrates4 in La12xSrxMnO3 films
with lower values ofx. In this paper it is shown that the
conductivity of La0.775Sr0.225MnO32d films deposited on
SrTiO3 substrates depends strongly on external factors~elec-
tric field!, and that increasing the current density leads t
transition from a semiconducting to a metallic character
the conductivity.

La0.775Sr0.225MnO32d ~LSMO! films with a thickness of
270 nm were grown by magnetron deposition on sing
crystal substrates of SrTiO3 ~STO! oriented in the~001!
plane. The target for preparation of thin-film samples w
synthesized by the standard solid-phase reaction method12,13

In this study we investigated films obtained at a substr
temperature of 880 °C in an atmosphere of 40%Ar a
60%O2. The pressure of the gaseous medium during de
sition was 1022 torr. After preparation the film were an
nealed in air for 6 h at atemperature of 750 °C. X-ray stud
ies were done on a DRON 3M diffractometer (CuKa

radiation!. For the electric measurements, films of dime
sions 7315 mm were glued to a sapphire holder and plac
in a massive copper cylinder, which was cooled or heate
vary the temperature of the sample. The value of the te
perature was monitored by a thermoresistor glued to
© 2003 American Institute of Physics
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holder a distance 3 mm from the film. Measurements of
resistivity were done in direct current by a four-pro
method with the use of a computerized data collection s
tem. The apparatus was capable of measuring the resist
of a sample at a fixed value of the current in the range fr
0.01 to 10 mA. The contacts were formed using silver pa
which was burned in at 350 °C. The temperature depende
of the resistivity was obtained on a slow heating of t
samples from 77 to 370 K after a preliminary cooling
liquid helium temperature.

The x-ray diffraction patterns for one of the films studi
and for the SrTiO3 substrate~see Fig. 1! attest that the
LSMO film is single-phase and that its growth is epitaxial.
is seen that the film has ac-axis texture characterized b
high intensity of the (00l ) peaks~pseudocubic representa
tion!. As in the substrate, the~002! peak is split. The inten-
sity A of the ~011! and~111! peaks is not more than 0.8% o
A(002) . Reflections from phases other than perovskite are
seen on the LSMO diffraction pattern.

The resistivityr of the film as a function of temperatur
T and current strengthI is shown in Fig. 2. The form of the
r(T) curve obtained forI 55 mA agrees with the analogou
curve for bulk samples of the given composition.12,14 Near
Tp>270 K the temperature dependence of the resistivityI
55 mA) has a sharp peak, which is characteristic for a tr
sition from a weakly conductive paramagnetic to a high
conductive ferromagnetic state.14 In the low-temperature re
gion (T,Tp) the temperature coefficient of the resistivity
greater than zero (dr5 mA/dT.0), which may be evidence
of complete domination of the ferromagnetic metallic pha
However, in reality the picture is significantly more comp
cated, as becomes obvious when the current strength is
ied. BelowTp the current–voltage characteristics of the fi
are highly nonlinear, the degree of nonlinearity increasing
the temperature is lowered. Whereas at 250 K decreasing
current from 5 to 1 mA leads to an increase in the resistiv
by a factor of 1.1, atT577 K the ratior1 mA/r5 mA reaches
3. Further decrease of the current not only increases the
sistivity significantly (r0.1 mA/r5 mA'1.34 at 250 K and
'16 at 77 K! but also changes the character of the cond

FIG. 1. X-ray diffraction patterns of a La0.775Sr0.225MnO32d film and a
SrTiO3 substrate.
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tion from metallic (dr/dT.0) to semiconductor (dr/dT
,0).

It was noted above that mechanical stresses gener
near the substrate–film boundary not only promote degra
tion of the ferromagnetic metallic state in manganites
also enhance the tendency toward antiferromagnetic orde
and localization of the charge carriers. Under such conditi
the inhomogeneous state characterized by coexisting reg
with differing magnetic order and conductivity turns out
be preferable to the homogeneous state,1,2,9 and that may be
the case in the samples studied here. The behavioral fea
which we observed in the La0.775Sr0.225MnO32d epitaxial
films are easily explained by assuming a coexistence of
tallic and insulating phases, the relative amounts of wh
vary as the current density is varied.

The tendency of substituted manganites toward ph
separation has been noted in a number of theoretical
experimental papers,15–18 but only in recent times has ther
been convincing proof of the stability of the mixed sta
containing ferromagnetic metallic and nonferromagnetic~an-
tiferromagnetic or paramagnetic! insulating regions.1,9,19The
appearance of the latter is due in significant measure to
tendency toward mutual ordering of the charges and orbi
of the manganese ions, which in La12xAxMnO3 are found in
both triply and quadruply ionized states.1,2 Dubinin et al.20

did an elastic neutron-scattering study of the features of th
types of ordering in bulk single crystals of the syste
La12xSrxMnO3, including samples withx50.23, which are
close in composition to the films studied here, and show
that regions with short-range charge/orbital order exist in
single crystal at all temperatures belowTC , i.e., they coexist
with the ferromagnetic metallic phase. Since increasing
biaxial stress favors localization of the charge carriers7,11 and
the charge/orbital ordering is highly susceptible to exter
influences~including an electric field!,1,2 the unusual proper-
ties of La0.775Sr0.225MnO32d films are logically explained by
the appearance of a two-phase state of this kind.

Thus we have found that at temperatures below 270
the resistivity of the film samples depends substantially

FIG. 2. Dependence of the resistivity of LSMO on the temperatureT and
the current strengthI @mA#: 0.1 ~n!, 0.5 ~s!, 1 ~h!, 5 ~,!.
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the electric current. We have shown that increasing the
rent strength from 0.1 mA to 5 mA leads to a change in
character of the conduction from semiconductor to meta
To explain the results we have hypothesized inhomogen
of the low-temperature state of these films, wherein the
romagnetic metallic phase which is characteristic for man
nites of this composition coexists with another phase hav
weakened magnetism and conductivity.

The authors thank A. Belous and O. V’yunov~Institute
of General and Inorganic Chemistry of the National Aca
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Ukraine, Project No. 1086.
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Anisotropic magnetoresistive and magnetic properties of La 0.5Sr0.5CoO3Àd film
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The magnetic and transport properties of a La0.5Sr0.5CoO32d film grown on a LaAlO3 substrate
by pulsed-laser deposition are studied. The properties are found to be influenced by the
magnetic anisotropy and inhomogeneity. Magnetoresistance anisotropy is determined by the shape
anisotropy of the magnetization and the strain-induced magnetic anisotropy due to the
film–substrate lattice interaction. Indications of the temperature-driven spin reorientation transition
from an out-of-plane ordered state at low temperatures to an in-plane ordered state at high
temperatures as a result of competition between the aforementioned sources of magnetic anisotropy
are found. ©2003 American Institute of Physics.@DOI: 10.1063/1.1596581#
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1. INTRODUCTION

Mixed-valence lanthanum cobaltites of the ty
La12xSrxCoO3 have attracted much attention in recent ye
due to their unique magnetic and transport propertie1,2

Study of this system is also important for understanding
nature of colossal magnetoresistance in the related oxi
mixed-valence manganites.3,4 For technical application, epi
taxial films of these compounds are mainly used. In that c
the shape anisotropy~due to the demagnetizing effect! and
the film-substrate lattice interaction can induce magnet
tion anisotropy and, therefore, magnetoresistance~MR! an-
isotropy~bulk samples of these compounds show no mar
magnetic or MR anisotropy!. This point has been studie
rather intensively in manganite films~see Ref. 5 and refer
ences therein!. Hardly any studies of this type can be foun
in the literature for cobaltites. In addition, the properties
mixed-valence cobaltites are influenced by their unavoida
magnetic inhomogeneity, which arises due to different
trinsic and intrinsic causes. The extrinsic ones are de
mined by various technological factors in the sample pre
ration. They can cause inhomogeneity in chemi
composition ~for example in oxygen concentration! or in
crystal structure~polycrystalline or granular samples!. The
intrinsic sources of inhomogeneity are believed to arise
thermodynamic reasons and can lead to phase separation
two phases with different concentrations of the charge ca
ers and, therefore, to significant magnetic inhomogeneity.1,2,6

In this article we present a study of a La0.5Sr0.5CoO32d film
which demonstrates a combined influence of the magn
anisotropy and inhomogeneity on its transport, magnetore
tive, and magnetic properties. Indications of the temperat
driven spin reorientation transition from an out-of-plane
dered state at low temperatures to an in-plane ordered sta
high temperatures as a result of competition between
aforementioned anisotropy sources are found.
5661063-777X/2003/29(7)/5/$24.00
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2. EXPERIMENTAL

The La0.5Sr0.5CoO32d film ~about 220 nm thick! was
grown by pulsed-laser deposition~PLD! on a ~001! oriented
LaAlO3 substrate. The ceramic target used was prepared
standard solid-state reaction technique. A PLD system w
an Nd-YAG laser operating at 1.06mm was used to ablate
the target. The pulse energy was about 0.39 J with a rep
tion rate of 12 Hz and pulse duration of 10 ns. The film w
deposited at a substrate temperature of~88065!°C in an oxy-
gen atmosphere at a pressure of about 8 Pa. The film
cooled down to room temperature after deposition at an o
gen pressure about 105 Pa. The target and film were chara
terized by an x-ray diffraction~XRD! study.

The film resistance was measured as a function of te
perature and magnetic fieldH ~up to 20 kOe! using a stan-
dard four-point technique. The field was applied parallel
perpendicular to the film plane. In both cases it was perp
dicular to the transport current. The magnetizationM was
measured in a Faraday-type magnetometer. A rotating e
tromagnet made it possible to measure the magnetization
different directions ofH relative to the plane of the film.

3. RESULTS AND DISCUSSION

We have found a strong anisotropy in magnetic and m
netoresistive properties of the film studied. The anisotro
manifests itself as dramatic differences in those proper
for magnetic fields applied parallel and perpendicular to
film plane. Consider at first the anisotropy of the magne
properties. The magnetization curves for the fields para
(H i) and perpendicular (H') to the film plane demonstrate
strong anisotropy~Fig. 1!. At the maximum field applied~7
kOe!, the magnetization seems to be rather close to sat
tion for the in-plane field orientation, but it is far from it fo
the out-of-plane one. It is reasonable to suppose that th
determined mainly by the shape anisotropy.
© 2003 American Institute of Physics
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The temperature dependence of the film magnetiza
for the field directions parallel (M i) and perpendicular (M')
to the film plane is shown in Fig. 2. The Curie temperatu
TC is found to be about 250 K. TheM i(T) behavior is quite
common for ferromagnetic~FM! metals: it saturates with de
creasing temperature. The behavior ofM'(T) is quite differ-
ent from that ofM i(T). At the fairly high field used, 2 kOe
theM'(T) curve is found to be well below theM i(T) curve.
Besides, in the low-temperature range theM'(T) curve is
nonmonotonic~Fig. 2!.

Figure 2 actually presents theM (T) behavior only for
two values of the angleu between the field and the film
plane:u50° andu590°. It is helpful to consider the whole
curves of the angle dependence of the magnetization,
sented in Fig. 3a. Here the curvesMup(u) and Mdown(u)
were recorded with the field rotated in steps from 0° to 36
and back to 0°, respectively. It can be seen that the ma
tization takes maximum values atu'0°, 180°, and 360°, tha

FIG. 1. Magnetization curves of the film studied for fields parallel (H i) and
perpendicular (H') to the film plane.

FIG. 2. Temperature dependences of the magnetization of the film stu
for the magnetic field (H52 kOe) applied parallel (M i) and perpendicular
(M') to the film plane. The thermomagnetic prehistory: the sample
cooled down to liquid nitrogen temperature,T'77.3 K, in a field close to
zero, and then the field was increased to 7 kOe and lowered to 2 kOe~see
Fig. 1!. After that the dependences were recorded at that field with
temperature increasing.
n

e

e-

°
e-

is, for the in-plane field orientations. The magnitude of t
magnetization atu'180° is less than those atu'0° and
360°. This is determined by the shape of the magnetiza
loop and by the thermomagnetic prehistory of the samp
The minimum magnetization values are found, as expec
at u'90° and 270°, that is, for the out-of-plane field orie
tations.

A considerable hysteresis effect in theM (u) curves is
seen~Fig. 3a!. To present the effect more clearly, the angu
dependence of the difference between theMup(u) and
Mdown(u) is shown in Fig. 3b. The functiond(u)5Mup(u)
2Mdown(u) can be taken as some measure of the ang
hysteresis effect. It is seen that thed(u) dependence is clos
to a periodic one with a period equal to 180°. It takes ze
value at the angles which are multiples of 90°, correspond
to both the in-plane and out-of-plane directions of magne
field ~Fig. 3b!. The extreme values ofd(u) are situated at
some intermediate angles, which are, however, closer to
out-of-plane directions than to the in-plane ones.

As indicated above, the magnetization anisotropy in
film studied should be determined mainly by the shape
isotropy. Closer inspection shows, however, that theM'(T)
behavior cannot be attributed solely to the shape-anisotr
effect: M'(T) and M i(T) are practically equal in a rathe
broad temperature range just belowTC , then~going to lower
temperature! the M'(T) curve rather abruptly goes well be
low the M i(T) curve and becomes nonmonotonic, with
pronounced increase inM'(T) at low temperatures~Fig. 2!.
TheseM'(T) features can be caused by the strain-induc

ed

s

e

FIG. 3. Panel~a! presents the dependence of the magnetization on the a
u between the magnetic field and the film plane~at H52 kOe andT
577.3 K). The thermomagnetic prehistory is described in the caption to
2. The curvesM up(u) andM down(u) were recorded with a stepwise rotatio
of the field from 0° to 360° and back to 0°, respectively. A considera
hysteresis effect can be seen. The angular dependence of the diffe
betweenMup(u) andM down(u) in panel~b! reveals this effect more clearly
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magnetic anisotropy due to lattice mismatch between
film and the substrate. This guess is supported by our X
study, which has revealed that the film has an out-of-pl
tensile strain. For materials with positive magnetostrict
this must favor an out-of-plane easy magnetization. Ad
tional corroborations of this suggestion have been found
the MR properties of the film, described below.

Now turn to the transport properties of the film. Th
temperature dependence of the resistivity,r(T), is found to
be nonmonotonic with a maximum atT'250 K and a mini-
mum atT'107 K ~Fig. 4!. La0.5Sr0.5CoO32d samples with
fairly perfect crystalline structure andd close to zero are
known2 to be metallic (dr/dT.0) in the whole range below
and aboveTC . Ther(T) behavior in Fig. 4 reflects an inho
mogeneous structure of the film and some oxygen deficie
Due to the last factor, the hole concentration is less than
nominal one~at d50!. This is responsible for a resistanc
peak at T5250 K, which is common2 for low-doped
La12xSrxCoO3 with 0.2<x<0.3. The low-temperature resis
tance minimum is typical for systems of FM regions~grains
or clusters! with rather weak interconnections. For examp
it has been frequently seen in polycrystalline manganites7–9

The inhomogeneous structure can be determined by tec
logical factors of sample preparation~causing a polycrystal-
line structure with rather high tunneling barriers between
grains! or by phase separation into hole-rich and hole-p
phases.1,2 The conductivity of inhomogeneous systems
this type is determined by the intragrain conductivity and
tunneling of charge carriers through the boundaries betw
the grains. A competition between these two contributio
can lead to a resistance minimum.8,9 For an extended discus
sion of the most obvious reasons for the appearance of
resistance minimum in polycrystalline cobaltites see Ref.

The MR in the film studied is found to be anisotropi
The absolute values of negative MR in fields parallel to
film plane are considerably above those in perpendic
fields~Fig. 5!. The temperature behavior of the ratio betwe
the in-plane and out-of-plane MRs is shown in Fig. 6. It
seen from Figs. 5 and 6 that this MR anisotropy takes pl
only in the FM state and disappears forT.TC . Since the
conductivity of mixed-valence cobaltites increases with
hancement of the magnetic~spin! order, this behavior jus

FIG. 4. Temperature dependence of the film resistivity.
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reflects the circumstance that the magnetization increa
more easily in a magnetic field parallel to the film plane,
has indeed been found in this study~Figs. 1, 2, and 3!.

In polycrystalline samples~beside an intrinsic MR,
which depends on magnetic order inside the grains! a signifi-
cant contribution to the MR comes from grain boundari
and this contribution increases with decreasing temperat
Discussion of the possible mechanisms for this extrinsic t
of MR can be found in Refs. 10–13. The film studied do
indeed show a continuous increase in MR with decreas
temperature~for temperatures well belowTC) ~Fig. 5!. This
behavior is expected for polycrystalline FM samples w
poor enough intergrain conductivity.10,11 In contrast, for co-
baltite and manganite samples with fairly good crystal p
fection and even for polycrystalline samples of these mat
als but with a good intergrain connectivity, the MR go
nearly to zero with decreasing temperature.10,14 It should be
mentioned that grain boundaries in FM oxides are region
perturbation of the structural and magnetic orders, a

FIG. 5. Temperature dependence of the magnetoresistance atH520 kOe for
fields parallel (H i) and perpendicular (H') to the film plane. In both cases
the fields were perpendicular to the transport current. The solid lines pre
a B-spline fitting.

FIG. 6. Temperature dependence of the ratio of magnetoresistance
fields parallel (H i) and perpendicular (H') to the film plane. The fields
were equal to 20 kOe.



e
e

ar

g
e
in
I
t

kl

M
tic

b
ep

we
te

-

p

is

ig

ith

-
re
m

in-

a
be
and
tud-

-
at
pli-

er
n in
ro-

ag-
a

-
ion
ion
ith
en-

A.
olidi

569Low Temp. Phys. 29 (7), July 2003 Belevtsev et al.
therefore, induce a magnetic inhomomogeneity as w
These boundaries~and, maybe, other sources of inhomog
neity, e.g., phase separation! can cause the significant angul
hysteresis effect found in this study~Fig. 3!, since they
hinder the motion of FM domains upon rotation of the ma
netic field. It is noteworthy, however, that the hysteresis
fect is minimal at the angles corresponding to both the
plane and out-of-plane directions of the magnetic field.
summary, the behavior of the resistivity, MR, and magne
zation of the film corresponds to that of a system of wea
connected grains.

The data presented in Fig. 5 correspond to negative
for fairly high fields. In general, the MR curves are hystere
and have specific features in the low-field range~Fig. 7!.
Symmetric hysteresis curves, like that in Fig. 7, were o
tained for the film after some number of repeated swe
between the chosen maximum~positive and negative! field
magnitudes. For the first sweeps, the hysteresis curves
some-what asymmetric. Actually, their behavior correla
with that of magnetization loops.13 In particular, the fieldH
5Hp at which the resistance peaks~Fig. 7! corresponds to
the value of the coercive forceHc . The value ofHp de-
creases with increasing temperature and goes to zero on
proachingTC . The magnitude of positive MR in the low
field range, DR(Hp)5@R(Hp)2R(0)#/R(0), is some
measure of the remanent magnetization.

We found thatHp andDR(Hp) depend on the field di-
rection and in this way reflect the magnetization anisotro
The temperature dependences ofHp for the in-plane and out-
of-plane directions of magnetic field are shown in Fig. 8. It
seen that atT.4.2 K the value ofHp in the out-of-plane
field is less than that in the in-plane field, but atT'78 K and
higher temperatures the opposite relation is true. For h
enough temperature (T.TC) the Hp values go to zero for
both field directions. TheDR(Hp) values are found to be
higher for the out-of-plane field direction as compared w
the in-plane one atT.4.2 K. At T'78 K andT5200 K, the
opposite relation holds true. All this implies that at low tem
peratures the out-of-plane magnetization is favored, whe
for higher temperatures the in-plane magnetization beco

FIG. 7. Magnetoresistive hysteresis atT578 K for fields parallel to the film
plane and perpendicular to the transport current.
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dominant. The pronounced increase inM'(T) at low tem-
peratures~Fig. 2! and decrease in the ratio between the
plane and out-of-plane MRs belowT'80 K ~Fig. 6! also
support this suggestion. All these are indications of
temperature-driven spin reorientation transition which can
determined by competition between the shape anisotropy
the strain-induced anisotropy. This transition has been s
ied rather intensively~theoretically and experimentally! for
films of common FM metals15,16 but has never been men
tioned for cobaltite films. It should be noted, however, th
theoretical models like those of Refs. 15 and 16 are ap
cable only for ultrathin magnetic films~up to 10 monolay-
ers!, whereas the film studied is much thicker and rath
disordered. Consequently, the spin reorientation transitio
the film studied can have a different nature than those p
posed for ultrathin films.

In conclusion, we have revealed and investigated m
netic and magnetoresistance anisotropy in
La0.5Sr0.5CoO32d film. Among other things, we found indi
cations of a temperature-driven spin reorientation transit
in the film studied: at low temperature, the magnetizat
vector tends to be perpendicular to the film plane, but w
increasing temperature the magnetization vector goes
tirely to the in-plane direction.

*E-mail: belevtsev@ilt.kharkov.ua
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A spin liquid concept for the Heisenberg Hamiltonian~spin s51/2) with antiferromagnetic
exchange interactions between nearest neighbors is developed. The spin liquid is described by the
Green’s function method in the framework of a second-order theory. Equations are presented
for the self-consistent calculation of the parameters of the system and its thermodynamic
properties at all temperatures. A description of the spin system in the sc and bcc lattices is proposed
wherein it is treated as a spatially homogeneous spin liquid with a condensate and with a
singlet ground state. It is shown that the modulus of the ‘‘staggered’’ magnetization is expressed
uniquely in terms of a condensate at a boundary point of the Brillouin zone and is the long-
range order parameter. The existence region in temprature of the ordered state of the spin liquid
with a condensate (T,T0) is wider than the existence region of the two-sublattice
antiferromagnetism (T0,TN , whereTN is the Néel temperature!, while the energy is lower. For
T.T0 the system passes into an ordinary spin liquid state. ©2003 American Institute of
Physics. @DOI: 10.1063/1.1596582#
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1. MARSHALL EQUATION AND ANTIFERROMAGNETISM

The rigorous theoretical description of antiferromagne
~AF! ordering still remains an open problem after more th
half a century of history. The intensive discussion of t
necessary and sufficient conditions for the onset of lo
range AF order in a crystal has been going on for almost
years since a description was given in the framework
mean ~molecular! field theory and a quantum spin-wav
theory of antiferromagnetism was developed. The grou
work for this problem was laid in Ref. 1.

The fundamental questions of the theory of antifer
magnetism are discussed, as a rule, on the basis of the
tropic Heisenberg model (s51/2) with antiferromagnetic ex
change interactions between nearest neighbors.
Hamiltonian of the system

H5
1

2
J(

fD
sf"sf1D , S5(

f
sf ~1!

is specified on an ideal lattice of dimensionalityd51,2,3
with periodic boundary conditions:N is the number of sites
f are the coordinates of the sites,J.0 are the exchange
integrals between nearest neighbors,z is the number of near
est neighbors,D are vectors connecting nearest neighbo
Sf5(sf

1 ,sf
2 ,sf

z) is the spin operator at sitef, andS is the total
spin operator. One of the main problems is to describe
long-range antiferromagnetic order. The properties of
system depend substantially on its dimensionality and ge
etry.

According to the Merman–Wegner theorem~see Ref. 2!,
long-range magnetic order in one- and two-dimensional s
tems ~in the case of short-range exchange interactions! is
absent at any finite temperatureTÞ0. For a linear chain (d
51) there is an exact solution due to Hulthe´n:2 the ground
state is a nondegenerate singlet (S50) with energy per bond
5711063-777X/2003/29(7)/8/$24.00
c
n
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«050.252 ln 2520.4431 ~in units of the exchange!. In a
square lattice (d52) it is only for T50 that a two-sublattice
AF state can be constructed and its energy«AF calculated in
the framework of the spin-wave theory. In a previous pap3

by the author it was shown on the basis of the spin liq
concept that the ground state of a Hamiltonian spin sys
on a square lattice is a singlet state with an ene
«0,«AF , viz., «0520.352.

Discussion of the problem of long-range AF order ce
ters mainly on three-dimensional systems and consists in
following.

On the one hand, there is the traditional approach to
description of antiferromagnetism. In alternant lattices1! ~sc
and bcc and also the square lattice and the linear chai! a
‘‘checkerboard’’ arrangement of spins is possible which c
be described by the Ne´el wave vectoruAF& ~an antiferro-
magnet with two mirror sublatticesA and B). It is known
that such a function is an eigenfunction only for the opera
Sz with a total spin projectionSz5SA

z 1SB
z 50, but it is not

an eigenfunction for the Hamiltonian nor for the operatorS2.
This means that the antiferromagnetic state is a state with
indeterminate degeneracy.4 However, the use of the approx
mate Néel function uAF&, in which the sublattices are fixe
and long-range AF order is postulated, has its indisputa
advantages, since it permits calculation of the excitat
spectrum, the energy of the AF state with allowance
transverse quantum spin fluctuations, the sublattice magn
zation s̄(T), and the Ne´el temperatureTN . The theory is
approximate and is valid only in the magnetically order
phase forT<TN .

On the other hand, Marshall5 ~see Ref. 1! has stated a
theoremic assertion that the ground state of Hamiltonian~1!
with AF exchange interactionsJ between nearest neighbo
on alternant lattices is a nondegenerate singlet withS50. It
© 2003 American Institute of Physics
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has beenrigorously proven only for the one-dimensiona
chain, while ford52 and 3 dimensions there are enormo
mathematical difficulties in constructing an exact sing
function, since the number of partial singlet functions co
tained in it and comprising the total set of states is factoria
large in N. The absence of an exact singlet state make
impossible to directly verify Marshall’s assertion, which h
a natural quantum mechanical basis. Indeed, Hamiltonian~1!
commutes with any component of the total spin operatorS,
and its eigenfunctions are therefore eigenfunctions of the
eratorsSz andS2, while the eigenvaluesE(S) are classified
according to the value of the total spinS (0<S<N/2). Ac-
cording to Marshall, min$E(S)%5E(0) corresponds to a sin
glet ground state withS50. Marshall constructed an ap
proximate singlet wave function and used a variation
method to calculate the energy«0 in alternant lattices~see
Table I!. A comparison of the energies«0 ~according to Mar-
shall! and«AF shows that these energies are very close,
in the context of the approximations made~which are, gen-
erally speaking, different!, it is impossible to conclusively
decide the type of ground state.

The question arises: Can these two approaches be re
ciled theoretically? Below, on the basis of the spin liqu
concept developed by the author, a theoretical version of
description of the properties of the spin system in sc and
lattices is proposed which is valid at all temperatures.
should be noted that the spin liquid~SL! concept has a rathe
wide domain of applicability. In addition to two-dimensiona
systems, in the fcc lattice, because of frustration of the
changeJ bonds and the presence of transverse quantum
fluctuations, the AF state is absent at all temperatures,
the system is a spin liquid with a singlet ground state.6 In this
paper it is shown that in the sc and bcc lattices the grou
state is a singlet~in accordance with Marshall!, but for T
<T0 the system nevertheless has long-range order, whic
described by the modulus of the ‘‘staggered magnetizatio
For T.T0 the system is found in an ordinary SL state.

The results of the spin-wave theory and the main eq
tions of the spin liquid theory are briefly set forth below
the framework of a unified Green’s function method.7

2. SPIN-WAVE THEORY OF ANTIFERROMAGNETISM

On alternant lattices a ‘‘checkerboard’’ distribution
possible, with spins ‘‘up’’~sublatticeA, sitesa! and ‘‘down’’

TABLE I. Main characteristics of a spin system with an antiferromagne
exchange bond between nearest neighbors.

Note: «5^H&/^zNJ/2& is the energy of the system at zero temperature~in
units of the exchange per bond! in the singlet~0! and antiferromagnetic~AF!

states;um0u is the modulus of the ‘‘staggered’’ magnetization atT50; S̄(0)
is the AF order parameter~sublattice magnetization! at T50; t05T0 /zJ is
the temperature at whichumu vanishes;tN5TN /zJ is the Néel temperature.
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~sublatticeB, sitesb!; for nearest neighborsa1D5b, b
1D85a8. It is convenient to go over to a dimensionle
Hamiltonianh5H/zJ; then all the energy parameters will b
measured in units ofzJ, including the temperaturet
5T/zJ.

The spin-wave theory is based on linearized first-or
equations~the Tyablikov decoupling!

i ṡa
15 s̄S sa

11
1

z (
D

sa1D
1 D , i ṡb

152 s̄S sb
11

1

z (
D

sb1D
1 D ,

~2!

where ^sa
z &52^sb

z &[ s̄. After Fourier transformation with
respect to the sublattices in the standard way, we find
Green’s functions

^^SA
1~q!uSA

2~2q!&&v5
2s̄~v1 s̄!

D~q,v!
,

^^SA
1~q!uSB

2~2q!&&v5
2s̄2gq

D~q,v!
, ~3!

where

D~q,v!5v22Vq
2, Vq5 s̄A12gq

2[ s̄«q ,

gq5
1

z (
D

eiq•D. ~4!

We calculate the Fourier transforms of the correlation fu
tions ^SA

1(q)SA
2(2q)& and ^SA

1(q)SB
2(2q)& according to

the spectral theorem and then, using the sum rule^sa
1sa

2&
5(1/2)1 s̄, we obtain an equation for calculating the ord
parameter:

s̄~t!5
1/2

l ~t!
, I ~t!5

1

N (
q

1

«q
cothS s̄~t!«q

2t D . ~5!

It follows from ~5! that for t50

s̄~0!5
1/2

I 1
, I 15

1

N (
q

1

«q
, ~6!

and for t→tN , s̄→0, wheretN5TN /zJ is the Néel tem-
perature, we have

tN5
1/4

I 2
, I 25

1

N (
q

1

«q
2 . ~7!

The energy of the antiferromagnet~in units ofJ per bond! is
equal to

«AF~t!5
^H&

~1/2!zN•J

'2S s̄2~t!1 s̄~t!
1

N (
q

gq
2

«q
coth

s̄~t!«q

2t D . ~8!

For three-dimensional alternant lattices we obtain the follo
ing numerical results~the sums over the first Brillouin zon
are replaced by integrals with the densities of states give
the Appendix!:

sc ~z56!:«AF~0!520.297,s̄~0!50.432.

tN50.163;

bcc ~z58!:«AF~0!520.287,s̄~0!50.448. ~9!
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tN50.181.

3. QUANTUM SPIN LIQUID

Let us consider a spin system with the Hamiltonian~1!
in a lattice of arbitrary dimensionality and geometry. We d
fine aspin liquid as a system which is, on average, spatia
uniform, with no breaking of the spin symmetry, and
which the spin correlation functions are isotropic,

1

N (
f

^sf
xsf1r

x &5
1

N (
f

^sf
ysf1r

y &5
1

N (
f

^sf
zsf1r

z &[
1

4
Kr

~10!

and depend only on the modulus of the distancer 5ur u, with
K051 ~the sum rule!; the average values for any compone
of a site spin and for any component of the total spin ope
tor are equal to zero:

^sf
a&50, ^Sa&50, a5x,y,z or 1,2, z; ~11!

and the average value of a product of spin operators on
odd number ofdifferentsites is zero:

^sf
asm

b sn
g&50, fÞmÞn, ... . ~12!

Here and below the symbol^...& denotes a thermodynami
average at a temperaturet5T/zJ and over the ground stat
wave function fort50.

The whole set of properties of the spin liquid—th
ground state, excitation spectrum, and thermodynamic
must be described on the basis of Hamiltonian~1! and pos-
tulates~10!–~12!. It should be noted that postulate~12! is
newly introduced by the author; its consequences will
demonstrated below. Later it will be shown that the grou
state is the singlet state with total spinS50, which is equiva-
lent to ^S2&t5050.

The properties of the SL state are determined mainly
the spatial and temperature dependence of the spin cor
tion functionsKr(t). The energy of the SL state per bond
units of J is given by

«5
^H&

~1/2!ZNJ
52

3

4
K1 , ~13!

whereK uDu52K1 (K1.0) is the correlator between neare
neighbors. For description of the SL state we go over to
Fourier transforms of the spin operators and introduce
Fourier transform of the correlation function

K~q!5(
r

e2 iqrKr54^sz~q!sz~2q!&

52^s1~q!s2~2q!&, Kr5
1

N (
q

eiq"rK~q! ~14!

with the obvious propertyK(q)5K(2q). To calculateK(q)
we use the method of two-time temperature Gree
functions.7 Because of the isotropicity of the correlators it
sufficient to calculate the retarded commutator Green’s fu
tion

^^sz~q!us2~2q!&&v5G~q, v!.

where v is a dimensionless spectral variable in terms
which K(q) is found according to the spectral theorem.
-
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Second-order equations and their linearization

The spin liquid theory is based on equations not low
than second order, sincêsr

a&50 and the first-order equa
tions cannot be linearized~as is done in spin-wave theory!.
The exact equations of motion have the form (\51)

i ṡf
15

1

z (
D

~sf
zsf1D

t 2sf1D
z sf

1!,

i ṡf
z5

1

2z(
D

~sf
1sf1D

2 2sf1D
1 sf

2![M f , ~15!

iṀ f5
]2sf

z

]t2 5
1

2z2 (
D

~sf
z2sf1D

z !1Rf , ~16!

where

Rf5
1

z2 (
DÞD8

@sf
zsf1D

1 sf1D8
2

1~sf1D2D8
z

2sf1D8
z

!sf
1sf1D

2

2sf1D
z sf

1sf1D2D8
2

#. ~17!

Performing the linearization of the operatorRf according to
the scheme

sf
zsn

1sm
2'sf

za un2mu^sn
1sm

2&5
1

2
a un2muK un2musf

z ,

fÞnÞm, ~18!

wherea un2mu are parameters which correct the decouplin
after Fourier transformation we obtain the Green’s funct
of the linear second-order theory in the form

G~q,v!5
Aq

v22Vq
2 , Aq5

K1

2
~12gq!,

gq5
1

z (
D

eiq•D. ~19!

Here

Vq
25l2~12gq!~ u«minu1gq1d!, l25

a1K1

2
, ~20!

where a1 is a correction factor for the nearest neighbo
«min is the lower boundary of the spectrumgq , and the pa-
rameterd is a complicated construction of correlators in t
first, second, etc. coordination zones, multiplied by the c
responding correction factors. The parameterd thereby re-
flects the effective correlations in the ‘‘expanded’’ cluster a
will be calculated self-consistently later~its explicit form is
unimportant!. The spectral intensity of the Green’s functio
~19! is equal to

J~q,v;t!5
ev/t

ev/t21

Aq

2Vq
@d~v2Vq!2d~v1Vq!#,

Vq>0. ~21!

According to the spectral theorem we obtain for the sing
time average
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^sz~q!sz~2q!&[
1

4
K~q!5E

2`

`

J~q,v;t!dv

5
Aq

2Vq
cothS Vq

2t D
or

K~q!5
K1

l

12gq

Eq~d!
cothS lEq~d!

2t D , Vq[lEq~d!. ~22!

Expression~22! attests to the fact that the proposed vers
of the SL theory contains three unknown parameters wh
are functions of temperature:K1(t)—the modulus of the
correlator between nearest neighbors,l~t!—the ‘‘stiffness’’
parameter of the excitation spectrum, andd~t!—the
‘‘pseudogap’’ in the spectrum. They must all be calculat
self-consistently in accordance with three equations~see be-
low!; here d5d(t)>0, as is necessary for the conditio
Vq>0 or Eq(d)>0.

Self-consistency equations

Three parameters must be calculated self-consiste
K1 , l, andd. Using the definition~14! of the spatial correla-
tors Kr , we obtain the system of equations

¦

K0515
1

N (
q

K~q!5
K1

l
I 0~d,t!,

K15
1

N (
q

~2gq!K~q!5
K1

l
I 1~d,t!,

K tot5
1

N (
q

~gq!2K~q!

5
1

z2 (
D,D8

K uD1D8u5
K1

l
I 2~d,t!,

~23!

where

I n~d,t!5
1

N (
q

~2gq!n
12gq

Eq~d!
cothS lEq~d!

2t D ,

n50,1,2. ~24!

From Eqs.~23! we obtain the formal solution~we omit the
arguments of the functions!

l5I 1 , K15I 1 /I 0 , K tot5I 2 /I 0 , a152I 0I 1 . ~25!

The equation for the parameterd arises from the require
ment of an exact value of the second moment3,6,10 and has
the form

M25
1

8 S K tot1
K1

z D5
lK1

4
P~d!,

P~d![
1

N (
q

~12gq!Eq cothS Vq

2t D . ~26!

Using solution~25!, we obtain

P~d!5
I 2~d!1I 1~d!/z

2I 1
2~d!

, d5d~t!. ~27!

Thus the self-consistent second-order linear theory is ba
on satisfaction of the sum ruleK051, the definitions of the
n
h

d

ly:

ed

correlatorsK1 andK tot @Eq. ~23!#, and the requirement of an
exact value of the second moment, which leads to Eq.~27!.
This equation plays a fundamental role in the SL theory a
its further generalizations.

The sums over the Brillouin zone forI n and P are re-
placed by integrals with a density of statesD(«) correspond-
ing to a dispersion relationgq5«. An approximation for the
density of statesD(«) is given in the Appendix. Combining
Eqs.~25! and~27!, we obtain a system of three equations f
the self-consistent calculation of the parameters of the S

5
l5I 1 ~a!,

K15I 1 / l 0 ~b!,

P5
I 21 l 1 /z

2I 1
2 ~c!.

~28!

Here

l n~d,t !5E D~«!~2«!n
12«

E~«,d!
cothS E~«,d!

2t Dd«,

P~d,t !5E D~«!~12«!E~«,d!cothS E~«,d!

2t Dd«.

E~«,d!5A~12«!~ u«minu1«1d!.

«min<«<1, t5t/l. ~29!

We now show that theground state is a singlet~total
spin S50). We introduce the function~the average per spin
of the square of the total spin of the system!

S2~t![
1

N
^S2&5

1

N (
fm

^sfsm&5(
r

1

N (
f

sfsf1r

5
3

4 (
r

K r5
3

4
K~0!, ~30!

which is expressed in terms of the Fourier transform of
correlation function~22! for q50. For t[0 it follows from
~22! that K(0)50 and S2(0)50, which proves that the
ground state is a singlet. On the other hand, expression~30!
can be considered as the limit

K~0!5 lim
q→0

K~q!5
K1

l
lim

q→0

12gq

Eq~d!
cothS lEq~d!

2t D
5

4t

a1~ u«minu1g01d!
. ~31!

Hence fort→0 we obtainK(0)50 ~singlet! as before, but
for t[0 triplet excitations arise in the system, and beca
of themS2(t)Þ0.

In Refs. 3 and 6 the thermodynamic properties of the
in the square and fcc lattices were described at all temp
tures on the basis of the theory set forth above and the s
consistency equations~28!. It was shown there that the spa
tial correlation functions are sign-varying, with a magnitu
that falls off with increasing distance, so that the SL conta
short-range order of the antiferromagnetic type.
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4. SPIN LIQUID WITH A ‘‘CONDENSATE’’ IN THE sc AND
bcc LATTICES

Alternant lattices can be regarded as two interposed s
lattices A ~sites a! and B ~sites b!, independently of the
existence of real magnetic sublattices. The Brillouin zone
these lattices contains a boundary pointQ at which gQ5
215«min and the spectrumEQ(d)5A2d. These points are
Q5(p,p), Q5(p,p,p), and Q5(2p, 2p, 2p) for the
square, sc, and bcc lattices, respectively. It follows from t
that

exp~ iQ•a!51, exp~ iQ•b!521. ~32!

The functionS2(t) was considered above@see Eq.~30!#
and it was shown thatS2(0)50 ~the ground state is a sin
glet! at t50; this is equivalent to the equation

K~0!5(
r

K r50 ~t50!. ~33!

Taking relations~32! into account, we can writeK(Q) in the
form

K~Q!5(
r

e2 iQrK r5(
r

uK ru. ~34!

SinceK r is sign-varying, in Eq.~33! there is complete com
pensation of all the terms in the sum, while the value
K(Q) in ~34! can be macroscopically large and proportion
to the volume of the system (}N).

‘‘Condensate’’ in the spin liquid

Under this assumption we writeK r in the form

K r5
1

N (
q

~qÞQ!

eiq"rK~q!1eiQ"r
K~Q!

N
,

K~Q!

N
[

K1

l
C. ~35!

whereC is a ‘‘condensate’’~a function of temperature! which
is unknowna priori. Then

K0515
1

N (
q

~qÞQ!

K~q!1
K1

l
C,

K15
1

N (
q

~qÞQ!

~2gq!K~q!1
K1

l
C, ~36!

K tot5
1

N (
q

~qÞQ!

gq
2K~q!1

K1

l
C.

In relations~36! we go from summation to integration with
density of statesD(«). We take into account the following
circumstances. First, the lower limit of integration~because
of the restrictionqÞQ) is equal to211z, wherez is an
infinitesimal quantity (z→10). In the sc and bcc lattices th
density of statesD(«) goes to zero in a square-root mann
at the boundaries of the spectrum. For this reason the v
of z can be simply set equal to zero~this is the same situation
as in the description of Bose condensation in a thr
dimensional gas!. Second, in the presence of the ‘‘conde
sate’’C we assumed50 in the expression forK(q). In that
b-

f

s

f
l

r
ue

-

case the spectrumE(«,0)5A12«2 becomes symmetric with
respect to inversion«↔2«, and the density of states has th
same property:D(«)5D(2«). When these symmetry prop
erties are taken into account, the integrals become

I 0~ t !5E
21

1

D~«!
1

A12«2
cothSA12«2

2t D d«.

I 1~ t !5I 2~ t !5E
21

1

D~«!
«2

A12«2
cothSA12«2

2t D d«,

P~ t !5E
21

1

D~«!A12«2 cothSA12«2

2t D d« ~37!

~the functionP(t) does not contain a ‘‘condensate’’ term!.
Now relations~36! are written in the form

15
K1

l
~ I 01C!, K15K tot5

K1

l
~ I 11C!, ~38!

and the self-consistency equation~27! assumes the simple
form

P~ I 11C!5
z11

2z
. ~39!

From the numerical solution of the system of equatio
~38!–~39! at t50 we obtain

l50.645, K150.416, «0520.312, C50.389 ~sc!.

l50.607, K150.396, «0520.297,

C50.4185 ~bcc!. ~40!

It follows from the results~40! that the energy of the single
state in the presence of the condensate is lower than
energy of the AF state~see Table I!. This proves Marshall’s
assertion that the ground state of the spin system on alter
lattices is a singlet.

Figure 1 shows the result of a calculation of the tempe
ture behavior of the condensate in the sc lattice. This fu
tion goes to zero at a temperaturet0'0.213, which is higher
than the Ne´el temperaturetN50.163 of the sc lattice. Thus
the temperature region in which the spin liquid with the co

FIG. 1. Temperature behavior of the condensate~j! and the gap paramete
~d! in the spin liquid in the sc lattice.
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densate exists is wider than the existence region of the
state, and the energy in this state«SLC,«AF . For t.t0 a
pseudogapd begins to be ‘‘seeded’’ in the spectrum. To ca
culate it we use the same universal self-consistency equa
~28c!. The result is presented in Fig. 1. There is actually
phase transition

SLC~d50, CÞ0!⇒SL~dÞ0, C50!,

and the properties of the system can be described at all
peratures. Figures 2 and 3 show the temperature behavi
the main parameters of the system. For comparison, the
ergy of the AF state~according to spin-wave theory! is
shown in Fig. 2; it has a finite value at the Ne´el point, but
above it the spin-wave theory is inapplicable.

FIG. 2. Energy of the antiferromagnetic state~d! calculated according to
spin-wave theory fort<tN , and the energy of the spin liquid in the s
lattice ~j!.

FIG. 3. Order parameters:s̄(t) is the relative magnetization of the sublattic
in the AF state~d!, and um(t)u is the modulus of the ‘‘staggered’’ magne
tization in the spin liquid with the condensate~j! in the sc lattice.
F

on
a

m-
of
n-

‘‘Staggered’’ magnetization, the ‘‘condensate,’’ and long-
range order

To explain the physical meaning of the ‘‘condensate,’’
us consider the square of the ‘‘staggered’’ magnetizat
~SM!, which by definition8 is equal to

m25K S 1

N (
f

eiQ"fsfD 2L 5
1

N (
r

eiQ"r
1

N (
f

^sfsf1r&

5
1

N (
r

eiQ"r
3

4
K r5

3

4

K~Q!

N
5

3

4

K1

l
C, ~41!

where we have used the relation 2Q"f51 and definition~35!.
It follows from ~41! that the modulus of the SM is equal t

um~t!u5
)

2
AK1~t!

l~t!
C~t!,

or, when relations~38! are taken into account,

um~t!u5
)

2
A C~t!

I 0~t!1C~t!
. ~42!

This function is compared with the order parameters̄(t) in
the AF state in Fig. 3; we note that

um~0!u50.434, s̄~0!50.432 in sc,

um~0!u50.452, s̄~0!50.448 in bcc.

Thus the modulus of the ‘‘staggered’’ magnetizationumu
is the order parameter in the quantum spin liquid for the
and bcc lattices.2!

Long-range order

The presence of long-range order is detected from
behavior of the spatial correlation functions atr→` ~the
thermodynamic limitN→`, V→`, N/V5const is under-
stood; actually it is necessary to setr'N1/d equal to the
maximum linear dimension of the system and then take
limit N→`). For sign-varying correlation functions th
long-range order is defined as a nonzero limit

C`5 lim
r→`

u^sfsf1r&u5
3

4
lim

r→`

uKr u5
3

4
uK`u. ~43!

Thus it is necessary to calculateKr according to formula~35!
for large values ofr . In the sum~integral! overq, as before,
the main contribution comes from the vicinity of the poi
q5Q ~although the pointQ itself is excluded!. We setq
5Q1p and perform the expansiongp1Q52gp'21
1p2/z; in addition, we formally drop the parameterd in the
spectrum. Then

Kt'eiQ"r
K1

l F 1

~2p!3 E d3peip"r
A2z

Ap21k2

3cothSA2

z

Ap21k2

2t D 1CG , ~44!

where k25zd and t5t/l ~we note that the correlation
lengthj51/k). In the approximation cothx'1/x the integral
in ~44! reduces to the form
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2tz
1

~2p!3 E d3p
eip"r

p21k2 '2tz
1

4p

exp~2kr !

r
, ~45!

which is well known in the Ornstein–Zernike theory. It fo
lows from ~45! that this integral goes to zero at large d
tances~even in the cased5k50), so that the long-range
order is due to the ‘‘condensate’’ term, i.e.,

uK`u5
K1

l
C or C`5

3

4
uK`u5m2. ~46!

Neutron scattering

In the general theory of inelastic neutron scattering~see,
e.g., Ref. 7! the expression for the differential cross secti
for scattering contains the function

L~r ,t !5(
ab

~dab2eaeb!^sf
a~0!sf1r

b ~ t !&, ~47!

where e5q/q, with q the neutron scattering vector. In
magnetically ordered state~F or AF!, using the principle of
decay of correlations at large distances, one performs a
coupling of the correlation function:

^sf
asf1r

b &'^sf
a&^sf1r

b &}^sf
z&25 s̄2,

which reduces to the square of the order parameter. In
spin liquid ^sr

a&50, and because of the isotropicity of th
correlation functions~10!, expression~47! assumes the form

LSL~r ,t !5
1

2
K r~ t !, ~48!

i.e., it is expressed in terms of a time-dependent spatial
relation function.

Thus inelastic neutron scattering experiments meas
the correlation function. The interpretation of the experime
tal data requires a separate and careful analysis.

5. SUMMARY

In this paper a theoretical version of the description o
spin system with an isotropic Heisenberg Hamiltonian~spin
s51/2, and an antiferromagnetic exchange only betw
nearest neighbors! as a spin liquid with a singlet ground sta
was proposed. It was shown that in three-dimensional a
nant lattices~sc and bcc! at the boundary of the Brillouin
zone there exists a ‘‘condensate’’ of excitations which de
mines the presence of a long-range order close to antife
magnetic in the system. The two states~singlet and AF! are
very similar ~as was noted previously by Anderson9!.

First, the excitation spectra are identical:

~Vq!AF5 s̄A12gq
2, ~Vq!SL5lA12gq

2 at d50,

where s̄ is the order parameter~the relative sublattice mag
netization! in the AF state, andl5Aa1K1/2, andK1 is the
modulus of the spin correlator between nearest neighbor
the SL.

Second, the spatial correlation functions of the spins
sign-varying.

Thus in the framework of the proposed version of t
theory one is able to confirm Marshall’s assertion that
e-

he

r-

re
-

a

n

r-

r-
o-

in

re

e

ground state in alternant lattices is a singlet, while preserv
the presence of long-range magnetic order of the AF typ

The main results of this paper are as follows:
1. A definition of a spin liquid was given in the form o

expressions~10!–~12! for an isotropic Heisenberg Hamil
tonian. Postulate~12! was introduced here for the first time
it plays an important role in the construction of the se
consistent and internally closed theory of the SL.

2. The SL is described in the framework of a secon
order theory by the Green’s function method. In comparis
with spin-wave theory~which contains only one order pa
rameter (s̄(T)) which is unknowna priori!, in the SL theory
there are three parameters:l—the ‘‘stiffness’’ of the excita-
tion spectrum,K1—the modulus of the spin correlator in th
first coordination zone~between nearest neighbors!, and
d—the pseudogap in the spectrum~they are all functions of
temperature!.

3. A system of equations~37! was proposed for the self
consistent calculation of these parameters. As a result of
solution of this system~numerical and partly analytical! one
can describe the thermodynamics of the SL at
temperatures.3,6,10

4. It was proved that the ground state of the SL is
singlet state.

5. A theoretical version of the description of a spin sy
tem in sc and bcc lattices as a spin liquid with a condens
~SLC! was proposed. The theory leads to the following
sults:

— the ground state is a singlet~total spinS50, which
corresponds to the rigorous quantum mechanical classi
tion of states!, the energy of the singlet state is lower than t
energy of the AF state calculated according to spin-wa
theory;

— the temperature dependence of the condensate
found; it vanishes at a critical temperaturet0 ;

— it was shown that the modulus of the ‘‘staggere
magnetizationum(t)u is expressed in terms of the condensa
C(t) and is the order parameter in the SLC; the existe
region of the ordered state of the SL of the condens
is wider than that of the two-sublattice AF state, sin
t0.tN .

Thus the spin system has been described at all temp
tures in the framework of the proposed theory.

This study was supported by the Russian Foundation
Basic Research, Grant 00-02-16110.

APPENDIX

Approximation of the density of states for the dispersi
relationgq51/z (Deiq•D, whereD are the vectors connectin
the nearest neighbors~the isoenergy surfacex5gq ; the lat-
tice parametera51).

Linear chain (d51, z52):

D~x!5
1

p

1

A12x2
, uxu<1.

The square lattice (d52, z54):

gq5
1

2
~cosqx1cosqy!,



two
y

the

us-

578 Low Temp. Phys. 29 (7), July 2003 E. V. Kuz’min
D~x!5
1

p
2S 1

2
2

1

p D lnuxu, uxu<1.

The sc lattice (d53, z56):

gq5
1

3
~cosqx1cosqy1cosqz!,

D~x!5H 0.876, uxu<0.329,

0.279
A12x2

~x220.09!0.31108 , 0.329<uxu<1.

The bcc lattice (d53, z58):

gq5cosS qx

2 D cosS qy

2 D cosS qz

2 D ,

D~x!50.431
~2 lnuxu!
113x2 10.186A12x2, uxu<1.

The fcc lattice (d53, z512):

gq5
1

3
~cxcy1cxcz1cycz!, cj[cosS qj

2 D ,

D~x!5H A~x!, if2
1

3
<x<0,

B~x!, if 0<x<1,

A~x!520.366664 lnS 0.0671182S x1
1

3D D20.456693x,

B~x!50.226573A12x1
0.202745

x10.151142
20.174703.
The density of states for the dispersion relationgq con-
sidered must satisfy the relations

E D~x!dx51, E D~x!xdx50, E D~x!x2dx5
1

z
.

*E-mail: evk@iph.krasn.ru; kuzmin@cshi.crimea.edu

1!Alternant lattices are those that can be represented in the form of
equivalent sublatticesA and B interposed with each other in such a wa
that the nearest neighbors of sublatticeA are sites of sublatticeB andvice
versa.

2!In the antiferromagnetic state the ‘‘staggered’’ magnetization itself is
order parameter,mAF5^1/N ( fe

iQ"fSf&5e1/N ( fe
iQ"f^Sf

z&5es̄ ~e is the unit
vector along the quantization axis!. In the spin liquidmSL50, but mSL

2

Þ0, andAmSL
2 [umu is the order parameter in the SLC.
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Weak ferromagnetism and an intermediate incommensurate antiferromagnetic phase
in LiNiPO 4
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The temperature dependence of the magnetization of single-crystal LiNiPO4 is measured for
magnetic-field orientations along thea, b, andc crystallographic axes. It is found that the value of
the magnetization depends on the magnetic prehistory of the sample. The magnetic behavior
of the antiferromagnetic sample is explained by the presence of weak ferromagnetism in LiNiPO4.
At a temperature of 5 K the value of the spontaneous magnetic moment along thec axis is
around 0.005 G. When the sample is heated to 20.8 K the magnetic moment decreases
monotonically to zero. All of the magnetic susceptibility curvesM (T)/H exhibit two
features: a jump and a kink at temperaturesT1 andT2 , respectively. At a magnetic field of 10
kOe these temperatures are close to 20.84 and 21.86 K. The observed features indicate
that in the establishment of the main antiferromagnetic order in the LiNiPO4 crystal, an
intermediate antiferromagnetic phase is spontaneously formed in the temperature interval from
TN1520.8(5) K toTN2521.8(5). Thesequence of continuous and abrupt transitions at the
boundary temperatures of its existence region indicate that the intermediate phase is most likely an
incommensurate antiferromagnetic state. ©2003 American Institute of Physics.
@DOI: 10.1063/1.1596583#
ys

o
em
a

ge
z
m
d

ee
a
a-
ak
-
in
ro

et
llo
ls

bi

s
e

tic
is
r-

ted
-
er,

are

ave
iled

ion

nd
rous
en
etic

tal
, and

ide

ties
e
s

ctric
1. INTRODUCTION

Interest in noncentrosymmetric antiferromagnetic cr
tals has been growing markedly in recent years~see, e.g.,
Refs. 1–10!. One of the reasons for this is that crystals
noncentrosymmetric classes and artificial magnetic syst
without a center of inversion can have inhomogeneous m
netic structures form in them on account of the inhomo
neous Dzyaloshinski� interactions describable by Lifshit
invariants.11 The incommensurate structures resulting fro
these ‘‘gradient interactions’’ differ from the modulate
structures that form as a result of a competition betw
exchange interactions. In particular, they can stabilize m
netic vortex structures8–10and lead to the coexistence of sp
tially modulated antiferromagnetism and we
ferromagnetism.10 In addition, one group of noncentrosym
metric antiferromagnets—magnetoelectrics—is attracting
terest because their symmetry admits the existence of to
dal magnetic structures.4

Of particular interest are representatives of the magn
electric double phosphate crystals of the olivine crysta
graphic family.12–28 These antiferromagnetic crysta
have the general chemical formula LiMPO4 (M
5Mn, Fe, Co, Ni) and are described by the orthorhom
Fedorov groupPnma5D2h

16 ~Refs. 29–31!. Their unit cells
contain 4 formula units. The four 3d ions occupy all four of
the crystallographically equivalentc sites. The magnetic ion
are surrounded by six oxygen ions, which form a rath
highly distorted octahedron with the symmetryCs5m. The
5791063-777X/2003/29(7)/5/$24.00
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volume of the unit cell is conserved upon magne
ordering.13,20,22 The exchange bonds in the crystals of th
family were analyzed in Ref. 12. The most strongly inte
coupled ions lie within corrugated layers and are orien
perpendicular to the axisaiX. The exchange interaction be
tween ions from neighboring layers is considerably weak
and the magnetic properties of LiMPO4 can be described
using the model of a quasi-2D antiferromagnet.20,26The most
intensively studied of the antiferromagnetic phosphates
the LiCoPO4 and LiNiPO4 crystals.15–28The features of their
magnetoelectric, magnetic, and magnetooptic properties h
been ascertained, but they have not yet been reconc
among themselves or with the results of neutron diffract
studies.

The physical properties of the LiNiPO4 crystal have
been studied in Refs. 15, 19–22, 27, and 28. Its ionic a
magnetic structures have been determined nume
times.13,20,22,29–31The optical absorption spectrum has be
investigated.15 The temperature dependence of the magn
susceptibility of powders has been measured.20 Almost all
the frequencies of active vibrational modes of the crys
have been determined by Raman scattering experiments
two-magnon light scattering has been detected.28 The behav-
ior of the magnetoelectric effect has been studied over a w
range of magnetic fields and temperatures.14,21Upon a cyclic
change in the magnetic field the magnetoelectric proper
of LiNiPO4 and LiCoPO4 crystals exhibit hysteresis of th
‘‘butterfly’’ type, which is characteristic for magnetoelectric
being magnetized in the presence of magnetic and ele
© 2003 American Institute of Physics
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fields. Hysteresis of this type can arise if the crystal ha
weak ferromagnetic moment or if the magnetism contain
contribution quadratic in the field. It indicates the absence
anti-inversion among the symmetry operations of the m
netic group of the crystal. However, the symmetry gro
established in neutron diffraction studies13,20 corresponds to
a completely compensated antiferromagnetic structure s
metric with respect to the anti-inversion operation. In Ref.
the magnetic hysteresis of the magnetoelectric effect
LiNiPO4 was attributed to a rearrangement of a weak n
collinear structure of the ‘‘skewed cross’’ type, described
the invariantL2xL3x . The presence of this invariant in th
thermodynamic potential is allowed by the symmetry of t
crystal.

In this paper we report a study of the magnetic proper
of single-crystal LiNiPO4 in which we have detected an u
traweak ferromagnetic moment, the value of which is n
over 0.005 G at a temperature of 5 K, and have found so
novel temperature features in the magnetic behavior of
crystal. These features indicate that the transition from
paramagnetic to the antiferromagnetic state occurs in
stages, with the formation of an intermediate magne
phase.

2. EXPERIMENTAL RESULTS AND DISCUSSION

The LiNiPO4 single crystal for our studies was provide
to us by Prof. H. Schmid of Geneva University. The sam
cut from the single crystal had a mass of 45.5 mg and wa
the form of an irregular truncated pyramid with a base
around 434 mm. The experiments were done on a Quant
Design MPMS-5 magnetometer. The error of the tempera
stabilization was not over60.015 K.

For measurements in the geometryHic the sample was
glued to a quartz rod with an orientation error of 1° or le
Studies in the geometryH'c were done with the use of
copper turntable, the axis of rotation of which was perp
dicular to the magnetic field. The sample was glued to
turntable in such a way that the deviation of thea axis from
the field direction did not exceed 2°. To aid in orienting t
crystallographic axes alongH, we measured the angular d
pendence of the magnetization at a field strength of 10 k
It was assumed that the magnetic field was parallel to tha
or b axis for those positions of the turntable for which t
value of the magnetization reached extremal values a
function of angle. Prior to each measurement of the temp
ture dependence the sample was heated to a temperatu
not less than 3TN and then cooled to 5 K in thepresence of
a magnetic fieldHFC . The direction of the fieldHFC was
either parallel to the measuring field (H1FC) or antiparallel
to it (H2FC).

1. Figure 1a shows the results of measurements of
temperature dependence of the magnetization of the LiNiP4

crystal in a magnetic fieldH51 kOe oriented along thec
axis. It is seen that at low temperatures the curvesM (T)1FC

and M (T)2FC do not coincide. The possible measureme
errors do not exceed the size of the data points in the fig

Assuming the presence of a spontaneous magnetiza
we can write an expression for the dependence of the m
netization on temperature and magnetic field strength:
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M ~T,H !5Ms~T!1x~T!H1x~2!~T!H21x~3!~T!H3.

Here Ms(T) and the contribution quadratic in the field
x (2)(T)H2, have different signs for antiferromagnetic stat
with oppositely directed sublattice magnetic moments. Fr
the curves of the magnetization versus magnetic fi
strength obtained in a fieldHic at different temperatures in
the field range from150 kOe to250 kOe we extracted the
cubic contributionx (3)(T)H3. The largest value ofx (3) cor-
responds to about 531026 G/kOe3. The quadratic contribu-
tion x (2)(T)H2, if it exists at all, is extremely small, the
value ofx (2) being not greater than 1025 G/kOe2. We note
that the usual susceptibility near the Ne´el temperature is
around 0.3 G/kOe. Takingx (2)(T)50 and assuming that th
coercive force is much larger than the field at which t
measurements were made, we can write the temperature
pendence of the spontaneous magnetization in the form

Ms~T!5@M ~T!1FC2M ~T!2FC#/2.

TheMs(T) curve obtained from the experimental data
shown in Fig. 1b. It is seen that the crystal has a very w
ferromagnetism in the direction of thec axis, along which
the antiferromagnetic vector is oriented. The spontane
moment decreases monotonically as the sample is hea
and it vanishes at a temperature near 20.8 K. The absen
steplike changes indicates that the sample remains sin
domain throughout the temperature range from 5 K to atem-

FIG. 1. Temperature dependence of the magnetization of a LiNiPO4 sample
cooled in fieldsH1FC5115 kOe andH2FC5215 kOe ~a! and of the
spontaneous magnetizationMs5(M 1FC2M 2FC)/2 ~b!. The dashed curve
is the temperature dependence of the cube of the antiferromagnetic
parameter, taken from Ref. 20 and normalized to the value ofMs at
T55 K.
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perature almost equal toTN . Its value at 5 K is 0.0048 G
(;0.2 cgs emu/mole, or;431025 mB /mole, wheremB is
the Bohr magneton!. Such weak ferromagnetism is approp
ately called ultraweak.

If it is assumed that the weak ferromagnetism
LiNiPO4 is a property of the stoichiometric crystal, then
can be described only by invariants not lower than four
order, since the usual invariants of the Dzyaloshinski� type
are forbidden by the presence in the Fedorov groupPnmaof
an odd center of inversion with respect to the antiferrom
netic vector of the main mode of ordering,L25S12S22S3

1S4 . The numbering of the magnetic sites is the same a
Refs. 21, 25, and 27 and differs from the numbering in R
5. Using a table of transformations for the symmetry ope
tions of the magnetic vectorsM , L2 , L15S12S21S32S4 ,
and L35S11S22S32S4 , which is given, e.g., in Refs. 5
and 25, one can determine the invariants that allow the
pearance of weak ferromagnetism along thec axis. These are
MzL2zL1yL3y andMzL2zL1xL3x . Since the groupPnma of
LiNiPO4 also allows the second-order invariantL2zL3x , one
expects a preference for the invariantMzL2zL1xL3x . In ad-
dition, the thermodynamic potential also admits the mag
toelectric invariantsMzPxL2z and L2zL1xPx , which couple
the parameters of those magnetic vectors with the elec
polarization. Therefore, in addition to the spontaneous fe
magnetism in LiNiPO4 there can also exist a spontaneo
electric polarization along thea axis, and one of the possibl
mechanisms for the appearance of such weak ferrom
netism is magnetoelectric.

We write the projections of the vectorsL1x and L3x as
resulting from small deviations of the spinsS1 , S2 , S3 , and
S4 from the orientations described by L2z . The correspond-
ing effective fields giving rise to the antiferromagne
modesL1x and L3x are perpendicular to the vector of th
main antiferromagnetic modeL2z . Their temperature depen
dence will therefore be largely determined by that ofL2z .
Consequently, one expects that the temperature depend
of the spontaneous magnetic moment will be determined
that of L2z

3 (T). The dashed curve in Fig. 1b shows the n
malized temperature dependence of the cube of the ant
romagnetic order parameter as determined in neutron diff
tion experiments~see Fig. 8 of Ref. 20!. At T,0.75TN one
observes qualitative agreement of theL2z

3 (T) curve with the
experimentally determinedMs(T) curve.

The appearance of such a small spontaneous mag
moment might be due to the presence of various kinds
defects and impurities in the sample. The influence of im
rities of iron ions on the magnetic properties of LiNiPO4 was
investigated in Refs. 19, 20, and 22, and it was found t
Fe31 ions have a very strong effect on the magnetic prop
ties of the crystal. Fe31 ions locate between antiferromag
netic layers, replacing Li1 ions and forming chains of anti
ferromagnetic clusters having a weak magnetic moment
a result, the LiNiPO4:Fe31 crystal acquires the properties o
a weak ferromagnet. At a concentration of 0.033 Fe31 ions
per molecule the magnetic moment is around 4.9
emu/mole.22 If it is assumed that there are small amounts
uncontrolled Fe31 impurities in the sample and that the we
ferromagnetism is due to clusters of only two iron ions, t
concentration of Fe31 impurity ions required to produce th
-
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observed moment of 4.831023 G'0.2 cgs emu/mole, as
determined by the expression (x2/2)3104 cgs emu/mole,
must be not less thanx;0.006 Fe31 ions per molecule.
However, such a large concentration of iron ions cannot
present in the nominally pure crystal.

One would also be justified in wondering whether t
observed spontaneous moment might be due to topolog
magnetic inhomogeneities and to frustration of the excha
bonds in imperfect parts of the crystal. The two-dimensio
character of the exchange bonds is conducive to the for
tion of inhomogeneous local structures in the surroundi
of various crystal lattice defects. The magnetic structure
LiNiPO4 contains a layer of Ni21 ions with parallel spins.
The layers are parallel to theac plane. On going from layer
to layer, the orientation of the spins changes to the oppo
Therefore, the specific contribution of stacking faults form
ing partial dislocations with Burgers vectors parallel to theb
axis could be especially important. Such dislocations
formed when a layer is removed, and, upon the comp
breaking of the bonds, will lead to the formation of an u
compensated ferromagnetic layer with a magnetic mom
parallel to thec axis. The total area of these idealized ferr
magnetic layers which would be needed to produce the
served spontaneous magnetic moment in the sample
least 0.5 cm2. This required area may be orders of magnitu
larger, since the magnetic moment of the uncompensa
layer can be decreased substantially by the formation of n
antiferromagnetic exchange bonds in the ‘‘healing’’ of t
defect. It appears doubtful that the necessary density of
tial dislocations~more than 103 cm22) for creating this re-
quired total area could be formed during the growth of t
crystal.

Another possible cause of weak ferromagnetism is
appearance of inhomogeneous magnetic formations w
frustrated exchange bonds in the vicinity of other extend
and point stacking faults.32–34It is difficult to assess whethe
such a mechanism is realistic. If it is assumed that one de
site leads to the formation of a magnetic moment of 0.1mNi21

in the adjacent region of the crystal, then the required nu
ber of such defect sites would be not less than 1018 cm23,
which also seems excessively large. On the other hand, if
magnetic moment of the frustrated part were two orders
magnitude larger, then such a mechanism for the appear
of weak ferromagnetism could not be ruled out. We a
cannot rule out the possibility that the weak ferromagneti
in LiNiPO4 is an inherent property of its magnetic structur
In any case the observed proportionalityMs(T);L2z

3 (T) in-
dicates that the spontaneous magnetic moment is due to
antiferromagnetic ordering in the crystal and is a con
quence of interactions of high order in spin. Additional stu
ies will surely be necessary in order to explain the nature
the appearance of the weak ferromagnetic moment.

2. Figures 2 and 3 show the temperature dependenc
the magnetic susceptibilityM (T)/H and its temperature de
rivative D(M (T)/H)/DT obtained near the Ne´el temperature
in field orientationsHia, Hib, andHic. There are two fea-
tures visible on all three curves: a jump atT1 and a kink at
T2 . The jumplike change in the susceptibility occurs in
temperature interval not greater than 0.06 K. The rate
change of the susceptibility in this interval is 5–9 tim
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larger than in the regions directly adjacent to it. The ma
mum of the derivative at a value of the measuring fieldH
510 kOe is reached at a temperatureT1520.84 K. When
the field is increased toH520 kOe, the jump is shifted in
temperature to 20.79 K. The observed jump cannot be du
the appearance of 180° antiferromagnetic domains on h
ing and their disappearance on cooling. Such domains
lead to total compensation and the vanishing of the mag
toelectric effect and the spontaneous magnetic moment,
they cannot be manifested in any way on the tempera
dependence of the magnetic susceptibility. A jumpli
change of the susceptibilityM (T)/H can be due solely to a
jump in the antiferromagnetic order parameter. Thus a fi
order phase transition occurs at theT5T1 . We note that a
jump in the magnetoelectric effect nearTN was observed in
LiNiPO4 in Ref. 21.

The second feature, the kink, is observed for all th
directions of the magnetic field. In a fieldH510 kOe the
kink in the temperature dependence is observed at a temp
ture close toT2521.86 K, while in a fieldH520 kOe it
occurs near 21.77 K. As we see from Figs. 2b and 3b,
kink corresponds to distinct steps on the temperature de
dence of the derivativeD(M (T)/H)/DT. It is natural to sup-
pose that a second-order phase transition occurs at the
peratureT2 , and the magnetic state of the sample in t
temperature interval fromT1 to T2 is a thermodynamically
equilibrium intermediate phase. In the absence of magn

FIG. 2. Temperature dependence of the magnetic susceptibilityM (T)/H of
the LiNiPO4 crystal ~a! and its derivativeD(M /H)/DT ~b! for Hic in the
vicinity of the antiferromagnetic ordering temperature on heating~s! and
cooling ~d! of the sample;H520 kOe, T1520.79 K, andT2521.77 K.
H int is the value of the internal magnetic field of the sample.
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field the temperatures of these transitions are close toTN1

520.8(5) K and TN2521.8(5) K. One notices that a
smooth transition to the intermediate phase occurs on
high-temperature side, while the transition on the lo
temperature side is abrupt. Such a sequence of first-
second-order transitions is characteristic for transitions to
incommensurate phase.35,36 This circumstance suggests th
the intermediate phase in LiNiPO4 is an incommensurate an
tiferromagnetic phase. The thermodynamic potential for
tiferromagnetic LiNiPO4 contains invariants that might pro
mote the formation of noncollinear antiferromagne
modulated structures with a modulation vector directed alo
the a axis ~the invariantsL1xdL2z /dx and L2zdL1x /dx) or
along theb axis~invariantsL1ydL2z /dy, L2zdL1y /dy). Also
allowed are inhomogeneous structures with modulated w
ferromagnetism. Their modulation vector may be parallel
either thea axis~invariantsMzdL2z /dx, L2zdMz /dx) or the
c axis ~invariantsMxdL2z /dz, L2zdMx /dz).

The formation of a modulated phase in LiNiPO4 at tem-
peratures close toTN may facilitate a weak exchange inte
action between the antiferromagnetic layers and a weak m
netic anisotropy in theac plane at these temperatures. Th
the single-ion magnetic anisotropy of paramagnetic LiNiP4

in the ac plane is small is indicated by the closeness of
corresponding temperature dependences of the magnetic
ceptibility in the paramagnetic region~see Figs. 2 and 3!.
Under such conditions the energies of the quasiacoustic
one of the quasiexchange branches of spin waves at s

FIG. 3. Temperature dependence of the magnetic susceptibilityM (T)/H of
the LiNiPO4 crystal~a! and its derivativeD(M /H)/DT ~b! for Hia ~n! and
Hib ~l! in the vicinity of the antiferromagnetic ordering temperatur
H510kOe,T1520.84 K, andT2521.86 K.
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583Low Temp. Phys. 29 (7), July 2003 Kharchenko et al.
wave vectorsk may be comparable. The resonant interact
between them forkÞ0 may lead to softening of one of th
mixed modes. At a structural transformation the formation
an intermediate commensurate phase is an ordinary oc
rence, and the resonant interaction of phonon modes is o
the operative mechanism.35,37 At temperatures nearTN one
can speak of spin-wave modes only with reservations,
the same is true of the modes of excitation of the fluctuati
ally ordered regions. These excitations are of a substant
nonlinear character. It is possible that in LiNiPO4 under
these conditions a process occurs which is analogous to
considered by Filippov,38 who examined the possibility o
spontaneous formation of a vortical phase in the ferrom
netic ordering of a 2D Heisenberg ferromagnet whose s
metry admits gradient Dzyaloshinski� invariants. Here we are
talking about the possible formation of a striped rather th
vortical inhomogeneous antiferromagnetic structure.

CONCLUSION

A study of the temperature dependence of the magn
zation of single-crystal LiNiPO4 in a magnetic field has re
vealed a very weak ferromagnetic moment, the value
which along the crystallographicc axis atT55 K amounts
to around 0.005 G. The weak ferromagnetic moment
LiNiPO4 varies monotonically with temperature, and forT
,0.75TN its temperature dependence is close to that of
cube of the antiferromagnetic order parameter. The invaria
in the thermodynamic potential which could describe the
pearance of the weak ferromagnetic moment in LiNiP4

must be invariants of not lower than fourth order in the sp
The temperature dependence of the magnetic suscep

ity M (T)/H exhibit anomalies in the form a jump at a tem
peratureTN1'20.8 K and a kink atTN2'21.8 K, which in-
dicate that the transition of LiNiPO4 from the paramagnetic
to the antiferromagnetic state occurs in two stages. The l
temperature antiferromagnetic ordering is preceded by an
termediate phase which exists in a narrow temperature in
val with a width of 1 K. The character of the change
susceptibility at the temperature boundaries of its existe
region indicates that the intermediate phase is most like
thermodynamically stable incommensurate antiferromagn
state.

The results of the magnetic measurements agree in
with the results of as yet unpublished neutron diffracti
studies,39 in which diffraction peaks corresponding to
modulated incommensurate structure with a modulation v
tor directed along theb axis were observed.

The authors are grateful to Prof. H. Schmid~Geneva
University, Switzerland! for providing the LiNiPO4 single
crystal and for interest in this study, and to Dr. D. Vakn
~Ames Laboratory, USA! for acquainting them with the un
published results of neutron diffraction studies of LiNiPO4.
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Galvanomagnetic phenomena in layered organic conductors with a multisheet Fermi surface in
the form of a weakly corrugated cylinder and weakly corrugated planes are studied. It is
shown that in a strong magnetic fieldH unrestricted growth of the resistivity of such conductors
with increasingH is accompanied by the current lines being forced out to the surface of
the specimen. The main dissipation mechanism of electron current is charge scattering by the
boundaries of the sample, even in bulk conductors whose thickness is greater than the
free path lengthl of the conduction electrons. For specular reflection at the surface the resistivity
increases linearly with the magnetic field. ©2003 American Institute of Physics.
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Unrestricted growth of the resistivity of a conductor wi
increasing magnetic field is usually accompanied by the c
rent lines being forced out to the surface of the sample.
strong magnetic fieldH, when the radius of curvaturer of an
electron trajectory is much less than the charge-carrier m
free path l , the electric current can be concentrated co
pletely near the conductor surface~static skin effect!.1–6 This
occurs in compensated metals, where the number of e
trons equals the number of holes, and in metals with an o
Fermi surface for magnetic field directions for which t
resistivity increases withH. The reason is that the charg
carriers colliding with the surface of the sample have
higher mobility than the electrons in the core of the cond
tor, because the center of an electron orbit undergoes a j
at every collision with the surface. The surface current
pends strongly on the specularity of the electron reflecti
at the boundary of the sample. This allows us to use exp
mental studies of theH-dependence of the conductor res
tivity under static skin-effect conditions as a method
checking the state of the surface without destroying
specimen.7–12

In metals the static skin effect is most pronounced wh
the magnetic field vector is parallel to the surface of
sample and orthogonal to the current density vector (j'H).
This occurs when the effective free path lengthl eff of the
electrons which are specularly reflected from perfec
smooth defect-free surfaces is limited by electron collisio
in the bulk only, i.e.l eff5l, and the conductivitys'

skin of a
surface layer of thickness 2r is of the same order of magn
tude as the conductivitys0 in the absence of a magnet
field. In compensated metals the contribution to the tra
verse conductivitys'

vol of the electrons in the interior volum
5841063-777X/2003/29(7)/3/$24.00
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is of the order ofs0(r / l )2 and the electric field is orthogona
to the vectorH.

As a result, charge carriers that collide with the sam
surface make the main contribution to the electric curr
density

j i5s ikEk ~1!

and the resistivity of a sample with thicknessd! l 2/r in-
creases linearly withH.

In a magnetic field an electron deflected at an anglea
. l /r from the surface of the sample goes into the bulk of
conductor after several collisions with the surface. The el
tron mean free pathl eff is much less thanl and equals
r /sina. The result is that the transverse resistivity (j'H) of
compensated metals increases quadratically with the m
netic field for any ratio ofd and l , even if the surface of the
sample is perfectly smooth and the energy and momen
projection on a plane tangent to the surface are conserve
specularly reflected electrons.

Investigations of the surface state of layered conduc
with a quasi-two-dimensional electron energy spectrum
means of magnetoresistance measurements prove to be e
tive in magnetic fields inclined away from the surface of t
sample.

We shall consider the distribution of the curre
lines in tetrathiafulvalene-based organic conduct
(BEDT– TTF)2X ~where X is a radical! placed in a strong
magnetic field. The organic conductors in this family cons
of layered structures with a sharp metal-like anisotropy
the electric conductivity—the conductivity along the laye
is much higher than the conductivity across the layers. T
is probably due to the sharp anisotropy of the conduct
© 2003 American Institute of Physics
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electron velocityv5d«(p)/dp at the Fermi surface«(p)
5«F , i.e. the energy of the conduction electrons

«~p!5 (
n50

`

«n~px ,py!cosH anpz

\
1an~px ,py!J ,

an~px ,py!52an~2px ,2py!, ~2!

«n~px ,py!5«n~2px ,2py!

depends weakly on the momentum projectionpz5p"n along
the normaln to the layers.

Herea is the distance between the layers,\ is Planck’s
constant, the functions«n(px ,py) decrease asn increases, so
that the maximum value of the function«(p)2«0(px ,py),
equal to\«F at the Fermi surface, is much less than t
Fermi energy«F .

The Fermi surface of layered conductors is an open
face which is weakly corrugated along thepz axis. Experi-
mental observations of the Shubnikov–de Haas quantum
cillations, first in the complexes (BEDT– TTF)2IBr2 and
(BEDT– TTF)2I3

13,14and then in all tetrathiafulvalene-base
layered conductors,15,16 in strong magnetic fieldsH
5(0,H sinu,H cosu) for a wide range ofu prove that at leas
one Fermi surface sheet is a weakly corrugated cylinder

In a magnetic field oriented parallel to the layers ma
electrons with energy equal to the Fermi energy move al
open orbits «5const, pH5p"H/H5const in momentum
space, and the resistance for the current flowing across
layers increases without bound asH increases.

Let the sample be a plate with thicknessd and bound-
arieszs50,d andys50,L, whered andL are much greate
than l . At u5p/2 the conduction electrons near a sad
point of the Fermi surface make the main contribution to
conductivityszz across the layers of the core of the sample17

Then the following formulas hold:

szz
vol5s0gh2,h1/2!g!1,

szz
vol5s0g2h3/2,g<h1/2!1, ~3!

wheres0 is the conductivity in the absence of a magne
field.17,18 Its value is of the order of the conductivity of me
als such as copper, gold, and silver. Here and belowr
5epF /eH is the radius of curvature of an electron orbit
u50; g5r / l ; c is the velocity of light;e is the electron
charge;pF is the characteristic radius of the Fermi surfac
which is a weakly corrugated cylinder. IfL is not much
greater than the free path lengthl , the contribution ofszz

from charge carriers ‘‘slipping’’ along the boundariesys

50, L must be taken into account. These are conduc
electrons with closed orbits. Their number relative to t
total number of charge carriers is not large~abouth3/2), but
their mobility is higher than that of the electrons that do n
strike the surface of the sample. For specular reflection
electrons at the boundary of the sample, electron drift al
thez axis is limited by volume scattering only. The displac
ment of an electron along thez axis during the time betwee
two collisions with the surfaceys50 is aboutrh1/2. If the
probabilityw of diffuse scattering with partial erasure of th
memory of the past history of the electrons is low, then
r-

s-

y
g

he

e
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n
e

t
of
g

-

e

effective free path of slipping electrons can be estimated
l eff5rh1/2/(r / l 1w) and the conductivity of the boundar
layer is

szz
skin5s0

l eff

l
5s0

rh1/2/ l

r / l 1w
. ~4!

The fraction of electrons which form the skin layer
abouth3/2r /L and the conductivity of the entire sample

szz5szz
skinh3/2r / l 1szz

vol ~5!

essentially depends only on the state of the surface of
bulk specimen (l !L,d) in very strong and perhaps current
unattainable magnetic fields such thatr / l !h2.

The resistivity for the current flowing along the laye
saturates in strong magnetic fields and is of the order
1/s0 . When the magnetic field deviates from the directi
along the layers all sections of the corrugated cylinder cut
the planepz5const are closed and the resistance for
current flowing across the layers also saturates forr ! l .

Thus the current lines in organic conductors who
Fermi surface is a weakly corrugated cylinder and does
contain any extra sheets are uniformly distributed over
entire cross section normal to the current. For any orienta
of a magnetic field the conductivity is determined mainly
charge carriers that do not collide with the boundary.

The distribution of the current lines is substantially d
ferent in a conductor whose Fermi surface consists of
ments with different topological structure. There are groun
for believing that the Fermi surface in organic complex
(BEDT– TTF)2MHg(SCN)4 ~where M is either a metal from
the group~K, Rb, Tl! or NH3) consists of a weakly corru
gated cylinder and weakly corrugated planes.19 In such con-
ductors open sections of the Fermi surface cut by the pl
pz5const occur for any orientation of a magnetic field a
the resistivity saturates in a strong magnetic field for o
selected directions of the current.

When the magnetic field makes an anglea5(p/22u)
@h with the layers, the electron trajectories in momentu
space are almost indistinguishable. Magnetoresistance in
tigations of the interaction of charge carriers with the surfa
of a sample prove to be effective in a wide range of anglesa.

Consider the case where the corrugated planes lie in
pxpy plane and the electron drift along thepy axis in mo-
mentum space is limited. The equations of motion

]px

]t
5

eH

c
~vy cosu2vz sinu!,

]py

]t
52

eHvx

c
cosu, ~6!

]pz

]t
5

eHvx

c
sinu

for charge carriers that do not come into contact with
boundaries of the sample imply

vx5
1

T E
0

T

dtvx~ t !50, ~7!

whereT52pm* c/eH is the period of the electron motion i
a magnetic field andm* is the effective electron cyclotron
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mass. If the motion on an open orbit in momentum spac
aperiodic,T is a time interval which is long compared to th
free path timet.

Thus the contribution to the conductivity along thex
axis by volume electrons for closed and open trajectorie
momentum space is inversely proportional toH2, specifi-
cally, sxx

vol.s0(r / l )2.
The drift of electrons slipping near the boundaries of

sample is different from zero along thex axis. The contribu-
tion of these electrons to the conductivity could predomina
At anglesu different from p/2 all orbits in the momentum
space of the electrons whose states lie on a corrugated
inder of the Fermi surface are closed. Their drift along thy
axis is small. Colliding with the boundaryys50 the elec-
trons drift for a long time along thex axis and move slowly
with velocity v̄y5 v̄z tanu into the bulk of the conductor. Fo
u substantially different fromp/2, i.e. when tanu is of the
order of 1, their effective free path is

l eff5
r

r / l 1w1h tanu
. ~8!

Since the quasi-two-dimensionality parameter for the e
tron energy spectrum in organic layered conductors is of
order of 1022, in a wide range of anglesu (h tanu !1) the
direct electric current is almost totally concentrated near
surface of the sample if

L5
l

r / l 1w1h tanu
. ~9!

Charge carriers that interact with the boundarieszs

50,d are also more mobile than electrons that are ‘‘u
aware’’ of the existence of the sample boundaries. Elect
reflection from the boundarieszs50,d is nearly specular be
cause the electrons move slowly along thez axis and ap-
proach these boundaries at small angles. Therefore a
fraction of the current is concentrated not only along
boundariesys50,L but also along the boundarieszs50,d.
Conduction electrons approaching the boundariesys50,L at
large angles are at most capable of weakening the cor
tions between the incident and reflected electrons. The
is

in

e

.

yl-

-
e

e

-
n

ge
e

la-
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sibility of specular reflection of charge carriers at the boun
aries ys50,L can be easily determined by studying th
resistivity of a layered conductor under static skin effect co
ditions.

*Reported at the 3rd International Workshop on Low Temperature Mic
gravity Physics~CWS-2002!.
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The experimental temperature dependence of the resistivity of platinum in different structural
states is processed using the two-band Mott–Wilson model of a transition metal. It is
found that impurities, deformation defects, and quenching defects have essentially different
influences on the Debye temperature, the intensity of electron–electron Coulomb scattering, and
the intensity of intra- and interband electron–phonon scattering. A number of effective
microscopic characteristics and band parameters are calculated in the Friedel model. The
mechanisms by which the different structural factors influence the investigated complex of physical
characteristics of platinum are analyzed. ©2003 American Institute of Physics.
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INTRODUCTION

It is known that the temperature dependence of the
sistivity of a metal contains important information about t
characteristics of the quasiparticle energy spectra and in
action parameters.1–3 The experimental data for a number
nonferromagnetic transition metals~Nb,4,5 V,6,7 Ta,8 and Pt7!
of various degrees of purity are described to high accur
over a wide range of temperatures, from helium to room~the
maximum discrepancy between the experimental points
the theoretical curves is not over 2% in all the papers!, by the
expression9

r~T!5r01aT21b~T/Q!3J3~Q/T!

1c~T/Q!5J5~Q/T!, ~1!

wherer0 is the residual resistivity,a, b, and c are coeffi-
cients characterizing the intensity of the electron–elect
Coulomb scattering and the inter- and intraband electro
phonon scattering,Q is the Debye temperature, andJn(Q/T)
are the Debye integrals. Formula~1! corresponds to the two
band Mott–Wilson model of a transition with charge trans
by thes electrons. It was obtained with the use of a numb
of simplifying assumptions~sphericity of the sheets of th
Fermi surface, neglect of umklapp processes, averagin
the values of the matrix elements for intra- and interba
electron–phonon scattering, satisfaction of Matthiesse
rule!. Each of the temperature-dependent contributions
r(T) (;T2, ;T3, ;T5) has a clear physical meaning.2 The
term proportional toT5 corresponds to the well-know
Bloch–Grüneisen law.

In Refs. 10–12 an approach to the solution of the pr
lem of electronic conduction in transition metals was dev
oped using band-theory calculations of the energy spectr
experimental data on the phonon spectrum, and the app
mation of a rigid MT potential for the electron–phonon m
trix elements. That approach amounts to a rather high le
5871063-777X/2003/29(7)/6/$24.00
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of mathematical approximation to the Bloch–Gru¨neisen
theory in regard to the solution of the Boltzmann equation
has been noted10,12 that a temperature dependencer(T)
}T5 follows from the character of the frequency dependen
of the transport spectral function of the electron–phonon
teraction. The model did not include possible contributio
to r(T) from the electron–electron and electron
paramagnetic scattering, and for this reason the calcul
results are lower than the experimental data in the lo
temperature region (T510– 20 K). In the temperature inter
val 100–300 K the results of the calculations are higher th
the experimental data by;10%. This disagreement was a
tributed by the authors, first, to the inherent limitations of t
model of a rigid MT potential in the electron–phonon inte
action, and also to a possible noncorrespondence betwee
energies characterizing the band structures and the quas
ticle energies in the theory of electron transport and to
glect of the smearing of the Fermi level at the upper bou
ary of the temperature interval. Although there is
fundamental reason why such an approach cannot be us
study the transport properties of nonideal transition met
the corresponding calculations for specific types of defe
have not been done in view of the obvious difficulties th
would entail.

It follows from the data given above that the degree
accuracy in the description of the experimental results in
framework of a simplified Mott–Wilson model of a trans
tion metal is higher than for the description in the refin
Bloch–Grüneisen theory. This raises the question of wha
the reason for such good agreement of the Mott–Wils
model with experiment. Part of the explanation may lie in t
following. The elastic neutron scattering experiments of R
13 showed that for Nb the phonon distribution function
frequenciesv<0.5vmax corresponds well to the Deby
model of the spectrum, and this provides grounds for usin
in calculations of the low-temperature characteristics. It c
© 2003 American Institute of Physics
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be assumed that in other transition metals also an apprec
part of the electron–phonon interaction is realized on
count of nearly Debye phonons. Furthermore, it was note
Ref. 14 that the strong anisotropy and complex structure
individual isoenergy surfaces have only a weak effect on
resistivity. This is because the set of all energy surfaces
each metal can be approximated to a certain degree of a
racy by a sphere. In construction of the Fermi surfaces by
Harrison method the initial spherical surface is divided in
separate sheets, and at low values of the pseudopotentia
approximation of all the sheets by a sphere is a good
proximation.

According to Refs. 15 and 16, the Fermi surface~FS! of
platinum consists of three sheets: a closed electronic surf
centered at theG point of the Brillouin zone, for whichs–p
mixing is typical, hole surfaces withd-type symmetry in the
form closed ellipsoids of revolution at theX point, and a
multiply connected tubular sheet with orientation alo
@100#. Here the electronic part of the FS surface correspo
to ;18% of the total density of statesN(0). This ‘‘architec-
ture’’ of the FS admits the possibility of both intrashe
(s–s) and intersheet (s–d) processes of charge carrier sca
tering by phonons. Calculations of the phononic resistivity
Pd, the FS of which is similar to that of Pt, are in go
agreement with intersheet processes in the Mott mode
the opinion of the authors of Ref. 10. In this paper it
shown that theG-centered electron sheet of the FS, with
8% contribution toN(0), carries 80% of the current, and th
dominant scattering channel~81%! is the scattering of carri-
ers from the electron sheet of the FS to sheets formed
carriers with a lower velocity.

The brief analysis presented above attests to the po
bility of employing formula ~1! for approximating the ex-
perimental data describingr(T) for Pt. Here we have in
mind that the microscopic parameters in the coefficients
the different powers of the temperature are some avera
effective values for the corresponding sheets of the isoen
surfaces. In such an approach the changes ofQ, a, b, c and
of the temperature derivative of the resistivitydr/dTuT>Q at
T>Q upon the introduction of structural defects to the m
terial reflect the changes of the effective parameters of
electron and phonon spectra and the changes of the quas
ticle interaction.

For nonideal superconducting transition metals a num
of microscopic characteristics and superconductivity para
eters averaged over the FS can be calculated with allowa
for effects due to the electron lifetime in scattering on crys
lattice defects and thermal phonons and with the use
data17 on the conductivity and superconducting transiti
temperatureTc . For the bcc transition metals Ta and N
containing various amounts of interstitial impurities and d
formation defects, numerical calculations of a number of F
averaged microscopic characteristics and parameters o
Friedel model18,19 of a transition metal were carried out i
Ref. 5 with the use of experimental data~Q,
dr/dTuT>Q ,Tc), and it was found that they change in opp
site ways upon the introduction of interstitial impurities a
dislocations. The Friedel model gives a simplified descr
tion of the electronic structure of transition metals in t
form overlapping bands of frees electrons having a qua
ble
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dratic dispersion relation and a band ofd electrons charac-
terized by a widthWd , with a ‘‘uniformly smeared’’ density
of statesNd(E)510/Wd in it, and an average energyEd .
Taking into account the sphericity of thes band in the Frie-
del and Mott–Wilson models and the circumstance that
shape of thed band does not play a substantial role for t
latter,2 we can assume that the effective microscopic para
eters characterizing the coefficient of theT5 term, in particu-
lar, can also be used for an estimate of the effective par
eters of the Friedel model.

The goal of this study was to investigate the influence
impurities, deformation defects, and quenching defects
the temperature dependence of the resistivity of an fcc tr
sition metal~Pt! and to estimate the change of the effecti
microscopic parameters in the framework of the Frie
model of a two-band transition metal and the change of
FS-averaged characteristics of the energy spectrum~without
invoking the characteristics of the superconductivity in t
calculations!. In addition, we have obtained data on th
electron–electron scattering in Pt in different structu
states. Since platinum is one of the main thermometric m
als, the influence of different kinds of structural defects
r(T) is also of applied significance.

SAMPLES AND EXPERIMENTAL TECHNIQUES

We studied Pt samples in various structural states.
the material of purity 99.95 wt. % the total concentration
impurities with lower atomic masses than Pt~Si, Al, Fe, Sn,
Sb! amounted to;1.131023 at. %. The content of the im
purities Au, Pb, Ir, Rh, and Pd, with atomic masses com
rable to that of Pt, did not exceed;2.731024 at. %. After
annealing at 1800 K for 2 hours, the wire samples, with
diameter of 1.3 mm and an average grain size;1 mm, were
deformed by twisting at 4.2 K. The degree of deformati
and the deformation-related growth of the resistivity we
g50.082 andDr4.2 K50.82 nV•m. The structural state o
the deformed sample was varied as a result of isochro
(t55 min) annealing at 250 and 450 K. With allowance f
the contribution to the resistivity from isolated dislocatio
(;9310219 V•cm3; Ref. 20!, the estimate of the averag
density of dislocations in the sample after deformation a
the 450 K annealing was 3.231010 cm22.

Some of the samples of this degree of purity were hea
to 1500 K by passage of a current and then quenche
water. According to Ref. 21, the concentration of vacanc
in Pt near the melting temperatureTm>2040 K is C0'3
31023. Then after quenching fromT1>1500 K we have
C1'C0 exp@Ef(Tm

212T1
21)#. With an energy of vacancy for

mationEf'1.4 eV,22 this givesC1'2.431024.
Data on the treatment regimes, structure factors, and

characteristics ofr(T) for the samples is given in Table I
Machine processing of the experimentalr(T) curves for
varying values ofQ were done in the temperature interv
4.2–300 K by the least-squares method according to Ref
and 8. The coefficientsa, b, c @see Eq.~1!# anddr/dTuT>Q

correspond to the value ofQ at the minimal rms errors,
which does not exceed 0.5%. Table I also gives the result
an analogous calculation for high-purity~99.998 wt. %! stan-
dard thermometric platinum from SST MPTSh-68 with
minimal content of the impurities indicated above.
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TABLE I. Characteristics of the treatement, structural state, and parameters of the temperature dependence ofr(T) for platinum.
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As compared to the Pt samples obtained from
fine-grain~2–3 mm! high-purity powder not containing im
purities with a large magnetic moment~Fe, Mn!, which had a
superconducting transition temperatureTc'(0.5– 1.5)
31023 K,23 for the bulk samples one expects an even low
value ofTc . Experiments in this temperature region requ
special apparatus. Therefore, in this study the calculation
a number of the microscopic characteristics for all the str
tural states of platinum were carried out without using d
on the superconductivity.

RESULTS AND DISCUSSION

Study of ther(T) curves for Pt in different temperatur
intervals has been the subject of a number of papers.2,7,24,25

In particular, it was shown in Ref. 24 that in the temperat
interval 0.3–4 K for samples characterized by resistance
tios R300 K/R0 K56000 and 5000, the coefficient ofT2

equals 140310215 V•m•K22. For platinum with
R300 K/R0 K'2000 ther(T) data at temperatures in the h
lium region are described in Ref. 25 by the formula

r~T!5r01aT21cT5,

where

r05531029 V•m, a5150310215 V•m•K22,

c5130310218 V•m•K25.

The values of the coefficient ofT2 in Refs. 24 and 25 agre
with the characteristic of Pt-1 in Table I to an accuracy
;7 – 14%. In Ref. 7 for Pt withR300 K/R0 K57192 the ex-
perimental data obtained in the temperature interval 6 K,T
,327 K were processed using formula~1!. The differences
of the parameters given for that formula in Ref. 7 and tho
in Table I for Pt-1 are:Da/a57.2%, Db/b556%, Dc/c
58.5%, andDu/u516%. The valueQ523461 K obtained
from measurement of the heat capacity26 is practically the
same as the characteristic of Pt-1 (Q5235 K).
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-
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Using the known expressions relating the microsco
parameters characterizing the coefficient of the intensity
s–s scattering,2 one easily obtains the relationcQ/zs

4/35b
5const, wherezs is the effective number ofs electrons
forming the band with a spherical sheet of the Fermi surfa
To determine the parameterb in this relation, the values ofc
andQ characterizing the sample of 99.998 wt. % purity we
substituted in, along with the value ofzs corresponding to
band calculations of the energy spectrum of platinum (zs0

50.94; Ref. 20!. The values ofzs andzd5102zs (zd is the
effective number ofd electrons! obtained for all the struc-
tural states of platinum in this approximation were used
the calculations of the effective microscopic parameters.

In the framework of the Friedel model of a two-ban
transition metal19,20 thes electrons form a band of free elec
trons with an effective massms* and a density of states at th
Fermi levelNs(0)53n0zs/2EF (EF is the Fermi energy,n0

is the atomic concentration!. The band of slowd electrons is
characterized by a widthWd , an average energyEd , and an
energy-independent density of statesNd(E)510n0zd /Wd in
the interval 0.5Wd2(EF2Ed),E,0.5Wd1(EF2Ed).
Sincezs1zd510 for Pt, the values ofEF , Ed , andzd will
be related by the expression

EF2Ed50.1Wd~zd25!. ~2!

We assumeEF5const for all the structural states, as
apparently justified by the small (;1024) volume effect re-
alized upon the introduction of the deformation and quen
ing defects in Pt-2 and by the slight difference of the co
centrations of valence electrons of platinum with purities
99.95 wt. %~Pt-2! and 99.998 wt. %~Pt-1!. With the values
zd059.06, Wd057 eV, andEd056.51 eV,20 Eq. ~2! gives
EF59.35 eV.

Calculations of the effective microscopic parameters. In
the case of small changes, Eq.~2! yields the following rela-



590 Low Temp. Phys. 29 (7), July 2003 Sokolenko et al.
TABLE II. Influence of structural factors on the effective microscopic parameters of platinum.
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on
tion for the incrementsdEd , dWd , anddzd to the quantities
Ed , Wd , andzd :

dEd

dzd
52~EF2Ed! S 1

Wd

dWd

dzd
1

1

zd25D .

For an estimate ofdEd /dzd we used the values give
above for the parametersEd0 , Wd0 , EF , and zd0 and also
the estimatedWd /dzd'16.3 eV.1! As a result, we have
dEd /dzd'27.3 eV. Estimates of the values ofEd for the
different structural states of platinum are found from the

lation Ed'Ed01
dEd

dzd
(zd2zd0), whereEd0 andzd0 charac-

terize Pt-1. The values obtained forEd are then used in es
timating the other parameters of the Friedel model from
relations given above. The results of the calculations are
sented in Table II. For the calculations of the FS-avera
values of the charge carrier velocityA^vF

2& and the plasma
frequencyVp we used the relationsVp

2t̄/4p\2 5r21 ~Ref.
27! andVp

25 4
3pe2\2^vF

2&N(0) ~Ref. 28!. The average elec
tron lifetime here ist̄5 l tr /A^vF

2& ( l tr is the transport mean
free path!. Estimates were made for the value^r l tr&>2.94
310212 V•cm2, which was obtained with the use of th
values of N(0) and Vp from Ref. 29. The results of the
calculations ofA^v f

2& andVp are also given in Table II.
It follows from the data in Tables I and II that impuritie

deformation defects, and quenching defects have a sub
tial influence on the complex of electrophysical characte
tics of platinum. It is seen that they are influenced in t
opposite way by impurities as compared to the lattice defe
arising in deformation and quenching. Here the effects for
the characteristics~except Ed) are qualitatively similar to
those established previously in studies of transition me
with the bcc lattice~Nb, Ta!.5

Impurities. The main (;80%) impurities in Pt-2 as
compared to Pt-1 are substitutional impurities with a conc
tration of ;1.431023 at. % and having mass numbers le
than ~Sb, Sn! and much less than~Al, Si, Fe! that of plati-
num. In accordance with the existing ideas~see, e.g., Ref.
30!, such impurities cause a deformation of the phonon sp
trum which is manifested as an increase in the density
modes in the high-frequency region and also lead to the
pearance of split-off discrete frequencies at a rather str
mass difference. Such a change in the vibrational spectru
reflected in the experimentally registered increase in the
bye temperature of Pt-2, and it is qualitatively similar
effects observed in group V transition metals.5 Pt-2 also con-
-
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e
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tained impurities of the platinide series~Ir, Rh, Pd!, Pb, and
Au, with concentrations of ;1.731024 at. %, ;4.7
31025 at. %, and;531025 at. %, respectively. The con
tribution of these impurities to the change in the phon
spectrum is insignificant.

The electronic structures of pure platinum and of t
main impurities in Pt-2 are substantially different, and th
makes for a local redistribution of the electrons both direc
around the substituent atoms in the occupied sites of the
lattice and near the neighboring host atoms. We know of
concrete theoretical calculations on this matter. However,
analogy with the results on the electronic structure of gro
V transition metals containing impurities~Ref. 5 and refer-
ences cited therein! it can be assumed that the lowering
N(0) and the widening of thed band in Pt-2 in comparison
with Pt-1 is due to the transition of a fraction of the electro
from thed ands bands of platinum to hybrid states far from
the Fermi level, which are formed with the participation
electrons of the impurity atoms; this is accompanied by
hancement of the lattice stiffness. This redistribution of el
trons is especially effective for impurities with which plat
num forms intermetallic compounds. Such an effect give
larger contribution to the change of the parameters of
energy spectrum than does the decrease of the average
tron density as a consequence of the lower valence of
main impurity atoms as compared to that of platinum.

Quenching defects. The appearance of quenching vaca
cies leads to a complex change of the positions of the ne
boring atoms, interatomic bonds, local electron density, a
electron momentum distribution. It has been shown in
theoretical papers31–33 that for transition metals with differ-
ent types of crystal lattices there is characteristically a s
nificant softening of the vibrational spectrum for the near
neighbors to an unfilled site, and a broad resonance p
appears in the low-frequency region. Here, according to R
31, the form of the spectral functiong0(v) has a substantia
influence on both the atomic relaxation and thed-band nar-
rowing due to the vacancy. These results correspond qua
tively to the data for Pt-5, which contains quenching vaca
cies.

Deformation defects. The characteristic defects for Pt-
are dislocations and defects of the vacancy type in the fo
of complexes with impurity atoms, formed after a 250
annealing of a sample deformed at 4.2 K. Annealing at 45
causes defects of the vacancy type to go to sinks. As a re
the main defects in Pt-4 will be dislocations. A comparis
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of the characteristics of Pt-3 and Pt-4 in Table II shows t
they are consistent with the above interpretation of the in
ence of vacancies on the parameters of the electron and
non spectra.

According to Ref. 5, the change of the transport a
microscopic characteristics of Nb containing dislocations
due to the discontinuity of the directional interatomic bon
in the region of the dislocation core and to a change of
characteristic of the overlap of thed-type wave functions of
the neighboring atoms. This leads to an increase in the d
sity of states at the Fermi level and to a narrowing of thed
band and is accompanied by softening of the phonon s
trum and enhancement of the electron–phonon interactio
comparison of the results of Ref. 5 and those of the pres
study shows that the regularities established for the bcc t
sition metal Nb are qualitatively reflected in the results d
scribing the analogous parameters of platinum—a transi
metal with an fcc lattice.

Electron–electron scattering. For transition metals the
resistivity contribution quadratic in the temperature is due
scattering of the high-velocitys electrons by the heavierd
electrons.34 Furthermore, for pure transition metals such
dependence can be due to the scattering of electrons on
fluctuations.35,36 The results of studies of high-purity single
crystal Pd in Ref. 37, where the presence of a lo
temperature component inr(T) due to spin fluctuations wa
not ruled out, indicate that the contribution proportion
to T2 is sharply attenuated forT.25 K. According to the
results of the studies reported here, for Pt the compon
r;T2 is manifested at temperatures ranging from helium
room temperatures. If it is assumed that it is due to the s
tering of electrons on spin fluctuations, then such a proc
presupposes a substantially higher boundary temperatur
spin fluctuations in platinum. This is clearly unlikely, sinc
the spin paramagnetism of thed electrons in Pt is consider
ably weaker than in Pd.2

In Ref. 38 an expression for the electron–electron sc
tering due to the combination of the Coulomb interaction a
the exchange of virtual phonons was obtained in the qu
particle damping rate formalism, and a formula for estim
ing the coefficient ofT2 was obtained in the form

a5
4p~11l!ka

Vp
2 , ~3!

whereVp is the plasma frequency,l is the electron–phonon
coupling constant,k is a coefficient which takes into accou
the fraction of umklapp scattering, anda5 8p/3 (l/1
1l)2gel is the rate coefficient for electron–electron scatt
ing due to phonons. Here gel52p2N(0)
3(11l)kB

2/3n0 is the coefficient of electronic heat capacit
An estimate ofath'160k•10215 V•m•K22 for Pt-1 accord-
ing to formula~3! was obtained with the use of the values
N(0) andVp from Table II and the valuel50.6 from Ref.
39. If it is assumed that the value ofk for platinum lies in the
interval 0.04 to 0.6, which characterize a number of tran
tion metals~Mo, W, Nb, and Re!,38 then one can say tha
there is qualitative agreement betweenaexp5117310215

V•m•K22 ~Table I! andath for the minimum value ofk, and
;80% agreement for the maximum value. The substan
~by a factor of;2.2– 1.6) enhancement of the intensity
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electron–electron scattering in platinum containing deform
tion and quenching defects~see Table I! can be linked in the
model of Ref. 38 not only to a decrease ofVp and growth of
N(0) ~see Table II! but also to an increase ofk. The latter
may reflect, in particular, an enhancement of the anisotr
of the FS and a change in the relation between relaxa
times for electron–electron scattering with and without u
klapp on account of the regions near the dislocation co
and vacant sites of the crystal lattice.

CONCLUSION

The research reported in this paper combines an exp
mental study and model calculations of a complex of el
trophysical and effective microscopic characteristics
platinum—a group VIII transition metal. The following re
sults were obtained:

1. We investigated how the degree of purity of the pla
num and the presence of deformation and quenching def
affect the temperature dependence of the resistivityr(T) in
the temperature interval 4.2 K<T<300 K. The experimen-
tal data are described to a high degree of accuracy in
framework of the Wilson–Mott model of a two-band trans
tion metal with the electron–electron Coulomb scatter
and the inter- and intraband electron–phonon scatte
taken into account.

2. For all the structural states of platinum we determin
the plasma frequency and charge carrier velocity avera
over the Fermi surface and the band parameters corresp
ing to the Friedel model of a two-band transition metal~the
width and average energy of thed band, the relationship
between the numbers ofd ands electrons, and the density o
states at the Fermi level in each of the bands!.

3. The presence of deformation and quenching defe
led to qualitatively similar effects: a lowering of the Deby
temperature, a weakening of the intraband and enhancem
of the intraband electron–phonon scattering, and intensifi
tion of the electron–electron Coulomb scattering. In t
framework of the Friedel model this corresponds to a n
rowing of thed band and an increase of its average energ
decrease in the number ofd electrons, and growth of the
density of states in each of the bands. The FS-averaged
ues of the Fermi velocity and plasma frequency decrea
Substitutional impurities lead to effects of the opposite s
~except for the changes inr0).

4. We have found that the investigated complex of el
trophysical and effective microscopic parameters of platin
is influenced in opposite ways by impurities and by latti
defects arising on deformation~dislocations, complexes o
point defects! and quenching~vacancies!; this result is quali-
tatively similar to the effects studied previously in transitio
metals with the bcc lattice~Nb, Ta!. Obviously, light impu-
rities with fewer valence electrons than platinum has w
cause an effective increase in the density of high-freque
phonon modes and lead to the formation of hybrid bou
states lying below the Fermi level, and a portion of the v
lence electrons of the host crystal will transition into the
states. This results in an increase in the lattice stiffnes
widening of thed band, and a decrease in the density
states at the Fermi level. The introduction of linear defe
and vacancies in Pt typically causes distension of the lat
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and gives rise to local breaking of the interatomic bonds;
is accompanied by a change in the degree of overlap of
d-type wave functions of neighboring atoms. This cau
softening of the phonon spectrum, narrowing of the ba
and an increase in the density of states at the Fermi lev

5. The electron–electron Coulomb interaction, which
volves the exchange of virtual phonons, is a possible ca
of a contribution tor(T) which is quadratic in temperatur
in the different structural states. To refine this idea will r
quire data on the relationship between the normal and
klapp scattering processes.

*E-mail: vsokol@kipt.kharkov.ua
** E-mail: Boris.A.Merisov@univer.kharkov.ua
1!This estimate ofdWd /dzd'DWd /Dzd was obtained from Ref. 5 and i

averaged for Nb and Ta, which represent the 4d and 5d series of transition
metals. The difference between the changes ofWd upon the small changes
of zd corresponding to the introduction of impurities and deformation
fects is;15%. This attests to the insignificant changes ofdWd /dzd in the
4d and 5d series in the framework of the Friedel model and makes
possible to use the indicated value ofdWd /dzd for estimating the param-
eters of the energy spectrum of the 5d transition metal platinum.
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Magnetoresistance of tetrathiafulvalene-based organic conductors
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It is shown that by studying the angular oscillations of the magnetoresistance of layered
conductors, one can determine the character of the falloff of the harmonics as a function of the
charge carrier energy from the momentum projection on the normal to the layers. ©2003
American Institute of Physics.@DOI: 10.1063/1.1596586#
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A considerable fraction of charge-transfer complexes
organic origin have a layered structure with a marked ani
ropy of the electrical conductivity. Among them is the lar
family of tetrathiafulvalene salts with a metallic type of ele
trical conductivity not only along the layers but also acro
them. In layered conductors the charge carrier energ«
5«(p) depends weakly on the momentum projectionpz

5n"p onto the normaln to the layers, so that the maximum
value of the velocityvz of the conduction electrons~equal to
hvF , whereh is the quasi-two-dimensionality parameter! is
much less than the Fermi velocity for electron motion in t
plane of the layers,vF .

Because of the quasi-two-dimensional character of
electron energy spectrum in layered conductors, quantum
cillation effects are most clearly manifested in them, sin
almost all of the charge carriers with the Fermi energy«F are
involved in their formation. In 1988, Shubnikov–de Ha
oscillations of the magnetoresistance were observed1,2 in the
organic conductor (BEDT–TTF)2IBr2 , and subsequently
quantum oscillation effects have been observed in practic
all tetrathiafulvalene-based organic complexes~see, e.g., the
review articles cited as Refs. 3 and 4!. The Fermi surface
«(p)5«F of layered conductors is open, with a slight corr
gation along thepz axis, and the fact that the Shubnikov–d
Haas effect is observed in tetrathiafulvalene salts attests
at least one sheet of the Fermi surface is a slightly corrug
cylinder.

Over the last 15 years there has been active stud
another effect in organic charge-transfer complexes of
type (BEDT–TTF)2X with different radicals X: the resistiv-
ity r for a current directed perpendicular to the layers h
sharp peaks as a function of the angleu between the norma
n to the layers and the direction of a high magnetic fieldH
5(0,H sinu, H cosu) strong enough that frequency of gyr
tion V of the conduction electrons is much higher than th
collision frequency 1/t. This orientation effect, which is spe
cific to quasi-two-dimensional conductors, contains e
tremely important information about the shape of the Fe
surface—the distance between the sharp peaks of the f
tion r~u! is directly related to the diameters of a Fermi su
face having the form of a slightly corrugated cylinder.5,6 The
amplitude of the Shubnikov–de Haas oscillations, like
part of the magnetoresistancer~u! which varies monotoni-
cally with H, has sharp peaks as a function ofu, but their
positions need not coincide write maxima ofr~u!. The dif-
ferences contain information about the relation between
harmonics of the periodic dependence of the energy of
5931063-777X/2003/29(7)/3/$24.00
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conduction electrons on the quasimomentum projectionpz

~Refs. 7 and 8!:

«~p!5 (
n50

`

«n~px ,py!cosH anpz

\
1an~px ,py!J , ~1!

«n~2px ,2py!5«n~px ,py!,

an~px ,py!52an~2px ,2py!.

Herea is the distance between layers,\ is Planck’s constant,
and the function«n(px ,py) falls off with increasing indexn,
so that the maximum value of the function$«(p)
2«0(px ,py)%, which is equal toh«F on the Fermi surface
is much smaller than the Fermi energy«F .

The results of experimental studies of the dependenc
the magnetoresistance on the angleu are often interpreted
using an extremely primitive model for the dispersion re
tion of the charge carriers:

«~p!5~px
21py

2!/2m2~hvF\/a!cos~apz /\!. ~2!

In the case of a Fermi surface in the form of a sligh
corrugated cylinder, the conduction electrons do not le
the unit cell in the planepxpy , and the explicit form of the
functions «n(px ,py) does not play an essential role in th
analysis of the experimental results; however, keeping o
the first harmonic in the expression for the dependence of
energy onpz leads to a fundamental disagreement betwe
the theoretical calculations and the experimentally obser
angle dependencer~u!. Calculation of the magnetoresistanc
for a current transverse to the layers with the use of a
persion relation of the charge carriers in the form~2! leads to
a significant growth of the resistance peaks with increas
H for h!hVt!1. However, the experimentally observe
height of the resistance peaks is of the same order of m
nitude as the part of the magnetoresistance that va
smoothly withu.

In the flow of current perpendicular to the layers t
electric field in the conductor is almost parallel to the cu
rent, and the resistance in the leading approximation in
parameterh!1 is inversely proportional to theszz compo-
nent of the conductivity tensor. Such a weak manifestation
the Hall effect is due to the slow drift of the charge carrie
along the normal to the layers. Using the solution of t
kinetic equation for the distribution function of the charg
carriers, one can easily obtain an asymptotic expression
szz at h!1 andg51/Vt!1:
© 2003 American Institute of Physics
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szz5
ae2tm* cosu

p\4

3 (
n51

` H 1

T E
0

T

dt «nUpx~ t !,py~ t !UcosS anpy~ t !tanu

\ D J 2

,

~3!

wheree andm* are the charge and cyclotron effective ma
of the conduction electrons,t is the time of motion of
the charge in the magnetic fields along an electron o
«5const,pH5p"H/H with a periodT52pm* c/eH.

The integrands in formula~3! for tanu @1 are rapidly
oscillating functions, and the integrals in the sum overn are
easily calculated by the stationary phase method. If there
only two stationary-phase points, at whichvx vanishes, on
the electron orbit, the asymptotic expression forszz takes the
following form:

szz5
ae2tm* cosu

p\4 (
n51

`

n2An
2I n

2~u!1h2s0~h2w11g2w2!,

~4!

where An is the value of the function«n(px ,py) at the
stationary-phase points,s0 is the conductivity along the lay
ers in the absence of magnetic field,w1 and w2 are of the
order of unity, and the function

I n~u!5~\/anDp tanu!1/22 cos$~anDp tan~u/2\!!2p/4%
~5!

has a set of zeros which repeat with periodD(tanu)
52p\/naDp . HereDp is the diameter of the Fermi surfac
along thepy axis, and with increasingu the cyclotron effec-
tive mass of the charge carriers varies in inverse propor
to cosu.

It is natural to assume that the function«n(px ,py) falls
off with increasingn, and the number of terms that must b
retained in the sum overn in the asymptotic expansion o
szz in powers of the small parametersh and g depends on
the character of the decay of these functions. Formula~4!
contains small corrections to the asymptotics ofszz for h
!1 andg!1; it is extremely important to take these in
account if the functionsI n(u) for n>2 have negligibly small
values. In such a case at the valuesu5uc whereI 1(u) van-
ishes, the resistance to a current along the normal to
layers does not go to saturation in high magnetic fields
increases in proportion toH2 for h!g!1, and saturation of
the resistance sets in at higher magnetic fields, wheng<h.
In the case of a slow decay of the functions«n(px ,py) with
increasing indexn it is sufficient to keep only the sum ove
n in Eq. ~4! in the asymptotic expression forszz, since all of
the I n(u) cannot vanish simultaneously.

We shall analyze the known experimental results on
u dependence of the magnetoresistance of tetrathiafulva
salts, keeping only three terms in the sum overn in the
asymptotic expansion ofszz. If «0(px ,py) is a quadratic
function of the momenta, then all of theI n(u) are Bessel
functions, and theAn are functions of«n$px(t),py(t)%,
which were taken out from under the integral overt in Eq.
~3! in the mean-value sense. The presence of the three
parametersA1 , A2 , and A3 , which are to be determine
using the experimentally observed dependencer~u!, makes it
s

it

re

n

he
t

e
ne

ee

possible to match the theoretical calculations with expe
ment and to determine the character of the decay of the fu
tions «n(px ,py).

For this purpose in Fig. 1 the experimental data tak
from Ref. 2 for the positions of the maxima of the resistivi
as functions of the angleu ~curve3! for (BEDT–TTF)2IBr2

are compared with the theoretical calculations of the funct
r~u! for two different ratios of the parametersAn . As we see
from Fig. 1, for curve1, whereAn11 /Nn50.04, a significant
growth of the maxima is observed, unlike the case of cu
2, for An11 /An50.4, where the height of the maxima
of the same order of magnitude as in the experimental d
In Fig. 2 the calculated curves of the functionr(tanu)
are compared with the experimental data given in Refs
and 10, where the ratios of the parameters are equa
0.2 for u-(BEDT–TTF)2I3 ~Fig. 2a! and 0.1 for
(BEDT–TTF)2Br(DIA) ~DIA is diiodoacetylene! ~Fig. 2b!.
As is seen in the figures, the calculated curves are extrem
close to the experimental curves if the ratio of the harmon
An11 /An is large enough. At lower values of this ratio
noticeable disagreement is observed, and it therefore wo
appear to be incorrect to use an electron dispersion rela
of the form ~2! for interpreting the experimental data.

FIG. 1. Position of the maxima of the resistivity as a function of the an
between the normal to the layers and the magnetic field direction for dif
ent ratios of the parameters:An11 /An50.04 ~1!, An11 /An50.4 ~2!; the
experimental curve3 is r~u! for (BEDT–TTF)2IBrx from Ref. 2.

FIG. 2. Position of the resistivity maxima as a function of the tangent of
angleu between the normal to the layers and the magnetic field direction
different ratios of the parameters: calculation forAn11 /An50.2 and the
points foru-(BEDT–TTF)2I3 ~a!; calculation forAn11 /An50.1 and points
for (BEDT–TTF)2Br(DIA) ~b!. The experimental data are from Refs.
and 10.
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595Low Temp. Phys. 29 (7), July 2003 H. R. Atalla
Thus the experimental study of the angular oscillatio
of the magnetoresistance of organic layered conductor
the type (BEDT–TTF)2X indicates that the function
«n(px py) falls off comparatively slowly with increasingn.
By analyzing the asymptotic behavior of the magnetore
tance of tetrathiafulvalene-based organic complexes at
magnetic fields for different orientations of the field relati
to the layers, one can determine the ratio of the harmonic
the dependence of the energy on the momentum projec
on the normal to the layers to a high degree of accuracy
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LOW-DIMENSIONAL AND DISORDERED SYSTEMS

Intrasubband plasmons in a weakly disordered array of quantum wires
Y. V. Bludov*
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A theoretical investigation is carried out for plasmons in a weakly disordered array of quantum
wires, consisting of a finite number of quantum wires arranged at an equal distance from
each other. The array of quantum wires is characterized by the fact that the density of electrons
of one ‘‘defect’’ quantum wire was different from that of the other quantum wires. It is
assumed that the defect quantum wire can be arranged at an arbitrary position in the array. The
existence of a local plasmon mode, whose properties differ from those of usual modes, is
found. It is pointed out that the local plasmon mode spectrum is slightly sensitive to the position
of the defect quantum wire in the array. At the same time the spectrum of usual plasmon
modes is shown to be very sensitive to the position of the defect quantum wire. ©2003 American
Institute of Physics.@DOI: 10.1063/1.1596592#
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1. INTRODUCTION

Quasi-one-dimensional electron systems~1DESs! or
quantum wires~QWs! are artificial structures in which th
motion of charge carriers is confined in two transverse dir
tions but is essentially free~in the effective-mass sense! in
the longitudinal direction.1–3 Usually QWs are produced b
adding an additional one-dimensional confinement to a t
dimensional electron system~2DES!. This additional con-
finement is, in general, weaker than the strong confinem
of the original 2DES.4 One of the motivations for studying
QWs is the fact that the charge-carrier mobility is higher th
in the 2DESs on which they are built. The reason for this
that the impurity content and distribution around QWs can
selectively controlled, producing enhanced mobility.5

Collective charge-density excitations, or plasmons,
QWs are objects of physicists’ great interest. Plasmons
QW have been investigated previously both theoretically5–9

and experimentally.10–12 In those papers it was shown th
plasmons in QWs possess some unusual new dispe
properties. First, the plasmon spectrum depends strongl
the width of the QW. Second, 1D plasmons are free of L
dau damping6,9 in the whole range of wave vectors.

From the point of view of practical application the o
jects of interest are the so-called weakly disordered array
low-dimensional systems. Recently the plasmons in wea
disordered superlattices, formed of a finite number of equ
spaced two-dimensional electron systems, have been inv
gated theoretically.13–16 The weakly disordered superlattic
is characterized by the fact that all 2DESs possess e
electron densities except one~‘‘defect’’ ! 2DES, whose elec-
tron density differs from that of the other 2DESs. It w
found that the plasmon spectrum of such a superlattice c
tains a local plasmon mode, whose properties differ fr
those of other plasmon modes. The existence of a local p
mon mode is completely analogous to the existence of
5961063-777X/2003/29(7)/6/$24.00
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local phonon mode, first obtained by Lifshitz in 1947 for th
problem of the phonon modes in a regular crystal contain
a single isotopic impurity.17 Notice that practically all the
electromagnetic energy flux of plasmons corresponding
the local mode is concentrated in the vicinity of the defe
2DES. At the same time, the opportunity of using the pe
liarities of the plasmon spectrum to determine the parame
of defects in a superlattice was pointed out in Ref. 16.

This paper deals with the theoretical investigation
plasmons in a finite weakly disordered array of QWs, co
taining one defect QW whose one-dimensional density
electrons differs from that of the other QWs. We suppose t
the defect QW can occupy an arbitrary position in the arr
We show that the plasmon spectrum in the weakly disorde
array of QWs is characterized by the existence of a lo
plasmon mode whose electromagnetic field is localized
the region of the defect QW. We find that the position of t
defect QW in the array does not affect strongly the spectr
of the local plasmon mode but it exerts a significant infl
ence on the spectrum of other plasmon modes. At the s
time, when the defect QW is arranged inside the array,
plasmon spectrum contains modes whose dispersion pro
ties do not depend on the value of the electron density in
defect QW.

This paper is organized as follows. In Sec. 2 we der
the dispersion relation for plasmons in a weakly disorde
array of QWs. In Sec. 3 we present the results of a numer
solution of the dispersion relation and discuss the dispers
properties of plasmons in a weakly disordered array of QW
We conclude the paper with a brief summary of results a
possible applications~Sec. 4!.

2. DISPERSION RELATION

We consider a weakly disordered array of QWs cons
ing of a finite numberM of QWs, arranged at planesz5 ld
© 2003 American Institute of Physics
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( l 50,..., M21 is the number of QW,d is the distance be
tween adjacent QWs!. We suppose that all QWs posse
equal 1D electron densitiesN except one defect QW whos
electron density is equal toNd . So, the density of electron
in the lth QW can be expressed asNl5(Nd2N)dpl1N.
Herep is the number of the defect QW situated at the pla
z5pd, anddpl is the Kronecker delta. The QWs are cons
ered to be placed in a uniform dielectric medium with diele
tric constant«. We use such a simple model~in which the
dielectric constants of the media inside and outside the a
are equal! to avoid the appearance of a surface plasm
mode. We consider the motion of electrons to be free in thx
direction and considerably confined in the directionsy andz.
At the same time we suppose that the width of all QWs
equal toa in the y direction and equal to zero in thez direc-
tion.

In other words, each QW can be represented as a sq
quantum well with infinite barriers aty52a/2 andy5a/2
and a zero thickness in thez direction. Meanwhile we take
into account only the lowest subband in each QW. In t
case the single-particle wave function for the electron can
written in the form:

ckx ,l~x,y,z!5ukx ,l &5exp~ ikxx!w~y!@d~z2 ld !#1/2, ~1!

wherew(y)5A2/a cospy/a, and kx is the one-dimensiona
wave vector describing the motion in thex direction. In that
case the single-particle energy can be written as follows

Ekx ,l5E01
\2kx

2

2m*
.

HereE0 is the energy of the subband bottom~for simplicity
we may putE050), and m* is the effective mass of the
electron.

To obtain the spectrum of collective excitations we st
with a standard linear-response theory in a random ph
approximation. To obtain the collective excitation spectru
we considerdn(r ), which is the deviation of the electro
density from its equilibrium value. After using the standa
linear-response theory and the random phase approxima
dn(r ) can be related to the perturbation as

dn~x,y,z!5 (
a,a8

f a82 f a

Ea82Ea1\v
Vaa8ca8

* ca , ~2!

wherea5(kx ,l ) is a composite index which is defined b
~1!, f a is the Fermi distribution function.Va,a85^auVua8&
are the matrix elements of the perturbing potentialV5Vex

1VH, and Vex and VH are the external and Hartree pote
tials, respectively.

For our system Eq.~2! can be rewritten in the form

dn~qx ,y,z!5(
l 8

P l 8Vl 8w
2

~y!d~z2 l 8d!, ~3!

where

P l 85
1

p E
2`

`

dkx

f kx1qx,l 8
2 f kx,l 8

Ekx1qx,l 8
2Ekx,l 8

1\v

is the noninteracting 1D polarizability~‘‘bare bubble’’! func-
tion, andVl 8[^kx ,l 8uVukx1qx ,l 8&. At zero temperature the
function P l can be written as
e
-
-

ay
n

s

are

t
e

t
se

n,

P l5
m*

qxp\2
ln

v22S \qxkF
l

m*
2

\qx
2

2m* D 2

v22S \qxkF
l

m*
2

\qx
2

2m* D 2 . ~4!

HerekF
l 5pNl /2 is the Fermi wave number in thelth QW. In

the long-wavelength limit~where qx→0) the functionP l

can be written asP l5(Nl /m* )(qx
2/v2).

Note that the Hartree potential can be expressed in te
of the perturbation6 as

VH~r !5E dr 8
e2

«ur2r 8u
dn~r 8!. ~5!

Using equations~3! and~5!, we get the following expression
for the matrix elementVl

H5^kx ,l uVH(x,y,z)ukx1qx ,l &:

Vl
H5(

l 8
P l 8Vl 8Ul ,l 8 , ~6!

where

Ul ,l 85
8e2

«a2 E2a/2

a/2

dy8E
2a/2

a/2

dyK0$qxu~y2y8!2

1~ l 2 l 8!2d2u1/2%cos2S py

a D cos2S py8

a D ,

andK0(x) is the zeroth-order modified Bessel function of t
second kind. Collective excitations of the QW array ex
when Eq.~6! has a nonzero solutionVH in the case when the
external perturbationVex50. Hence, the intrasubband pla
mon dispersion relation takes the form

detud l ,l 82P l 8Ul ,l 8u50. ~7!

It should be noted that forM52 the dispersion relation~7!
coincides with the dispersion relation obtained in Ref. 6
plasmons in a double-layer QW system.

3. NUMERICAL RESULTS

Figure 1 shows the intrasubband plasmon spectr
~solid lines! in a weakly disordered array of QWs in the ca
p50. The y axis gives the dimensionless frequencyv/v0

(v0
252Ne2/«m* a2 is the plasma frequency!, and thex axis

gives the dimensionless wave vectorqxa* (a* 5«\2/m* e2

is the effective Bohr radius!. For comparison the dispersio
curves for the plasmons in a single QW with electron den
tiesNd andN are depicted by dashed curves1 and2, respec-
tively. As the model of the QW we use a GaAs heterostr
ture with an effective mass of the electronsm* 50.067m0

(m0 is the free electron mass! and a dielectric constan
«512.7.

As is seen from Fig. 1, the intrasubband plasmon sp
trum in the finite array of QWs containsM modes. Thus, the
number of modes in the spectrum is equal to the numbe
QWs in the array.13 Notice that the plasmon frequencyv
increases with increasing wave numberqx . At the same
time, the propagation of plasmons in the weakly disorde
array of QWs is characterized by the presence of a lo
plasmon mode~LPM!. In the case when the electron dens
in the defect QW is less than the electron density in the ot
QWs (Nd,N), the LPM lies in a lower-frequency region i
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comparison with the usual plasmon modes~Fig. 1a!. Accord-
ingly, if Nd.N, the LPM lies in a higher-frequen region i
comparison with the usual modes~Fig. 1b!.13 It should be
emphasized that in the limitqxd→`, when the Coulomb
interaction between electrons in adjacent QWs is negli
the LPM dispersion curve is close to the dispersion curve
the plasmons in a single QW with electron densityNd . In
this case the dispersion curves for usual plasmon mode
the limit qxd→` are gradually drawn together and are clo
to the dispersion curve for the plasmon in a single QW w
electron densityN.

Now we consider the dependence of the plasmon sp
trum on the value of the 1D electron density in the def
QW. Figure 2 presents the dependence of the plasmon
quency on the ratioNd /N in the case of a fixed value of th
wave vectorqx and for different positions of the defect QW
in the array. As is seen from Fig. 2, the frequency of the LP
increases when the value of the ratioNd /N is increased. At
the same time the spectrum of the usual plasmon mode
characterized by the following features. Forp50 ~Fig. 2a!,
as the value of the ratioNd /N is increased, the frequency o
all the usual plasmon modes increases as well. In o
words, forNd,N all of the dispersion curves lie in a lowe
frequency region as compared with the dispersion curve
plasmons in the QW array with equal electron densities in
the QWs ~ordered array of QWs!. Correspondingly, in the
caseNd.N all the dispersion curves of plasmons in t
weakly disordered array of QWs lie in a higher-frequen
region in comparison with the plasmons in the ordered ar
of QWs. However, whenp51 ~Fig. 2b! the frequency of one
of the usual plasmon modes~curve 2! becomes practically
independent of the ratioNd /N. In the casep52 ~Fig. 2c!

FIG. 1. Dispersion curves of plasmons~solid curves! in a weakly disordered
array of QWs with parametersM55, d515a* , a520a* , p50 for two
values of the electron density in the defect QW:Nd /N50.5 ~a!, Nd /N
51.5 ~b!.
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there are already two plasmon modes~curves1 and3! which
possess such a distinctive feature.

Figure 3 presents the dependence of the plasmon
quencyv/v0 upon the numberp of the defect QW, for dif-
ferent values ofM. This dependence is depicted by separ
dots. Solid horizontal lines denote the plasmon mode
quencies in the ordered array of QWs. As can be seen f
Fig. 3, the LPM spectrum is weakly dependent upon
position of the defect QW in the array. However, the sp
trum of usual plasmon modes is more sensitive to the p
tion of the defect QW in the array. Notice that at every val
of M, when the defect QW is arranged inside the array
QWs (1<p<M22), the usual plasmon mode spectru
contains modes~shown by five-pointed stars!, whose fre-
quency does not depend upon the value of the electron
sity in the defect QW. At the same time, the maximum nu
ber of such modes is observed in the case where the de
QW lies at the very center of the array.

To explain the above-mentioned features of the plasm
modes, we consider the spatial distribution of the Hart
potentialVH. Figure 4 shows the dependence of the Hart
potential VH upon the z coordinate for the LPM~solid
curves!. This dependence is presented for different positio

FIG. 2. Dependence of the plasmon frequency upon the ratioNd /N when
qxa* 50.04, M55, d515a* , a520a* and for three cases of the defec
QW position in the array:p50 ~a!, p51 ~b!, p52 ~c!.
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of the defect QW in the array. They axis gives the dimen-
sionless Hartree potentialVH(qx,0,z)/VH(qx,0,0), and thex
axis gives the dimensionlessz coordinatez/a* . For compari-
son the spatial distribution of the Hartree potential for t
lowest-frequency plasmon mode in the ordered array of Q
is depicted by dashed curves. Vertical dash-and-dot lines
note the positions of QWs in the array. Here the vertical so
bold line corresponds to the position of the defect QW in
array. As is evident from Figs. 4a,b,c the absolute value
the Hartree potential in the vicinity of the defect QW excee
considerably the absolute values of the Hartree potentia
the vicinity of the other QWs. This implies that practical

FIG. 3. Dependence of the plasmon frequency upon the position of
‘‘defect’’ QW in the arrayp, whenqxa* 50.05,Nd /N50.15,d515a* , a
520a* and for different values of the amount of QWs in the array:M
57 ~a!, M58 ~b!, M59 ~c!, M510 ~d!.
s
e-
d
e
f

s
in

the whole flux of LPM electromagnetic field energy is co
centrated in the vicinity of the defect QW. The weak depe
dence of the LPM spectrum on the position of the defect Q
can be accounted for by that peculiarity.

To explain the fact that usual plasmon mode spectra
sensitive to the position of the defect QW in the array, let
consider, for example, the spatial distribution of the Hart
potential for mode 4~see Fig. 2!. This dependence is repre
sented in Fig. 5 for different positions of the defect QW
the array. The dashed curves present the distribution of
Hartree potential for mode 4 in the case of the ordered a
of QWs. As one can see from a comparison of Figs. 5a,
the spatial distribution of the Hartree potential changes w
the position of the defect QW in the array is varied. Thus,
changing of the Hartree potential causes the variation of
plasmon frequency.

Figure 6 presents the spatial distribution of the Hart
potential for plasmon modes whose frequencies are slig
sensitive to the valueNd . As is seen from Figs. 6a,b,c, thes
plasmon modes possess one particular feature. Thus the
tial distribution of the Hartree potential corresponding to t
spectra of these modes in a weakly disordered array of Q
either differs insignificantly from that in the ordered array

e

FIG. 4. Spatial distribution of the Hartree potentialVH(qx,0,z) over thez
coordinate for the local plasmon mode in the case whenqxa* 50.05,
Nd /N50.5, M55, d515a* , a520a* and for different positions of defec
QW in the array:p50 ~a!, p51 ~b!, p52 ~c!.
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QWs~Fig. 6a! or coincides with it exactly~Figs. 6b,c!. At the
same time, the absolute value of the Hartree potential in
vicinity of the defect QW is neglible. Thus, in that case t
value of the electron density in the defect QW does not e
a substantial effect on the plasmon spectrum.

4. CONCLUSION

In conclusion, we have calculated the plasmon spect
of a finite, weakly disordered array of QWs which contai
one defect QW. It is found that a local plasmon mode wh
properties differ from those of other modes exists in the p
mon spectrum. We point out that the LPM spectrum
slightly sensitive to the position of the defect QW in arra
That phenomenon can be explained by the fact that pra
cally the whole flux of the LPM electromagnetic energy
localized in the vicinity of the defect QW. At the same tim
the position of the defect QW exerts an influence on
spectrum of usual plasmon modes. It is shown that un
certain conditions there can exist plasmon modes wh
spectrum does not depend upon the density of electron
the defect QW. The spatial distribution of the Hartree pot
tial for those modes has the feature that the absolute valu
the Hartree potential in the vicinity of the defect QW is ne

FIG. 5. Spatial distribution of the Hartree potentialVH(qx,0,z) over thez
coordinate for mode 4~see Fig. 2! in the case whenqxa* 50.05, Nd /N
50.5, M55, d515a* , a520a* and for different positions of the defec
QW in the array:p50 ~a!, p51 ~b!, p52 ~c!.
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lible. Therefore, the defect QW does not exert a signific
influence on the dispersion properties of the plasmon mo

To conclude, it should be emphasized that the abo
mentioned features of the plasmon spectra can be used
the diagnostics of defects in QW structures. Hence, the L
properties can be used for determination of the electron d
sity in the defect QW. At the same time, the properties of
usual plasmon modes can be used to determine the pos
of the defect QW in the array.

*E-mail: bludov@ire.kharkov.ua

1M. A. Reed and W. P. Kirk,Nanostructure Physics and Fabrication, Aca-
demic Press, Boston~1989!.

2M. A. Reed and W. P. Kirk,Nanostructures Microscopic System, Aca-
demic Press, Boston~1992!.

3C. Weisbuch and B. Vinter,Quantum Semiconductor Structures, Academic
Press, San Diego~1991!.

4F. A. Reboredo and C. R. Proetto, Phys. Rev. B50, 15174~1994!.
5S. Das Sarma and Lai Wu-yan, Phys. Rev. B32, 1401~1985!.
6Q. P. Li and S. Das Sarma, Phys. Rev. B43, 11768~1991!.
7A. Gold and A. Ghazali, Phys. Rev. B41, 7626~1990!.
8Q. P. Li, S. Das Sarma, and R. Joynt, Phys. Rev. B45, 13713~1992!.
9S. Das Sarma and E. H. Hwang, Phys. Rev. B54, 1936~1996!.

10W. Hansen, M. Horst, J. P. Kotthaus, U. Merkt, Ch. Sikorski, and
Ploog, Phys. Rev. Lett.58, 2586~1986!.

FIG. 6. Spatial distribution of the Hartree potentialVH(qx,0,z) overz coor-
dinate for the following plasmon modes:p51, mode 2~see Fig. 2b! ~a!,
p52, mode 1~see Fig. 2c! ~b!, p52, mode 3~see Fig. 2c! ~c!.



N.

ro-

601Low Temp. Phys. 29 (7), July 2003 Y. V. Bludov
11T. Demel, D. Heitmann, P. Grambow, and K. Ploog, Phys. Rev. B38,
12732~1988!.

12A. R. Goni, A. Pinczuk, J. S. Weiner, J. M. Calleja, B. S. Dennis, L.
Pfeiffer, and K. W. West, Phys. Rev. Lett.67, 3298~1991!.

13V. M. Gvozdikov, Fiz. Nizk. Temp.16, 1156~1990! @Sov. J. Low Temp.
Phys.16, 668 ~1990!#.

14J. K. Jain and S. Das Sarma, Phys. Rev. B35, 928 ~1987!.
15H. K. Sy and T. S. Chua, Phys. Status Solidi176, 131 ~1993!.
16N. N. Beletskii and Y. V. Bludov, Radiofiz. E´ lektron.4, 93 ~1999!.
17I. M. Litshits, Zh. Eksp. Teor. Fiz.17, 1017~1947!.

This article was published in English in the original Russian journal. Rep
duced here with stylistic changes by AIP.



LOW TEMPERATURE PHYSICS VOLUME 29, NUMBER 7 JULY 2003
Superradiance of J-aggregates: correspondence between an infinite disordered chain
and a regular finite chain
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The radiative decay of excitons in a slightly disordered molecular chain is studied. The degree of
disorder dictates the radius of the excitonic state which determines the enhancement of the
decay rateG ~superradiance!. G is calculated as a function of the degree of disorder and the
temperature and compared with that of a regular chain whose lengthN determines the
excitonic radius. A value ofN that gives essentially the same decay rate as a function of the
temperature is found for every degree of disorder. ©2003 American Institute of Physics.
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The termJ-aggregate denotes an almost periodic ch
of organic impurity molecules in an organic matrix (J aggre-
gates are named after one of their discoverers, E. Je
~1937!1!. J-aggregates have attracted the attention of
searchers in several respects since the 1970s. Of great p
cal interest is the phenomenon of superradiance—the lu
nescence decay time ofJ-aggregates is shorter than that
the corresponding monomer. The amount of the decre
~considered below! depends on the degree of chain regular
and can be used for structural diagnostics of the chain
for studying the molecule–matrix interaction responsible
the weak disorder of a chain.2–11

The study ofJ-aggregates also holds promise for bi
logical applications. In particular, electronic relaxation pr
cesses in a molecular chain are similar to the light ene
transformation mechanisms in biological photosynthe
systems.12,13 In 1991 it was proposed that the excitonic l
minescence of someJ-aggregates be used as a probe of
live state of biological cells.14 J-aggregates are formed on
cell membrane if they are attracted to the membrane po
tial, which exists only in a live cell and disappears if the c
dies ~the luminescence ofJ-aggregates reveals the fact th
the aggregates have been formed!.

The correspondence between the degree of disorder
the shortening of the luminescence decay timet, which can
be measured experimentally and used for structural diag
tics of J-aggregates, is important for all aspects of the stu
and applications ofJ-aggregates. So far, this corresponden
has been established for a model of a regular~strictly peri-
odic! chain of finite lengthN ~the length is expressed in uni
of the chain perioda).2–9,15,16

The essence of this model is physically obvious and c
sists in the following. Consider a one-dimensional excito
band corresponding to the lowest excited electronic statc
of a separate molecule. This excitonic state can be re
sented as a linear combination of the orthonormalized m
lecular states centered at the chain sitesn:
6021063-777X/2003/29(7)/4/$24.00
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Ca5
1

AN
(
n51

N

cnaCn ~1!

~the subscripta enumerates the excitonic states which fo
regular chain correspond to the wave vectorska). At low
temperatures, where only the lowest excitonic state is oc
pied, the rateG of radiative transitions into the ground sta
is proportional to the squared matrix element of the dip
moment between the excited and ground states. For the
est excitonic state, since all the coefficientscn have the same
sign and the corresponding matrix element for a sepa
molecule is independent ofn, the matrix element betwee
the state~1! and the ground state is proportional toN1/2.
ThereforeG is proportional to the chain lengthN. The coef-
ficient of proportionality can be found atN51 as the radia-
tive decay rateG0 of a separate excited molecule. Thus t
radiative decay rateG of the lowest excitonic state is aboutN
times higher than that of a separate molecule:

G'NG0 . ~2!

The relation~2! is valid only for the lowest excitonic state
For a higher excitonic state the coefficientscn in Eq. ~1! are
sign-alternating andG is much less than the value~2!. It
follows that G decreases with increasing temperature. T
dependence ofG on N and the temperature are well know
for a regular chain. In what follows they shall be used
compare with infinitely long disordered chains.

The model of a regular~periodic! chain of finite length
N qualitatively describes the behavior of excitons in an in
nitely long slightly disordered chain where the lowest ex
tonic state is always localized; the localization radius de
mines the effective value ofN. This model is widely used
because it is simple and illustrative. However, up to now
model has been qualitative for two reasons. First, no qua
tative dependence has been established betweenN and the
degree of disorder of an infinitely long chain~because of the
difficulties of modeling an infinitely long disordered chain!.
Second, it was not known how accurately the model
© 2003 American Institute of Physics
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scribes~even with the optimal value ofN) the temperature
dependence of the superradiance rate of excitons in a d
dered chain.

The purpose of the present work is to make the fin
chain model quantitative. For this, first, a quantitative cor
spondence will be established between the model ch
lengthN and the degree of disorder of a truly infinite cha
Second, the temperature dependence of the superrad
rate of excitons in a disordered chain will be calculated a
compared with the case of a regular chain with the bes
length. It is assumed that superradiance occurs at comp
thermodynamic equilibrium.

This work will be based on the general relations for t
excitonic states and the superradiance rate of a molec
chain with arbritrary lengthM and arbitrary degree of disor
der. The chain is placed into an inorganic crystalline mat
the discrepancy between the periods of the chain and
matrix lattice is the origin of the small aperiodicity of th
chain potential. The excitonic band is assumed to corresp
to the lowest excited electronic state of a separate mole
of the chain~the higher molecular states are ignored!. In the
absence of disorderM5N this general case becomes
model of a regular chain of finite lengthN; in the presence o
disorder a truly infinitely long, disordered chain obtains f
sufficiently largeM .

The Hamiltonian of the electronic system of the cha
can be written as

H5SH0n2V. ~3!

HereH0n is the Hamiltonian of a separate molecule inclu
ing the Hamiltonian of the free molecule and the crystal fi
acting on thenth molecule in the chain;V describes the
interaction between the electronic subsystems of differ
molecules. Following Eq.~1!, the excitonic statesCa , i.e.
the eigenfunctions of the Hamiltonian~3!, are expanded in
the orthonormalized statescn of a chain containing an ex
cited molecule at thenth site (n51, . . . ,M ). By definition
cn is an eigenfunction of the HamiltonianH0n , which there-
fore has no off-diagonal matrix elements, whereasV has no
diagonal elements@the diagonal part ofV is incorporated into
the first term in Eq.~3!#:

H0nCn5«nCn , H0nm5«ndnm , Vnn50. ~4!

The interaction potentialV is assumed to be an exchan
potential, so that all matrix elementsVnm except those be
tween adjacent sitesVn,n11 and Vn,n21 can be neglected
The latter assume random values centered on an ave
value V and the site levels«n assume random values ce
tered on their average position, which is zero. In the abse
of disorder the width of the excitonic band isW54V and the
band extends from22V to 2V.

The Schro¨dinger equation for the Hamiltonian~3! can be
written in the site representation in the usual way. Fina
allowing for the relations~1! and ~4!, we obtain the follow-
ing system of linear homogeneous equations for the exp
sion coefficientscna :

«ncna1Vn,n11cn11,a1Vn,n21cn21,a5Eacna ~5!

~a,n51,...,M !
or-
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~the subscripta enumerates excitonic states with energyEa).
The equation~5! must be supplemented with a bounda
condition for a linear chain of lengthM :

c050, cM1150. ~6!

The chain can also be closed into a ring of lengthM with
periodic boundary conditions

cn1M[cn ,Vn1M8n1M115Vn,n11 . ~7!

The excitonic energy levelsEa can be found by equating
to zero the determinant of the system~5!. Then the orthonor-
malized set of solutions$cna% is obtained from Eq.~5! after
substituting for everya the corresponding value ofEa

The rateGa of radiative decay from theath excited state
to the ground state can be expressed in the usual way
solving Eq.~5!:

Ga5G0U(
n51

M

cnaU2

. ~8!

The total decay rateḠ at thermodynamic equilibrium is

Ḡ~M ,T!5
(a51

M Ga exp~2Ea /T!

(a51
M exp~2Ea /T!

~9!

(T is the temperature in energy units!. The lowest excited
state witha51 makes the dominant contribution to the d
cay rate ~9! because the sign ofcna is constant, whence

follows the decreasing temperature dependence ofḠ.
For a regular chain«n andVn,n115V are independent o

n. The equation~5! has the simple solution

cnk5
exp~ ikan!

AM
, ~10!

Ek52V coska, k52pa/Ma, a51,...,M .

Taking account of Eq.~10! the expression~8! becomes

Gk5
4 sin2@~M11!ka/2#sin2~Mka/2!ctan~ka/2!

M sin~ka!2cos@~M11!ka#sin~Mka!
. ~11!

FIG. 1. The equivalent lengthN of a regular chain versus the degree
disorders of an infinitely long chain. Solid curve—N(sdia) with soff50;
dotted curve—N(soff) with sdia50; the dashed curve representsN(soff/3)
with sdia50.
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Let us now consider an infinitely long, slightly diso
dered chain. Two possible types of disorder will be cons
ered:~1! diagonal disorder, i.e. random straggling of site le
els «n near their average valuê«&50, and~2! off-diagonal
disorder, i.e. straggling of the interaction matrix eleme
Vn,n11 near their average valuêVn,n11&5V50.25W (W is
the bandwidth of a long regular chain!. The straggling is
described by a Gaussian distribution with standard devia
sdia in the former case andsoff in the latter case.

The cases of diagonal and off-diagonal disorder w
considered separately. For givensdia or soff , 1000 realiza-
tions of a chain with random sets of«n or Vn,n11 were con-
structed. The system~5! was solved numerically for ever
realization. The boundary condition~7! for a chain closed
into a ring was used to avoid edge effects; such a ring
lengthM@N models almost exactly an infinitely long cha
(N is the length of the equivalent regular chain!. It was veri-
fied numerically that a ring with lengthM5100 models al-

FIG. 2. Temperature dependence of the radiative decay rateḠ for a chain
with diagonal disorder in units of that of the monomer. The thick solid l
is for an infinitely long disordered chain withsdia50.3 ~a! and 0.05~b!. The
thin solid line is for a regular chain of lengthN58 ~a! andN531 ~b! that
best simulates a disordered chain. The dotted line shows the standard d

tion of Ḡ for random realizations of a disordered chain.
-
-

s

n

e

f

most exactly an infinitely long chain with the equivale
lengthN<35.

The standard deviations was varied from 0.05W to
0.3W for diagonal disorder and from 0.01W to 0.1W for
off-diagonal disorder. For everysdiag or soff there is an
equivalent regular chain lengthN(s) which gives the same
decay rate at zero temperature. Figure 1 showsN versussdia

and soff . According to Fig. 1, off-diagonal disorder with
standardsoff is approximately equivalent to diagonal diso
der with standard deviation 3soff . For estimation purposes
considering diagonal and off-diagonal disorder as indep
dent random processes, simultaneous diagonal disorder
standard deviationsdia and off-diagonal disorder with stan
dard deviationsoff can be reduced to diagonal disorder wi
the standard deviation (sdia

2 19soff
2 )1/2.

It was found that the temperature dependence of the

cay rateḠ(T) for an infinitely long disordered chain can b
approximated well by that of a regular chain with the cor

via-

FIG. 3. Temperature dependence of the radiative decay rateḠ for a chain
with off-diagonal disorder in units of that of the monomer. The thick so
line is for an infinitely long disordered chain withsoff50.1 ~a! and 0.01~b!.
The thin solid line is for a regular chain of lengthN58 ~a! andN535 ~b!
that best simulates a disordered chain. The dotted line shows the sta

deviation ofḠ for random realizations of a disordered chain.
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sponding equivalent length with no restrictions on the te
perature range. Figures 2 and 3 show examples of suc
approximation.

Figures 2 and 3 show the decay rate averaged ov
large number of random realizations of a disordered ch
Such averaging occurs in a single excitation pulse, if
pulse is strong enough to excite a large number of chain
every pulse excites only one molecule~single-molecule spec

troscopy!, the observed value ofḠ exhibits significant strag-
gling, whose standard deviation is shown in Figs. 2 an
~dotted lines!.

An infinitely long, irregular chain can be simulated by
regular chain of finite length. However, this corresponde
is restricted to the superradiance rate and cannot be exte
to the absorption spectrum~which consists of discrete line
for a regular chain and a band for a disordered chain!.

The author is grateful to Yu. V. Malyukin and A. M
Ratner for helpful discussions. This work was performed
part of the project INTAS 2001-240.
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Influence of electron–electron scattering on spin-polarized current states in magnetically
wrapped nanowires *
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The role of electron–electron collisions in the formation of spin-polarized current states in a spin
guide—a system consisting of a nonmagnetic conducting channel wrapped in a grounded
nanoscale magnetic shell—is studied. It is shown that under certain conditions the spin guide can
generate and transport nonequilibrium electron density with high spin polarization over long
distances even though frequent electron–electron scattering causes drifting of the nonequilibrium
electrons as a whole. Ways to convert the spin-polarized electron density into a spin-
polarized electric current are proposed. ©2003 American Institute of Physics.
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1. THE SPIN-GUIDE IDEA

Spintronic devices based on a spin degree of freedom
addition to charge may lead to new possibilities in inform
tion processing and storage. Efficient spin injection into
semiconductor and long-distance propagation of a spin si
are the main requirements for the development of spintro
devices. Most methods for producing stationary spin po
ization are based on spin injection through a ‘‘magnetic c
ductor~M!—nonmagnetic matter~N!’’ interface; we shall re-
fer to it as a spin-filter scheme~see, for example, Refs. 1–3!.
Recently, we have proposed a new method for genera
and transporting currents with high spin polarization—a s
guide scheme.4 This scheme was proposed as a nonmagn
conducting channel which is wrapped in a magnetic sh
whose external boundaries are grounded; see Fig. 1.~Note
that there is no need to wrap a magnetic shell around
nonmagnetic conductor; a contact between it and
grounded magnetic material is sufficient.! Here, unlike the
spin-filter scheme, current flows along the M–N interfa
The spin-guide scheme is based on the removal of one
polarization; this contrasts with the spin-filter scheme wh

FIG. 1. Spin-guide scheme.d is the distance between the grounded cond
tors.
6061063-777X/2003/29(7)/3/$24.00
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spin polarization is produced in a nonmagnetic conductor
electrons injected from the magnetic material. In the sp
guide scheme nonequilibrium electrons with one type of
larization ~spin down, for example! which penetrate to M
more easily than electrons with the other type of polarizat
do not return into the channel because the external bou
aries of the magnetic shell are grounded. So, as the dist
from the channel entrance increases, the polarization of
electric current increases because of spin-down carrier de
tion. Note that the spin-guide scheme exploits the remova
one spin component. Therefore to increase the spin polar
tion the thickness of the magnetic region must be decrea
~in contrast to the spin-filter scheme!. That is why nanoscale
shells are preferable for the spin-guide scheme. As we h
shown elsewhere,4,5 the spin-guide scheme removes som
intrinsic limitations of the spin-filter schemes: 1! the spin
polarization of the current in a spin guide can be mu
greater than the spin polarization in the magnetic mater
this is never possible in the spin-filter scheme; ii! the spin
polarization of the current can be transported over arbitra
long distances, in contrast to the spin-filter scheme where
transport length is of the order of the diffusion spin-fl
length. In the spin-guide scheme the negative role of sp
flip processes is smaller than in the spin-filter scheme i
magnetic shell5 and in a nonmagnetic channel;4 iii ! spin
guides allow easy detection and control of the spin polari
tion which do not require magnetization inversion of t
magnetic material; iv! one-dimensional wires can be used
a nonmagnetic channel for the spin-guide; it is well know
that a no-backscattering 1D spin-filter is impossible if t
magnetic material is not completely polarized; v! finally,
there are a number of spin-guide-specific effects, some
which enable the spin polarization of the current flowing in
spin guide to be observed directly.

In this paper we show that the advantages of spin gui
over spin filters remain largely valid even though norm

-

© 2003 American Institute of Physics
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electron–electron (e–e) collisions are the most frequen
scattering processes.

2. THE ROLE OF ELECTRON–ELECTRON SCATTERING IN
SPIN GUIDES

Normal electron–electron collisions play an essen
role in spin-guide schemes. This is because thee–e interac-
tion leads to momentum exchange between the spin-up
spin-down electron subsystems, thereby establishing a
of the current carriers as a whole in the nonmagnetic ch
nel. As a result,e–e collisions depolarize the current in
spin guide.~In compensated conductors there is no eff
because no electric charge is transferred when the car
drift as a whole.! However,e–e scattering does not affec
the spin polarization of the nonequilibrium carrier dens
because the total spin is conserved in these collisions.
together with the drift of the nonequilibrium carriers as
whole there is spin polarization of the density in a sp
guide. Accordingly, the aforementioned advantages of
spin-guide scheme are substantially preserved. We s
show below that spin-polarized density can be converted
spin-polarized current. Therefore the spin-guide sche
could become quite effective as temperature increases.
that under certain conditions normale–e scattering predomi-
nates in a two-dimensional degenerate electron gas in h
mobility heterostructures; see, e.g., Ref. 6.

We use the macroscopic transport equations derived
Flensberget al.7 taking account ofe–e scattering. We con-
sider the case of infrequent spin-flip scattering, i.e.ts f.tee

(ts f is the spin-flip scattering time andtee is the electron–
electron scattering time!. We rewrite Eqs.~1a! and ~1b! of
Ref. 7 in the form

div j ↑↓52S eP0

ts f
D ~m↑↓2m↓↑!, ~1!

2e21¹m↑↓5r i↑↓j ↑↓1An↑↓
21~n↑↓

21j ↑↓2n↓↑
21j ↓↑!. ~2!

Here j ↑↓ are the current densities of the spin-up and sp
down electrons, respectively;m↑↓ are the electrochemica
potentials of the spin-up and spin-down electrons;r i↑↓ are
the resistivities;e is the electron charge;n↑↓ are the electron
densities;A'e22mneenm is thee–e spin drag coefficient;7

nee5tee
21}T2 is the e–e collisions frequency;nm is the

lower of the electron densities with the two spin compone
P0

215P↑
211P↓

21 , whereP↑↓ are the densities of states
the Fermi surface. The second term on the right-hand sid
Eq. ~2! describes the mutual friction of the two spin su
systems, which leads to drift of the electron system a
whole. To simplify the problem we ignore the small ter
related to anisotropic spin-flip scattering.7

We consider a simple spin-guide model, i.e. a tw
dimensional geometry where the interface is a nonmagn
plate surrounded by magnetic layers with grounded exte
boundaries; see Fig. 1. Since we are concerned prima
with the role ofe–e scattering, we neglect spin-flip scatte
ing and consider completely polarized magnetic layers o
~for example, dilute magnetic semiconductors with gia
Zeeman splitting or completely polarized semimetals;
Refs. 3 and 8!. Let thex axis be directed along and lie in th
middle of the channel and thez axis perpendicular to the
l
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interfaces, and let the origin of the coordinate system
located at the center of the entrance into the channel~Fig. 1!.
Grounding the external boundaries is equivalent to the c
dition m↑↓ (z56d/2)50. For definiteness, we shall assum
that the magnetic shell is transparent to spin-down electro
For distances from the entrance such thatx@d, the steady-
state solutions of Eqs.~1! and ~2! are

m↑5a1bx, m↓50, ~3!

wherea andb are arbitrary constants~the relation betweena
andb is determined by the boundary conditions at the ch
nel entrance!. Writing the corresponding currents from E
~2! shows thate–e collisions radically suppress the spin p
larization of the current:

a[
j ↑2 j ↓
j ↑1 j ↓

5S 11
A

r in
2D 21

'S 11
nE2E

n i
D 21

, ~4!

wheren i is the electron–impurity collision frequency. Thu
as mentioned above, the spin polarization of the electric c
rent tends to 1 when electron–impurity scattering predo
nates over electron–electron scattering, i.e.nee/n i→0, and
vice versaa tends to 0~the spin currents will tend to be
equalized! as the spin drag coefficient, which is proportion
to thee–e collision frequency, increases. On the other ha
the relative spin polarization of the electron density is co
pletely dependent on thee–e collision frequency:

b[
dn↑2dn↓

eUP
5

m↑2m↓
eU

. ~5!

HereeUP is the maximum possible change of the electr
density in the potential between the ends of the spin guidU
andP is the electron density of states at the Fermi level in
nonmagnetic conductor.

We note that the spin polarization of the electron dens
may be converted into essentially 100% spin polarization
the electric current. This can be done in different ways. Fi
extra local impurity concentration near the exit from the sp
guide can be used. Then electron–impurity scattering p
dominates over electron–electron scattering in this region
comparatively short dirty region whose width is of the ord
of d will be adequate for this purpose. Another method is
use electrostatic constrictions or atomic wires at the exits
the nomagnetic channel; the transport mean free path in
constriction must be less than the electron–electron m
free path. For atomic wires~one-dimensional quantum poin
contacts! the spin polarization of the current at the exit of th
spin guide is determined by the ratio between the elec
chemical potentialsm↑↓ before the constriction and the ele
trochemical potentialm` outside the channel. Ifm↓<m` ,
then the spin polarization of the current will be 100%.

Note that if the resistance of the constriction at the e
of a spin guide is much higher than the channel resistan
then the spin polarizationb of the density in the channel wil
be constant, reaching its maximum valueb'1, i.e. the non-
equilibrium density is completely polarized.
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The damping of acoustic waves propagating perpendicular to the layers of a quasi-two-
dimensional conductor is analyzed for the case of low temperatures, at which the energy
quantization of the conduction electrons leads to an oscillatory dependence of the acoustic damping
coefficient on the inverse magnetic field. The acoustic damping decrement is found for
different orientations of the magnetic field with respect to the layers. It is shown that that a layered
conductor is most transparent for an acoustic wave in the case when the magnetic field is
perpendicular to the layers. ©2003 American Institute of Physics.@DOI: 10.1063/1.1596595#
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Acoustoelectronic effects in degenerate conduct
placed in a sufficiently high magnetic fieldH are extremely
sensitive to the form of the energy spectrum of the cha
carriers.1–3 The experimental study of these effects in met
in the case when the gyration frequencyV of the electrons in
the magnetic field is much higher than their collision fr
quency 1/t has permitted the complete recovery of the sha
of the Fermi surface, the main characteristic of the elect
energy spectrum.

At sufficiently low temperaturesT, when the distance
between electron quantum energy levelsD«5\V is signifi-
cantly greater than the temperature smearing of the Fe
distribution function of the charge carriers,f 0(«), the acous-
tic damping decrementG undergoes resonance oscillatio
with variation of the inverse value of the high magnetic fie
(Vt@1).

In degenerate conductors having a layered structure
electron energy spectrum is substantially anisotropic and
a rule, is quasi-two-dimensional. The energy« of the charge
carriers in quasi-two-dimensional conductors depe
weakly on the momentum projectionpz onto the normaln to
the layers.

The specifics of the quasi-two-dimensional electron
ergy spectrum of layered conductors are manifested in
enhancement of quantum oscillation effects in compari
with ordinary metals, since a rather large number of cha
carriers with the Fermi energy«F are involved in their for-
mation. At the same time, the low electronic conductivity
layered conductors along the normal to the layers lead
acoustic transparency for waves propagating perpendicul
the layers.4,5 In this connection let us consider the propag
tion of an acoustic wave in the easiest direction for
i.e., along the normal to the layers of a quasi-tw
dimensional conductor placed in a magnetic fieldH
5(0,H sinu, H cosu) inclined at an angleu to the wave vec-
tor k and the normaln.

At low temperatures the absorption of energy fro
sound waves in a degenerate conductor is mainly due to
6091063-777X/2003/29(7)/4/$24.00
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interaction of the charge carriers with the wave and is de
mined by the dissipative function of the electrons,

Q5T
dS

dt
, ~1!

whereS is the entropy density of the conduction electron
which is related to the nonequilibrium density matrixf̂ by
the relation6,7

S5tr$ f̂ ln f̂ 1~12 f̂ !ln~12 f̂ !%. ~2!

The summation in~2! is over all variables specifying the
state of the conduction electrons except for the spin v
ables.

The density matrixf̂ must be determined with the aid o
the kinetic equation

] f̂

]t
1 v̂

] f̂

]r
1@Ĥ01Ĥ1 , f̂ #5Ŵcoll$ f̂ %, ~3!

whereŴcoll( f̂ ) is the collision operator of the charge carrier
which describes their scattering by impurity atoms and vib
tions of the crystal lattice, i.e., phonons;Ĥ0 is the Hamil-
tonian of the conduction electrons in the magnetic field, a
v̂ is their velocity operator, andĤ1 is a correction to the
unperturbed HamiltonianĤ0 to take into account the pertur
bation of the electron system by the acoustic wave.

In a vibrating lattice the electron energy spectrum is s
sitive to the strain of the crystal, and in the linear appro
mation in the small displacementu of the lattice ions the
energy of the conduction electrons acquires an additio
amount d«5l ik(p)uik , where uik5(1/2)(]ui /]xk

1]uk /]xi) is the strain tensor, andl ik is the deformation
potential tensor.8 It is natural to assume that the energy spe
trum of the charge carriers remains highly anisotropic a
renormalization by the sound wave. The components of
deformation potential tensor in the plane of the layers is
the same order of magnitude as the Fermi energy of
© 2003 American Institute of Physics
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electrons, while the components for which one or both of
indices isz are significantly smaller. It follows from conse
vation of the number of charge carriers that each of the
sor componentsl ik averaged over all states of the condu
tion electrons is equal to zero.

In addition to renormalization of the energy of th
charge carriers a sound wave generates an accompan
electromagnetic wave. The electric field of this wave in
reference frame moving with the vibrating crystal latti
with a velocity u̇ has the form

Ẽ5E1
1

c
~ u̇3H!2

mû

e
, ~5!

where E is the electric field in the nonmoving laborato
reference frame, which must be determined from Maxwe
equations

curl curl E52
4p

c2

] j

]t
2

1

c2

]2E

]t2 , div E54pr8,

supplemented by the constitutive relations linking the curr
j to the electric field of the wave. Herec is the speed of light
in vacuum, andr8 is the uncompensated charge dens
which is asymptotically vanishing in the expansion in po
ers of 1/Ne in conductors with a high density of conductio
electronsNe . To the same accuracy the charge conserva
law has the form

div j50. ~6!

The damping of a low-amplitude sound wave can
analyzed with the aid of the solution of the kinetic equati
~3!, linearized with respect to the deviation of the dens
matrix from the equilibriumf̂ 0 , and the entropy production

dS

dt
5tr Ŵcoll~ f̂ !ln

12 f̂

f̂
~7!

is a quadratic function off̂ 15 f̂ 2 f̂ 0 and can be represente
in the form

dS

dt
52tr Ŵcoll~ f̂ 1!

f̂ 1

f̂ 0~12 f̂ 0!
. ~8!

The diagonal matrix elements of the equilibrium density m
trix f̂ 0 are equal to the Fermi distribution function of th
charge carriersf 0nn5 f 0(«n(pH)), where«n(pH) are the ei-
genvalues of the HamiltonianĤ0 , andpH5p"H/H.

In a magnetic field the kinematic momentump in the
expression for the energy«~p! should be replaced byP̂
2(e/c)A, where P̂52( i /\)(]/]r ) is the generalized mo
mentum of the electron andA is the vector potential. If the
latter is chosen in the Landau gauge,A5(0,Hx cosu,
2Hxsinu), then the Hamiltonian

Ĥ05«S P̂x ,P̂y2
e

c
Hx cosu,P̂z1

e

c
Hx sinu D ~9!

will depend on only one coordinate,x. In this gauge for the
vector potential the solution of the Schro¨dinger equation

Ĥ0C5«C, ~10!
e
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-

ing

s
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which essentially contains only one differential operator,P̂x

52 i\(]/]x), should be sought in the form

C~x,y,z!5exp~ iPyy/\1 iPzz/\!c~x!. ~11!

The energy of the electrons on closed orbits in the magn
field will depend on the generalized momentaPy and Pz ,
which are ‘‘good’’ quantum numbers, and on the discre
quantum numbern50,1, 2, 3, ... .

In the summation in~2! over all the electron states
which are specified by the quantum numbern and the gen-
eralized momentaPy and Pz , it is more convenient to use
combinations ofPy and Pz in the form an integral of the
motion: pH5Py sinu1Pzcosu. Here is is necessary to
specify an additional quantum number, e.g.,Py , which in the
quasi-classical approximation determines the position of
center of the electron orbit in the magnetic field. ForT
@\V one usually uses the time of motion of the charge
the magnetic field,tH , instead ofPy as the additional vari-
able along with« andpH , in accordance with the equation

]px

]tH
5

eH

c
~vy cosu2vz sinu!,

]py

]tH
52

eH

c
vx cosu,

]pz

]tH
5

eH

c
vx sinu. ~12!

In the quasi-classical approximation, when the main r
in the electronic absorption of sound waves is played by
charge carriers at energy levels with large values ofn, the
wave function of the electrons can be found under the m
general assumptions about the form of the Hamiltoni
However, in certain particular cases one can find the ene
spectrum and the wave function of the conduction electr
for arbitrary values of the high magnetic field, including th
ultraquantum limit. As an example of such a case we c
sider the simplest quasi-two-dimensional electron ene
spectrum:

«~p!5
px

21py
2

2m
2hv0

\

a
cos

apz

h
. ~13!

Herea is the distance between layers,v05(2«F /m)1/2 is the
characteristic velocity along the layers for the electrons w
the Fermi energy«F , m is the mass of an electron, andh
!1 is the quasi-two-dimensionality parameter of the char
carrier spectrum.

Substituting~11! into Eq. ~10!, we easily find that for
anglesu that are not too large, specifically forh tanu,1, in
the leading approximation in the small parameteraeH/cmv0

the electron energy levels have the form

«n5S n1
1

2D\VA11h
v0am

\
tan2 u cosz

2h
v0\

a
cosz2h2

mv0
2 tan2 u sin2 z

2@11h~v0am/\!tan2 u cosz#
,

~14!

wherez5apH /(\ cosu) andV5eH/(mccosu). If the spin
splitting is not taken into account,«n depends only on two
variables: the continuously varyingz, and the discrete quan
tum numbern, which enumerates the electron energy lev
in the magnetic field.
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The kinetic equation linearized with respect to the we
perturbation of the charge carriers by the acoustic wave
the form

F2 iv1
i

\
~«n2«m!G f 1nm1 ik"vnl f 1lm2$Ŵcoll~ f̂ 1!%nm

5
f 0~«m!2 f 0~«n!

«m2«n
~eẼ"v1vl i j uikj !nm , ~15!

wherek is the wave vector of the acoustic wave.
Using the solution of the kinetic equation, one can c

culate the dissipative function and, dividing it by the acous
energy flux density, obtain the damping coefficient for t
sound wave:

G5
T

ru2v2s/2

dS

dt
. ~16!

Here r is the density of the crystal, ands is the sound ve-
locity.

We consider the propagation of a linearly polarized lo
gitudinal waveu5(0,0,u) along the normal to the layers o
the conductor in the case when the following inequa
holds:

T!\V!hm, ~17!

wherem is the chemical potential.
In the quasi-classical approximation the entropy prod

tion in the electron system can be written in the form

dS

dt
52

2eH

c~2p\!2 (
n,m

E dpHŴcoll~ f̂ 1!nm

3
f 1

nm

f 0~«n!@12 f 0~«m!#
. ~18!

The diagonal matrix elements of the operatorsf̂ 1 and
Ŵcoll( f̂ 1) are quantities averaged over the different phase
the quasi-classical electron trajectoryw5VtH . In the case of
closed electron orbits the off-diagonal matrix elementsv i

nm

of the electron velocity operator are proportional to perio
functions of the form cos(n2m)w.

If collisions of electrons with phonons are extreme
rare, and the conduction electrons are scattered mainly
impurity atoms, then the dissipative processes in the sys
of charge carriers can be taken into account with the aid
the relaxation-time~t! approximation for the collision inte
gral. Applying the Poisson equation to expression~18! and
changing from integration overn to integration over«, we
can write the oscillatory~in the magnetic field! part of the
acoustic absorption coefficient in the form

Gosc5
4p

ru2v2s

2eH

c~2p\!3 2 Re(
N51

` E d«S 2
] f 0~«!

]« D
3E dpH expb2p iNn~«,pH!c 1

2pVt

3E
0

2p

dwU 1

V E
2`

w

dw8g~w8!

3expH 2ikz~w8!2 i
v

w81
w8 J U2

. ~19!

V Vt
k
as

-
c

-

-

of

c

by
m
f

Here g(w)5eẼ"v1lzzuvk. The component of the de
formation potential can be described by the expression

lzz5hl cos
apz

\
, l5

mv0
2

2
. ~20!

With the aid of Maxwell’s equations~5! and formulas~4!
one is readily convinced that in the case of a strong exte
magnetic field (Vt@1) and forkv0th!1 andvt!1 the
components of the field of the electromagnetic wave gen
ated by the sound wave have the form

Ẽx5
iv

c
uH sinu

12 ibg2

12~bg!222ibg2 ,

Ẽy52
iv

c
uH sinu

ibg2

12~bg!222ibg2 . ~21!

Here g51/(Vt)!1, and the parameterb5(svp /cv)2vt
can be quite large if the plasma frequencyvp has a value
comparable to the typical value for an ordinary metal. T
assumption is based on the fact that the conductivity in
plane of the layers of organic conductors is of the same o
as that of good metals. The formulas given for the elect
magnetic field of the wave do not take into account t
Shubnikov–de Haas oscillations of the conductivity, the a
plitudes of which are a factor of (hm/\V)1/2 smaller than
the part of the conductivity that varies monotonically wi
the magnetic field.

Substituting expressions~20! and~21! into formula~19!,
we obtain

Gosc5
2m3v0

2

rsta~2p\!2 Re (
N51

` E d«S 2
] f 0~«!

]« D
3E

0

2p

dz exp@2p iNn~«,z!#

3H ~kv0th!2

2
J0

2S amv0

\
tanu D cos2 z1F~g!tan2 uJ .

~22!

HereJ0 is the Bessel function, and

F~g!5
11b2g21b2g4

b12~bg!2c21b2g4 .

The second term in curly brackets in formula~22! deter-
mines the Joule losses due to the electromagnetic fields
cited by the sound wave. The functionF(g) is of the order of
unity over a wide range of magnetic fields, and only und
conditions of resonance coupling of the acoustic and elec
magnetic waves, when the wavelength of the helicoidal w
excited by the sound is comparable to the wavelength of
acoustic wave, i.e.,bg51, does the functionF(g) become
of the order ofg22@1. In the case considered here, the Jo
losses are much greater than the absorption due to the re
malization of the electron energy directly on account of t
deformation of the crystal, when the external magnetic fi
deviates from the normal to the layers by an angleu@klh.

Performing the integration overz and« in ~22!, we ob-
tain
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Gosc5
G0

kl (
N51

~21!NF~NL!cosS 2pNm

\V D
3H S k/h

2 D 2

J0
2S amv0

\
tanu D @J0~2pNx!

2J2~2pNx!#1F~g!J0~2pNx!tan2 uJ , ~23!

whereG05mNcv0v/4prs2, Nc is the density of charge car
riers in the conductor,l 5v0t, m is the chemical potential
F(z)5z/sinhz, L52p2T/\V, and x5(hv0 /\V)@(\/a)
1(ma/2\)tanu# is equal in order of magnitude tohm/\V.

At temperatures that are not too low, whenL.1, the
amplitudeGosc is smaller by a factor of (hm/\V)1/2 than the
part of the acoustic damping coefficients that var
smoothly with magnetic field,

Gmon.
G0

kl F S k/h

2 D 2

J0
2S amv0

\
tanu D1F~g!tan2 uG . ~24!

In the quasi-classical approximation, whenhm@\V,
the following asymptotic expression is valid forGosc:

Gosc.
G0

kl (
N51

~21!NF~NL!

~Nx!1/2 cosS 2pNm

\V D
3cosS 2pNx2

p

4 D F S klh

2 D 2

J0
2S amv0

\
tanu D

1F~g!tan2 uG . ~25!

The use of the rather simple model~13! of the dispersion
relation for conduction electrons in the calculation permit
correct description of the character of the propagation
sound waves in a quantizing magnetic field~Fig. 1!.

In the quasi-classical approximation it is not difficult
generalize the results obtained to the case of a quasi-
dimensional electron energy spectrum of arbitrary form.
in the case of the dispersion relation~13!, a longitudinal
sound wave propagates a considerable distance into the
rior of the sample along the normal to the layers if the m
netic field deviates from the normal by a small ang
u,klh.9

If the Fermi surface for such an orientation of the ma
netic field has only two different extremal values of its cro
s

a
f

o-
s

te-
-

-
s

section on a planepH5const, viz.,Smin and Smax, then the
ratio Gosc/Gmon can be written in the form

Gosc

Gmon
.A\V

hm (
N51

~21!N

AN
C~NL!

3cosS Nc~Smax1Smin!

2eH\
2pND

3cosFNc~Smax2Smin!

2eH\
2

p

4 G . ~26!

This case of anomalous acoustic transparency does
take place for transverse polarization of the sound wa
u'k, the damping of which is determined mainly by th
Joule losses for any orientation of the magnetic field.
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8A. I. Akhiezer, Zh. Éksp. Teor. Fiz.8, 1338~1938!.
9O. V. Kirichenko and V. G. Peschanski�, Fiz. Nizk. Temp.27, 1323~2002!
@Low Temp. Phys.27, 978 ~2002!#.

Translated by Steve Torstveit

FIG. 1. Acoustic absorption coefficient in a layered conductor as a func
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Processes of heat pulse propagation in nonconducting disordered systems containing thermal-
phonon trapping centers~two-level systems! are investigated at low temperatures. The
main parameters of the model studied, containing two different two-level systems, are the heat
capacity of each of the subsystems and the relaxation time for the inelastic scattering of
phonons on the two-level systems. The influence of the interaction of phonons with the two-level
centers on the time of arrival of the heat pulse at the bolometer is calculated for different
densities of centers. The theoretical calculations are compared with the experimental data on the
propagation of slightly nonequilibrium phonons in solid solutions of rare-earth
yttrium–aluminum garnets and in two-phase ceramics at helium temperatures. ©2003 American
Institute of Physics.@DOI: 10.1063/1.1596596#
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INTRODUCTION

The ‘‘heat pulse’’ method, based on analysis of the d
fusive propagation of slightly nonequilibrium phonons i
jected into a sample by a ‘‘heat’’ generator (S/T!1, S is the
amount by which the temperature of the generator exce
the thermostat temperatureT), is an effective way of study-
ing the defect structure of crystalline, amorphous, and
ramic samples.1–3 The main characteristics analyzed in su
studies are the time of arrival of the maximum and the sh
of the heat pulse registered by the bolometer. In Ref.
rather simple model was proposed for describing the p
cesses of heat pulse propagation in YErAlO solid solutio
according to which the trapping centers for nonequilibriu
phonons are paramagnetic erbium atoms. In these sys
the propagation time of the heat pulses is anomalou
large—two orders of magnitude larger than in analogous s
tems with impurities of other rare-earth elements. It w
shown in Ref. 4 that this effect is due to the greater diff
ence between the heat capacities of the phonons and imp
two-level subsystems of a paramagnetic nature, since th
elastic scattering of phonons on two-level systems~TLSs!
leads to a change in shape of the pulse propagating thro
the sample and to an increase in the time of arrival of
maximum of the pulse,tm , which is proportional to the in-
crease of the heat capacityC of the sample upon introductio
of the impurity: 1/C5cph/(ct1cpt), wherecph andct are the
heat capacities of the phonons and of the subsystems o
TLSs. The number of such phonons increases with incre
ing time of the diffusive propagation of the signal in th
absence of phonon trapping centers,t05L2/2D0 (L is the
length of the sample, andD0 is the phonon diffusion coeffi-
cient associated with elastic scattering only!. For example,
the assumption of elastic Rayleigh scattering of phonons
defects givest0}NL2T4, whereN is the density of TLSs.
Taking inelastic scattering into account leads to a comp
temperature dependence of the time of arrivaltm of the maxi-
mum of the phonon nonequilibrium signal at the bolome
in samples containing TLSs~trapping centers for nonequilib
6131063-777X/2003/29(7)/3/$24.00
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rium phonons!. The model proposed in Ref. 4 made it po
sible to describe the main anomalies in the temperature
pendence and density dependence ofTm . In the present
paper this approach is developed further toward greater c
plexity of the systems with allowance for phonon–phon
scattering and phonon decomposition processes.

GENERAL FORMALISM

The propagation of a short heat pulse in a sample
substantially nonsteady process. The presence of trap
centers can lead to spatial inhomogeneity of the system
to the position-dependent temperature dependence of
state of the trapping centers, i.e., it can lead to spatial dis
sion of the effective diffusion coefficients. Using the a
proximations adopted in Ref. 4 for describing the proces
of pulse propagation in a sample containing two differe
TLSs, we can write the shape of the pulse in the Fou
representation as

S~ t,k!5A1~k!exp~2D1~k!k2t !1A2~k!

3exp~2D2~k!k2t !1A3~k!exp~2D3~k!k2t !.

~1!

The diffusion coefficientsDi(k) and the weight factorsAi(k)
in Eq. ~1! are solutions of a secular equation of the followin
form @the system of kinetic equations is analogous to sys
~1!, ~2! in Ref. 4#:

~p1N1G11N2G21k2D01Ga!Sq~p,k!2N1G1S1t~p,k!

2N2G2S2t~p,k!5S~0!, ~2!

@p1~cph/c1t!G1#S1t~p,k!2~cph/c1t!G1Sq~p,k!50,

@p1~cph/c2t!G2#S2t~p,k!2~cph/c2t!G2Sq~p,k!50.

Here Si is the deviation of the temperature of a subsyst
( i 5q,1t,2t) from the thermostat temperature,Ni is the den-
sity of TLSs of typei , G i is the rate of scattering of phonon
per defect of typei ,
© 2003 American Institute of Physics
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ci ,t5~D i /T!2 exp~2D i /T!/~11exp~2D i /T!!2

and

cph54p4~T/TD!3/5

are the heat capacities of the TLSs and phonons, res
tively, D i is a parameter of the TLS, andTD is the Debye
temperature. To describe effects of anharmonicity in
framework of the simple model adopted in Ref. 4, it is ne
essary to make two main approximations. The first is to t
into account only processes of decomposition of therm
phonons. This is justified by the fact that in the experime
discussed below, the conditionn(v)!1 always holds, where
n(v) is the occupation number of the injected phonons. T
second is to assume that the long-wavelength phon
formed in the decomposition of thermal phonons propag
ballistically and do not contribute to the shape of the dif
sive signal registered by the bolometer. The correspond
term Ga in Eqs.~2! describes only the loss of phonons.

The spatial dispersion of the effective diffusion coef
cients obtained from a numerical solution of the characte
tic equation~2! of the system is shown in Fig. 1. In th
general case the parametersAi(k) and the dimensionless dif
fusion coefficientsDi85Di /D0 depend on five parameter
analogous to those introduced in Ref. 4: (kiL)25(L/L0)2

52t0 /t i , where t i is the relaxation time of the phonon
with respect to decomposition (i 5a) and to trapping by the
subsystems of the TLS (i 51,2); 1/Ci5cph/(cph1citNi).
The special points indicated in Fig. 1 are expressed in te
of these parameters as follows:

K15kaL, K25A~kaL !21~k2L !2,

K35A~kaL !21~k1L !21~k2L !2,

Cm5C1k1
2/~ka

21k1
21k2

2!,

C05cph/~cph1c1tN11c2tN2!

5C1C2 /~C11C22C1C2!.

FIG. 1. Spatial dispersion relation of the effective diffusion coefficie
Di85Di /D0 ~a! and of the weight factorsAi ~b!.
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RESULTS AND DISCUSSION

Figure 2 shows the results of a numerical calculation
the shape of the heat pulse~1! at different temperatures. I
was assumed in the calculations that the diffusion coeffic
is determined by Rayleigh scattering:D05v2/3BT4, G i

5G0i exp(2Di /T), and the expressionGa5AT5 was used for
the phonon decomposition rate. The calculations were d
for the following values of the parameters:B
51200 s21

•K24, A51022 s21
•K25, D154.5 K, x1

50.06, D2529 K, x250.6, TD5630 K, v573105 cm
•s21, andL50.5 cm, wherex is the concentration of TLSs
expressed in formula units for Y32xErxAl5O12. The fact that
the calculated curves are in completely satisfactory ag
ment with the experimental curves observed
Y32xErxAl5O12 solid solutions~see, e.g., Fig. 5 of Ref. 3! is
an indication of the suitability of the model used.

In the following discussion we restrict the analysis
only slow processes, which are dominant in the ‘‘phon
bottleneck’’ regime. As was shown in Ref. 4, this regim
arises when the time for energy exchange between
phonons and the TLSs becomes much shorter than the d
sion time t0 . In that case the phonon propagation time
determined solely by the effective diffusion coefficientDeff

5C0D0 ~the plateau on the lower curve of Fig. 1! and does
not depend ont1 andt2 :

tm~T!.
A114ka

2~T!21

2ka
2~T!

t0~T!/C0 . ~3!

For analysis of the decomposition processes we cons
a crystal without trapping centers, assumingC051. It fol-
lows from Eq.~3! that the decomposition processes lead
nonmonotonicity oftm(T). At low temperatures the arriva
time of the maximum increases asT4, while at high tempera-
tures it falls off by aT21/2 law. Such behavior oftm , which
has been observed5 in the system Al12xLuxAlO3, can be
explained by a high rate of decomposition of the phonon

Taking the phonon decomposition processes into acco
makes it possible to explain the strong temperature dep
dence of the negative derivativedtm(T)/dT—temperature
dependence which is characteristic for systems with a la
(x.1.5) concentration of erbium atoms.3 As is shown in
Ref. 4, thetm(T) dependence calculated without taking d

FIG. 2. Shape of the heat pulse~the phonon nonequilibrium signal! calcu-
lated with allowance for elastic scattering of phonons on two two-le
subsystems and for decomposition processes in the phonon system at
ent temperatures. The dashed curve was calculated forA50 and
T53.2 K.
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composition processes into account for a single TLS ha
nonmonotonic character: initially~for T<D) the time in-
creases exponentially, while at higher temperaturestm(T)
falls off by a law close to 1/T (D!TD). The decomposition
processes can lead to a stronger power-law dependenc
the high-temperature part of thetm(T) curve, so thattm(T)
}1/T5.5 at large values of the anharmonicity constant.

The fact that the phonon propagation time in the ‘‘ph
non bottleneck’’ regime is independent of the values oft1

andt2 allows one to apply the results found to a wider cla
of systems. Among such systems, it appears, are two-p
ceramics consisting of an insulating matrix with a small co
centration of metallic inclusions~cermets!. Indeed, the high
electronic heat capacity of the metallic particles allows o
to assume in a first approximation that they are point cen
for the trapping of phonon energy, and the electronic h
capacity of the particles at the temperatures of the exp
ment ~2–4 K! can be much larger than the phonon heat
pacity of the matrix. This should lead to small values of t
parameterC0 , which, according to the proposed model,
responsible for the delay of the propagation time of the h
pulse in such systems in comparison with systems with
phonon trapping centers. Because of the different temp
ture dependence of the heat capacity of the electron and
non subsystems, the contribution of the metallic phase to
formation of the phonon nonequilibrium signal can be o
served experimentally.

The time of passage of a heat pulse through single-ph
corundum (Al2O3) ceramics and corundum-based cerm
containing up to 20% steel was studied in Ref. 6. Let
estimate the value of the parameterC0(T)5(12y)cph/@(1
2y)cph1ycMe#, wherecMe5gT is the heat capacity of the
electron system. The Debye temperature of corundum
1042 K. Assuming that the value ofg for iron is 4.9
31023 J/(mole•K2),7 we obtainDeff5C0D050.01D0 for a
metallic phase concentrationy50.2 and a temperatureT
53.8 K. This estimate is in good agreement w
experiment6 if it is assumed thatD0 can be taken equal to th
diffusion coefficient of the ‘‘base’’ sample. Since the diffu

FIG. 3. Temperature dependence of the effective diffusion coefficient
several values of the metallic phase concentrationy; the squares indicate the
experimental points for the ‘‘base’’ sample~upper! and for sample 1
~lower!.6
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sion coefficient in single-phase ceramics depends in a c
plicated way on the method of preparation and heat treatm
of the samples,8 the latter is valid only for sample 1, which
was annealed at the same temperature as the ‘‘base’’ sa
~see Ref. 6!.

Under the condition (12y)cph@ycMe the temperature
dependence of the effective diffusion coefficient takes
form Deff(T)5D0(T)/T2. For a weak dependence ofD0 on
temperature this can lead to a change in sign of the deriva
dD/dT upon going from the ‘‘base’’ sample to the cerme
as has been observed experimentally.6 Figure 3 showsDeff(T)
for g54.931023 J/(mole•K2) and for several values ofy
on the assumption thatD0}T20.75. Unpublished experimen
tal results made available to us by the authors of Ref. 6
shown by the squares. It is seen that the calculated curve
in good correspondence with the experimental data. Ho
ever, additional experiments are required in order to re
definitive conclusions.

CONCLUSION

A refinement of the model proposed in Ref. 4 has ma
it possible to describe a large number of experimental res
on the propagation of phonons in samples containing im
rity two-level systems. The fact that the parameter int
duced is of a general character has made it possible to c
pare our results with experimental data obtained both
solid solutions of yttrium–erbium garnets, where the tra
ping centers are paramagnetic erbium atoms, and for insu
ing ceramics containing metallic inclusions as trapping c
ters.

The author is grateful to S. N. Ivanov and E. N. Khaz
nov for fruitful discussions and for providing the opportuni
to use their experimental data prior to publication. This stu
was supported by the Russian Foundation for Basic Rese
~Grants Nos. 03-02-16233 and 01-02-96462!.
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Zh. Éksp. Teor. Fiz.102, 600 ~1992! @Sov. Phys. JETP75, 319 ~1992!#.

Translated by Steve Torstveit

r



LOW TEMPERATURE PHYSICS VOLUME 29, NUMBER 7 JULY 2003
PERSONALIA

Igor’ Mikha ¢lovich Dmitrenko „on his 75th birthday …
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July 24, 2003 is the 75th birthday of Igor’ Mikha�lovich
Dmitrenko, a prominent member of the National Academy
Sciences of Ukraine. I. M. Dmitenko’s scientific activity ha
focused exclusively on fundamental and high-priority
search in the field of superconductivity and superconduc
electronics. Studies published in the 1960s on a new clas
quantum coherence effects, the brilliant experiments on
world’s first observation of the ac Josephson effect, brou
him wide renown and international recognition. His pione
ing studies on quantum interference, magnetic flux quant
tion, the observation of macroscopic quantum tunneling
fects, and dynamical chaos in SQUIDs have become cla

I. M. Dmitrenko has initiated and headed many stud
in the field of applied science, directed toward the utilizati
of the achievements of the physics of superconductivity
modern electronics. He founded a school of experime
physicists and engineers, many of whom have become l
ers in new scientific fields.

On I. M. Dmitrenko’s initiative a Physicotechnica
School was founded at Kharkov Polytechnical Institute
1972, and later a Department of Technical Cryophysics w
set up, where I. M. Dmitrenko for many years pursued pe
gogical and methodological activity.

The scientific activity of I. M. Dmitrenko has been re
flected in numerous articles, reports, and monographs. In
cent years two books of his recollections about his
choices, on the founding and growth of the B. Verkin Ins
tute for Low Temperature Physics and Engineering of
National Academy of Sciences of Ukraine, with which
has been continuously affiliated throughout his life, a
about the people he has known, about events and curios
6161063-777X/2003/29(7)/1/$24.00
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and about his favorite animals, which that have been
companions since childhood.

I. M. Dmitrenko has been awarded the Order of Merit
Ukraine in Science, the State Prize of Ukraine, and
Medal of Honor.

We warmly congratulate I. M. Dmitrenko on his birth
day. We wish him robust health and well-being, fruitful sc
entific activity, and bright new reflections of his talente
creative nature.

TheEditorialStaff
© 2003 American Institute of Physics
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July 7, 2003 is the 75th birthday of the prominent the
retical physicist Arnol’d Markovich Kosevich, a Correspo
dent Member of the National Academy of Sciences
Ukraine, the Head of the Theoretical Department of the
Verkin Institute for Low Temperature Physics and Engine
ing, National Academy of Sciences of Ukraine, and a Prof
sor at Kharkov National University.

The name of A. M. Kosevich is linked with a number
fundamental problems of solid-state theory. Together wit
M. Lifshits, he constructed a complete theory of quant
oscillation effects in metals. The Lifshits–Kosevich formu
obtained in 1954, made it possible to compare the result
experimental research on quantum oscillations of the m
netic susceptibility of metals with the shape of the Fer
surface. This result has gained international recognition,
it is included in all monographs, textbooks, and review
ticles on the electronic theory of metals and is still cited
original papers.

Another important area of scientific activity for A. M
Kosevich is the theoretical study of the mechanics of r
crystals. He proposed a field approach to the theory of
locations, which is of fundamental importance and has b
the most fruitful approach in the theory of plasticity, and
also did research on dynamic and kinetic phenomena in c
tals containing defects. An indication of the authority of Pr
Kosevich in this area was his participation in writing th
‘‘Dislocations’’ section of theTheory of Elasticityvolume of
the Course of Theoretical Physics series by L. D. Landau
E. M. Lifshitz. A. M. Kosevich wrote the monographDislo-
cations in the Theory of Elasticity~1978! and a monographic
review of the same title in F. Nabarro’s encyclopedic ser
Dislocations in Solids~1979!. The theoretical study of elasti
twinning of crystals played a large role in experimental
search on this phenomenon and served as the basis fo
monographReversible Crystal Plasticity~V. S. Boyko, R. I.
Garber, and A. M. Kosevich, Moscow, 1991; New Yor
1994!. A. M. Kosevich’s monographsPrinciples of Mechan-
ics of the Crystal Lattice~1972! andTheory of the Crystal-
Lattice ~1988! have become reference works for investig
tors doing research on the physics of crystals. In recent y
A. M. Kosevich has continued to work in this field, conce
trating on the topical problems of the dynamics of layer
crystals and superlattices.

In the 1970s A. M. Kosevich and his group of c
workers began their studies in the field of nonlinear dyna
ics of solids on the basis of modern soliton theory. Th
obtained a number of important results in the study of n
linear dynamics of magnetically ordered media and, in p
ticular, in the description of magnetic solitons of various n
6171063-777X/2003/29(7)/1/$24.00
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tures, including magnetic vortices and magnetic skyrmio
in two-dimensional magnets. A. M. Kosevich formulated t
concept of dynamical solitons in nonlinear media as bou
states of a large number of elementary excitations. This
search was reflected in the monographNonlinear Magneti-
zation Waves. Dynamical and Topological Solitons~A. M.
Kosevich, B. I. Ivanov, and A. S. Kovalev, 1983!. An impor-
tant role in popularizing the ideas of nonlinear physics w
played by the monographIntroduction to Nonlinear Physica
Mechanics~A. M. Kosevich and A. S. Kovalev, 1989!.

A. M. Kosevich is one of the most prominent represe
tatives of the Kharkov school of theoretical physics, found
by L. D. Landau, A. I. Akhiezer, and I. M. Lifshits, and he
the author of more than 230 scientific papers and rev
articles and 8 monographs. In recognition of his scient
achievements he has been awarded the Order of Mer
Ukraine in Science and Technology and has won sev
State and academic prizes of Ukraine.

A. M. Kosevich has played a significant role in the e
tablishment and operation of our journal, serving as a me
ber of the Editorial Board for all of the years of its existenc
for 15 of which he served successfully as the Assistant Ed
in Chief.

Prof. Kosevich arrives at his 75th year in the flower
his creativity and scientific activity.

We warmly congratulate Prof. Kosevich on his birthd
and wish him good health and well-being, creativity, a
fruitful scientific activity for many more years to come.

The Editorial Staff
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