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The convective thermal instability dHe—*He superfluid mixtures on heating from below is

studied in the temperature interval 100-500 mK in mixtures with an initial concentration of 9.8%
®He. It is found that at certain critical values of the power of the heat flux in the mixture

there is a change in character of the heat transfer, indicating the onset of convective heat transfer.
The critical temperature gradients associated with the onset of convection correspond to

Rayleigh numbers many orders of magnitude greater than the Rayleigh numbers in the heating of
the mixtures from above. The results are analyzed in the framework of the theory of the
convective instability of binary mixtures. @003 American Institute of Physics.
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1. INTRODUCTION with dilution refrigerators, where instability due to convec-
tion can arise in the diluted pdtt.

In ordinary fluids, heat transfer with the aid of matter A key parameter used to describe convective processes is
flow (convection in a gravity field usually arises in heating a dimensionless quantity proportional to the ratio of the re-
the substance from below. In that case the heated fluid, beingulsive force arising in the liquid in the heating region and
less dense, is pushed out in the direction counter to the fordie viscous force associated with dissipation. This parameter,
of gravity, and the temperature of the fluid tends to equalizecalled the Rayleigh number, is expressed as
Most often the convective instability is studied in a layer of
liquid confined between two horizontal planés Benard gBVTh*
cell) and heated from below; this situation was first consid- R= T 1)
ered theoretically by Rayleigh. Rayleigh~ed convection
does not occur in superfluftHe because of the super thermal
conductivity of He I, which makes it impossible to create
temperature gradients in the liquid.

When °He impurities are added to He Il, the thermal

whereg is the acceleration of gravitys is the coefficient of
thermal expansionVT is the temperature gradient in the
liquid, h is the vertical dimensiony= 7/p is the kinematic

. . . . viscosity, y= k/pC,, is the thermal diffusivity,s is the coef-
conductivity of the resultingHe—*He superfluid mixtures Yo X~ KIp~p Y

b finit King it ible 1 ob f ficient of viscosity,« is the thermal conductivityC, is the
ecomes finite, making it possible to observe free convecy capacity, and is the density of the liquid.

tion. Experimental studies of convection processes in As was shown by Rayleigh, fg8>0 steady convection

3 4 i i i i
He— 'He sgperflwd mixiures have been carried OUtb'_r%thearises in a horizontal layer of thicknelssvith a temperature
Rayleigh—Beard geometry at temperatures above 0.5°K. oo jient directed downward fdR>R,= 1708, which usu-

This system has the peculiar property that the presence of @y holds for classical liquids. In the case of superfluid
heat flux will give rise to both temperature and concentratiorsye _4e mixtures heated from above, valuesRof different
gradients in the absence of a pressure gradient. At suffiom this criterion have been obtained, though they are of the
ciently low temperatures the normal component of the supelsgme order of magnitudeThere the temperature gradients
fluid mixture consists practically only dHe quasiparticles, were directed upward, and the parameein formula (1)

and therefore when the counterflow of normal and superfluigyas treated as an effective coefficient of expansig
components arises, tiiele atoms tend to move to the colder which takes into account the change in density of the liquid
part of the cell. To cause a convective instability of the sysdue not only to temperature but also to concentration, and
tem in the experiments of Refs. 1-5, the cell was heategg_.<0.

from below, so that the liquid with the lower density would  Theoretical studies of convection processes in superfluid
be found in the lower part of the cell. Only in Ref. 7, where 3He—*He mixture€~1° have also been done for the case of
the special case of convection oftde—*He mixture near the Rayleigh—Beard convection. In those studies nonlinear
A point was studied, were measurements made for heatingquations were obtained which describe convection with al-
both from above and from below, and different results werdowance for two-fluid effects, and the influence of tempera-
obtained in the two cases. The question of convective instature and concentration on the convective instability of
bility of superfluid helium mixtures arises often in working He—*He mixtures was analyzed.
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In the present study, unlike the experiments of Refs. 30
1-5, instability processes in superfluitie—*He mixtures 3
were studied with the liquid heated from below. The mea- 25+
surement cell was of a substantially different geometry from
the Rayleigh—Beard cell used previously to study the 20T 2
steady-state temperature and concentration gradigrits. §
addition, the first experiments at very low temperatuies % 157 ;
low ~0.5 K) are done, including at temperatures where the -

i i ; ~ 101

mixture studied undergoes phase separation. >
2. FEATURES OF THE EXPERIMENTAL TECHNIQUE 5

The measurement cell used in this study was described 0 5 10 15 20 o5

in detail in Ref. 16. The liquid to be studied filled a cylinder
2.38 cm in diameter and 4.7 cm in height. The upper flange
of the cell was in constant thermal contact with the mixinggg, ;. Steady temperature gradient versus the heat flux power density at a
chamber of the dilution refrigerator. To reduce the KapitSaconstant mean temperature of the liguidimK]: 150 (1), 200(2), 300(3).
thermal boundary resistance between the liquid under study
and the flange, a heat exchanger made of ultradisperse silver
powder, with a heat-transfer surface of 1.5 mvas used. gradientVT on the heat flux poweQ at various average
The side walls of the cell were made of thin-walled stainlessemperatures between sensors. All of the plots have kinks at
steel(0.1 mm thick, so that the thermal conductivity of the .grtain critical values of the pOWfchn indicating an in-
Wfa”hS YaS.?UCh less than the effective thermal conductivityrease in the effective thermal conductivity of the liquid,
of the liquid. _ C :
The heat flux was produced by a plane heater pIacegeﬁ_ch./AT’ which is naturally attributed to the onset of

directly in the liquid in the lower part of the cell. The tem- onvective heat transport. :

o S The critical values of the temperature gradi&ht,, at
perature of the liquid was measured by two identical RuO ) . .
resistance thermometers. The lower thermometer was placéﬁe respe(_:tlve critical values of the heat figy, are pl_ott_ed ,
a distance of 20 mm from the lower flange of the cell, and@®s @ function of the average temperature_of the I|qU|q in Fig.
the upper thermometer a distance of 10 mm from the Iowe?' In _the presence of a heat flux the maximum on this curve
flange. The resistance of the thermometers was measured Bj2ctically coincides with the phase separation temperature
a Cryobridge 441 ac bridge, with a measurement error that igs ©f the mixture studied. The values G for various heat
equal to+0.2 mK at a temperature of 250 mK and decreaseg "X POWErs were measured in Ref. 16 from the kink on the
with decreasing temperature. temperature dependence of the concentration of the mixture

Simultaneously with the temperature measurements th@gistered by the capacitive concentration sensors. nge, be-
concentration of the mixture at the same places in the ceffause of the presence of temperature and concentration gra-

was determined by measuring the dielectric constant. Cac_lients along the height of the cell, phase separation of the

pacitive concentration sensors in the form cylindrical capaci/"XtUre begins near the upper flange of the cell, where the

tors 0.5 cm in height were used, having electrodes in thdemperature is lowest and the concentration highest. For this

form coils of brass foil and a gap between plates of 0.1 andeason the temperature indicated in Fig. 2, corresponding to

0.2 mm for the upper and lower sensors, respectively. Théhe average temperature of the liquid in the region between
nominal capacitance of the sensors was 750 and 300 p e two thermometers, can be substantially higher than the

which made it possible to determine the relative concentral€Mperature of the mixture in the upper part of the cell.

tion of *He to an accuracy of 0.05% and 0.1%.

The temperature of the mixing chamber was determined
by a®He melting-curve thermometer. This thermometer was
placed on the mixing chamber plate and was used to cali-
brate the resistance thermometers. We investigated a
3He—*He mixture with a molar concentratiog=9.8% *He,
which was prepared by mixing pure components. The mea-
surements were made in the temperature range 100-500 mK
at the saturated vapor pressure.

Q, pwWiem?

25

3. CRITICAL TEMPERATURE GRADIENT AND THE ONSET
OF CONVECTION

We measured the steady-state temperature and concen-
tration gradients in the mixture at several constant values of 0ol . L . L
the heat flux radiated by the heater at the bottom of the cell. 100 200 300 400 500
The temperature of the liquid was changed from one value to T, mK

a_nOther by changing th_e temperature of the upper flangeg. 2. Temperature dependence of the critical temperature gradients asso-
Figure 1 shows the typical dependence of the temperatur@ated with the onset of convection.
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yC
Buyp=Br= 5 Be. )

whereSr=— 1/p (dp/dT)p . is the ordinary thermal expan-
sion coefficient of a liquid¢ is the mass concentration of the
mixture, which is related to the molar concentratioas

Keﬁ/K

M3X
C: B —
M3X+My(1—X)

Nu

06 1

m, andm, are the masses of thiele and*He atoms:
3 4
C

&p) _
-10 -05 0 05 10 15 20 plac), e

a=vVT/vT, -1
B dinc T (ApaldT)
Yo T) T (amalac)r e
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FIG. 3. Dependence of the Nusselt number on the pararadtertwo mean
temperatures of the cell, [mK]: 250 (1), 400 (2).

Estimates show that the ordinary thermal expansion coeffi-
cient of the mixture under the conditions of this experiment

The values oW T, to the right of the maximum in Fig. 2 S very small (7/~10"% K™%), and the main contribution
pertain to the initial homogeneous mixture. To the left of theln formula(3) comes from the second term, which is due to
maximum the critical temperature gradients pertain to thdhe change of the density of the mixture as a result of the
lower separated phase, the concentration of which is detefhange in concentration, which is almost two order of mag-
mined by the phase diagram and the heat flux power. Appa,nitude larger than the first. Ultimately the critical Rayleigh
ently it is also important here that as the temperature of th@UmMberR., calculated according to Eq2) for this experi-
separated mixture is varied, a certain amount of the supMent has a valu®;~ 10'-1¢, which is many orders of
stance will undergo a transition from one phase to the othefnagnitude lower tharR;, for the Rayleigh-Beard case,
in accordance with the phase diagram. when one is considering steady-state convection on heating

The change in the character of the heat transfer upon th&0m above
onset of convection is clearly manifested in the dependence
of the Nusselt number Maxeﬁ(Q)/K on the the dimension-
less parametea=(VT(Q)/VT,—1), wherex is the value 4. CRITICAL CONCENTRATION GRADIENT.
of the thermal conductivity prior to the onset of convection. CONCENTRATION RAYLEIGH NUMBER
This dependence is shown in Fig. 3 for two temperatures. A

Nusselt number Nu 1 for a<0 corresponds to a diffusive bility of binary mixtures a substantial role is played by non-

mechanism for the the spreading of heat, while d0r0 a . : . o :
. . . : uniformity of the concentration, which is determined by the
convective mechanism of heat transport is realized. The

. . . . value of the concentration gradient created by the heat flux.
point of intersection of these curvesat0 determines the . . . .
- " . The system of hydrodynamic equations for a mixture in
thermal conductivity and the critical temperature gradient at

the instant that convection begins. As can be seen in Fig. Fjggzmbzghn;ﬁ]ast t{/lvc:)W dierlr:]gn;oﬂllzzzlvReaﬂlce)\iN hOLuTn?}telr are
the slope of the Nw) curves in the convective region in- yielg

) : usual (temperaturg Rayleigh numberR, which relates to

creases with decreasing temperature. .
. . the temperature gradient and corresponds to expres$jpn

The values obtained for the temperature gradients fogde the concentration Rayleigh numisey
different values of the heat flux allow one to determine the Yielg '
corresponding Rayleigh numbers. In the case of mixtures the gB:.Vch*
formula for R differs from expressiottl), which is valid for Re=—p 4
the pure components, since convection can arise in a mixture _ - o _
on account of nonuniformities of both the temperature andvhereD is the diffusion coefficient. The concentration gra-

concentration. For superflufHe—*He mixtures formulg1)  dientVc arising in the presence of heat flux in a superfluid

As we have said, in the analysis of the convective insta-

takes the formtt:12 mixture has been measufédis a function of the heat flux
powerQ under the conditions of the given experiment. The
|:8,u4,P|gVTh4 Vc(Q) curves show a distinct kink corresponding to the on-
=, (2 set of convectior(see Fig. 5 of Ref. 16 The measured val-
VnXeff ues of the critical concentration gradie®s,, can be used in

Eqg. (4) to calculate the numberR;).,. The resulting tem-
where v,= 7, /p, is the kinematic viscosity of the normal perature dependence dR{), is shown in Fig. 4, which also
component of the mixture, with densitp,, and xt shows for comparison the critical values of the usual tem-
=ket/pCp is the effective thermal diffusivity. The thermal perature Rayleigh numbeR¢),, calculated according to Eq.
expansion coefficieng,, » at a constanfHe chemical po- (1) and the critical Rayleigh number calculated for the case
tential 4 in the mixture is expressed %48 of steady convection in superfluitHe—*He mixtures in ac-
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10°f important circumstance here is that the relaxation of the tem-
perature in the mixture occurs much fastat the speed of
second soundhan the relaxation of the concentrati@t the

108 - 3 _ rate of diffusion processgsConsider an element of the lig-
4 uid found at height and having temperatuie, and concen-
107 ¥ 2 tration c; if it is adiabatically shifted to a height+ &, it

will be surrounded by liquid at a temperaturg and concen-
tration c,, whereT;>T, andc;<c,. After the rapid tem-
perature relaxation the element will acquire a temperature
T,, while at the same time its concentration will still be
much less tharc,. For this reason it is heavier than the
' . . . surrounding liquid and will move downward under the influ-
100 200 300 400 500 ence of gravity. The time of downward motion is determined
T, mK by dissipative processes, and in the course of this motion the
3He concentration in the element will increase because of
FIG. 4]; t?]zpfn”igteur;‘;?ffttg; Céirt;‘iﬁ'reRaF‘QY;Eilg? Eurf::]bn?{];; tzﬁnT:;?;?:;pﬂ%laxation of the concentration, which leads to a decrease in
E;G;/I;igh numberS—.caIcuIaFt)ion accordirsllg t% Eq2); 4—calculation ac- the denSItY of the |IQU!d. As aresult, at a Certa,‘m h.elg.ht this
cording to Eq.(5). element will become lighter than the surrounding liquid and
will be pushed upward. This up-and-down oscillatory motion
signifies the onset of oscillatory convection.
cordance with Eq(2). As is seen from Fig. 4, the concentra- Oscillatory convection in superfluitHe—*He mixtures
tion Rayleigh number is two orders of magnitude higher tharhas been observed previously in experiments on heating
the temperature Rayleigh number. from above! > and in that case the critical Rayleigh number
To describe the convective instability of mixtures somecorresponding to oscillatory convection was several times
superposition of the numbeR; andR; is usually used. For greater than the value d®. for steady convection. In the
the conditions of the given experiment the most adequatpresent experiments the temperature oscillations characteris-
model is apparently that of a cavity with impermeabletic of oscillatory convection were not detected within the
boundaries; for which the equilibrium flux of matter is aforementioned error limits of the temperature measure-
equal to zero and the diffusion and thermodiffusion fluxesments. According to a theoretical analysis of oscillatory con-
compensate each other. In this case the parameter that deteection in superfluidHe—*He mixtures in Ref. 10, its obser-
mines the stability boundary of the mixture is the modifiedvation at low temperaturebelow ~0.8 K) is estimated to
Rayleigh number require too large a value of the critical temperature gradient,
~ ) making its realization unlikely under the conditions of the
R=Rr(1+a"N)(1+e)—Rc, ) present experiment.
which agrees with the expression for the total Rayleigh num-
ber determined in Ref. 7, where
Ky T ({m> 5. CONCLUSION

T Nl

Rer

a=- These experiments on the convective instability of super-

. _ . . fluid He—*He mixtures at temperatures below 0.5 K on
w is the chemical potential of the mixturekr  peating from below have shown that in this case thermal
=—(Ve/VT)T is the thermodiffusion ratio, and the param- ¢onyection arises at large temperature gradients, correspond-
eter ¢ describes the relatlop between the gradients of thqang to Rayleigh numbers many order of magnitude greater
temperature and concentration: than the corresponding values for the case of heating from
B. Ve above. Apparently the destabilizing factor that initiates con-
e=— E VT (6)  vection is phase separation of the superfluid mixtures in the
presence of a heat flux. The convective instability arising in
The critical value of the modified Rayleigh numtiRis  a system in which ther is an interface between two phases
also shown in Fig. 4. The fact that it almost agrees in ordewith the light liquid found on top and there is seemingly no
of magnitude with the critical Rayleigh number calculatedreason for instability to arise is sometimes called
according to relatior(2) attests to the closeness of the ap-“anticonvection.”'® However, anticonvection has not been
proaches used for describing the convective instability of the@bserved experimentally in the studies known to us, and it
mixtures in Refs. 3, 11, 12, and 17. has been studied theoretically in the linear approximation
However, the nature and mechanism of convection ironly for layers unbounded in the horizontal directi§nin
superfluid *He—*He mixtures heated from below remain the present study we have obtained results that might argue
open questions. Ordinarily steady convection is realized oin favor of the existence of the anticonvection effect.
heating from abové;® on account of the anomalous ther- Yet another factor promoting the development of insta-
modiffusion effectia decrease in th#He concentration in the bility in a liquid can be vortex formation in the superfluid
heated part of the c¢l]lwherein the value df; is positive. In  helium and the resulting onset of turbulent flows at large
Ref. 10 it was predicted to be possible in principle to havetemperature gradients in the liquid. Identification of the
unsteady oscillatory convection on heating from below. Anmechanism and type of convection in the superfluid
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We present the results of a simulation of the chaotic dynamics of quantized vortices in the bulk
of superfluid He II. The evolution of vortex lines is calculated on the basis of the Biot—

Savart law. The dissipative effects arising from the interaction with the normal component or/and
from relaxation of the order parameter are taken into account. Chaotic dynamics appears in

the system via a random forcing, i.e., we use the Langevin approach to the problem. In the present
paper we require the correlator of the random force to satisfy the fluctuation-dissipation

relation, which implies that thermodynamic equilibrium should be reached. We describe numerical
methods for integration of the stochastic differential equatinoluding a new algorithm for
reconnection processesand we present the results of a calculation of some characteristics of a
vortex tangle such as the total length, the length distribution of the loops, and the energy
spectrum. ©2003 American Institute of Physic§DOI: 10.1063/1.1596789

1. INTRODUCTION the filaments can go away from each other and the crossing

. . S . may not occur. In contrast to the above-mentioned papers,

Quantized vortices appearing in quantum fluids influence . . . .

. we consider the entire Biot—Savart equation. Moreover, we

many properties of the systems. In general, the set of these, . . . .

. . I ake into account possible random disturbances in the system
vortices represents a chaotic vortex tand@) consisting of

separated vortex loogslosed vortex linés To describe the of vortices. The disturbances are simulated by the addition of

. ) - a new term to the Biot—Savart equation. The details are
influence of a VT, it is necessary to know the statistical de- . . . .
o . . .~ found below. This statement is conventional for the descrip-
scription of the VT at various moments of the time evolution : . . :
. . L . .. _tion of dynamical systems with stochastic perturbations.
because quantized vortices exhibit different properties differs C . o
. i . o Moreover, in this work the following condition of reconnec-
ent in processes: thermodynamic equilibrium and nonequi: : . .
o . S tions is proposed: if the elements of a VT have intersected
librium (turbulen}. For example, quasi-equilibrium features

. . during the temporal step of the calculation, the reconnection

are essential in the process of fast quenching. In contrast, in
: . : occurs.

experiments with thermal flows and/or counterflows in He Il

the set of vortices show§ very none.qu_lhbrlu(turbulent 2. STATEMENT OF THE PROBLEM AND THE DYNAMICAL

type) properties. The statistical descriptions of these tonQU ATIONS

cases are strongly different. Thus the distribution of vortex

loops over their lengtha(l)=dN(l)/dl is governed by the We consider the dynamics of vortex loops in three-
formulat n(l)e1 %2 in the thermal equilibrium case, while dimensional infinite space. The induced velocity of helium at
in turbulent helium we haven(l)e<1~ %2, There exist many @ pointr is given by the Biot—Savart law:

works devoted to numerical investigations of vortex tangles « (S—r)xds

and to the turbulent state of helium, e.g., Refs. 3-10. We = y(r)= — | ———
note that the aforementioned calculations have been done in Am [S—r|®

the local approximation. Originally simple vortex structureSthe formulas for the velocity of vortex line points in the

(VS) with time turn into a very strongly tangled system. If a absence of dissipation takes the fotm:
self-crossing of the filaments happens in this system, the re-

connection of vortex line occurs and thus the vortex loops ds_ .

divide or merge. Reconnections change the topology of the E_SO

vortex structures and affect the evolution of a VT. In the

papers mentioned above, reconnection was simulated from k[ (S;=9XdS, L 278, S- Sxg
the condition of equality between the local and nonlocal con- A7 |S,—9° 41 e a, '
tributions to the velocity of a vortex filament point, i.e,,

~ kl2mA~v,~cx In(Rlag)/4wR, whereA =2R/[c In(R/ay)] @)

is the minimal distance between the pair of vorticess the ~ whereS(&,t) is the radius vector of the vortex line points,
qguantum of circulationR is the radius of curvature at the is a parameter, in this case the arc len@his the arc length
given point,c is a constant=1), anda, is the cutoff param- derivative,S, andS_ are the lengths of two adjacent line
eter concerning the radius of the vortex core. Thus, in thoselements that hold the poirstbetween, and the prime de-
works only the distance between the points of a vortex linenotes differentiation with respect to the arc lengthThe
was chosen as the criterion for reconnection. In our opinionsecond term of Eq(l) is the local part of the velocity, and
this is a slightly incorrect approach, because the elements a@he first term is the nonlocal part obtained by integration over

1063-777X/2003/29(8)/4/$24.00 624 © 2003 American Institute of Physics
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the rest of the vortex line and over all of the other loops.
Taking into account the frictional force of vortices, the nor-
mal component of helium, and the rapidly fluctuating ran-
dom term(Langevin forcg, we obtain the equation for the
dynamics of a point of the vortex line:

S=S+a[S X (Vy—S)]—a'S
X[S' X (Vg— So) 1+ A(L,€), ?)

FIG. 1. The elements of vortex lines to reconnect.

where

(A(1,6)=0, (A(t1,&)A|(t2,&)) From compatibility of the equations
=D& 6(t1—15) 6(&1—£2) =D 6 6(£1— &) Xt Vit (=) ST=x 4 Vo ht (441 7))s;
X(n(t)n(t")) YitVyih+(Yir1—yi)sl=y;+Vy jh+(yj+1-Y))s;

- . . L zi+V,h+(z41—27)sl=z+V, h+(z;,1—2)s;

i, j are the spatial components;, t, are arbitrary points in T V2 ih (21— 2) itVeint(z:172)

time; &, & define any points on the vortex lin®, is the Ossl<l; Osss=l1

intensity of the Langevin forcey, o’ are the friction coeffi- e meeting of these line segments during the time
cients; n(t) is Gaussian white noise withn(t))=0,  step was determined. Herex;(yi,z Xi+1,Yi+1:Z+1);
(n()n(t'))=o(t—t"). Let's assume further that the differ- (x, .y, 7. x,.,,y,.1,7.,) are the coordinates of the first
ence between the normal and the superfluid velocities of hegng the second pairs of points, respectively, ¥nd, Vyis

lium equals zeroy,=0, and neglect the term with’. This v .+ v, . v . V,; are the projections of the velocities of
statement corresponds to the absence of heat flow. Thus Wge points and the line segments on the coordinate axis. If the

finally obtain the dynamical equation for a vortex line: line segments have met, the reconnection occurs. Thus, if the
SzSO—aS’xSO+a(§)n(t). 3) points originally belonged to the same loop, a pair of new
loops was generated. Otherwise a confluence of the loops
In integral form Eq.(3) is as follows: oceurs.

4. THE RESULTS

The initial radii of the rings werdR=2-10 °m. The
where B(£.D) =& — a8 xS . and WD = ! n(t")dt is the initial condition was chosen in such a way that Fhe total
(60 =S~«a S © fto (t) momentum of the system was equal to zero. The rings were

sj[andard Wiener Process. In_our m(_)del the _|n|t|al _cond|t|o.n Ssituated symmetrically at equal distance in pairs around the
six completely symmetrical rings with an orientation making coordinate origin. The distance between them whs

t t
5(t,§):5(to,§)+ft B(é,t)C‘tJFU(g)ft dw, 4
0 0

the total momentum of the system equal to zero. —10"5m. The parameters in Eq2) are «=0.0098,D =4
1073 m/s.
3. THE NUMERICAL ALGORITHM AND THE DESCRIPTION SImLi|§ltI0n was performed with a constant temporal step
OF RECONNECTIONS h=5-10°s and initial steps along the vort_ex line af
=2m-10 "m. The steps\l along the vortex line were con-
Equation(4) was solved by the Euler method: trolled later by the procedure of inserting and removing of

_ points, so thatAly/2<Al<2Al,. It follows from Eq. (4)
Sn1= Sy hB(& o)+ Vho () 70, that small(or thosoe with a high0 curvatuyéoops move very
where S, is the approximate solution of the equation at arapidly, and their dissipatiofdecrease in sizés very high
mesh point at time,,; h is the integration step in time at a due to the friction. Therefore, small loops were removed dur-
mesh point,,; {7,} is a set of mutually independent normal ing our calculations. Kinks appearing on vortex lines were
random vectors with mutually independent components itemoved also. For our case, the loops were canceled if there
the aggregatey, ; (j=1,2,3), having zero expectation value were less than 5 points.
and a variance of 1. The component of vectgrwas calcu- Vortex configurations at various times are presented in
lated by the formulaz, ;= V—2 Ina; cos(Zra,), wherea;  Fig. 2. One can see a vortex structure with drastic evolution
and a, are random numbers from the inter¢@l1) obtained in time. After numerous time steps the system evolved into
by a pseudorandom-number generator. The Euler method ieparated vortex tangles. It was noted that during the evolu-
the first order on the mean-square approximation in the timgon, the vortex tangles arose and then vanished in different
step. The function§', S’, S, were calculated as in Ref. 3. To places. It is reminiscent of the intermittency phenomenon in
keep the calculation procedure coherent, points on the vorteaassical turbulence.
line were added and removed as in Ref. 10. From the simulation, several quantities were calculated
The first step in the modeling of a reconnection procesand plotted as functions of timsee Fig. 3. One can see the
is the selection of point pairs that are the candidates for rephases of evolution for vortex structures. At the beginning,
connection. After the pairs were defined, it was assumed thahe total length, averaged curvature, and the density of vortex
the line segments between each of the pairs were moviniines increase at a steady volume. After a certain value of the
with a constant velocity \(;,V;) during the time step, as density has been achieved, many small loops developed and
illustrated in Fig. 1. the VT begin to decay. Later, one can observe a tendency to
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FIG. 2. The vortices at different times s: 4.3010°° (a), 9.792 10 * (b), 1.089210 2 (c), 1.144410 2 (d). The configurations are plotted in a three-
dimensional view.

.10 *s, the volume suddenly begin to decrease. It is consis- = 2
tent with the disappearance of detached loGgee Fig. 2c
and 2d. Then the fluctuating steady state is again reached. J' d3k

k4 k>

a fluctuating steady state. However, after a titse9.792 <J' psV2 P >
r

We also did calculations for some statistical characteris- =
tics of the vortex structure. The distribution of the loop num-

<2wpsxz JO” JOLS<§1>'S<§2>

ber vs. its length and the VT energy spectrum were calcu- _

lated. Figure 4 shows the length distribution of the vortex ><exp[|k[S(§1)S(§2)]}d§1d§2>
loops in the time region~1.1443s. The decreasing of the

number of loops is described by the following function: *

n(1)dl~1-2% The same dependence was observed both for ~ — fo E(k)dk,

different times and for each vortex tangle within the vortex

structure. It is difficult to extract physically meaningful re- 5

sults from these data. On the one hand, equilibrium has been ) Psk f dQy JLJL’-S@ \S(6r)
reached. On the other hand, the distribution of vortex loops 2(2m)3 k2 Jo Jo ! 2
disagrees with the results obtained for thermal equilibrium

and the turbulent stationary state. xexp{ —ik[S(§1) — S(&2)]}dé1dEs,
The average kinetic energy of flow induced by a vortex
loop can be evaluated as follows: wheredQ,=k? sin §d6dd, is the volume elemenk is the
1.0 12F
0.8¢ 10
€ 0.6 mE 8f FIG. 3. Plots of the total lines, the
(8] 6_ . . .
04k C volumeV filled with vortices, and the
> 4t density of vortex lined. as functions
0.2r ok of time.
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FIG. 4. The length distribution of the vortex loops in the time region nearF|G. 5. The energy spectrum of the vortex tanglé-afl.1445 1073 s.
t~1.1443s.

density of the energy agrees with the equipartition law only
wave vector, angy is the superfluid density. For the isotro- for a smallk-zone. The vortex loop distribution over their

pic case, the spectral density is expressed as follows: lengths also differs from the one expected for thermal equi-
. librium. This state is closer to the turbulent case observed by

2 ’ —
E(k)= Psk JLJ"‘ sin(k|S(&y) ~ S(&2)) [dS(&) other authors. During evolution the vortex tangles arise and
(2m)2Jo Jo  K[S(&)—S(&)) disappear in different places. It resembles the favor intermit-

X dS(£,)] te_ncy phenomenon in classical turbulen(?e. Our prelimina_ry
270 simulation demonstrates that the Langevin approach applied

wherek is the wave number. It is seen that there exist differ-in this paper is a very promising method for the study of

ent regions of wave numbér small with respect to\()*3, chaotic vortex structures.

high with respect to 4/L, and intermediate values. In the This work is supported by INTAS grant 2001-0618.

region of small wave numbers one hB$k)=k?, and for

high numbersE(k)ock‘l. *This report was submjtted at'the 3rd Interngtional Workshop on Low Tem-

Figure 5 shows our numerical results of the VT spectral P& Microgravity Environment Physi6SWS-2003.

density for the timet=1.1445<10 3s. In the region of -mall: theory@itp.nsc.ru

small wave numbers. The simulation data fit the approximas=
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difficult to discern a regularity from these data, since the 2T. Araki, M. Tsubota, and S. K. Nemirovskifo be publishel

spectral density and the numerical error are of the saméK. W. Schwarz, Phys. Rev. B1, 5782(1985.

4P. G. Saffman, Stud. Appl. Mati9, 371 (1970.
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LOW TEMPERATURE PHYSICS VOLUME 29, NUMBER 8 AUGUST 2003

Unstable states of a superfluid confined between rotating spheres *

*%*

A. Gongadze, L. Kiknadze, Yu. Mamaladze,™ and S. Tsakadze

E.A. Andronikashvili Institute of Physics of the Georgian Academy of Sciences,
6 Tamarashvili Str., Thilisi 380077, Georgia
(Submitted December 19, 2002

Fiz. Nizk. Temp.29, 840—841(August 2003

The unstable statdincluding those related to self-accelerations of pulsarsvhich the mutual
friction causes an irreversible motion of vortices are considered20@3 American
Institute of Physics.[DOI: 10.1063/1.1596790

INTRODUCTION which begins to distort. The prominent part of the vortex line
and its image make the “leading pair.” The sequence of the

constant or variable angular velocitéyare considered. Both foIIovylng events s represented .by F'g'.(lbft): f[he 'abo.ve-
mentioned part of the vortex interacting with its image

equilibrium and metastable states of this system are solution
. : . . .. Stretches along the equator, moves faster and faster, ap-
of the equations of vortex dynamics with a given velocity - k
roaches the wall nearer and nearer, and annihilates at it. So

and zero mutual friction between the vortices and the norm . .
. . ” he vortex breaks in two parts, and the edges of two remain-
component. This force brings about transitions from one

equilibrium or metastable state to another upon a change ?_Tig vlort|ces find their equilibrium positions, not shown in
angular velocity. But there also exist such configurations o g

vortices which cannot stay stable even if the variation of the The second picture of Fig. (tight) shows What. happens
: S when a vortex approaches the equator of the inner sphere
velocity of rotation is interrupted.

In this publication of our report at CWS-2002 the part from the area <R;. Then a vortex approaches the equator

e . simultaneously with its continuation situated on the other
devoted to equilibrium and metastable rotatisae Ref. lis . . .
side of the equator. Here, being perpendicular to the surface,

omitted. This paper is dedicated to the mechanism of th?he ends of the vortices form the leading pair. They move

unstable processes and to the difference between double; L
; . along the equator, approach each other, and annihilate. The
cylinder and double-sphere devices.

remaining parts of the vortices join and form one vortex
outside the inner sphere.
BREAKING AND CONNECTION OF VORTICES Thus, the opposite processes of vortex breaking and con-
) , nection at the equator of the inner sphere do not represent a
A clear example of the difference between coaxial cyl-gequence of similar events observed in reverse order. The

inders and spheres is the generation of the first vortice§g,ging pairs, their orientation, and the directions of their
Fettef showed that vortex generation begins at the OUteE;athering are different.

cylinder at w>#%In(2C)2mRd (d=R,—R;, R=(R;
+R,)/2,C~1), but the generated vortex has no equilibrium
position in the space between the cylinders uatiéxceeds
the valuet: In(d/a)/mc?. Therefore, the vortices move to the ~ The position near the equator of the outer sphere is also
inner cylinder, annihilate on it, and deposit the circulationwhere the equilibrium rotation of a vortex with the vessel
there. In contrast to this, in the case of spheres a part of thend the normal component is impossible. The vortex may
axis of rotation lies in the liquid, and a vortex has an equi-appear here, e.g., as a result of deceleration of an almost
librium position there ifw># In(2R/a)/2mR2 (Ref. 1). That  freely rotating double sphere. Then the interaction with its
value is less than the critical velocity of vortex generation atown image becomes decisive, and a vortex leaves the vessel
the equator of the outer Sphefetn(ZC)/Zm de In this situ- moving anng and to the equator. It is known that the mutual
ation is all of the vortices generated have equilibrium posi-iction results in a time dependendg,{-t)*/*for compress-
tions in the vicinity of the axis of rotation and move to them,
being broken in two parts.

The same processes of vortex breaking and the opposite
processes of two-vortex connection happen when vortices
displace to their equilibrium positions or when a metastable
vortex clustet expands or compresses according to varia-
tions of the angular velocity.

The mechanism of these processes is shown in Fig. 1.
The left part shows what happens when a vortex approaches
the inner sphere from the are& R, . At first the interaction FIG. 1. The sequence of events during the breaking of a vortex moving to

of the.vorte.x with the spher€with its own image”) mani-  he axis of rotatior(left), and the beginning of the connection of two vorti-
fests itself in the nearest part of the vortex to the equatorses outgoing from the inner sphefright).

Concentric spheres with radi; andR, rotating with a

ANNIHILATION OF OUTGOING VORTICES

1063-777X/2003/29(8)/2/$24.00 628 © 2003 American Institute of Physics
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compressing ring. Then the self-acceleration also would hap;
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The dependence of the critical current dengityon the magnitude and direction of the magnetic
field H is investigated in thin epitaxial films of YB&u;O;_ 5 having a high value of in

the absence of field«10° A/cm? at 77 K) and a thickness less than twice the magnetic field
penetration depth. It is found that the .(H) curves have a low-field plateau both for

fields perpendicular and parallel to the film. In a magnetic field perpendicular to the film, the
“effective pinning” plateau extends to a field corresponding to a density of Abrikosov

vortices threading the film at which it is no longer favorable for them all to be pinned at edge
dislocations in the interblock walls, and a fraction of them become unpinned. In contrast,

in a field parallel to the film the end of the plateau is unrelated to depinning of threading vortices
parallel to the film; instead,.(H) decreases after the plateau region because the magnetic
field parallel to the film weakens the pinning of vortices perpendicular to the film. The low-field
plateau onj(H) for an in-plane is wider than that for the case of normal magnetization.
Therefore, the dependence jgfon the angle betweeH and the normal to the film has a single
maximum at which the field is lying in the film plane. In films obtained by laser or electron-
beam evaporation of YB&u;0,_ 5 or its constituents, the measurementsj obn which were
made by an inductive method, the decreasg ofiith increasing field in the film plane

begins at fields lower than the first critical field for penetration of the vortices into the film plane.
For the magnetron-deposited film, whggewas measured by a transport method, this

decrease of . begins in a field much higher than that critical field. The possible relationships
between the parameters of thgdH) curves and the first critical field for penetration of

the vortices into the film plane are discussed, including some which lead to different angular
dependences of the critical current. Z)03 American Institute of Physics.

[DOI: 10.1063/1.1596791

1. INTRODUCTION to the layered crystal structure of the HTSCs. However, it
was subsequently establisfietat the pinning of the vortices

on the atomic layers is extremely weak and can account for a
value ofj, in YBCO of not more than T0A/cm?. In Ref. 7

According to the experimental datésee, e.g., the
reviews'?), the critical current density, in thin c-oriented
epitaxial films of highT. superconductoréHTSC9 of the . _ _ ) .
YBa,Cw,0, 5 (YBCO) type reaches values 1—2 orders of & jc(8) curve with two maxima was observed: at& QQ
magnitude greater than in the best single crystals, as high éyllab) and at9=0 (HIlc). 'I_'he_ authors gf Ref. 7 ascribed
(1-3)x 10° Alcm? at 77 K in zero field, and it depends not the peak atHllc to vortex.p|r_1n|ng on twins of lthe crystall
only on the strength of the applied magnetic fielcbut also structure. However, the pinning at coherent twin boundaries

on its direction in relationship to the film plane and to the!S @lSO weak, since the region of elastic deformation of the
direction of the supercurrent passing through the film. crystal lattice of YBCO near twin&nd, hence, the width of
The jo(H,6,¢) curves in different films and under dif- the potential well for vortex pinnings limited to 1-2 inter-
ferent conditions of measurement are not the séfrie the ~ atomic distances.
angle betweerd and the normal to the film plane, andis In Ref. 8 the § dependence was investigated both for
the angle between the projectiontéfonto this plane and the fields perpendicular to the curreny€90°) and for fields
current direction For example, in Refs. 3—5 a single maxi- lying in the plane defined by the normal to the film and the
mum of j.(H, ) was observed, a#=90°, at whichj, was current direction £=0). In both cases thg(¢) curve had a
several times higher than a=0. The authors of those single maximum, a#=90°, and in every case that maxi-
papers™° attributed it to intrinsic pinning of the vortices due mum was somewhat higher fgr=90° than fore=0.

1063-777X/2003/29(8)/12/$24.00 630 © 2003 American Institute of Physics
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In Refs. 9-12 the angular dependence jgtH,#8) pendence ofj.(H,6=0) found in Refs. 16 and 18-20 is
mainly had two maxima, corresponding to the transversexplained in Ref. 16 on the basis of a statistical model for the
(#=0) and longitudinal §=90°) orientations of the field pinning of an ensemble of mutually interacting vortices on
relative to the film plandi.e., theab plane. In some mea- threading EDs at “low-angle” interblock boundaries.
surements only one maximum ¢f(H,#) was observed, at In addition, epitaxial films characteristically have misfit
6=90°, and in one of the film¥ deposited by off-axis dc dislocations which relieve the stresses caused by a slight dif-
magnetron sputtering on the R cut of sapphire with a CeOference in the lattice parameters of the film and substrate.
buffer layer, a single maximum gf(H, #) was observed but The lines of misfit dislocations form a network in the plane
at #=0. It was also shown that the character of je9)  Of the film near its interface with the substrate. The density
curves at fixed values of the field varies as a function ofof these dislocations varies depending on the difference of
temperaturel and applied magnetic field strength and is the lattice parameters of the substrate and film in the het-
different for different films. eroplane and on the thickness of the film and its deposition

The features of the angular dependence 4#) were technology. These in-plane dislocations can be efficient pin-
explained in Refs. 1, 2, 11, and 12 as being due to the preding centers for vortices trapping magnetic flux in the film
ence of corresponding systems of extended linear defects ilane, provided that it is favorable for in-plane vortices to
the different films: edge dislocatiofEDs) and screw dislo- ~€nter the film. _
cations(SDs, causing anisotropy of the pinning of Abriko- ~ These arguments permitted the authors of Refs. 1, 2, 11,
sov vortices for different directions of the magnetic flux @nd 12 to interpret the situation with two maxima or one
trapped by them. In particular, enhancement of the pinningn@ximum ofj¢(H,6) as resulting from the different devel-
would occur when the magnetic field direction coincidesOPment of the systems of threading and in-plane EDs in the
with the predominant direction of the extended defects. Thdlms. depending on their growth technology. In Ref. 17 a
effectiveness of the pinning on EDs in YBCO is due to themodel o_f smgle-parnlcle.core pinning of voruce; on the cores
fact that the radius, of the nonsuperconducting cores of the ©f EDS in @ magnetic field directed at an arbitrary angle to
EDs are comparable in size to the radius of the normal coréhe dislocation line was considered. This analysis qualita-

of an Abrikosov vortex. This also pertains to SDs, the coreg've'y confirmed the soundness of the ideas developed in

of which have a radius which, though larger than that of theRefS' l’_2’ 11, and 12 as to the possible nature.of t_he anisot-
py of j.(H,#). However, both the argumentation in Refs.

EDs, is nevertheless comparable to the radius of a vorte!® _ . .
core. However, while the density of EDs can reachl’ 2, 11, and 12 and the analysis in Ref. 17 pertain to condi-

101 cm2, the average density of SDs is generally not moretlons corresponding to film thicknessds-\ (T) and do not

than 16— 1@ lines/cn?, and so their contribution to the total take into account the specifics of the entry of in-plane vorti-
I . . ces into thin films. Here and below\(T)=»Aq(1
pinning of the vortices is small.

_ —12 ) ;
For c-oriented epitaxial films of YBCO there are two T/Te) Is the temperature-dependent penetration depth

characteristic systems of EDs. The first is due to the fact tha?f. t.he magnetic field into the supercondyctor, a'r%d}s the

. ) ritical temperature of the superconducting transition.

in the ab plane, parallel to the substrate, these films are no :

: . . For a consistent treatment of the angular dependence of
ideally monocrystalline but have a mosaic structure of:

u . T o jc(H,0) in thin HTSC films withd=<2\ it is necessary to
W?Zkly. (Ilf the ataln db .aXZT arf not distinguishgchisori- take into account the difference of the conditions of penetra-
en eThS|rf1g e-ctrysafreglor( oc ch it i db tion of Abrikosov vortices into films for the transverse
__'heformation of a mosaic With alternatiiagandb axes - - ,_ 4y anq |ongitudinal §=90°) directions of the fieldH

in adjacent single-crystal blockthey are sometimes called

q ins in the literatuldeads t tching “ » of (henceforth referred to as “transverse” and “longitudinal”
omains in the fitera uy €ads 1o matching ‘on average-o fields). In this paper we shall show that it is just this circum-
the orthorhombic crystalline structure of the film with the

4 stance, together with the specifics of the field dependence
tetragonal structure in the heteroplane of the substrate. Ac]— (H,6=0) in YBCO epitaxial filmst®#-2that makes it
C ’ )

cordln_g 0 the (_jata of high-resolution electron m'CrOS(’J&py’ possible to understand the nature of the various anomalies in
the misorientation angleg, of the a and/orb axes of adja- the angular dependence Q{(H. )

cent regions in high-quality films amounts to a few degrees It should also be noted that the discussion of fheH

or even a fraction of a degree. Of course, if thandb axes =constf) curves at different magnetic field strengths in the

of ad;acent blocks are distinguished, then the actua] MIiSOrizeyiewsd 2 was based on measurements oftarting at com-
entation angles are equal to 999, . The transverse dimen-

X . : paratively high fields. In turn, the magnetic-field curves
sions of the blocks are 20—500 nm. Their boundaries ar‘fc(H,0=const) in YBCO epitaxial films with high values of

dislocation walls consisting of linear chains of EDs with dis'jc(H =0) have been studied only far=0.618-2revealing

!‘ocatior! Iinﬂes.direct_ed along tfeaxis. The density of these . jjiar low-field behavior. There have been practically no
threading” dislocations(on average over the area of the published reports on thie(H, 6= conste=const) curves for

film) is usually very large, up to ié)lines/cm’-._ _ different @ and ¢ starting at extremely low fields.
It was shown in Refs. 14—-16 that the dislocation walls

are rather transparent to supercurrent up to a current densit
of 10°~10" A/cm?. Under certain conditions it is their trans-
parency that determings in the film. Here the cores of the In the present study we have investigated the field de-
EDs of the dislocation walls are extremely efficient pinning pendence and angular dependencg ©ofn thin c-oriented
centers for vortices trapping magnetic flux normal to the filmepitaxial films of HTSC YBaCu;O;_ 5 that we obtained by
plane'®”In particular, the characteristic magnetic-field de-three different methods: pulsed laser depositi®hD), joint

. EXPERIMENT
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electron-beam evaporation of Y, BaFand Cu followed by aries are more ordered and equidistant, and the azimuthal
annealing in an @atmospheréJEBB), and off-axis magne- Misorientation angles are less than a dedfekne average
tron sputtering(OAMS)_ The films obtained by PLD and density of threading EDs in the OAMS films is somewhat
JEBE were studied by measuring the complex magnetic susower than in the PLD films, around iDlines/cnf. One
ceptibility by a contact-free inductive method, and theshould expect similar characteristics for the K6300 film,
OAMS films were studied by a four-probe transport method&ven thoughj(H=0,T=77 K) for this particular film is
The nominal thicknesses of the filmgletermined by the ©nly 1x10° Alem?, which is smaller than that for the
growth technologies according to the growth time and conOAMS films by a factor of 2.5-3.

ditions) and by measurements on a MIl-4 interferomgter

were around 300 nm for the PLD and OAMS films and 902.2. Methods of measurement of the critical current

nm for the JEBE film. The measurements ¢f(T,H, ) for all the films were
2.1. Film samples and their growth made at temperaturéB=77 K. Low static magnetic fields
were used in the measurements: 0.5 T or less for the induc-

The measurements were made on two laser-deposit
Positeive measurements, and 1 T or less for the transport measure-

films (PP8 with T,=87.9 K and P532 withT.=89.6 K)
with nominal thicknessed~300 and 360 nm, respectively ments. . )

. . o - Y Measurements of. in the PP8, P532, and TN2 films
grown in several different deposition regimes on single-

. were made by the contact-free low-frequency magnetic sus-
crystal subst'rates of ITaAIporlente'd along t'he§100) pIane. ceptibility method at a frequency of 937 Hz. This method is
and mechanically polished to optical quality, and one film

) B L based on analysis of the dependence of the imaginaryfart
(TN2, with d~90 nm _a_nch—89.2 K) grown by the joint of the magnetic susceptibility of a thin film on the amplitude
electron-beam deposition of copper, yttrium, and BaRk a

indl | f G with of an alternating magnetic fiell,. perpendicular to the film
single-crystal(100 substrate of LaAlQ with a subsequent plane. It has been shoﬁﬁthatx”(hac) has a maximum at a

a}nneqling in an oxygen atmosphere. The .d.imensions of thes® iain valueh,.=h,,. For a film in the form a disk the
fllms in the plang were 0X80.5 cm. In addition, we studied | qjation betweerj, and h,, is described by the expression
a film (K6300, with T, near 90 K,d~300 nm, and in-plane j _3 o3, /d, whered is the film thickness. This same
dimensions of 1810 mm) grown by the dc OAMS method gy pression also gives a good description of the results of
on a single-crystal sapphire substréiecut coated with @ experiments on films of other isometric shapes, including
buffer layer of CeQ (see Ref. 11 for a description of the sqyare film£4 The amplituden,, was varied over the range
technique. . . 0.001-5 mT. The detection system included an SR-830
Film PP8 was deposited by evaporation of |ock-in amplifier connected to a computer. The maximum of
YBa,Cu;O; _ s from two rotating stoichiometric targets by a x"(h,o) was determined by approximating (h,.) near the
double-beam solid-state Nd-YAG laser with a speciallymaximum by a second-order polynomial. A static magnetic
shaped profile of the laser bedsee Ref. 21 for detailsThe  fie|d H (up to 0.5 T oriented in the horizontal plane was
substrate temperature was 740-750°C, and the oxygefoduced either by a system of Helmholtz coils with a verti-
pressure in the chamber was around 0.2 mbar. Under thegg| axis of rotatior(field of 0.0001—0.05 Tor by a resistive
conditions the average transverse size of the singIe-cryst@|ectromagnet with an iron yokéield of 0.002—0.5 T. In
blocks, according to an electron microscopic analy$is,  the first case the axes of the launching and receiving coils of
40-150 nm and increases with the substrate temperaturghe detection system and the orientation of the film sample
The misorientation of adjacent blocks did not exceed 1-2°ere fixed, and in the second case the launching and receiv-
Films grown under these conditions have a narrow transitioihg coils were rotated together with the sample mounted in
in temperature to the superconducting state and a high critthem. Thus in both versions only the angle between the static
cal current densityup to 3x10° Alcm® at 77 K. The film  magnetic field and the normal to the film plane were mea-
P532 was obtained on the same apparatus but under condared (to an accuracy of+3°). The alternating magnetic
tions corresponding to a wider transition to the superconfield inducing the supercurrent, on the other hand, always
ducting state and a lower value pf. coincided with the normal to the film. Consequently, the in-
The substrate temperature during the OAMS was varieduced currents were circular and always remained in the film
from 720 to 750 °C. At temperatures below 720 °C, an x-rayplane. They had components both perpendicular and parallel
analysis revealed a 5-10% content of theriented phase. to the plane in which the applied magnetic field was rotated.
The pressure of the 3:1 argon:oxygen mixture in the chambeThus, unlike the transport measurementsjgH, 6, ¢), in
was 10! torr. these measurements the anglés undetermined. However,
The deposition of the film by the OAMS method occurs since according to the data of Ref. 8 théH, #) curves for
at a rate of 0.02-0.03 nm/s and is close to a two-p=0 and 90° are qualitatively similar and only slightly dif-
dimensional, monolayer-by-monolayer growth, while for theferent quantitatively, one would expect that thgH, )
PLD the rate of deposition is 0.1-0.2 nm/s and occurs by amurves obtained by the contact-free inductive method will
island (three-dimensionalgrowth mechanism. For this rea- reflect the features of thédependence df.(H, 8, ¢) and, in
son OAMS films usually contain substantially fewer stackingparticular, those which are due to the specifics of the pen-
faults and the accompanying dislocation logasough esti- etration of in-plane vortices into a thin film. Meanwhile, it
mate based on the HREM data gives lies/cnf) than for ~ would be helpful to do a more detailed theoretical analysis of
the PLD film. The block domains in the OAMS films are the inductive method of measurinjg in a static magnetic
usually larger in size—up to 250 nm, the interblock bound-field inclined to the plane. That will not be done in this paper.
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FIG. 1. Magnetic-field dependence of the critical current densityl at
=77 K in the film PP8 for magnetic field directions perpendiculérQ)
(O) and parallel §=90°) (®) to the film plane.

FIG. 3. Magnetic-field dependence of the critical current densityl at
=77 K in the film TN2 for different angle® between the magnetic field
direction and the normal to the film. The key to the symbolséer0, 45,

70, 80, and 90° is given in the figure. F6,=90°*=3° the results of two

. . . different measurements using two different apparatus for measuring the
The value ofj(H,0) in the OAMS film K6300 was angles are shown by the circlets and crosses. The curves=forand 90°

determined by measuring the current—voltage characteristicse drawn through the experimental points, while thosesfer5, 70, and
during passage of a transport curréfatur-probe configura- 80° are constructed according to formuf with the use of interpolated
tion). For making the transport measurements, nar(@gp  exPerimental curves fore(H,6=0) andjc(H,6=90°).

um wide) bridges with eight contact pads were prepared

from the film by a photolithographic technique. The current

passed only perpendicular to the plane in which the applieteau” at 0<sH<H,, wherej is independent ofi. After that
magnetic field rotated upon variation of the anglé.e., ¢ there is a certain transition region, followed by a rather steep
=90°). A serious shortcoming of the apparatus used for thelrop of j(H). For #=0 the fall of j(H) on the “steep”
transport measurements i #,H) was the impossibility of  part is close to linear in a semilogarithmic pldinear inj.
working with fields below 0.03—-0.04 T. and logarithmic inH).

As was mentioned in Ref. 16, there are two types of
c-oriented YBCO epitaxial films. In the higher-current type
o _ _ (with j(H=0,T=77 K)~(1.5-3)x 10° A/cm?) the transi-

The magnetic-field dependence jeffor the film PP8 at o from the plateau to the logarithmic part is of the nature
a temperature of 77 K is shown in Fig. 1 for parallel and , 4 sharp kink. This kink has been attribui&th a change
p_erpendicular field directio_ns. The aqalogous curves for e the mechanism limiting, from one imposed by the trans-
films P532 and TN2, only in a wider interval of static mag- harency to supercurrent of the interblock boundaries to one
netic fields and for the field orientatiorts=0, 45, 70, 80, jmposed by the depinning of the ensemble of mutually inter-
and 90°, are shown in Figs. 2 and 3, respectively. It is se€Q(ing vortices pinned on threading edge dislocations at low-
that the j¢(H,6=const) curves are superficially similar t©0 4416 interblock boundaries. For films with a somewhat
each other for all of these films and all orientations of thejqyer (although still extremely highcritical current density
field and are also similar to that which was observed in Refsyis transition is smoother and is described in terms of only
16 and 18-20 ap=0. There is also a relatively wide “pla- he second of thg,-limiting mechanisms mentioned above.
For films of this latter kind it is convenient to characterize
the width of the low-field plateatt,, by the value of the
field at the point of intersection of the asymptote to the pla-
teau with the extension of the linearly falliign the semilog
plot) part of j.(H, 6).

As is seen in Figs. 1-3, the films PP8, P532, and TN2 at
#=0 have moderately large values pfH=0, T=77 K)
=1.35x 1P, 8.6x10°, and 2.2& 10° Alcm?, respectively,
and the transition to the logarithmic part of the curve is quite
smooth. The curves for the different field directions: 8
< 90° differ in that the plateau becomes progressively wider
with increasing#d, and in the case when the field lies in the
film plane (#=90°*3°) the plateau is 2.5-3 times wider
than for 6=0. With increasingd the j.(H, 6) curves for all
the films are shifted almost parallel to one another on a semi-
log plot, to higher fields relative tg.(H,#=0). A more
careful examination reveals that the slope of the curves in-
creases somewhdsee, e.g., Fig. 2 This behavior of the
curves means that they can be obtained from each other only
approximately by a scaling of the magnetic field, i.e., by

2.3. Results of the measurements

1072 1071

H T

1074

FIG. 2. Magnetic-field dependence of the critical current density at 77 K in
the film P532 for magnetic field directions at angles 0, 45, 70, 80, and
90° to the normal to the film. The scatter of the curves for differeat low
fields reflects the error of measurement.
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multiplying the fields at which they attain the same value of
jc by a certain factor which increases with increasthdror 1.2}
all the curves withd+ 0 this factor varies, albeit weakly, as a
function of j./j.(H=0). The deviation of the curves from a
“parallel shift” on a semilog plot is especially noticeable for
0=90° atj./j.(H=0)=<0.9. For example, in the fiim PP8
(Fig. 1) the curve ford=90° can be obtained to a fair ap-

proximation from the curves fo#=0 by multiplying the 0.8r
fields at which they attain some value pf by a factor of =2
2.75+0.15. It can be obtained more precisely by multiplying

0 6 L i L 1 ! 1 L

i , 10°A/cm?

by a factor that varies from 2.9 fgr./j,(H=0)—1 to 2.6 "~40 0 40 80 1'20
for j./j.(H=0)=0.93. For the film P532 the “scaling fac- 0, deg
tors” for the field are 2.75, 2.63, 2.24, and 1.51 for
ic!lic(H=0)=0.95, 0.9, 0.75, and 0.5, respectively. Thus, 3.6
strictly speaking, there is no logarithmic segment on the fall- 3ol
ing part of thej.(H,#=90°) curve, and its absence is in- N
creasingly obvious the larger the level of fall one is analyz- g o8l
ing. <
Let us discuss the differences between fhéH,6) ‘S o4t
curves obtained for films of substantially different thickness. .:0 b
The results for the film TN2Fig. 3) are essentially similar in 2.0+
type on a qualitative level to those shown for film PP8 in Fig.
1 or film P532 in Fig. 2. Granted, the value pf(H=0, 185 5 20 80 150
T=77 K) is noticeably higher for TN2 than for PP8 or P532, 0, deg

and the transition from the plateau to the logarithmic part of
jc(H) for #=0 is somewhat sharper for TN2 than for the FIG. 4. Angular dependence pf(H=0.047 T/) in the films PPgM) and
other two films. But the intersection of the linear asymptoteP>32(L) for T=77 K (a and 83 K(b).
to the logarithmic part of the curve with the continuation of
the plateau(the line j.=j.(H=0)) gives practically the nhaye a maximum af=90°, with a value ofj. at the maxi-
same value ofHy for all three fims: Hy(T=77K)  mum which is somewhat less thag(H=0). This character
~0.01 T. And here the width of the plateau in a “parallel” oy the j.(H = constg) curves in a field exceeding the width
field (6=90°) is substantially wider for the film TN2 than of the plateau of the magnetic-field dependence bothgfor
for PP8 and P532. Deviations frojp(H=0) start to appear =g and for #=90° would be expected on the basis of the
Only for 0.08 T, and the analog of the intersection of theJ C(H10: Const) curves for different values @t For com-
asymptotes takes place at 0.15-0.20 T, while for PP8 anfarison of the character of thg(#6) curves obtained at dif-
P532 the corresponding values are 0.017-0.02 and 0.02%grent temperatures it is convenient to plot these curves nor-
0.03 T, respectively. malized to their maximum value at each of the temperatures.
It is of interest to discuss in more detail the behavior OfThe JC( 6) curves at tempera’[ures of 77 and 83 K are pre-
jc(H,0=90°) on the falling part. This part of the curve was sented in such a form in Fig. &lm PP8 and Fig. 5h(film
specially taken twice on two different apparatus for measurps3). |t is seen that the normalized curves for these films
ing the angles between the field direction and the normal tpehave differently with changing temperature. For the film
the film plane. Both sets of points are shown in Fig. 3. It iSPP8 the total variation of the normal angular dependence of
seen that one of them is somewhat closer to parallel transpoj} in a field of 0.047 T is noticeably stronger at 83 K than at
(with a slightly increasing steepness the curve forf=0in 77 K, while for film P532 their relationship is just the oppo-
semilogarithmic coordinates. At the same time, the secondite. This situation most likely reflects the fact that the widths
set, which should differ from the first only in a possible of the plateaus and of the transition regions from the plateaus
difference of the orientation of the magnetic field within theto the logarithmic magnetic-field dependence jefH, 6
error limits of its adjustment is actually noticeably different =0Q) in the given samples have different ratios to the field
from it and has a sharp rise in steepness. A detailed discu.047 T at which the measurements of the angular depen-
sion of the nature of .(H,#=90°) will not be given in this dence were made. Furthermore, these films apparently also
paper. We note only that the correct investigation of the dehave different coefficients in the temperature dependence of
tails of its behavior(specifically for the given field orienta- the of the plateau widths in terms of the reduced temperature.
tion) apparently requires more precise control of the align-According to the data of Ref. 16, and in accordance with the
ment of the field orientation in the film plane than was model developed in that paper, the change of the plateau
realized in taking the data of Figs. 1-3. width is proportional to the change in temperatures (1
Figure 4a shows the angular dependencgofor the  —T/T.). We shall not analyze the temperature dependence
films P532 and PP8 at 77 K in a field of 0.047 T. The analo-of the total variation ofj.(H,6) in more detail but shall
gous curves obtained at a temperature of 83 K are shown idiscuss only the main aspects of the results.
Fig. 4b. We see that thige(6) curves of both films at the two Figure 6 gives the.(H=constf) curves for the film
temperatures at which the measurements were made ea€h2 at a temperature of 77 K for several different values of
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FIG. 7. Magnetic-field dependence of the critical current density of the
magnetron-deposited film K6300 f&=0 (@), 60° (V), and 90°(H), ob-
1.001 tained by transport measurements at 77 K. The dotted line shows a hypo-
thetical continuation of the curve f@= 0 into the regiorH=<0.03 T. Lines
0.95} have been drawn through to the points corresponding=t® and 90° as a
g ' guide to the eye. For comparison with the curve obtained-a60° the
@ points calculated according to E¢4) have been plottedV¥) and a line
0 0.901 b drawn through them.
=
)
T 0.85}
0.80k =const) for §=0, 60, and 90° are shown in Fig. 7. They
' L L were obtained foH>0.03 T, and therefore do not allow one
-40 0 40 80 120 to trace the presence and width of the low-field plateau for
0, deg #=0 and 60°. The measurements made by the inductive

method on the other OAMS films show that the low-field
plateau ofj.(H,6=0) in them is usually narrower than in
the laser deposited films, apparently because of the larger
sizes of the single-crystal blocks. The dotted line in Fig. 7
shows the hypothetical continuation of th€H, #=0) curve

to low fields under the assumption thdf,=0.005-0.01 T.
'From this we can conclude that in the region whiyeH, 6

FIG. 5. Angular dependence ¢f normalized to the maximum value &t
=90° in a magnetic fieldH =0.047 T at temperatures of 77(K) and 83 K
(@) for films PP8(a) and P532b).

H. As for the other films investigated in the present study;

these curves have a single maximumé@at90°. It is seen o : H e :
T e . . =90°) varies slowly with field(against the background of
that the peak af=90° becomes sharper as the field at Wh'Chthe measurement eriori.e.. 0.04 H<0.4 T, the values

the curves TEE measured Its lrjt%retgse:.athese ;:haractensttﬁsjc are practically equal or at most 5-10% less than the
are in complete agreement with the(H, 6=const) curves value of j((H=0). Consequently, this region of constant

shown in Fig. 3. (within the error limitg values ofj.(H,#=90°) is a plateau

The curves of the field dependence and angular depeq— - . : o :
X : ) or this field orientation. The deviations from it become ap-
denc_e OfJC(H’e) for the OAMS film K6300, with the.same reciable only in fields above 0.3-0.4 T, and one can speak
nominal thickness as for PP8 and P532, were obtained fro an “intersection of the asymptotes” in a field of 0.7-0.8 T

the data of transport measurements; they are of a provision hus the plateau on thg,(H,0=90°) curve for the film

nature and were taken in order to show their qualitative dif- c254 ig anomalously wide, an order of magnitude wider
ference from the curves obtained by the inductive method fo{han for the Iaser—depositeé films of the same thickness

the fims PP8, P532, and TN2. The curves {H.¢ Curves of the angle dependenic€6) obtained on this film

at 77 K in fields of 0.19 and 0.3 T are shown in Fig. 8. It is
seen that the tops of the peaksjgfd) at 6=90° are not
/./M'\. sharp: the change ij from 6=90° to the nearest adjacent
experimental points (80° and 100°) is too small for the peak
A at #=90° to be assumed to be narrow and sharp like the
peak observed for Nb—Ti films. Consequently, the anoma-
lously wide low-field plateau on thg.(H,#=90°) curve for
the film K6300 is not due to an “accidental” coincidence
with a narrow peak of .,(H=constf) at an exact orientation

2.0F
o-o-0-0-0°
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v

6#=90° during the measurements jg{H, 6=90°).

At the present time we cannot say conclusively whether
or not the observed anomaly pf(H, 6=90°) is due to gen-
eral properties of OAMS films or to features of our particular
sample. It cannot be ruled out that it is a manifestation of
differences in the inductive and transport methods of mea-
suring the critical current in a static field lying in the film
plane. Measurements of the angle dependence of the critical

Q5"Vﬂ%ﬂhvuv4TNrV/
-40 0 40 80
8, deg

120

FIG. 6. Angular dependence gf(H, 6) in the film TN2 at 77 K for a series
of fixed values oH [T]: 0.05(®), 0.1(A), 0.2(M), 0.4(V). The curves are
drawn through the points.
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ool Q HM(T=77 K)~(0.5-1.0)< 10 * T, which is comparable
to the Earth’s magnetic field and one to two orders of mag-
8.0} nitude smaller than the width of the low-field plateldy, on
N thej.(H,6=0) curve. It is important to note that, starting at
5 7.0r low fields of 2—-3 timesHE'lm (i.e., fields slightly larger than
m? 6.0} the Earth’s magnetic field at 77 K or fields of 1-2 mT at 4.2
e K), the magnetic inductio in a transversely magnetized
0501 film with d<D is equal in magnitude to the applied external
- 4ol field. This corresponds to an appreciable density of Abriko-
) sov vortices in the film, equal td/ ¢, starting at extremely
3.0 L : - L - . L low fields. In addition, it must be taken into account that for
-60 -30 0 30 60 90 120 150 d<2\(T) the magnetic field penetrates almost completely
6, deg into the film, so thaB~H for any field direction, even when
there are no vortices penetrating the film.
FIG. 8. Angular dependence {f(#) obtained by a transport method on the In the case of a longitudinal orientation Bif the corre-

film K6300 at 77 K in magnetic fields of 0.19 () and 0.30 T(A). The  sponding coefficient of the magnetization tensor is equal to
points are experimental. The lines have been drawn according to the equ;_»ero, and the magnetic field flows around the f||m, penetrat_
]E'O”Jc(H*e)_:Jc(H cos6),0=0) with the use of thg,(H, 6=0) dependence j,q inig it from both sides to a depth af The formation of
ound experimentally. . . . .
vortices in the film becomes unfavorable. As was shown in
Refs. 26 and 27, the external field necessary for the first

current in OAMS films, including K6300, will be continued, ¢hain of vortices to penetratebilrllto a film of thickness

and an experimental comparison of the two methods of medd <2 Will be much greater thakic; | , and for an isotropic
surement will be done on the same film. The results of thesgUPerconductor it is given by the expression

additional studies and their theoretical analysis will be pub- 2¢0 [d o2
lished separately. HY(d)~ Wln(g) ES(F) H2KT—0)
3. DISCUSSION OF THE EXPERIMENTAL DATA AND THEIR In(d/Ao) + '”(T)/z) @)
QUALITATIVE INTERPRETATION In « '
As we know, the first critical fieldH™ of a type-Il We see thatH(d)>H%*. However, for cuprate

superconductor corresponds to the start of penetration ¢iTSCs it is also necessary to take into account the strong
Abrikosov vortices into a spindle-shaped sample magnetizegnisotropy of the superconducting properties due to the lay-
along the axis or into a disk-shaped sample magnetized igred structure of these compounds. As a consequence of this
the plane. Here the smaller of the dimensions of the samplanisotropy, the magnetic field penetration depth alongcthe
should be much greater than For anisotropic supercon- axis, \., is much larger and the coherence lengthmuch
ductors of the HTSC type 2 will furthermore take on the  smaller than the corresponding paramelegsandé,, in the
valueH2™ or the valueHZ}'\ in cases when the magnetizing layer planeab. As a result, the critical field for penetration
field is directed perpendicular to or parallel to the axis ofof Abrikosov vortices into a HTSC film witld<\ ., in the
anisotropy of the superconducting properties of the substanasase of a longitudinal field orientation will be

(thec axis in the case of YBCD For a transverse orientation

of the external magnetic field with respect to the plane of i, (d)~ 2¢0 In ﬂ) ®)

a thin c-oriented HTSC film of thicknesd<D (whereD is cl md?T | &)’

the longitudinal dimension of the filmthe external field i i

necessary for the start of vortex penetration is much less thafinere '=Ac/A4p is the anisotropy parameter, ad(T)

Htc’f"'f because of the demagnetizing efféttte demagnetiz- =&/(T'7). For YE’CO' according to published dat,
ing factor is close to unityand is approximately equal to ~ =~5—7. The value oH,(d) depends weakly on temperature
in the temperature interval corresponding7#o 0.1. As an
chlllrn% \/EHETIKI (1) estimate we geﬁcl(d)fo.013—0.017 T for films of thick-
D ness d~300 nm andF.,(d)~0.12-0.15 for films with
HereH'c’i"'f is the anisotropic analog for HTSCs of the quan-d~100 nm.
tity H2K= I k/dmh2, where k=N E=\o/& is the At low longitudinal fieldsH < H,(d) the magnetic field
Ginzburg—Landau parametek¥$ 1 in cuprate HTSOs ¢  lines envelop the superconducting film, penetrating into it

=¢o7 Y2 is the coherence length, angi,=hc/2e is the  from both sides to a depth but the tangential component of
magnetic flux quantum. For YBCO the parametep the field does not enter the film in the form of vortices. In a
~150 nm and the parameté&p~1.5 nm, so thatk~100. field H inclined to the film plane the magnetic flux can pass
AT a temperaturd =77 K for T;.=92 K, whenr~0.16, A all the way through the filn{in the form of Abrikosov vor-
~380 nm, andé~3.8 nm, the first critical field of a bulk tices perpendicular to the film and with a lendtkd) on
sampleHEf"‘(T=77 K)~5 mT. According to Eq(1), forthe  account of the transverse component of the magnetic field,
investigated films, with thicknessek~100—300 nm and a H, =H cosé. Vortex penetration will be energetically favor-
longitudinal dimensiorD~10 mm, we obtain the estimate able at places where there are linear edge dislocations thread-
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0.5 - - The probable reason for this is the decrease of the pinning
1 (B)H(j =066 ](H=0),0) _ _
© AN 0 force on a vortex perpendicular to the film because of the
0.4} 2 (§)H()=086(1=0), 6 =0)/cos bending of th tic field lines of the flux trapped by th
3 (A)H(j =0.88](H=0), 8) ending of the magnetic field lines of the flux trapped by the
4 (0)H (= 0,88 j (H=0), = 0)/cos 0 vortex and, accordingly, the bending of the core of the vortex
- 03 ¢ ‘ 1 in the subsurface region of the film.

I"O ol In addition, one notices the circumstance that both for
' the films PP8 and P538ee Figs. 1 and)2and for TN2(Fig.
01l 3) the decrease of.(H,#=90+3°) with increasing field
' begins at considerably lower values of the fiéiy a factor
0= : - - . of about 1.5-Bthan the values ofl.;(d) corresponding to
0 20 40 60 80 these films, where in-plane vortices begin to enter the film.

0, deg Of course, the penetration of the film by in-plane vortices

i . PN
FIG. 9. Values of the fields at whigh(H, 6) amounts to 66%C]) and 88% ~ n€€d not automatically lead to a decreasg{H,¢=90°).
(1) of j(H=0) for different . Curves1 and3 were drawn through the ~They may be strongly pinned, and the plateauj &H, ¢
experimental points as a guide to the eye. Curesnd 4 correspond to  =90°) may extend to even higher fields. But the falloff of

fields for which the values aof,(H,#=0) amount to 66% and 88% of their . —_an°) in fi ™ ; ;
zero-field value divided by cog @, O are the values of the angles at which JC(H ,0=90 ) in fields less tharHCl requires eXpIanatlon'

the data in Fig. 3 were obtained. The possible error in the above estimaterhf, may lessen
the disagreement a little but cannot eliminate it.

. ] ) The decrease ij in a magnetic field parallel to the film
ing completely through the film and having nonsupercon-pjane under conditions when the vortices due to that field
ducting cores parallel to the axis. Core pinning of vortices cannot yet enter the film is probably due to the influence of
will take place at the cores of these edge dislocations, ifne in-plane field on the pinning conditions for vortices per-
accordance with the mechanism considered in Refs. 16 angbngicular to the film which have been created by the mag-
17 for pinning in a transverse magnetic field. The role of thenetic field of the measuring current flowing through it. They
transverse field in the present case will be played by the fielgj| aiso be pinned by threading edge dislocations. Here, too,
component perpendicular to the filh, . The tangential one should take into consideration the same near-surface
component of the field near the surface of the film must, Ofbending of the magnetic field lines of the totakternal and
course, vary continuously. Satisfaction of this requirementrrent-inducepflux trapped by a vortex normal to the film.
causes bending of the field lines of the magnetic flux trappeg g bending decreases the length along which the core of
by a vortex near the surface of the film, and the length of thafhe ED is coincident with the core of the vortex. As a result,
part of the the vortex alon_g W_hich its core coincides With theihe pinning of these vortices will be weakened, leading to a
core of the edge dislocation is shortened somewhat in comyecrease of . . In this paper we will not go into the details of
parison withd. Because of this, the vortex pinning force on tne apove-described mechanism for the weakening of the
threading EDs should be weakened slightly with increasing,inning of vortices threading the film by a longitudinal field.
. ) ) ) o However, if such a mechanism is indeed realized, then the

If one ignores this weakening of the pinning force, thenmagnetic-field dependence of the critical current density for
for H<H¢;(d) the angular dependence pf(H,6#0) will  an arbitrary direction of the fielé@ should be described not
be determined by the field dependenceg gH,6=0) stud- by relation(4) but by a modification of it:
ied in Refs. 16, 18, and 19, but now as a functionHyf )

je(H;,6=90°)

instead ofH, i.e., ic(H,0)=j.(H, ,6=0) i (H=0)
io(H.0)=jo(H. ,6=0). @ i

®)

. ~ whereH;=H sin6.

The estimates oH,;(d,T=77 K) made above show A check of relation(5) for the film TN2 is shown in Fig.
that a large part of the field interval in which the data.qf Figs.3 The functiong .(H, #=0) andj(H, 8=90°) are found by
1-3 were obtained corresponds to the conditibh jnerpolation from the lines drawn through the experimental
<Hcy(d). This allows one to check whether relatied)  points for =0 and 90°. These were then used to construct
holds. Such a check for the film TN2 is shown in Fig. 9, curves corresponding to E¢p) for #=45°, 70°, and 80°. It
which shows plots of th& dependence of the values of the s seen that within the error limits of the measurements the
magnetic fields at whiclj(H, ) takes on certain values. experimental points in Fig. 3 lie on the curves constructed
As these values we have chosen P A/cm* and  for the corresponding angles. A slight disagreement can be
2x10° Alem?,  which correspond to 0.66 and 0.88, observed in the highest-field part of the curve fior 45°. It
respectively, times the value 9t(H=0, T=77 K)=2.27 s |lessened considerably if the function figfH, #=90°) is
X 10° Alcm?. Curves2 and4 in this figure correspond to the constructed by interpolation of the points corresponding to
functions 2x 10P/cose and 1.5< 106/C080, which reflect re-  the second ang|e_measuring apparatus, which are shown by
lation (4). We see that foj(H,6)=0.8§:(H=0) relation  the crosses in Fig. 3.

(4) holds well in the angular interval<06<70°, while for Thus the above comparison shows that the widening of
jc(H,0)=0.66(H=0) it holds in a somewhat narrower in- the plateau orj.(H, = const) when the field is inclined is
terval 0<#<50°. The fields at which the deviations from due to the decrease of, with increasingd. Nevertheless,
relation(4) appear correspond to values which are lower tharhe widening of the plateau fod—90° is limited. Here,
the above estimate df.;(d=90 nm) by a factor of 1.5-2. unlike the case of a magnetic field perpendicular to the film,
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when the “effective pinning” plateau extends to fields at mechanism of vortex pinning on EDs in the plateau region.
which a certain density of Abrikosov vortices threading theAngular dependence should arise at higher fields, lying in the
film is reached, the end of the low-field plateau in a fieldinterval H,,(T)<H<H,,(d). In this interval the longitudi-
parallel to the film occurs under conditions such that the filmnal component of the field{l,=H sin 6, penetrates into the

is not penetrated by vortices parallel to it, or at least the endiim, sinced<2\(T), but it does not create vortices parallel
of the plateau is not caused by such vortices. It is broughto the film. However, for values of the transverse component
about by the weakening of the pinning of vortices normal toof the fieldH, >H,,, which holds in an angular interval 0
the film, most likely created by the field of the measuring< #<4,,,, whereé,, is determined by the relation

current, in an in-plane magnetic field.

A check of the applicability of expressid) was done CoS6m=Hm(T)/H, 6)
for the data of Fig. 2 and for the data of Fig. 3 and gavethe field dependencg.(H, ,#=0) now corresponds to the
excellent results. falling part of the curve. With increasing (for #<90°) the

Let us now consider the possible consequences of relaransverse componeiit, = Hcos# decreases ang.(6) in-
tions (3)—(5) for the angular dependence pfiH=constf)  creases to a maximum f&> 6,,, whereH, again becomes
obtained in various fixed fields, as is most often done iness thanH,, and j.( 0)—>j£°). Consequently, in this field
measurements of this kind. As we have said, jpgH,0  interval one should observe a minimumjgf#) at =0 and
=0) curves in thin epitaxial films of YBCO are character- a maximum at##=90°. The value of (6> 6,,) at the maxi-
ized by the presence of a rather wide plateau in low fieldsnum of the angular dependence will be equal to or less than
H<H(T). Over the extent of this plateau one ha¢H) j(co) on account of the weakening of the flux pinning perpen-
=j(H=0)=}®=const. According to Ref. 16, the value of dicular to the film as a result of the bending of the vortices in
H,(T), which characterizes the width of the plateau, de-the subsurface region of the film due to the presence of the
pends linearly on the reduced temperatarat least within  tangential field component. As the field at which the mea-
the domain of applicability of the Ginzburg—Landau model.surements of(6) are made is increased, the maximum near
We note that foH <H,(T) the density of vortices is not yet #=90° should become progressively narrower but lower. At
very high, and all the vortices are pinned on edge dislocalow fields (or small angles), i.e., in the region where the
tions at the interblock boundaries. A single-particle mechaflux pinning is not yet weakened substantially by the bending
nism of core pinning of the vortices on the cores of EDs,of the threading vortices due to the longitudinal component
which was examined in Ref. 17, is realized. In higher fieldsof the field and that effect can be neglected, jif@) curve
H>H,,(T) a falloff of j.(H,#=0) occurs, which is approxi- can be obtained from(H,#=0) with the use of relation
mated over a rather wide interval of fields by the relation(4). At higher fields(at larger anglgsone should use relation
jc(H,6=0)~aIn(H*/H), where H*=H_e"*, a~const (5). These conclusions accord with the experimental data in
(for different samplesx has a value of 0.220.02). Since Figs. 4—6 and agree qualitatively with the data in Fig. 8.
H,(T) is always much greater tha‘mﬂ'{“, the main part of At the same time, the data presented in Fig. 8, unlike the
the plateau and, especially, the region of the fallofigH)  data of Figs. 4-6, do not show any loweringjef6¢=90°)
correspond to a finite density of Abrikosov vortices perpen-as the field is increased from 0.19 to 0.3 T and, judging from
dicular to the film plane. In the regiod>H (T) the inter-  Fig. 7, jc(6=90°)~j® in these fields, even though fields
action between vortices become important. The position ofrom 0.19 to 0.3 T correspond to the conditiet® H,(d)
the vortices relative to one another is correlated, and eventwand one would expect an additional contribution to the low-
ally a vortex lattice forms. The relative number of vorticesering of j.(H,#=90°) as a result of the possible depinning
pinned on EDs begins to decrease. of in-plane vortices which have penetrated the film. If those

According to the model developed in Ref. 16, in which vortices are strongly pinned and do not give an additional
Abrikosov vortices are accidentally trapped by pinning cen-contribution, the effect of the vortex bending should be
ters (the cores of EDsin c-oriented epitaxial films with a preserved. However, no manifestations of it are seen in Figs.
random distribution of sizes of the single-crystal bloddg, 7 and 8. The reason for this should be clarified in further
depends on their average linear dimengjbj. The value of  studies.

Hp, increases with decreasing) as(L)~?, so that the re- At higher fieldsH>H;(d)>H(T) in the angular re-
lationship betweem ,, andH;(d) can be different in differ- gion 0< #=<#,, the minimum ofj(6#) should be observed,
ent films. Here the form of relatiofd) or (5) will depend as before, neaf=0, and an increase gf(#) should occur
substantially on the relationship between the valuesigf in the region6— 6,,. With further increase o up to 90° the
andH_;(d) and also on the relationship between the Lorentzrend of the curves will be determined by the relationship
forceF = (¢o/c)j and the local forcé, of core pinning of  betweenH, and H¢i(d) and the concrete form off.(H, 6

a vortex on an ED. =90°), i.e., by the degree of weakening of the flux pinning

Let us first consider the Ca$%(T)<F|C1(d), which is  force at threading EDs in an inclined field. The maximum of
realized in the films studied here. It should generally be thdc(¢) near #=90° can become quite broad and be almost
case for thin epitaxial films of YBCO with relatively large Smeared out. It can be acquire an additiofrabst likely
single-crystal domaingL)=20-25 nm in size, and at tem- shallow dip at its center in the angular region wheig
peratures relatively close @, (T=77 K), so as to satisfy >H_,(d). This may occur because of depinning of the in-
the conditiond=2A(T). Under these conditions one should plane vortices that arise in this case and also because angles
observe no angular dependence at low figlbsH,,, i.e., 6= 6, correspond tdd, <H(T). Herej.(H, ,6=0) is in-
jc(a)zj(co):const, in accordance with the single-particle dependent of field, and the flux pinning force at threading
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EDs, because of the bending of the vortices, tends toward &he vortices will be held in the film by electromagnetic
minimum value close to the pinning for a vortex perpendicu-forces and will not leave it until the field has decreased be-
lar to the core of an EB! The reason for the possible in- low a certain limit. In the experiment we paid attention to the
crease of .(#~90°) against the background of the lowering possibility of hysteresis due to this circumstance, but it was
discussed above may be additional pinning of the curvedot manifested outside the error limits.
parts of the vortices. It can occur on extended misfit EDS  Thus the plateau on thig(H,6#=90°) curve has a com-
localized along the interface between the film and substratpletely different nature than the plateau ¢g(H,#=0),
and also on other extended stacking faults lying in the filmwhich is due to the pinning of numerous vortices by a net-
plane. work of edge dislocations in low-angle boundaries between
We note that the pinning of in-plane vortices arising atsingle-crystal block§domaing. They are due to the absence
H,>H(d) can be extremely strong, since these vorticef depinning of in-plane vortices because in-plane vortices
should be trapped in the potential well between two Bean-glo not enter the film foH<H_,;(d) and such vortices are
Livingston barriers at the boundaries of the thin film. Thestrongly pinned at higher fields and to the absefweneg-
depth of the potential well will depend al'A and, as was ligibility ) of a decrease in the pinning force of vortices per-
shown in Ref. 25, will be large fod<<\. As a result, elec- pendicular to the film under the influence of an in-plane field
tromagnetic pinning of longitudinal vortices arises in theless than a certain value. If the pinning of vortices normal to
film, similar to that studied in Ref. 25 in thin films of a the film were not weakened because of bending of the mag-
superconducting niobium—titanium alloy. The valuetdf  netic field lines and, accordingly, of the vortex cores, then

will become comparable tbi}", given by Eq.(1), in an  this plateau could extend to the depinning fields for in-plane

extremely narrow interval of angle8 near 90°, and the vortices, which exceed the field.,(d). Consequently, as a

transverse component of the field will no longer createminimum. we can say that in the films PP8, P532, and TN2
threading vortices. In transport measurements with a narrog, o pinning of in-plane vortices does not determine the

bridge the number of vortices threading the film which areechanism that limits the critical current flowing in the film
excited by the transport current can become so small th"’BIane.

their depinning will not controj¢(6=90°). In that case the The situation with the film K6300 is not yet completely
field dependencg (H,0=90°) begins to be controlled by cjear The above discussion shows that the decrease of
the electromagnetic plnnlng_of of in-plane vqrtlces and ONg (H,9=90°) in this case also does not correspond to what
should observe a narroffraction of a degreg high peak on 5,4 pe expected if it were due to depinning of in-plane

thg curve ofj (6) at 6=90°. In the inductive measurements vortices. However, manifestations of a weakening of the pin-
of j it would seem that such a peak should be found at fleld%ing of vortices normal to the film by a field parallel to the

H, for which the angular amplitude of the “rocking” of the 1" 5 e apsent in K6300 up to fields of 0.3-0.4 T, substan-
total field, static plus induced, becomes less than the angul%r I dinaf - (d d d f nitude areater
half-width of the §=90° peak (discussed aboyeon the lally exceedingH,(d) and an order of magnitude g

jc(6) curve registered in transport measurements with a nall-hballn _th?hf'e:fjls atI:YDhéCh ??DSSegrznanggﬁar;uonstEecome nt?]t.'clf )
row bridge. This should correspond to fields which are a apie in the 1ims an » Which have the same thick-

hundred or more times higher than the amplitude of thd!€SS as K6300. This apparently oceurs for reasons related to
current-inducing alternating field perpendicular to the film.the film growth and/or preparation for the critical current

Although this condition holds for the data obtained on theme_asurements; and will require additional studies for clarifi-
film TN2 (see Fig. 3 at the highest static field used, growth c&tion- , o
of j.(H,6=90°) was not registered in that field region. One 1 "€ experimental data presented in Figs. 4-6 and 8 per-
might try to explain the anomalous width of the plateau att@in to fields in the intervaH=H(d)>Hq(T). However,
0=90° in the transport-method data for the film K63@0yg. for all the films represented in these figures the fall of
7) by the electromagnetic pinning of in-plane vortices. How-Jc(H,0=90°) at the fields used in the measurements is small
ever, the character of the angular curves for this film in Figcompared tq{”, and the maxima of thg,(6) curves near
8 rule out the possibility of a narroifrom a fraction of a ¢=90° are quite broad. Apparently this maximum is not
degree to a few degreégssharp peak ap=90°, since at two-humped. At the same time, the marked broadening of
angles differing from 90° by+10° the values of () in  this peakto its utter disappearance can be demonstrated if the
Fig. 8 are close tG.(90°). Thus, if the difference in the Jc(6) curves are plotted using the data for the film P532 in
techniques of the transport measurements of the critical cufields near 0.5 Tsee Fig. 2
rent did play a role in the radical difference of the curve of ~ L€t us now consider the hypothetical case when the op-
jc(H,6=90°) for the films PP8, P532, and TN2 from the posite relationship hold$],(T)>H.,(d). It can be realized
film K6300, they do not reduce to a matter of taking intoin thicker epitaxial films at temperatures for whidh<T,
account the “rocking” of the total field due to the alternating and 2(T)=<d, and the average size of the domains is small,
induced field, nor can the anomalous width of the plateau o.g.,{L)=<10 nm, andH,(T) is relatively large. Then in the
jo(H,6=90°) for the film K6300 be explained as a manifes- ow-field regionH<H;(d) one should observe a maximum
tation of electromagnetic pinning of in-plane vortices. of j.(H=constg) at 6=0. It will arise because of a decrease

In addition, we note the following circumstance. It is of the pinning force for vortices normal to the film under the
knowrf® that the surface barrier to the entry of in-plane vor-influence of a field component parallel to the fili,
tices in fields much greater thath,;(d) may be practically =H siné that increases with increasing In the lowest
absent while at the same time the barrier to their exit is highfields it will be so broad that there is no angular dependence
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jc(8). It can remain so wide as to be unobservable in thelthough the magnetic-field curves are outwardly similar,

whole field intervalH<H_,(d). In the field interval having a low-field plateau in both cases, the nature of the
- plateau is different. When the field is perpendicular to the
Hea(d)<H<H(T), () film the plateau arises under conditions such that a rather
starting with angle®= 6, , whereé, is determined from the large number of Abrikosov vortices are present, which are
condition pinned on a network of threading edge dislocations at low-
] ~ angle boundaries between single-crystal blocks in the film.
Sinf,=Hc, (d)/H, ®  The “effective pinning” plateau extends to a field corre-
one hasH,>H{)(d), and in-plane vortices can penetrate sponding to the attainment of a density of vortices threading
into the film. The flat maximum of.(#) near #=0 will the film such that it becomes energetically unfavorable for
persist ford<< 6., and part of thg () curve for 6= 6, will the ensemble of mutually interacting vortices to be pinned at

depend on the pinning conditions for these vortices. In th€eDs at interblock boundaries. In a field parallel to the film
case of their weak pinning the fall ¢£(6) in this region is  the low-field plateau can be realized under conditions such
enhanced, and the maximum a0 becomes more pro- that the in-plane vortices do not penetrate into the film in
nounced. In the case of strong pinning the entry of in-plandields below the first critical field for a film magnetized par-
vortices into the film has no effect gn(#), which will be allel to the plane and less thai zhick or if such vortices
governed by the depinning of vortices perpendicular to thehave no influence on the critical current at higher fields. The
film. In an extremely narrow angular region arouéte 90°  end of the low-field plateau does not correspond to depinning
there can be a sharp peak {#) due to electromagnetic of in-plane vortices that have penetrated into the film. The
p?r?ning of in-plane vortice.s. It can be manifes'ge.d und_er CONgecrease of (H) at the end of the plateau is due to the
ditions such that the vortices normal to the filincluding  \yeakening of the pinning of vortices normal to the film in a
those created by the measuring curyenitl be absent or for 5 gnetic field parallel to the film. This weakening is due to
some other reasons their pinning will not govggn bending of the normal vortices in the subsurface region of
At still higher fields and for= 6, the division into vor- the film in the presence of an in-plane field. Because of this,

tices perpendpulqr to the film that are bent near th? surfacphe part of the vortex that is spatially coincident with the core
and vortices lying in the plane of the film loses meaning. The

. i . . . Crf an edge dislocation threading the film is shortened, weak-
bending stiffness of the vortices is enhanced, and the cnhcaenin the pinning. The low-field plateau on théH) curve
current will be governed by the depinning of inclined vorti- g P g P

ces having projections normal to and parallel to the ﬁlm.for an in-plane field is wider than the "effective pinning

Because of the presence of in-plane linear defects in epitaxiﬁlatgf?u n tt:e dcase (:f nor_mfal Tr?gneulzattl)on. Ue?ﬂder éhose
films (in particular, misfit dislocations near the interfadhe conditions the dependence gron the angle between an

mechanism of single-particle core pinning of inclined vorti- "€ normal to the film at a fixed field strength has a single

ces on these dislocations can be turned on as the angle Bfaximum that occurs when the field lies in the plane.
inclination of the field approaches=90°. Of course, it will In the films deposited by laser evaporation of
be efficient if the lines of these dislocations lie in the interior YB&CWO7 5 or electron-beam evaporation of the compo-
of the film in the region where the vortices under discussior’ents of this compound, on whigh was measured by the
are situated, i.e., at distances from the interface that are #tductive method, the fall of with increasing in-plane field
least a little less thai and/ord. In this case at a sufficient begins before the first critical field for penetration of vortices
density of in-plane dislocations an additioriab longer ex- into the film is reached. For the film deposited by magnetron
tremely narro maximum ofj(#) can arise ap=90°. In  Sputtering, on whiclj. was measured by a transport method,
fields less tharH,, the value ofj.(8=0) will be equal to this falloff begins in fields much higher than that critical
i©), which gives a maximum a#=0. In larger fieldsj,(¢ field. The reasons for this difference most likely lie in the
=0) will decrease, and this maximum will be lowered to particulars of the deposition of a given film or of the litho-
disappearance, while fof=90° a maximum will appear. graphic fabrication of the narrow bridge for the transport
Thus in the field regiorf—lcl(d)sHsHm(T) for films with measurements and will require additional study in order to
the corresponding parameters one can observe two maxinigach a definitive conclusion. Unfortunately, simultaneous
of j.(6), at #=0 and 90°, or even a single maximum at measurements by two methods, inductive and transport, were
6=0. It is not ruled out that this corresponds to the condi-not made on any of the films. Such a comparative study is
tions of observation of thg.(#) curves in Refs. 7 and 9-12. planned for the future.

Thus all of the experimentally observed angular curves We have shown that the diversity of the shapes of the
of j.(0) find qualitative explanation in the framework of angular curveg(H=constf) depends on the detailed pa-
simple models of flux pinning in thin HTSC films. rameters of the epitaxial films of the HTSC Y20,
with a nanostructural network of low-angle interblock dislo-
cation boundarieg&he thickness, the density of threading and
in-plane EDs, the dimensions of the mosaic blocks, their

We have obtained the magnetic-field curvegH,#  misorientation anglgsand the experimental conditiofigm-
= const) in thin @<2\) c-oriented epitaxial films of YBCO perature, field strengthThe various possible combinations
prepared by different technologies for magnetic fields di-of film parameters relevant to the magnetic-field dependence
rected at different angles to the film. We have also found thef the critical current and to the conditions for penetration of
angular dependencg.(H=-constf). We have shown that, in-plane Abrikosov vortices into a film witd<<2X\(T) per-

4. CONCLUSION
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The physics of critical current inversidnar state of the junctionand enhancement in SFIFS

tunnel junctions(S and F are superconducting and ferromagnetic metals, and | is an insigator
discussed on the basis of a microscopic theory of the proximity effect. The ground state and

the critical current of an asymmetric (SH)FS)g junction with a strong ferromagnetic field on one

of its “banks” are investigated. It is shown that SFINS junctions with strong magnetism of

the F layer are found in a ground state withtar/2 difference of the superconducting phases on

the bankgN is a normal nonmagnetic metalhe dependence of the dc Josephson effect

on temperature and on the angle between the magnetic moments of the F layers in SFIFS junctions
is investigated. ©2003 American Institute of Physic§DOI: 10.1063/1.1596792

1. INTRODUCTION properties, studies of the Josephson effect for SFS junctions
. . with a rather thick F layer have made it possible to observe
In this paper we examine the features of the Steady_sn’ﬂ&irectl the so-calledr-phase superconductivity. This super-
properties of asymmetric SFIFS tunnel junctions due to the y b P Y- P

mutual influence of the magnetism and superconductivity inconductlng state is characterized by a spontaneous shft by

proximity SF structuresS is a superconducting metal, F is a of the macroscopic phase difference of t_he wave functions of
ferromagnetic metal, and | is an insulgtdin the most gen- the condensate on the “hanks™ of the junction and by the

eral case the “proximity effects” can include phenomena dueOppOSit,e sign of th'e critical current. This was predicted
to the “penetration” of the order parametésome stateof  theoretically back in Re_f,_f' 4 and 5 but was only recently
one material into another material in contact with it which °PServed experimentalfy.® The more complex SFIFS junc-
initially did not have that type of ordering. In SN structures tions. which are made up of bilayers of thin magnetic and
(N is a normal nonmagnetic metaroximity effects of su- bulk supercpndyctlng. metals separated by an |n§ulat|ng
perconductivity are well known and have been intensivelylayerv were first investigated by _the4 present authors in Refs.
studied(see, e.g., Ch. 5 of Ref)1Those structure have a 10 and 11. In subsequent studies® the Josephson effect
single type of ordering: superconductivity. In the case of SPVas studied in systems of this kind in relation to the mutual
structures there are two competing types of ordering: ferroorientation of the magnetic moments of the F layers. The
magnetism and superconductivity. On the one hand, upoH'eory predicted that at certain values of the exchange field
adiabatically penetrating into the ferromagnet layer a Coopend parameters of the SF interface an SFIFS junction with a
pair interacts with the local exchange fi¢ld, in which case Parallel orientation of the magnetizations of the F layers can
the electrons with spin “up” acquire an energpl., undergo a transition to the state, while in the case of an
= ughg (g is the Bohr magnetorand electrons with spin antiparallel orientation the Josephson critical current can
“down” lose an energyH ¢,= ughr ; this effect determines €even increase with increasing exchange field, and the tunnel
the features of the proximity superconductivity of the F junction itself remains in the O state. These results conflicted
layer. On the other hand, in tunneling from the F metal intowith the conventional ideas about the suppression of the su-
S an electron loses an excess ened§y~H.,. over a time  perconducting properties of a system by the exchange field
7~HhIHeand a distanck g~ v /He,. from the SF bound- and, naturally, stimulated further research on SFIFS tunnel
ary (4 is Planck’s constant, andg is the velocity of elec- junctions. For example, the dependence of the critical current
trons on the Fermi surfage For vg~10°—1CF m/s and on the thickness of the F layer and the transparency of the SF
Hexe~ 107 K~10"* erg, the parametekr reaches values and Fl boundaries was investigated on the basis of a self-
Ae~10"8-10""m. It is this quantity Ag~10° A for  consistent numerical solution of the system of Usadel equa-
“dirty” metals) that characterizes the scale of the magnetidions in Ref. 14, and the influence of spin—orbit scattering on
correlations in the S layer. As a result of this “magnetic” part the inversion and enhancement of the tunneling supercurrent
of the proximity effect the superconducting metal will ex- was studied in Ref. 15.
hibit spin splitting of the quasiparticle states, spin-polarized In the studies mentioned, the discussion of the transport
localized states will form inside the energy gap, and a noncharacteristics, as a rule, was limited to consideration of
uniform magnetic ordering will be inducédOn the whole, symmetric SFIFS junctions, i.e., junctions with identical pa-
an SF structure must be treated as a highly correlated systerameters of the bilayers. The assumption that the “banks” of
having magnetic and superconducting properties. SFIFS junctions are absolutely identical may be something
A review of current papers on the thermodynamics of SFof an idealization of the real experimental situation. For de-
systems and, in particular, phase diagrams of SF junctionsigning experiments and interpreting the results it is advis-
and superlattices can be found in Ref. 3. As to the transpomble to discuss the “stability” of the transport properties of

1063-777X/2003/29(8)/8/$24.00 642 © 2003 American Institute of Physics
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SFIFS tunnel junctions against deviations from identical pawhen the spin—orbit scattering can be neglected, i.e., the sub-
rameters of the bilayers. bands of electrons with spins “up” and “down” do not mix
The goal of the present study is to investigate the propwith each other, the SF bilayer is described by the following

erties of asymmetric (SE)FS)g junctions. In Sec. 2 we system of Usadel equations for one spin subb@ng., elec-
formulate a junction model and present the main results of &rons with spin “up”):
microscopic theory of the proximity effect for a bilayer con- For the S metal
sisting of a thin layer of a magnetic metal and a bulk super-
conducting metal. The physics of the phenomena of inver- T,
sion of the sign and enhancement of the amplitude of the ®s=Ag+ féﬁ[Géq)é]',
critical current in SFIFS tunnel junctions is discussed in Sec. s
3. The cases of some extremely asymmetric junctions are
considered in Sec. 4, and their properties are studied by ana- _ ®
lytical and numerical methods. Contacts with an arbitrary ST = 12

) ) . (0 +DsDy)
orientation of the exchange fields of the ferromagnets on the
banks are discussed in Sec. 5, and the case of arbitrary tem-
.peraturesT<TC. in Sec. 6. The main results are summarized Asln(T/TC)+2wTE [(As— P Ge)/w]=0:; @)
in the Conclusion. >0

@

for the F metal

2. JUNCTION MODEL AND THE PROXIMITY EFFECT
IN AN SF BILAYER A P %
. — . Pp=——[GiPr]’, Gpg=— .

We consider an (SE)(FS)gr tunnel junction with SF 0GE (D2 +DeDp)Y2
bilayers as the two “banks” and an insulating layer | having
such low transparency that the influence of the currents ohlere As is the superconducting order parameter of the S
the state of the electrodes can be neglected. Let all quantitiégetal, o=w+i(*He, Where the sign of the exchange
depend only on the coordinate along the normal to the field depends on the relative orientation of the exchange
interfacial surface, i.e., the transverse dimensions of the jundields of the ferromagnets on the banks of the contact;
tion are much less than the Josephson penetration dgpth =#T(2n+1), n=0,£1,*2,... are theMatsubara fre-
We consider the case when the “dirty” limit holds for both guencies; the summation over frequencies in &j.is cut
the S and F metals, i.d.g<&sr, and the thickness of the off at the Debye frequencywp; D (0,Heyd =P* (,

4

metals satisfies the conditions —Heyd; @ prime denotes differentiation with respect to the
coordinatex. In Eq.(4) we have used the effective coherence
ds>¢&s, de<<min(&g,€). (1) length ¢ of the normal nonmagnetic metal with a diffusion

Ig:oefficientDF; it is convenient to introduce this in place of
&g in order to consider both the limi ,.— 0 (an SN bilayer

~(Dg/27wT,)Y? are the effective coherence lengths of the\|’_|vIth ¢d8'fh§) fandt.thzq)llmlt Hexl? mTe. Wet notgththat for ¢
metals(for the F metal the choice of coherence length de- €x° € functionsPs,c(w) lose symmetry with respec

pends on the relationship of the paramef€s(the critical EE adggange of Elgtn of tthenergij\[(laE?b}eThls\A;s Ene OI K
temperature of the S mejandH . (exchange field of the F . € dierences between St an iayers. Ve have taken
meta), andDs ¢ are the diffusion coefficients of the S and F into account the normalization of the usual _U_sadel functions
metals. The conditiords> ¢ allows us to neglect the de- Fsr and Gg for the S and F layers explicitly and have

crease of the critical temperature of the SF bilayer in Com_lntroduced modified Usadel functionBs ¢ in analogy with

parison with the critical temperature of the bulk S metal; the:jef_' é?;(ghe/ze are defined by the relatiéis=Gs®s/w and
" i iti FTOrYrl/o.
critical temperature of the superconducting transition for the Equations(2)—(4) must be supplemented by boundary

F metal is assumed equal to zero. It is also assumed every- " . o
where below that the F metal is found in a single-domaingond't'ons for the function®g and @ . In the interior of

state, and the magnetization is parallel to the SF boundary € S layer we havq)S(OO):AS(OC):AO(T)’ wherer(T)

i.e., there is no spontaneous magnetic flux penetrating int the order parameter O.f the spatially umform supercon-

the S layer. Under these conditions the mutual influence o uctor at a temperaturé in the BCS theory; at the outer

the magnetism and superconductivity is due to just the prox= oundary of the ferromagnet we haqé“(_.dF) =0 (we as-

imity effects.(In Eq. (1) and below we use a system of units sume that thg S metal occupies the regxmp and the F

in which 7= g =ks=1.) metal the regiork<<0). The boundary conditions at the SF
As we know, the problem of the tunneling properties Ofboundary have the forth

junctions whose banks are proximity bilayers is solved in

Herels g are the mean free paths of electrons in the S and
layers, £~ (Dg2mT)Y% &~ (Del2HedYs &

two steps: one must first determine the superconducting char- E £G2D! :Eg G20 (5)
acteristics of the bilayers and then find the electronic param- @ *° F F o @SS

eters of the junction. The proximity superconducting effect

for layered SF systems with a bulk S layer and thin F layer b P

and an arbitrary transparency of the SF boundary has been gyBFGFq>F|X=O:;;)GS(—S— ;) : (6)
discussed in detail in our previous pap&rs In the case © @/l
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Here y=pgés/pe€ is the proximity effect parameter, which Using the boundary conditions, we obtain the following ex-
characterizes the intensity of the superconducting correlgaression for the modified Usadel function of the F metal in
tions induced in the F layer on account of the proximity ofthe leading approximation iny,, (see Ref. 16 for details

the S layer,ygr=Rg/pgé is a parameter taking into account

the effects of finite transparency of the boundary is the ®p(0)~
resistance of the S and F metals in the normal state Rgnd F
is the product of the resistance of the SF boundary times its
area. We note that an additional physical condition for th
validity of relations(5) and (6), which we are assuming is

[w(yg/ 7T+ Gsl®)]|x=0"

For the case of a strong proximity effect we obtain the
eexpression

8

met here, is that the difference in the boundary parameters 7Tt Yp®
and ygr for electrons with opposite spin orientations is neg- ~ Ps(@)=B(T) B 9
ligible. _

The conditionde<min(é,&) allows us to neglect the At all temperature§ <T, the functionB(T) can be ap-

spatial dependence of the variables in the F layer. As a resulproximated to an accuracy of 1% (Ref. 18 by the expres-
the problem of the proximity effect for a bilayer can be re-SIoNB(T)=2T[1—(T/T)?][7£(3)]” % where((3) is the
duced to a boundary-value problem for the S layer and affiemann zeta function. In the limiting cagg;>1 we obtain
additional expression describing the superconductivity in thdor the function®(w) describing the superconductivity in
F layer. The degree of interaction of the S and F layers dethe F layer an approximate expression that is independent of
pends on three parameters; = ydg /£, ys= ygede /€, and the transparency of the boundary:
the value of the exchange interactibh,. of the ferromag-
netic metal. The parametey,, contains processes that de- Dp(w)= Bu(T) where By (T)=B(T) WTCI (10)
Flw ) M

stroy Cooper pairs at the SF boundary and is determined by m
the degree of difference of the densities of states for elec- |t follows from Egs.(7) and(9) that because of its prox-
trons in the S and F metals. Large valuesygf correspond  imity to the F metal, ferromagnetic correlations will be in-
to larger densities of quasiparticle states on the F side aguced in the S metal, and the Green’s functions of the S layer
compared to the S side in the SF bilayer. In that case th@ill now depend onHg.. Thus one can speak of an
diffusion of quasiparticles into the S layer will lead to sup- exchange-induced magnetic interaction in the S layer and
pression of the Superconducting state in it at a distance of ﬂ‘@]aracterize the SF bi|ayer as a 5ing|e System with Strong
order of {5 from the boundary. In the opposite limity(;  superconducting and magnetic correlations. It is because of
<1) the penetration of quasiparticles from the F layer isthis “magnetic proximity effect” that an SFIFS junction can
small, and the superconducting properties of the S layer neandergo a transition to the state even in the case when the
the boundary are little changed. The parametgrdirectly  thickness of the ferromagnetic layer is much less than the
describes the electrical quality of the SF boundary. As can bgorrelation length. This mechanism differs from the mecha-
seen from its definition, good electrical contact of the S anchisms for the transition of a junction to thestate due to the
F metals corresponds to small valuesyef (yg<1); if y8  presence of magnetic impuriti€<°or to the direct access to
>1, then there is an appreciable potential barrier between thg microscopic current-carrying electronic state inside a weak
S and F metals. link.?2=2The case considered here also differs from the situ-

For arbitrary values of the parameters the system oftion in SF structures with a bulk F layer, where because of
equations(2)—(6) requires a self-consistent numerical solu-the difference in the Fermi momenta of electrons with oppo-
tion (Ref. 14 can serve as an example of such an appyoachsite spink; (k) the superconducting wave function in the F
However, for a weak ¢y<1) or strong ty>1) proximity  |ayer oscillates with a characteristic spatial scatd/(k,
effect one can obtain general analytical solutions for arbi-— K,)~vg/Hexc. Itis the spatial variation of the phase of the
trary values of the transparency of the SF boundary and asuperconducting order parameter in the ferromagnetic layer
bitrary values of the exchange fieltiWe shall examine that causes the oscillatory dependence of the critical current
these cases below. on the exchange field in SFS tunnel junctifng®

For a weak proximity effect we have the following ex-
pression for the functiod o(w)=d¢(w,0):

3. PHYSICS OF THE PHENOMENON OF INVERSION
OF THE SIGN AND ENHANCEMENT OF THE AMPLITUDE
OF THE CRITICAL CURRENT

YMB®
D =Ny 1— —F——1, 7 . : .
s(@) O{ YMB@w+ wA @) Let us illustrate what we have said about the unity of the
superconducting and magnetic properties of an SF bilayer for
where the example of a symmetric SFIFS junction.

Parallel orientation of the magnetizations

= (w2+A§)llT vz Suppose that the proximity effect is so weajy,(—0)

7T, that the change of the superconducting properties of the S
layer can be neglected. Foyy=0 we have ®(w,Xx)
5 o =dg(»)=A,, and for the amplitude of the critical current
_ B 94=10 Z_w ~ we can obtain the expressigsee relation(17) below in the
A=Alw)= 1+ (wmz( 7 ”B“’) casew, = wg)
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Jp:ﬁ| ~1A22 1+7/BTw2(2ﬁ_2+’YBT)_'y%Tngc
¢ 2mTe ¢ T %S BA(1+ yerw?(2B7 2+ ve1) — YarHad 2+ 4verw Hod B2+ yer) ]’

(11)

where yg1=yg/ 7T, andRy is the resistance of the junc- the banks there exists an interval of values of the exchange
tion in the normal state. Fdi.,—0 expressior(11) repro- field in which the critical current of the junction increases.
duces the result obtained for SNINS junctiGAsVe see that In the case of a strong proximity effecty(>1) and
when the value of the exchange field becomes large enoughrbitrary transparency we obtain
i.e., (YatHexd >>[1+ ygrw?(28 %+ yg7)], the critical cur- o T
rent changes sign. This means that the phase difference be- ja= Ry |c=—Bf/| > o [ (w?+ ngc)Z
tween the order parameters in the banks of the contact 2mTe Te Mo>o
changes byr. We stress that fofy,,=0 a change of state of 2p2 142 \1-1/2
the S layer does not occur, but here the wave function of the T2(e By Hed ] (15
condensate in the F layer acquires a phase-afi2 practi-  The summand increases forM e, < (By/w?— »?)*2 and
cally in a jump(because of the conditial- <£¢). Indeed, as  in this interval of exchange field€(Hey ) >j2(0). Thus in
follows from the boundary condition@®), for ygHe,> 7T,  the case of a strong proximity effect there also exists an
we haveFg(0)~ —i(Ay/¥gH exd SINHexo - interval of values oH,. in which the amplitude of the criti-

In the opposite case of a strong proximity effeety(  cal current increases with increasing value of the exchange
>1) and an arbitrary transparency, the amplitude of the critifield.
cal current can be written as In this case the physics of the phenomenon is somewhat
different from the previous case. It does not have to do with

2_ g2
jP~ IB@' 2 ®"—Hexe (12) the total phase shift across the juncti@he phase shifts on
. . - .
¢ T Mo 0¥ (w?+HEY? the banks of the junction compensate each 9that is due

As in the case of a weak proximity effect, for, 0 Eq. to the influgnce of the exchange field on the spin of the
(12) goes over to the expression for the critical current of anelectron. It is conyement to pass to the linfit>0 and to
SNINS junction. At a sufficiently strong exchange field continue the funCt'O'FFT_l(“,”HEXf) qnto the complex 'plane
(Hex> 7T the critical current again changes sign, i.e., theP?Y Means of the substitution— —ie. For the density of
junction goes into ther state. Let us illustrate the phase shift states in the F layer {Sr one spin band we obtain the expres-
in the limit yg=0. It follows from Eq.(9) that ®g(w) is  >'O" (the caseyy=0)

given by the expression N H R Ag 16
8! = e ~ 1
Te 0 He P10 e R g (o— Ho P A2
Py(w)~B(T) — ——7» (13 ,
M @ +Hg,e - YsB
where yg=

7T,

It follows from (16) that on the Fermi surfaces&0)

and the anomalous Green'’s functién(w,H¢,) obeys the
relation Fe(w,Hed=Ps/(0?+®2)Y2 Since a typical
value isw~ 7T, it follows from Eq.(13) and the expres-
sion forFg(w,Hey that if H,, > 7T, then the phase of the Coa HexcYs

anomalous Green’s function changes 42 in comparison NFT(O’HGX‘)_RCWTC[(yBHexc/wTC)Z—1]1’2'

with the limit Hgy— 0. . :
. - i.e., forHg/7T.=1/yg, the feature of the density of states
Thus for SFIF ms with sufficiently strong magne- . "’ exct e 7B o . .
us for SFIFS systems with sufficiently strong magne f the Cooper pairs in the F layer coincides with the Fermi

tism the phase shift of the order parameter on both banks WiF 12 in the density of

be equal ton/2, and so ther state of the junction will be evel. The overlap of the fea_tures;
preferred. states of the banké&or opposite spin bangldeads to en-

hancement of the amplitude of the critical current of the
junction.

Antiparallel orientation of the magnetizations

For the sake of definiteness, let us assume &atw 4 ASYMMETRIC (SF),I(FS)r JUNCTIONS
+iH g aNdwr= w—iH ¢. FOr an extremely weak proxim-

ity effect (vy,=0) and arbitrary transparency we have The behavior of the critical current of asymmetric
- (SF)_I(FS)g junctions with strong ferromagnetism on one of
j2=—A2> B [1+ yg103(28 %+ yg7) the banks has some interesting features that have not been
Te "a>o discussed before. We now turn to a discussion of these. Us-

2 42 12 2 2,42 -2 12 ing expressiong7)—(10), we investigate the dependence of
~YerHexdl T 4vBre Hed A7 ver)} 75 (14) the steady-state properties of an asymmetric (§FB)s
The main contribution to the sum is given by<7T.. For  tunnel junction on the parameters of the bilagtbie proxim-
small o the summand is proportional to [1/ ity effect, the degree of transparency of the SF boundary, the
—(¥e1Hexd?]s i€, jA(Hexd>J2(0), if O0<Hegy < yB_Tl. value of the exchange field of the ferromagnetic meaald
Thus for an antiparallel orientation of the magnetizations ofthe relative orientation of the magnetization of the banks. In
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the general case the expression for the critical currgiof
an (SF) I(FS)g junction can be written in the forth

(eRy/27T)l c=j.=(T/T)Re ZO GrL(w)Pp (o)
X Ger(0)Per(w)/ @ @g
=Re 20 Gsi(@)Pg(0)Gsp )Py w)/

01423 Gg(w)(ypmTe)
+02(vemTe)?] Y1+ 20xGsH 0)

X(ygmTe)+ Z)%( VBWTC)Z] i,

17

Let us first give some analytical results for a junction with

Hewa > 7T, in the case of a strong proximity effectyy
>1) and complete transparencyg=0) of both SF bound-
aries.

Parallel orientation of the exchange fields

As we have said, owing to the unified magnetic and
superconducting properties of the S and F layers, the sup
conducting wave functions on the banks of the junction have,
on top of the phase of the wave function of a spatially uni-
form superconductor, an additional phase which depends on

the value of the exchange field. Using Ef)), we obtain for
the anomalous Green’s functiofsince ®5~1/yy and is
small, we assume th&ig~1)

expli 7/2)

) 18
wHeq (18

Fsu(®,Hexg )~Bpy

i.e., as we have mentioned, the wave function of a biIayeF

with a strong exchange field acquires a phase= #/2. If
the exchange field on both banks is large enougly (r)
> 7T, then Fg Fsg=B2 exp(m)/(w’Heyq Hex), and the
amplitude of the critical current is small:
Bi

P~ 0 2 19

e Hexd_Hexd?wZO ( )
At a finite value of the field on the right banK,,s>0, the
total phase change, + ¢g due to the proximity effect is

equal to tan(Hyw/w)+ /2, and the expression for the

amplitude of the critical current becomes finite:

. Bﬁ/lHex(R
P > 0 Aw?+HiR) L

0>0

20
Hexd_ ( )

Antiparallel orientation of the exchange fields

Let us consider the change of the phases of the supe

e

E. A. Koshina and V. N. Krivoruchko

If the exchange field on both banks is stromty,y > 7T,
andH.g> 7T, then the change in phase of the pair am-
plitude owing to the proximity to the ferromagnet is equal to
712 on the right bank and- /2 on the left; the total phase
change is equal to zero. The asymptotic value of the ampli-
tude of the critical current of such a junction differs from
(19 only in the sign.

In the general case whéth,,q > 7T, andHq,&>0, the
total phase change, + ¢ due to the proximity effect is
equal torr/2—tan Y(Heyw/ @), and the transition of the junc-
tion to the  state with increasing ., will not occur. The
asymptotic value of the critical current amplitude of this con-
tact differs from expressio(R0) only in the sign. At a fixed
strong exchange field on the left bank of the junction there is
an interval of values of the exchange field on the right bank
within which an increase in the critical current amplitude is
observed with increasing gy -

SFINS 7/2 junctions

SFINS junctions with strong ferromagnetism of the F
layer have some curious properties. Repeating the arguments
made above, we find that H o,y > 7T, andHg,k—0, the

otal phase change due to the proximity effect is equat/®
gqﬂz junction. The amplitude of the critical current here
tends toward the value

B Re, ! i m/2)=0
e, —expin/2)=0.
Hexr w®
Thus SFINS junctions with strong ferromagnetism of the
F layer are found in a ground state with a phase difference of
=+ /2 on their banks. We stress that this mechanism of real-
izing the 7/2 state of a tunnel junction is essentially different
rom the mechanism previously discussed for SFS junctions
with a thick F layer?” where the possibility of a transition to

the 7/2 state is due to fluctuations of the critical current in
the plane of the SFS junction.

je~

Numerical analysis

Let us flesh out the analytical results obtained for limit-
ing values of the parameters with the more general numerical
treatment. Using Eq.17) and the analytical solutions of the
Usadel equation$7) and (9), we can calculate the critical
current amplitude for (SE)(FS)g junctions in which the
parameters of the SF bilayers are different. Previdtshe
have considered asymmetric ($KFS)g junctions in which
the parameters of the S and F metals are the same but the SF
boundaries differ in transparency and resistance, i.e., the
right and left electrodes have different valuesypf and yg .

Let us discuss the opposite situation, when the parameters
pm and yg of the banks are the same but the values of the

conducting wave functions for an antiparallel orientation oféXchange field$le.s andHe,q are different.

the magnetizations on the banks of the junction. For the sake

of definiteness lel| = w+iH g r (the minus sign corre-

sponds to the left bank and the plus sign to the jighhe

anomalous Green’s functions are

eXF[ + | tanﬁl(HeXd_YR/(l))]
w(w?+Hg Y2

Fsir(®,Hexq ,r)=Bw
(21)

Figure 1a shows the results of a numerical calculation of
the amplitude of the critical current of an asymmetric
(SF)_I(FS)g junction for the case of a weak proximity effect
and a finite transparency of the SF boundapy €0.1, yg
=0). It is seen that for a fixed value éf.,y and an anti-
parallel orientation of the magnetizatiofdashed curves in
the figurg of the bands of the junction there is a certain
interval H., x>0 within which enhancement of the current
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0.5F N 2 maximum as the values of the exchange field are varied. For
Hoxol /7Te= 7 example, foH ¢,y =27 T, (see Fig. Lathe maximum of the
critical current amplitude is observed Bift,,3~0.657T,,

and its value in reduced units is equal jg=0.4. For
Hexa =87 T, the maximum current amplitude is observed at
Hexr=7.57T. and is is considerably higher than in the
former case:j.=0.5. Analysis of the numerical results
showed that the largest values of the maximum amplitude of
the critical current are reached in symmetric SFIFS junc-
tions.

The behavior of the critical current amplitude in junc-
tions with a strong exchange field on one of the banks
(Hexa = 7T, ,Hexg) is illustrated in Fig. 1b, which presents
the results for the casgy,, =10 andyg=0 and fixed(large
values ofH.,q . It is seen that for contacts of this kind one
hasj(Hexq sHexg=0)—0 (7/2 junctions. For an antipar-
allel orientation of the magnetizations of the banks of the
junctions (the dashed curves in Fig. Jlla substantial en-
hancement of the critical current takes place in the field in-

e
»

o
w

lcRye/27 T
o
N

e
—

-0.1

" b terval O<H.x<0.37T.. With increasingH.,4 the value
0.002} | Hexcl /T Te = of the critical current amplitude at the maximum decreases,
AN while the interval ofHggy Vvalues within which current en-
'R _—7 ex :
NN hancement occurs become narrower. In the geometry with a
0.001¢ I NN %10 parallel orientation of the magnetizations of the bafdalid
0 ! R curves an inversion of the sign of the current occurs already
5 4y - '\- ~-IIz-c-:-: at low values ofHq,&. It is impossible not to notice the
N i ) :
S 0 P 15 mirror symmetry as a function of the supercurrent amplitude
o je(Hexa = 7T ,Hexgr) Of the junction on the geometry of
o

the experiment. Consequently, by changing the magnetiza-
tion direction on one of the banks of the junction, one can
change the sign of the tunneling current while leaving its
absolute value practically unchanged. Such junctions are un-

1
o
(]
o
-

T
-
o

-0.002¢ doubtedly of interest from the standpoint of experimental
. ' ' detection and study of the phenomena under discussion as

0 0.5 1.0 15 2.0 well as for practical applications. Strictly speaking, this

Hexcr/m T, property of the junctions is achieved back by the choice of

the parameters,, andyg of the boundaries. Apparently this
FIG. 1. Dependence of the critical current amplitude of an asymmetricrequires additional experimental efforts. In the general case

(SF)LI(FS)g junction on the energy of the exchange field of the right bank the curves Oi c(Hexd_> T, 'HeX(R) are asymmetric with re-
< = = ifi i i f
for T<T., vg.=7vsr=0 and specified values of the exchange interaction spect to the abscissa.

on the left bank,Heyq /7T a—yy=yur=0.1; b—yyu = yur=10.
Here and in Figs. 2 and 3 the solid curves are for the mutually parallel and

the dashed curves for the mutually antiparallel orientations of the magneti5 TEMPERATURE DEPENDENCE OF THE CRITICAL
zations of the banks of the junction. C.URRENT

The temperature dependence of the critical current will
occurs with increasindd .. For a parallel orientation of be discussed for the example of symmetric SFIFS junctions.
the magnetizationésolid curve$there is a certain interval of Figure 2 shows the results of a numerical calculation of the
values ofH ., Within which a transition of the junction to a dependence of the critical current amplitude on the value of
state withz-phase superconductivity occurs. For the case ofhe exchange field at different temperatures. It is seen that for
a strong proximity effect by the behavior of the critical cur- an antiparallel orientation of the magnetizatiditsee dashed
rent amplitudes in (SI)(FS)g junctions are analogous. The curveg one observes enhancement of the critical current with
difference consists in the fact that for the same value ofncreasing exchange field, with a pronounced featurd& at
Hexq for a parallel orientation of the magnetizations the —0, which is smoothed out with increasing temperature.
transition of the junction to ther state occurs at a lower That is, one should expect a substantial enhancement of the
value ofH,, while in the case of an antiparallel orienta- critical current at sufficiently low temperatur&sThe inter-
tion the interval ofH¢,& within which enhancement of the val of values of the exchange fields within which this en-
critical current occurs is narrower than for the case of a weakancement exists becomes narrower with increasing tem-
proximity effect. perature. ForT>0.5T. the enhancement of the critical

For a geometry with an antiparallel orientation of the current vanishes.
magnetizations on the banks of the junction one notices non- The transition to a state with a spontaneaushift in the
monotonic behavior of the critical current amplitude at thephases of the superconducting wave functions on the banks
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FIG. 3. Angular dependence of the critical current of a symmetric SFIFS
FIG. 2. Dependence of the critical current of a symmetric SFIFS junctionjunction on the exchange energy for various values of the angle between the
with vy = ymr=0.1 andyg = ysr=0.1 on the exchange energy for vari- magnetic moments of the ferromagnetic layeng, =ywr=0.1 and
ous values of the temperatuféT, . veL=ver=0.1, T<T,.

of the junction is more stable against a change in temperg=ONCLUSION

ture. The state can occur in practically the entire tempera- |y the framework of a microscopic theory of the prox-
ture range in which the superconducting state exists. imity effect for magnetic and superconducting metals we
In the case of a strong proximity effecty(>1) the  have studied the ground state and the critical current of
enhancement vanishes at still lower temperaturesagsymmetric (SR)I(FS)g junctions. Attention was paid
T>0.15T;, and the point of transition of the junction to the mainly to SFIFS systems with strong ferromagnetism of one
7 state is less sensitive to temperature than in the case Of(_ﬂ the banks and to the physics of the phenomena of inver-

weak proximity effect. sion and enhancement of the critical current. It was shown
that SFINS junctions with strong magnetism of the F layer
6. ANGULAR DEPENDENCE OF THE CRITICAL CURRENT are found in a state with a/2 phase difference across its

enpanks. We investigated the dependence of the dc Josephson

Let us consider the dependence of the critical curr ftect in a SFIFS iuncii h le bet h i
amplitude of an SFIFS junction on the angle between th&ectna junction on the angle between the magnetic

directions of the magnetizations of its bankEhe magnetic moments of its banks and on the temperature. We showed

moments in the layers are directed parallel to the plane of th at by varying the magnenzatlon dlrgct|o_n on one of the
anks of an asymmetric (SH{FS)g junction, one can

junction but are misoriented with respect to each other by a . . ; Co

angle 6.) With the use of the well-known relations of quan- change the sign of .the tunneling current while leaving its
tum mechanicgsee, e.g., Ref. 28the critical current ampli- absc_:_lrl:te V?Lue ptrr?ctlﬁal\l/lly:néh?ng?d. gkior a helpful di
tude of a junction in which the magnetizations of the banks € authors thank M. A. belogolovskior a helptul dis-

are oriented at an angkecan be written in the form cussion of this study.
jo(0)=j2 cos(0/2)+ j2 sir?(0/2), (22 *E-mail: krivoruc@Kkrivoruc.fti.ac.donetsk.ua

where j? and jg are the critical current amplitudes for the

parallel and antiparallel geometries, respectively. . o _ _
Figure 3 illustrates the results of a numerical calculation Ee'r;i't;’vg:fe’s?l'gggles of Electron Tunneling Spectroscoxford Uni-
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Electrical conductance of superconducting point contacts containing
magnetic impurities
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The nonlinear electrical conductance of superconductor—constriction—normal-metal contacts
containing magnetic impurities is investigated. The influence of the transparency of the potential
barrier arising at the boundary of metals in contact on the behavior of the conductance and

on the value of the excess current is analyzed. It is shown that in the case of a low transparency
the differential conductance of such a contact is proportional to the electron density of

states. ©2003 American Institute of Physic§DOI: 10.1063/1.1596793

By studying the features of the nonlinear conductanceary transparencg=1. In an experiment, because of the dif-
o(V)=dl/dV and the temperature dependence of the exceserence of the parameters of the metals in contact, one actu-
current |, of superconductor—constriction—normal-metal ally hasd<1. It is therefore of interest to study the influence
(S—c—N point contacts one can determine the value andf arbitrary transparency of the potential barrier arising at the
temperature dependence of the energy 4apT).»? Thus  boundary on the nonlinear conductance and excess current of
for a clean contactl(>a, |; is the elastic mean free path of S—c—N contacts containing magnetic impurities. Using the

the electrons, and is the diameter of the contact standard method of solving a system of equations for the
Green’s functions in an S—c—N contaetith the boundary
41 conditions obtained in Ref. 2 for the interface between met-
'exc:§ ﬁAO(T)v (D) als, we obtain for the current—voltage characteristic of the
contact

whereR is the contact resistance in the normal state.

As was shown in Ref. 3, the presence of magnetic im- 1 [+ ce+eV e+eV
purities in the superconductor affects the current—voltage |(V)=§j de tanl‘( 5T +tan|‘( o7
characteristic and excess current of &rc—N contact. As ”
the concentration of magnetic impurities increases, the fea- X|(2d71=1)+ G, | H|1+G,|?+]|F.|?
ture on the nonlinear conductance of the contact due to the
energy gap begins to smear out and shift to lower energies, +4(d"*-1)Re(G,)}, 4)

and the excess current is no longer determined by the value
of the energy gap but depends on the value of the order @ =u/(W¥-1)Y2 F_=1/(u?-1)¥?
parameter A(T), which is related toAy(T) by the ° °

expressiof _ _ _ _
whereu=¢/A, is determined from the equatiom\( is a
Ag(T)=A(T)(1—g?3)32 2) complex energy-dependent order parameter of the
superconductdy
(g=1/(A(T)7s), whererg is the mean free time for spin-flip
scattering on the impuriti¢s € )
Forg>1 the gap in the spectrum of the superconductor mzu[l—g(l—u )17, )
is equal to zero, while the order parameter remains nonzero
in a certain region of magnetic impurity concentrati¢gap- In the absence of magnetic impuritiesgoes to infinity,
less regioi In this regiort and formula(4) agrees with the expression for the current
obtained in Ref. 2.
| T EA(T)gT tanl‘(i/) 3 To explain the experimental results on the current—
¢ 8 R s 2T voltage characteristics d8—c—N contacts containing mag-

netic impuritie§” a modified Blonder—Tinkham—Klapwijk
there occurs a change in the temperature dependence of tH8TK) theory that takes into account the smearing of the

excess current, which neay, is proportional to (- T/T,), density of quasiparticle states due to the finite damping time
while for a superconductor without magnetic impurities Eq.of the electrons is often used. Formally the results of the
(1) gives| g~ (1—T/T) Y2 BTK theory in the framework of the model considered here

In Ref. 3 the problem ofS—c—N contacts containing are obtained in the strong depairing reginie/$ 1). In this
magnetic impurities was considered for the case of a boundzase we obtain from Eq5) the following expression fou:

1063-777X/2003/29(8)/2/$24.00 650 © 2003 American Institute of Physics
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FIG. 1. Normalized conductancB,dl/dV for g=1/(A7)=0.1 (Ay/A
=0.694) versus /A for differentd: 0.99 (1), 0.9 (2), 0.56(3).

8 . .
u=ﬁ+|g (i=(—-1)¥3. (6)

For e V>max(A(T),1/7s), by writing Eq.(4) in the form
| =V/R+ 14, We obtain for the excess curreing,

a1 eV
= A(T)zdrstanl'(—),
n

Iexc: 8 R_ 2T (7)

S. |. Beloborod’ko 651
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FIG. 3. Normalized conductand®,dl/dV for d=0.56 and different values
of g=1/(A7s): 0 (1), 0.1(2), 1.1(3).

With decreasing transparency of the barrier the character
of the dependence of the conductance goes over from the
regime of direct conduction of the contact to tunneling re-
gimes for whicho (V) is proportional to to the electron den-
sity of states. The normalized differential conductafioe
d=0.1, g=0.1) and the density of staté¢®r which we will
not give the details of the calculatipare shown in Fig. 2. It
is seen that the curves practically coincide.

The o(V) curve ford=0.56 is shown in Fig. 3 for dif-
ferent values ofy. As in the casal= 1, the maximum on the

whereR, is the renormalized resistance of the contact in the
normal stateR,=R(d=1)/d. From a comparison of formu-
las (3) and(7) it follows that decreasing the transparency of

o (V) curve is shifted to lower energies with increasigg
and the relative value of this maximum decreases.

the barrier will lead to a decrease of the excess current.
By differentiating expressiofd) we get for the conduc-
tanceo(V) atT=0

1
o(V)=5|(2d7 = 1)+ G| 2{|1-G,|?+]|F,|?

+4(d" ' = 1REG,)}s=ev- 8

The o (V) curves are shown in Fig. 1 for different values

The results of this study show that in the case when the
transparency of the barrier in an S—c—N contact containing
magnetic impurities is less than unity, a minimum of the
conductance appears at zero voltage. Decreasing the trans-
parency causes a decrease of the excess current. In the limit
of low transparency the differential conductance of the con-
tact is proportional to the electron density of states.

In closing the author thanks A. N. Omel'yanchuk and I.

K. Yanson for a helpful discussion.

of d. In contrast to the results of Ref. 3, here the conductance

has a minimum at zero voltagé(the “zero” anomaly that is
often observed experimentdily

1.6f

—
N
T
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FIG. 2. Normalized conductancR,dl/dV for g=1/(A7)=0.1 (Ag/A

=0.694) versus ¥/A for d=0.1 (1), and the electron density of states

N (2).
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LOW-TEMPERATURE MAGNETISM

Magnetoelastic surface waves in a semi-infinite ferromagnet in an external
magnetic field
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The magnetoelastic wave spectra are found for a semi-infinite Heisenberg ferromagnet in an
external magnetic field. Near the surface of the ferromagnet the interaction of Rayleigh waves with
surface spin waves gives rise to an additional activation energy in the spin-wave spectrum

and leads to a decrease in the sound velocity. The magnetoelastic coupling increases the difference
between the velocity of surface acoustic waves and that of bulk sound wav@90®

American Institute of Physics[DOI: 10.1063/1.1596794

INTRODUCTION difference of their energies is a quantity of oréér, wherek

The great progress achieved in nanotechnology in recer$ the wave vector. It was shown, in particular, that in this
years has made it possible to create ultrathin magnetitespect they are different from Rayleigh acoustic waves, the
films.2? In this connection the nature of the surface magnefrequency of which differs from that of bulk phonons in the
tism in such systems becomes a topical question. Althougfirst order ofk; .
this problem has been the subject of a large number of Since the properties of any real magnetic material de-
papers,”*®interest in it continues unabated. pend in part on the coupling of its atomic magnetic moments

The theoretical model usually chosen to describe the sukith the elastic subsystem, it is of interest to take the cou-
face propertlels.of. the sys'te(rﬂne magnetic crystal or filmis pling of the spins with the elastic strain field of the crystal
that of a semi-infinite Heisenberg ferromagnet, i.e,, a ferro1attice into account in the model we are considering. We will

magnet occupying a half space with one free surfaBer . Lo . .
X . ... be interested primarily in the coupling of surface spin waves
example, the thermodynamic properties of the semi-infinite” : ;
ith Rayleigh acoustic waves.

Ising and Heisenberg models were studied in Ref. 5. The .

temperature dependence of the surface magnetization was AS the method of study we have chosen the time Green's

investigated in Ref. 6. The contribution of surface spinfunction technique, the details of which for systems of a

waves to the thermodynamics of the system was the subje&tmilar type have been set forth in Ref. 10.

of Refs. 7 and 8. The influence of the anisotropy field on the

thermodynamics of a magnet near the surface of the sample

was studied in Refs. 9—13. In such systems a rotation of the

magnetization vector with depth can occur as a result of the

presence of a magnetic field or a dipole interactfbithe =~ CALCULATION OF THE GREEN'S FUNCTIONS

spectra of surface spin waves of isotropand anisotropic

with respect to exchangéleisenberg ferromagnets with dif- We choose as our model a semi-infinite Heisenberg fer-

ferent types of crystal lattices were studied in Ref. 15. romagnet with the magnetoelastic coupling taken into ac-
However, a model taking into account only the exchangecount. TheOY axis of the Cartesian coordinate system is

and single-ion interactions is not completely adequate, sincdirected perpendicular to the surface in such a way that the

in addition to the magnetic there are also elastic degrees @fhoccupied half plane corresponds to positive valueg.of

freedom, which have a substantial influence on the behaviothe 0x and 0Z axes are parallel to the surface. In such a

of the sys_terﬁ. This now is an active research topic. FOr geometry the position of an atom is determined by the vector

example, in Ref. 17 the existence of a new type of Surfac?=|”+y/, where/ =0 corresponds to the outer layer.

excitations was predicted, due to the presence of a piezomag- We assume that the exchange integral in the surface

netic effect in the system studied. The velocity of propaga- o . .
tion of surface acoustic excitations in ferro- and antiferro—layer"ls’ is different from the exchange integral in the layers

magnets and the possibility of controlling this velocity were With #=0. which we denote by, and that the exchange
studied in Ref. 18. coupling between layers i, . The ferromagnet is found in

As we have said, surface spin waves that decay into th&n external magnetic field directed along @& axis. We
interior of the sample can exist near the surface. It has beeghall assume that the magnetoelastic coupling and the elastic
determined that the frequency of these surface spin wavesnergy are isotropic. Then the Hamiltonian of the system can
differs insignificantly from the frequency of bulk waves: the be written in the form

1063-777X/2003/29(8)/5/$24.00 652 © 2003 American Institute of Physics
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whereu®(/) are the spontaneous strains a®(k,/) is

1
H==3 Z > J5(8)S(1,0)- (I, + 8,0) the dynamic part of the strain vector. Quantizidg'(k,/) in
K the standard wa$ we obtain
1 S ,‘ : /_
- EEIH: % Zl J(3)S(h) - S+ 6,7) U (k)= oY [b*(k”/)exp(lk r
k” mC!)O
“3 3 3 H8)Sh) Sl AL+ I
Il Il -

(wheree is the unit vector of the phonon polarizatiam, is
~ the mass of the magnetic iomg(k;) is the phonon fre-
—Ho|2 /21 S,(1//) +Hmet He.- (1) quency without allowance for the magnetoelastic coupling,
b andb® (b) is the phonon creatiotannihilation operatoy
HereS(l,/) is the spin at sité, 8 is a vector between near- and, using the Holstein—Primakoff transformation, we can
est neighbors in the layen, is a vector between nearest Write the Hamiltonian(1) in the form
neighbors in adjacent layersi, is the external magnetic
field, and™,,. andH, are the Hamiltonians of the magneto- How= >, > wo(k)b™ (ki )b(k/)
elastic and elastic interactions. 7k
The Hamiltonian of the magnetoelastic interactior{in

can be written in the form +; dp(ka* (kj0)a(k0)
Il
Hme=)\|2" 2 J_:E”Z Ui (NSNS (1), 2) +3 3 dikpa’(kalk)
' e I
whereu;; are components of the strain tensor, which we shall . ,
assume are dependent ef) and \ is the magnetoelastic —Z ; d, (kpa™(ky)a(k,/+1)
coupling constant. The elastic energy of the system has the -
form : :
—2 ; d, (kpa*(k,/+1)a(k,”)
’ Il
He= 2 f dxdz o (U, +us +us) 1
o?) + 52 ; N(/)[a* (ki )a* (ki)
Il

- E
+ dxdz;—12 XX Uyl
3, [ axdeyg= gz 2oty +alkakN]+ S S k)
’ I

D+2(1- z 3 |
iyt #2010 g+t Uy} ¥ x[a(k, b(k /) —a* (k. )b(k,)]

whereE is Young’'s modulusg is Poisson’s ratio, and for

brevity of notation we have stopped indicating that the com- > > d* (ky[a* (k)b* (k)

ponents of the strain tensor are functions/af In writing /k

Hamiltonian(3) it is necessary to take into account the crys- —a(k,/)b* (k)] 4)
I 12 )1

tal structure of the system. For example, for a system with
cubic symmetry the elastic energy will be determined byln Eq. (4) we have introduced the following notation:
three elastic constant€,;, C4,, and C,4. These elastic S/ s
constantsC;; are related to the coefficiens and o (Ref. diCky) =Ho+1s(0) = Is(k)) +1,(0) +Hs,
19). The approximation we have made will lead to a quanti- ¢ (k,)=1,(k,),
tative difference but will not alter the results qualitatively.

We use the Holstein—Primakoff transformafibfor the dy(k) =Ho+1(0)—1(k))+21,(0)+Hg,
spin operators:

st =v2sal,/), S/)=S-a"(,a(l,/), IS(k”):SEfﬂ\: Il a)extlily-a),

wherea®(I,/) anda(l,/) are magnon creation and annihi-
lation operators, an® is the spin of the magnetic ion. The
Fourier transform of the operatai(l,/") has the form

l(k”>=s§ J(&)explik,- ),
|

1 o (k=S I, (Apexpik-A)),

a(ly)= N; a(ky/)explik-1y), A

” N(/)=ASLU (/) = U ()],

and an analogous transformation can be donefdi,/). © © (0) ;
We write the strain vectou(/) in the form He=AS[Uy, (/) + Uy (7)) —2uz; ()],

u(k, ) =u@ (/) +uV k), Hs=AS[ui%(0)+uiy (0)—2u)(0)],
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d (k)= )\S\/ > [eyk,+ ek, +i(ek,+ek,)] OB lhia ).
7772 Nmay - Y2 72y e e This equation can be transformed to

In the function®(k,/) the dependence o1 is determined G_,(kiz;/ /") =GCy(z;/ /") =N(/)G(z;/ /")
by the components of the polarization vecepr oy
We introduce the Green’s functions XGy+(kz/77)

G_.(kt:/ /") =i0(t)([a(k//a* (k/":0)]), Tk )Golz /)

G. . (kt;/7)=i0t)([a* (k/;ta’ (k,/";0)]), XD_,(kQ;/7") = ®* (k)

D (kit;/ /") =i (t)([b(k,/s)a’ (ky/";0)]), XGo(z/7")D 4 (Kz/ 7).

D. . (kt;//)=10M)([b" (k/;a* (k/";00]). (5) Here we have gone over to the complex plafe;»z, and

have introduced the resolvent
Fourier transformation of the Green’s function

G_  (kt;7 /") with respect to time gives Gol(z;/ /") =[28,/1=K(//N]H K(//7)

=38,/ 8,007+ (1= 8,0)d71— 8,1 ,41d,

—6,1,-1(1=6,0)d, .
The Fourier transforms for the remaining Green’s functionsAn analogous equation for the Green’s function for a semi-
have an analogous form. We write an equation of motion foiinfinite Heisenberg ferromagnet was obtained in Ref. 10. Be-

© dQ

the Green’s functiolc _, (kt;//"): sides the equation fo&_, (k,z;/ /"), we will need three
J more equations:
51 C-+kiti /)= =815, +10(1) Gs(kiz/ /)= =N()Go(~ 2/ /)G (kz:/ /")
x({[atky/3t), Hswl.a” (k/";0)}). ~®)Co(~z/7)
6) XD (kQ;7 7" )+ ®* (k)
Doing the Fourier transformation with respect to time(@, XGo(—z/7")D, (kz;/ /"),
we obtain 2D (kzi/ /)= = * (k)G (K /)
QG (KQ;/ 7)== 8,1+ 8,0d5(K)G 1 (K Q; /") +D* (k)G 4 Kz /)
+(1=6,0)dy(k)G_+(k;7 /") +wo(k)D_ 4 (kiz,/ /"),
~du (k)G (kA +1/7) 2D, (kizi/ /)= =Dk )G- 1 (ki /)
—(1=38,0)d, (k)G 4 (k2;/ + (k)G (kz; /")
~LANG (kD7) —wo(kDy ((kiz;/ /7).
- Ok )D_ (ki Q;77") The solution of this system has the form

Go(z:/ /1= AGy(~2://")]
1-A[Go(—2z,/ /") +Gy(2;/ 7" )] —Go(z:/ 7" VGo(— 2,/ 7" ) (2NA+N?)’ @)

G,+(kHZ;//,):

where for brevity of notation we have not indicated the de-

pendence ofv and N onk, and/. The quantity Go(z,/ /") =0(2)| explin |/ =/"])
Zl
—exr[iKl(/+/')]—gS( W) | g
/ B 2(1)0 q) k / 2 gS(Z!_KL)
A(ky/)= Zz_w(2)| (ki) where
i
0-(2)= - 9
2d, (ky)si Z
is proportional to the phonon Green’s functitriThe poles L (kp)sinlxe, (2)]
of the Green’s functiort7) determine the spectra of magne- is the Green’s function of the bulk sample,
toacoustic waves. 1
The zeroth magnon Green'’s functi@y(z;/ /"), which 04(2)= (10)

was obtained in Ref. 10, can be written as di(k,) —d (k) +d, (kpexd —ix, (z)]
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is the Green’s function of the surface in the absence of mag- 1—A(k/)[Go(—2,//")+Go(—2,/7")]=0,

netoelastic coupling, ) . _ . .
ping the solution of which gives the spectrum of acoustic excita-

tions:

d_
cog k. (2)]= 5 a .
A= SiK) - 15

wherek  (2) is chosen so that one always has 4n&0. For
fixed k; the frequencies of the surface spin waves are foun
in regions above ,(k;) and belowQ(k,),*° where

Qm(k))=dy(ky)—2d, (k)),

Jhe indexi takes values of or /" and denotes the different
polarizations of the acoustic wavs; is the sound velocity
for theith polarization:

_ 1 SN cos ¢y
Qu(ky)=d(ky)+2d, (k). = S0 MoSiA
We shall further assume that the crystal has a simple NP
. . . SN Sln2 Ok
cubic lattice and that the distance between layers and be- g =5, /1- ————, (16)
tween nearest neighbors within a layer is equahago The MoSy oA

exchange coupling between Iayer§ and in the plane will b‘\?vhereqok is the angle between the wave vector and @i
assumed equall=J, =Js/e. Then in the long-wavelength 5yis ands,, is the velocity ofi-polarized sound in the crystal
limit in neglect of the magnetoelastic coupling. The paramater
is introduced for brevity of notation and is defined as

1. 22
di(k)) =Ho+2Hy+Hgs+ g Hyagki—...,

8 A=(Ho+Hg)(Hy+4H,+Hpg).

df(k”)z Ho+H,+Hg+ %stagkf— e Waves on the surface /=0
1 In the case of surface waves is purely imaginary, and
d, (k) =Hyx— 7 Hxagkf— ... Hx=4SJ (12) Go(2;00) =[d3—d,+d, (k) exp —ix,(2))]*
~[(d,—Qg?—4d?] 2

The spin-wave dispersion relation on the surface has
been found previousl¥f in the case considered here the gap

ANALYSIS OF THE SOLUTIONS

Waves for /— o

In this casex, is real and in the spectrum increases on account of the magnetoelastic
. . coupling:
i i
Go(z,/ /)= . = . 5
0 2d, (kp)sin« (2)] \[ad?—(d,— Q)2 Qs=Ho+Hst gHa3k —... . 17)

Here() g is the spin-wave frequency aidl, is the frequency
of acoustic vibrations.
As is easily shown, in the interior of the sample the

In Eq. (17) we have dropped the term proportionallq‘b.
Assuming that) ,<d;, which always holds, we have

spontaneous strains have the form Qp=sky,
2
JO— @S olotl) 25°\2y, e
xwx “ Uy TTET o, s=So| 1- — , (19
MoSgy(Ho+Hsg)(Ho+4H,+Hy)
o M (0+1)? , o
U=~ 1334 (13 Ye=8} COS @i+ (€, COSey+ e, Siney)?.

As expected, the frequency of surface phonons lies be-
low the continuous spectrum of frequencies of bulk acoustic
waves.

1 It is seen from Eq(18) that the sound velocity renormal-
WIO' ized by the magnetoelastic coupling is twice as large near the

) ) surface as in the volume of the crystal.
It follows from this last equation that Furthermore, the equilibrium condition should hold on

It follows that N(#)=0. Then the spin-wave dispersion re-
lation is determined from the condition

402 —(d,—Q9?=0 the surface:
from which we obtain the lower boundary of the continuous oikn=0, (19)
spectrum of spin-wave frequencies: whereo, is the stress tensor amy is a unit vector normal
1+ to the surface. Boundary conditiofis9) are valid in the case

5
Qsni=Ho+Hg+ = H,a3k?, Hg=2\2S?

8 (14 of sufficiently long wavelengths, when the influence of the

inhomogeneous exchange can be negle¢eedwe are as-
The spectrum of acoustic waves is determined from the consuming. Equation(19) for /=0 leads to the following con-
dition dition:
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ul) + ould) + ouly =0. st=s3p(1—A), s2=s2(1—24),

We assume that the magnetization vector on the surface 8here sy, and sys are the velocities of bulk and surface
parallel toOZ (which holds even in the absence of magneticwaves of some polarization in neglect of the magnetoelastic
field). Minimization of the free energy jointly with the last coupling, and the explicit form ok is obvious[see Eqs(16)

condition gives and (18)]. We note that if the wave vector is directed along
AS? o(o+1) the OZ axis, then it follows from(18) that only the normal
u§2)=u§‘)y)=——, (“transverse” component of the Rayleigh wave interacts
E 1420 with the “quasi-spin” waves.
\S? (o+1)2 Localization of the oscillations is determined by the gap

() —

separating the surface wave frequency from the bulk wave
frequency? It is easy to see that decreasing the velocity of
i.e., the spontaneous strains on the surface coincide with thite Rayleigh waves will lead to a decrease of their penetra-
strains in the bulk(see Eq.(13)). Then the energy of the tion depth into the crystal. At the same time, the coupling of
magnetoelastic field on the surface of the crystal is equal tethe magnetic moments with the elastic system does not alter
143 the characteristic depth to which surface spin waves exist. As
g
(20 can be seen from E@8), x, does not depend on the mag-
netoelastic coupling parameter.
The dependence of the direction of the polarization vector
on the coordinatey is known?? It is obvious thaty, will
depend on the penetration depth of the Rayleigh wave into
the crystal.

2z E 1+20°

Hg=2\2S?
E-mail: frid@tnu.crimea.ua
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The influence of exchange relaxation on the dynamics of domain walls with a “fine structure” in
rare-earth orthoferrites in the presence of external magnetic and electric fields is investigated.

A system of differential equations is obtained which describe the dynamics of a domain wall with
a solitary line. The dependence of the steady-state velocity of the domain wall and line on

the values of the relaxation parameters and on the components of the magnetic and electric fields
is found. The results are compared with the known experimental result8008 American

Institute of Physics.[DOI: 10.1063/1.1596795

INTRODUCTION ture is illustrated in Fig. 1 and is mainly considered in Sec.
2); “B"—wide segments of a DW with no rotation ofm,
Rare-earth orthoferrite(REO9 with the chemical for- separated by lines with rotation of (this situation is briefly
mula RFeQ (R is an ion of the rare-earth elementnd  considered in Sec.)3it is pointed out its formation is more
crystal symmetry groufd3t are noncollinear antiferromag- probable near the phase transition in the DW itself or near
nets with weak ferromagnetisWFM).! The study of this the surface of the sample, where the relationship between the
class of weak ferromagnets is of great interest because, @mnisotropy constants can change. The lines separating parts
particular, the domain-wa(DW) velocities in them are high, of the DW with the same structure but with different orien-
having record values among the magnets that have bedations of the vectorsn and! will simply be called “lines”
studied to daté Three types of magnetic ordering are pos-here. To avoid misunderstandings, we emphasize that they
sible in REOs:G,F,, G,Fy, andG,. The first two have are not the usual Bloch lines in DWs. The dynamic charac-
weak ferromagnetism, e.g., f@,F, the ferromagnetic vec- teristics of these DW§** should differ substantially from
tor m is directed along the crystallographiaxis, while the  the characteristics of DWs with lines in ferromagnets. For
antiferromagnetic vectot is alonga.? The third type of example, the gyrotropic term of the dynamic force acting on
structure is purely antiferromagnetic. The structure of thed line in a REO appears in an external field perpendicular to
DWs can be of two types: with and without a rotation of thethe plane of rotation of, and in absolute value it can be
vectorm.!® The first of these corresponds to a structure withcomparable to the inertial and viscous terms. We have also
a simultaneous rotation of the vectams and |, while the  shown that the mobility of the lines in a DW at rest in a REO
second corresponds to a rotation of the vettaith only a is influenced substantially not only by the ordinary relaxation
change in modulus of the vectar. The realization of some and external magnetic field but also by exchange relaxation
particular type of DW and plane of rotation of the vectors and the external electric field:*® Recently published experi-
and! in it is determined by the signs and relationships amongnental studieS™° have reported results that can be inter-
the anisotropy constants of the orthoferfitelnder certain Preted as the observation of dynamic lines on an isolated

conditions a transition can occur from one type of DW toNéel DW moving at supersonic velocity in an REO. How-
another, as is observed, e.g., in dysprosium orthoferrit€Vver, the conditions of those experiments were different from

DyFeQ; at T=150 K.* those that had previously been considered theoretically. It is
By now the dynamics of uniform DWs in REOs has therefore of interest to study the dynamics of an isolated

been studied in detail experimentally and in the main hadVeel DW with a solitary line moving along it simultaneously

been explained theoreticafly’ However, usually only the

relaxation terms that are of relativistic origin are taken into

account in the equations of motion. Meanwhile, the terms in 2y . -
the equations of motion which describe relaxation processes y(b) ¢
due to the exchange interaction have been obtained in Refs. x(a} T

A

10 and 11, for example. As was shown in Refs. 10-12, these
terms can play a substantial role in the study of high-
frequency and acoustic properties of REOs, the damping of
spin waves, and the braking of DWs and solitons.

It has been predicted theoreticdllyhat two types of
“fine structure” of the DWs can exist in REOs: “A"—wide
segments with rotation of the ferromagnetic veatorsepa-  rig. 1. Schematic view of the fine structure of aeNelomain wall with
rated by lines without rotation ah (ZRLs) (the fine struc-  rotation of the ferromagnetic vector in the magnetic ph&asE, .
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under the influence of external magnetic and electric fields The equations of motion for the vectans and| in the
with the damping of an exchange nature taken into accourgxchange approximation have the fdfm

(because of the high velocities of the DW and Jinkn the

present study we use a previously proposed variant of the m= L{[mx Hm]+[|><H|]}+a{[|><i]

collective variables method for the velocity of the center of a 2Mo

solitary line in an isolated N DW (dx,/dt,dy,/dt) to Aoy
obtain effective nonlinear algebraic equations in the presence +[mxXm]}— WAHm,
of magnetic and electric fields of arbitrary orientation and 0
additional exchange relaxation. In some particular and limit- ¥ . (6)
ing cases one can find solutions of these systems of equa- 1= 5 {[IXHmn]+[MXH}]+ai[mx1]
tions which describe the dependence of the velocity of the 0
line on the value of the fields and the exchange relaxation. ) N1y
+[|Xm]}+NgH|,

whereH,,= éw/ém, H,=éw/4l, vy is the gyromagnetic ra-
tio, anda, N1, and\, are the relativistic and exchange re-
For simplicity we shall consider the REO in a two- laxation constants. For the case<|, which is analogous to

sublattice model. Its state is conveniently described by northe case of pure antiferromagnét§when the condition

1. MODEL AND BASIC EQUATIONS

malized vectorsn and!: N1H/(2MgHEg) <1 holds, whereHg=a/(4My)], the vector
1 1 m is related to the vectdrby the expression
m= = (M1+My), |=52-(M1—My), () : A ,
2M, TR 2M, 2 m= =2 i)+ 2 i
2yMy 2yMg

whereM; and M, are the sublattice magnetization vectors

and Mg is the equilibrium magnetic moment of the sublat- 1
tice. The energy density of the REO can be written as the + S AlIXd]=2Mg[I(I-H) —H]}. @)
sum of the energies of the magnetic and magnetoelectric sub- )
systems: Whgzre)(L = MQ/_I-!E is the transyerse component of th_e mag-
netic susceptibility(transverse in respect to the equilibrium
W=Wp+We. 2 direction ofl). By substituting(7) into the first of Eqs.(6)
We shall proceed from the standard form of the energyinder the conditions A Hg/2MoHE, 2\,H/A <1, Hyq
density for the magnetic subsystérh: =d/2My, it is easy to obtain
. b
wm=%am2+ %A(V-I)2+d-[m>< I]+W,(1) —2Mom-H. [IX1]—c’[AlXI]+ 4—|\};|g[d>< 17(d- )+ 4_I\/I§[ ala X'}
© (. 2yMg Ao .
wherea and A are the homogeneous and inhomogeneous =~ HxI]- a— M—OA [1x1]
exchange constantsi,(l) is the energy density of the mag-
netic anisotropy, andH is an external magnetic field. The NiXL e . .
axes of a Cartesian coordinate systeny, z are assumed to N TM(Z){[I XU+ XA+ A 2[[H X 1]X1]

be directed along the crystallographic axasb, ¢ of the
crystal (see Fig. ], and thend=de,, where d is the
exchange—relativistic Dzyaloshinsldoupling constant. We
note that a more general expression ¥gy, should contain
two constants describing the Dzyaloshirigkiteraction, but He=2E; 7=<
the difference between themd, is of a purely relativistic

nature, and therefore it is much less than these constants
themselves|Ad|~ 10 2d).® Neglecting the fourth-order an- 2= %
isotropy, we write the energy density of the magnetic anisot- 4|V|§ '
ropy in the form

2
+[[Hx|]x|]}—ﬁo[[de]x|], %)

e dl,

— e~ —— , 1Lk=Xx,y,z,
5qu ﬂXkeK)i#k y

y?Aa

ForA;=\,=E=H=0 Eq.(8) agrees with the equation for
a; , as, in Ref. 2. Equations(8) in the angle variablesl
Wa:?'xJr ?lz' (4 =I(cosb,sindsing,sinfcose) usually used in the solution

] of dynamical problems have an awkward form and are pre-
wherea; anda; are the second-order anisotropy constants.sented in the Appendix.

The energy density of the magnetoelectric subsystem is

e 5
written in the fornt 2. APPROXIMATE DESCRIPTION OF THE DYNAMICS
We=— (E-P) = Ey( Y+ Y202 + By (.3t ¥232,) gg%_ll?l\éVNWgT:HmFINE STRUCTURE “A.” LINES WITHOUT

XJX 4 Y3y
TRV nct 7232y, ®) In view of the complexity and awkwardness of the equa-

WhereJikj=Ii(<9Ij/(?Xk)—lj(ali/&xk), E is the external elec- tions obtained, their analytical solution is a complicated
tric field, andyX are the magnetoelectric constants. mathematical problem even in the simplest case of an iso-
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lated DW with one line. In what follows we shall therefore 1.0
use a simplified description in the framework of the collec-

tive variables method. We first consider the magnetic phase g g
G,F, (where within a domaim||OZ andl|OX) and a Nel

DW with rotation ofm (the plane of rotation is parallel to the 0.6
Y Z axis) and containing a vertical line with zero rotation of £
m (Fig. 1) in the presence of a magnetic figtt{H, ,H, ,H,) <

and electric fieldE(0,0E,) and with allowance for exchange 04

relaxation ¢.1,\># 0). When the right-hand side is zero and

Kap>Kep>0 (where K,,=(d?/a)—a; and K.,=(d%a) 0.2

—agz are the effective anisotropy constants in gteandchb

planes Egs. (8) written in angle variablegsee Appendix 0 - L L L

have the stationary solutiofi(x—vg,t) and o(y—uvt),* 5 10h 15 20
z

wherex is the coordinate perpendicular to the plane of the
DW, vgy and v are the velocities of the DW and ZRLs, FIG. 2. Dependence of the DW velocif, on the value of the external
respectively. The boundary conditions in this case have theagnetic fieldh, for Q;=100, Hy=H,=E,=0: e;=£,=0 (1); £,=0,
following form: 6(+%)=0, 6(—=)=m, O,(+x)=0, £2=052);e1=e2=05()e1=0,e,=1(4); e1=e,=1(5).

@(+2)=0, p(—»)=m, andey(*+>)=0. Taking this solu-

tion into account and employing the method used in Refs. 14

and 20, one can obtain a system of equations of motion fognq) is the period of the fine structure of the DW. We note

the velocities of the center of the solitary ling,y,: that the term proportional &g/(l_yglcz)wz, which is con-
m, 7MoH nected to having.;# 0 in Eq.(10), was obtained in Ref. 21
TXO— v y'yo—mc)\HZ=0, (9 for the case when a term due to the DW bending induced by
YHE the moving line is included in the force of friction. Using
m, TMoH, § Egs.(9) and(10), one can find the dependence of the steady
— Yot pyw Xo+ méHme+ mE,y;=0, (100 DW velocity on the external magnetic and electric fields.
£ Since an analytical solution of this system of equations can-
where not be found in the general case, let us consider a few par-
-2\ 12 2\ 1/2 ticular cases.
My=| MgutMiy| 1 =5 1- %
X dw Lx CZ C2 ’
6(2) Yo 2 53 2.1. Hy=H,=E,=0 (only the component H, is nonzero )
my:mL 1+82A7+81 —_ A_z . . .
c In this case the line is at resy{=0), and the depen-
52 y2|1v2 dence of the DW velocitky,=Xo(H,,\1,\,) has the form
0 0
Xp=C| &— ﬁ ) (12
5 Xo\2 83 !
=Mg| 1+ £y—m + 4| | —2 (11)
Maw= Mo 7z el o) 2| where
= % 0 %o|? % §=3\/—q+\/5+3\/—q—\/5, D=g*+p?,
mLX—mL 1+82_2+82_2Q+381 | &2
1) A c/ o )
1 3 ) 3b,b3—b5
yo)zgvo q= 54b1(2b2—9b1b2b3+ 27b1by), p=T,
“1lc) A ) (13)
_iMe LN —2M bi=1+ fa)* b—2ff(1)2 3
173 0dl “2 g amMgsy Mo PMog: 1=+ f,) » Pem2hal| ) =3,
Mok 2M 6o Kab—Kep (fl 2
M=o+, M=———, Q=———>1, bs=|—] +3, b,=-1, 14)
0 7250HE - 72A0HE Keb 3 h, 4 (
;2\ 1/2
Sod
5:50(1—0—2) , T 1=2ayHg, f1=1+Q; ' +e,(1+6Q. Y, M8w=ya; ;
A 1/2 0 H
5 = (—) ' :w
0 Kab_ ch hz Cc ' (15)
2\ 112 1/2 2
3 Yo [ A . Mxd - - 26
A‘A(’(l‘?) ’ AO‘(@,) R PEVER fomea(143Q )~ 1-Q1 (14 ez), Qi'=3
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A plot of Xq(h,) for different values of the damping param- 1.0 —
eters is shown in Fig. 2. It is seen that takingandX , into 1
account has a substantial effect on the form of this function, 08 L 3
although the presence af,# 0 begins to have a substantial
effect only at large values of the DW velocity. 2
- . : . o 06 L
In the limiting casex,— ¢ we obtain the following ex- >
pression for the DW velocity: > 04
g1+e 1+3my /mg)]%? .
.onc[l_ (£1+25)Q(1+3m, 0)} ] 16
h, 0.2
We see fron(16) that (c—X,) ~h;, 2° (as in Ref. 16, where it . . 1 . a
was assumed that;=0), unlike the case when only the 0 02 0.4 06 08 1.0
relativistic relaxation is taken into account, whefa y,, ' ) % /c
~H, 2. The main contribution to the braking of the DW in 0
this case comes from relaxation processes of exchange ori- 1.0
gin, which are determined in equal measure by both con- 1
stantsk, and\;. 08 F 2
We note that in the case of low DW velocities as well 3
(unlike Refs. 15 and 16, whepe;=0), Eq.(9) still reduces 0.6 F
to a cubic algebraic equation with the solutigg= éc, but QO '
now the coefficients will be equal to > 04
f1 h, - ‘
e To e A PRS- O FU R 0.2
b
2.2. Hx Hy Hz E#0 0 02 04 06 08 10
In this case the line moves together with the DW along )'(o/c

the x axis and transversely to the DW along thexis and _ _ o

the dependencieo(HX ,Hy YEZ!)\:L!)\Z) cannot be obtained in FIG. 3. Dependence of the line velociyy on the DW velocityX, for a,

exolici . _ =10, Q=10. a—h,=€,=0: £,=0, £,=0.1 (1); £,=2, £,=0.1 (2); &1
plicit form. However, using Eq10), we calculate the de —e,22 (3); b—ey=£,=0.1: h=e,=1 (1); hy=1, £,=0 (2): hy=e,=0

pendence of the line velocity, on the parameterd,, Hy, (3. ' e T

E,, A1, and X\, and the DW velocityX, (what is usually

measured in experiments on the dynamics of DWs contain-

ing lines'®), which will be determined by a law of the form _
(12)—(14), where now contrast to Refs. 15 and 16, E(LO) reduces to a cubic
equation with a solution of the formy= &c, but
hz—>|, fl—>f’lk:1+82Q71, f2—>f§:81Q71_1

’ 1+e3Q7?
(18) _lreQ 9 20
e1Q" €1
: 2\ 1/2 0 E 2\ 1/2 1
ApXo Xo mLHx  miE; Xo
= ———1-=| - - 1-=) | - . »
C c C C c 2.3. Limit of low DW and line velocities for ~ A;=0 and
arbitrary orientation of the fields
A X
o_Tquz,0 e TYR0Y his limi ind the depend h
'LLL_EQ Baw ML= 5a” In this limit we can find the dependence of the DW
000

velocity  Xo(Hy,H,,H,,E;,A;) and line velocity
Interestingly, the contribution o, to the dynamics of the Yo(Hx,Hy,Hz,E;,A2,X) on A, and the fields for a more
line, unlike that ofH, , increases with increasing,,,. Aplot ~ general orientation of the latter:

of yo(Xo) with allowance for the different values of , e,, 5 V¥
and the damping parameters is shown in Fig. 3. We see that x,= — il Hyt Toao H,— #IidEZ”’ (21)
exchange relaxation has a substantial influence on the veloc- 0o
ity of the line. By varying the value and direction bif, and Vo= —akXo— EE —utH (22)
E,, one can increase or decrease the velocity of the line. In 0 ‘ X
the limiting casey,—c (for X,=e,=0) Egs.(10) and(18)  Where
impl
Py % Mgw
eite, 2 Maw™= 1252) " (23
Yo=c|1— } (19 1+Q; Y(1+ad) +ey 1+ 2
hy ApA

As in the case of the DW velocity, the saturation of the lineag=mMgH,/(yH emer Y, a8, ub, andufE can be ob-
velocity is determined in equal measure by both of the contained from the expressions fap, w, , and,uE by making
stants of exchange origin. For the case of low velocities, irthe substitutiorn— af7 in them. We see from formula&1)
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and (23) that, althougha, (the ratio of the gyroscopic and The author thanks M. V. Chetkin and M. A. Shamstudi-
viscous parts of the force acting on the lir@n be greater nov for helpful discussions of the results. This study was
than unity?® by virtue of the smallness ok /N and &,/ supported in part by the Russian Federal Target Program
the presence of a solitary line leads to a weak change in thntegration” (Grant BO065%.

velocity and mobility of the DW itself. FoH,=E,=0 for-
mulas(21) and(22) agree with the results of Ref. 16 up to
the numerical coefficients of the terms containing (be-
cause different expressions were used for the exchange re- The equations of motiofB) in the angle variables of the
laxation terms in the equations of motjprand forH,=H,  vector|=1(cosé,sinésin¢,sinfcosy) can be written in the
=H,=0 they agree to the same accuracy with the results oform

Ref. 15.

APPENDIX

F1(0,0)=111(0,0) +f100,0),

Fa(0,0)=121(0,0) +f25(6,¢), (27)
3. DYNAMICS OF A DW WITH FINE STRUCTURE “B.” LINES _
WITH ROTATION OF m where the functions

_ . _ _2.. _ .
It is knowr? that if K.,<0 there can be DWs with wide Fy=si* 6{A(Ag—c™°¢)—Kepsine cose],

segments with no rotation @h separated by lines with rota- Fo=A(AO—C 20)—[Kp— Kop COL @+ (V)2
tion of m. Here, in analogy with the previous case, we can e
obtain equations of motion for the velocities of the line cen- —C “¢]sinédcosd, (28)

ter, which play the role of equation®)—(11). They now _ 9 . . .
have the form f11= YAc ?[H,sin 26+ 2 sirf 6(Hy sing
+H,cosp)]6+mH,sindsing

mX. 7TM0HZ_

— Yot g Yo MAH=0, (24 +2Moy Lo sir? 69— Asin 20(V oV 0—c~2p8),
m 7MoH, f21= — yAc™ Z[Hysin 20+ 2 sir? 6(H, sing
—yo— Xo+ mExy%=0, (25 . .
T YHe +H_,cose)]e—me(H, cosd cose+H, sin6)
where +2Mgyy 10 (29)
A 1/2 A 1/2 .
8o= _) ' AOZ(_) ] are the same as in Ref. 14, and
Kab |ch| N X2
Equations(24) and (25) are analogous to Eq$9) and fio(0,0)=— m{sin2 03+2 cog26) 6%
0

(10), and one can therefore use the solutions of the latter

after making the substitutionsl,—H,, E,—~E,, and H, ) . 2\, ) .
=0 in them. Since the parametag now depends on the +sin(20)(0e+260¢)}— TA(SIHZ 0¢)
external magnetic field componeht,, which leads to mo-
tion of the DW itself, by using Eq$21) and(22) for the case + 2E,( 7} Sir?  cose Oy— Y2 sir? 6singd))
of low velocities one can obtain

¥ = Bx2+ uEE,, (26) +2E,| — v} sir? 6 cose by
where= (7/2)(QY% syyHy) . 1

We note that a solution of this type was first found in + Eyf, sin(26) 6., | + 2E,(y} sir? §sing b,
Ref. 22 for the case of the magnetic phasd-,, ;=X\,
=E=0, H||m within a domain. In Ref. 19 the experimentally — yysing cos6,),
obtained dependence of the line velocity on the DW velocity o2
in the initial part of the curve was interpreted as quadratic, 1X1 . -
which correlates with formulg26). However, since there fod 0,9)=— 2(yMg)2| 0+(3 cos §—sin 0) 0¢*
were not enough points on that curve at low velocities, a 3 n
linear Iayv with the_orlgln shﬂ‘tgd from zero is not ruled ou_t. + —sin(20)¢§b} _ch2 singA singoé
One notices the high selectivity of the influence of the dif- 2
ferent components of the electric and magnetic fields on the 1
structure of the line; this, in the opinion of the author, can be + =sinN(26)cosep | — cospA| —cose
used in designing new experiments. 2

All of the results obtained above can be carried over to 1
the magnetic phagg,F, if the angley is measured from the + Esin(20)sin<pip ]
a axis, # is measured from the axis, the substitutions
KcpKap andHy—H, are made, and the components of the +2E,( v} Sir? 6 cose ey — yx SIF 6singe;)

electric field are chosen from the tables of nonzero values of .. _ )
the force of electric pressure given in Ref. 15. +2Ey(— yy sir’ g sinpe;
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+ 95 5in0 cosfe;) + 2E,( v, SiIF fsinge,

—y3sinf coseey).
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The effects of lattice strain on the magnetic and the transport properties, gbthavinO; films

grown on an(001) LaAlO; substrate and on a hgCa, ;MnO; layer were studied. It was

observed that the metal-insulator and the ferromagnetic transitions occur at higher temperatures
for the film deposited on LagCa, MnO;3 layer than on LaAlQ. The dependence of

Curie temperature on the bulk and the Jahn—Teller strains were also determiné&f03%©

American Institute of Physics[DOI: 10.1063/1.1596796

Doped colossal-magnetoresistan€EMR) manganite  netometer in the temperature range of 4.2—300 K.
perovskites exhibit a strong correlation between their lattice  Figure 1a presents the-26 XRD scans for LSM(curve
structure and magneto-transport propertighis phenom- 1), LCM (curve2) and BL (curve 3) films. The high inten-
enon becomes apparent in thin films. The lattice stfaird  sities of the (00) peaks show that the deposition results in
stres$ accumulated during epitaxial growth of a film plays highly c-oriented films. Figure 1b shows that the location of
an important role in the formation of the spin- and thethe (002 Bragg peak for the BL is almost coincident with
charge-ordered states, the metal-insulator transition temperthat for the LCM film. In contrast, the peak for the LSM film
ture, and the value of magnetoresistafice. is distinctly shifted to a smaller angle. Therefore the analysis

The effect of the kind of single-crystal substrate on theof XRD data reveals that the out-of-plane lattice parameter
magnetic and the electronic properties of manganite filmgor the LSM film is strongly dependent on the substrate:
has been investigated wélf.On the other hand, to develop =0-398nm on the LAO substrate awd-0.391nm on the
hybrid devices based on multilayered CMR films detailed-20.6C% MnOs film with lattice parametec=0.3905 nm.
information on the mutual influence between constituent lay-
ers is required. It is expected that the magnetic and the trans-
port properties of a multilayer structure can substantially dif-
fer from those of the individual films of the constituent
layers. In this work we report experimental results for
Lag ¢Sty MnO3 (LSM) and Lg ¢Cay ,MnO5 (LCM) films and
for a L& ¢Sty ,MnO3/Lay Ca -,MnO; bilayer (BL).

All films were prepared by rf magnetron sputtering using
a so-called “soft” (or powdej target’ The total pressure in
the chamber was %102 Torr with a 3:1 Ar—Q gas mix-
ture. The substrate was a LaAJ@01) single crystalLAO)
with an out-of-plane lattice parameter=0.379nm for 26, deg
pseudocubic symmetry. The substrate temperature during 3
deposition was 750 °C. Both LSM and LCM films were de-
posited with a thicknesd=60nm, and the BL was depos-
ited with the same thickness for each layer and with LSM on
top. The 6—-26 x-ray diffraction (XRD) patterns were ob-
tained using a Rigaku diffractometer and KKy radiation.
The lattice parameters evaluated directly from the XRD data
were plotted against c68/sinf. A more precise determina-
tion of the lattice parameter was obtained extrapolating a
straight line to co%8/sin@=0. The resistance measurements 0
were carried out using the four-probe method in the tempera- 45 46 47 48
ture range of 4.2—300 K and a magnetic fields up to 5 T. The 26, deg

magnetization in a field up to 100 Oe and the susceptibility at,g 1. 9_29 XRD patterns of LSM(1), LCM (2) and BL(3) films (a). The
500 Hz were obtained with a Quantum Design SQUID mag{002 XRD peaks(b).

Intensity, cps

N

-—

Intensity, 104cps

1063-777X/2003/29(8)/3/$24.00 663 © 2003 American Institute of Physics
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Figure 2a displays the temperature dependence of the
resistanceR for LSM (curve 1), LCM (curve 2) and BL
(curve3) films without (filled circles and with(open circleg
an applied magnetic field of 5 T. The magnetic field was
directed at right angle to both the film surface and the trans-
port current. The experimental curves show that the metal-
insulator (MI) transition temperatures for both LSM and
LCM films are very close, about 230 K. The BL film under-
goes a Ml transition at 280 K, which is higher than for the
individual films. The MI transition temperatures for all
samples are indicated by arrows. The inset in Fig. 2a shows
that theR(T) behavior of the BL film differs from that pre-
dicted by the simple two parallel-resistor modstlid line),
where the first resistor corresponds to the LSM fitmrvel)
and the second one to the LCM fileurve 2). Since the
lattice parametec changes significantly only for the LSM
film deposited on the LCM layer, it is reasonable to inter that
the increase in the MI transition temperature for BL is due to
the improved magnetic and electronic properties of the LSM
film only.

Figure 2b presents the temperature-dependent magne-
toresistance, MR(%%[R(0)—R(H)]100R(H), obtained
for LSM (curvel), LCM (curve?2) and BL (curve3) film in
an applied magnetic field of 5 T. HerB(0) andR(H) are
the resistances without and with a magnetic field. It is seen
that a slight enhancement in the MR for BL, with respect to
the individual LSM and LCM films, is observed only at high
temperatures. In the low-temperature range the MR of BL

Resistance, 10° o

Magnetoresistance, %

Magnetization, 10 4emu

Susceptibility, 1076 emu

Prokhorov et al.

50

100 150 200 250
T, K

300

FIG. 3. Temperature dependence of the FC and the ZFC magnetization for
LSM (1), LCM (2) and BL(3) films. The lines are visual aids. The arrows
indicate the magnetic transition temperatures for different samples. The
dashed line was obtained by simple addition of theNF(T) curves(1) and

(2) (a) Temperature dependence of the susceptibility for L&M LCM (2)

and BL(3) films. The lines are visual aid®b).

remains smaller than that of the LSM film and mimics the
MR(T) behavior for the LCM film.

Figure 3a shows both field-coold&C) and zero-field-

cooled (ZFC) temperature-dependent magnetization curves
for LSM (curvel), LCM (curve 2) and BL (curve 3) films.
The arrows show the corresponding Curie temperatures. The
LCM film manifests a sharp transition to the ferromagnetic
state afT=230K, in agreement with the published results
for as-grown films In contrast, the LSM film displays a
broad and smooth magnetic transition nebg=260K.
Moreover, the absolute value of the saturated FC magnetiza-
tion is half of that for the LCM film of similar thickness. The

. . same behavior d¥1(T) and a lower value of ¢ with respect
0 100 200 300 to the bulk value have been observed previously for a

T K Lag 6:51 3gMNO; film deposited on a LAO substrafé. It
FIG. 2. Temperature dependence of the resistance for (BMLCM (2) was explained by the S'd'.mens'onal Stra”?‘ states in the film,
and BL (3) films without (filled circles and with (open circles an applied ~ governed by the epitaxial mode of film growth. The
magnetic field of 5 T. The lines are visual aids. Inset: The experimentakemperature-dependent magnetization for BL is significantly

(circles and computedsolid line) dependenceR(T) for the BL film. The
arrows show the Ml transition temperatures for different samg3em-

different from that predicted by simply adding thé(T)

perature dependence of the magnetoresistance for ISM.CM (2) and values for both individual LSM and LCM films. The dashed
in Fig. 3a shows the predicted curveMg (T)

BL (3) films. The lines are visual aid®). line
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=M em(T)+M_su(T), whereM cy(T) andM sy(T) are  Whereeg=(2e100+ £007) is the bulk straing ;7= 2/3(e g0
the magnetizations for the LCM and the LSM films, respec-— €100 is the Jahn—Teller straing=(1/T¢)(dTc/deg),
tively. Since the thicknesses of the individual films are simi-and A = (1/T¢)(d?T¢/de3y). For the last two quantities we
lar to those of the corresponding layers in BL, the addedare took the values from Ref. 12, i.ex=10 andA=1000.
curve fits the experimental data fourty well at low tempera-Using this equation and the values obtained #qg, and
tures(in the saturation magnetization rangelowever, the  €go1 in our LSM film and layer we calculated the change in

ferromagnetic transition of the BL film occurs at a higher Curie temperature T&'C /TEC ~ =1.07, which is

temperature Tc=280K) than predicted. This result con- an excellent agreement with our experimental result
firms that a significant change occurs in the magnetic PropTe . /T quno=1-077. This confirms the strong corre-
erties of the LSM film deposited on LCM with respect to that ation between crystal lattice distortion and the electronic
on LAO. o and magnetic states in CMR materials.

This conclusion is supported by the temperature depen- | symmary, the magnetic and the transport properties of
dences of susceptibility for LSMcurve 1), LCM (curve 2) Lag ¢Sty MnO; films grown on an(001) LaAlO5 substrate
and BL(curve3) films in Fig. 3b. Since the low-temperature 5nq on a LggCay MnO; layer were studied. It was shown
susceptibility peak for Bl(curve3) mimics that of the indi-  {hat the metal-insulator and the ferromagnetic transitions oc-
vidual LCM film, it can be concluded that the second peakyr at higher temperatures for the film deposited on
belongs to the LSM layer in the BL. It is evident that the La, §Ca ,MnO; layer than on LaAlQ. The enhanced mag-
magnetic transition of the LSM film deposited on LCM be- petoresistance and  ferromagnetic  ordering in  the

comes sharper and the saturated magnetization is achieved\gf s .MnO,/La, {Ca, ;MnO; bilayer can be explained by
a higher temperature than for a bare LSM filsee curvel).  |attice strain relaxation in the kaSr, ,MnOs; film.

Let us consider the possible mechanisms of enhanced Thjs work was funded by the KOSEF through the Quan-
magnetic and transport properties of the LSM film on LCM y,m Photonic Science Research Center.
with respect to that on LAO. The aforementioned analysis of
x-ray data showed that the out-of-plane lattice paraneier
larger for LSM/LAO. It is well known that LSM thin films
grown on LAO substrates exhibit an out-of-plane uniaxial E-mail: pvg@imp.kiev.ua
tensile strain and, correspondingly, an in-plane biaxial______
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skite, the in-plane lattice parameter of film can be estimated. Tsui, M. C. Smoak, T. K. Nath, and C. B. Eom, Appl. Phys. L26,
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; ; Phys. Lett.73, 3294(1998.
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=0.5517 nm and,=1.3359 nm(Ref. 11). They are equiva-  j appl. Phys91, 2232(2002. ’ ’
lent to cubic lattice parameters ak=b=c=0.3871nm and “A. Biswas, M. Rajeswari, R. C. Srivastava, T. Venkatesan, R. L. Green, Q.
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The tunneling current transport is investigated in layered structures based on lanthanum
manganite. The spectral function of the electron—boson interaction is reconstructed over a wide
energy range. High-energy excitations localized in the barrier and near-barrier regions are
revealed. The inelastic scattering of charge carriers on these states can lead to suppression of the
magnetoresistance of tunnel junctions with increasing applied voltag20@3 American

Institute of Physics.[DOI: 10.1063/1.1596797

The observation of giant magnetoresistance in ferromag- In this paper we investigate tunnel contacts based on
netic heterostructures has stimulated detailed research on ththanum manganite. As we have shown previotishe
physics of the phenomenon of spin-dependent tunneling ofonductance of such structures has a high sensitivity to mag-
electrons in such systemOne of the most interesting ef- netic field even when only one of the electrodes is made of
fects from both the fundamental and applied standpoints igoped lanthanum manganite. The observed effect was attrib-
the dependence of the magnetoresistance on the voltage agied to the realization of a magnetically two-phase state in
plied to the junction. It has been found that the magnetorethe near-contact region and to the tunneling of electrons
sistive effect decreases monotonically with increasing voltthrough spin-polarized localized states in the tunnel barrier.
age, and its value depends substantially on the structure &tere the magnetoresistance of the contacts studied in Ref. 8,
the barrier layelsee the data of Refs. 2 angl Attempts to like that of conventional structures with two ferromagnetic
explain this phenomenon by distortion of the barrier poten_elec’[rodes, decreased as the bias voltage across the contact
tial in the region of the tunnel junction lead to values of theWas increased. The goal of the present study was to measure

magnetoresistance which are much lower than the obsérvedNd analyze the spectra of elementary excitations of the

An alternative explanation may be found in the fact that the2Symmetric structure ,gCa MnO;—Ag over a wide range
scattering of the tunneling electrons on magnetic states in th&f €nergies considerably higher than 100 meV with the aid of

barrier flip the electron spin and thereby suppress the madul Previously developed approach to the study of tunneling

netoresistance effe¢f In this connection we call attention to spetctlrct)scggpy h‘?f hnﬁrmag contacts of fﬂl}e met?l—|riSLt1Iator—
the spectra of the inelastic scattering of tunneling electrons ifnetal type, which has been successiully empioyed (o ex-

Co/Al,05/NigoFey contacts. They clearly exhibit a sharp plain th? results obtalngq for normal qugﬁgsnﬁ?thnd thq
feature at =100 mV, the intensity of which increases magnetic metals gadolinium and chromiutrt?In essence it

. consists in the study of the fine structure of the even
sharply as the temperature is lowered from room temperaturé

to 1 K. However, observation of this anomaly is still not 0'+(V)=[d|(_+>j/)/dV+/((};|(—>j/)/dV]/l2d an/d Odd('.r;) V.Olt'
roof that a part of the electron’s energy in inelastic tunnel299 - (V)=[dI(+V)/dV=dI(=V)/dV]/2 contributions
b . oS e . to the differential conductance of the contact. As was shown
ing processes is transferred to excitation specifically in th

. . Ref. 9, the value otr _(V) is proportional to the real part
barrier layer. The hypothesis that the voltage dependence %% the self-energy correctioli(w) to the electron energy in

the magnetoresistance is related to the intensity of inelasti{:he metallic plates and can be used to reconstruct the shape

processes in the near-barrier region and inside the_barn%c the spectral functio(w) of the electron—boson interac-
rests on two facts: )a the spectrum of the high- tion of the normal metal:

magnetoresistance heterostructures studied does indeed con-

tain excitations with high energies-(100 MeV and higher 2w < do_(V)/dV

b) these excitations are localized inside the barrier and/or the ~9(@)= Ceo(0) 72 fo Vi—(wle)? =
near-barrier region. We note that, according to Ref. 7, be-

sides processes involving a spin flip of the electron on magwe note that the electron—phonon interaction functi¢m)
netic impurities within the junction an appreciable role in thefor the manganite LgCa, ,9MnO5, which is very close in
suppression of the magnetoresistance effect with increasinghemical composition, has been reconstruCtedy the
voltage may also be played by scattering on phonons. method of Yanson point-contact spectrosctpilowever, in

@
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that approach there is practically no barrier, and that tech- vV, mV
nique therefore yields information only about the bulk prop- 0 100 200
erties of the material. Indeed, the functi@{w) recon- '

structed in Ref. 13 exhibits features whose energy positions %
agree well with the data obtained in other bulk experiments. ;
We, however, are interested in the barrier region, and for that %
reason we used a method based on the study of tunnel struc-
tures. 3
The La Ca MnO3; manganites were obtained by the ’>\‘
standard solid-phase synthesis from the initial oxidesOsa -
CaO, and MnO at a temperatufe=1200—-1250 °C in an air 3 J ,
atmosphere with repeated pulverizing, pressing, and anneal- 0.6 -~
ing. The time of the synthesis and sintering was 12 hours. - ,/ > b

Strips of dimensions 8 1.5X 0.4 mm for use as the investi-
gated electrode of the tunnel contact were prepared by press-
ing the crushed manganite powder on an anvil between

g (w), arb. units
o
w
L
—
—
Ve

guides made of copper or aluminum wires and then sintering 0 A

for 12 hours at a temperature of 1200—1250°C. Saturation | AR \V
with oxygen occurred during natural cooling to room tem-

perature in the laboratory furnace. It is known that the sur- -0.3F . 1

faces of manganites prepared in this way have a natural layer 0 100

with a lower oxygen content, which serves as a potential o, meV

barrier for tunneling electrons. Electrical contacts wereFIG. 1. Derivative of the odd part of the differential conductance of an

formed by burning in a silver past at a temperature ofésymmetric tunnel contact bgCay MnO;—Ag (a) and the spectral funcyion

~450°C. As the injector we used silver in the form of a of th_e electron—_boson |nterac_t|c(|ﬂ_1e solid curvg the spectral function
obtained according to expressi@®) is shown by the dashed cur{e). The

sharpened wire which was pressed against the sample witha@ows indicate features in the Raman scattering spectrum of polycrystalline

force that was regulated by an adjusting mechanism, or Ba.7:Ca 2MnO; (Ref. 17.

film deposited on the ceramic to be studied. The resistance of

the resulting tunnel contacts at zero bias voltage at a tem-

perature of 77 K fluctuated from tens to hundreds of 0hMSqginn phetween the electrode and the insulator. This correc-
The reconstryctlon of the spectral funct|on. and its subsgﬁon is of opposite sign to the self-energy contribution, and
quent analysis were done for contacts having a zero resigs fine structure is determined by the spectrum of elementary
tance not over 10@Y, in which, in our opinion, it is more  gycitations in the barrier and near-barrier regions. When the
likely for. a ferromagnetic metallic state to be realized in themany-particle effects during tunneling are taken into account
manganite under study. completely in this manner, according to Ref. 15, the
The derivatives of the current—voltage characteristics ogjectron—boson interaction function in the bulk of the con-
the tunnel contacts were measured by a standard modulatiQ,ctor under studyg, (w), recstructed from the odd part of
technique in the fixed-voltage regime. The time constant of,e conductance, will be modulated by a factor of 1
the output circuit was 100 ms, and the main filtering of the_ ¢(w). The function(w) is the product, averaged over
signal was done numerically with a Gaussian weight funcyngles of the vectors of the tunneling electrons, of the matrix
tion, which made it possible to minimize the dynamic error.gjements of the classical tunneling Hamiltonian describing
The second derivative®l (V)/dV?, which was used for ex- elastic tunneling and a modified correction to it which takes
traction of the spectral information, was obtained by numerijnto account the interaction of the electrons with other exci-
cal differentiation of the experimentally measured and nu+ations of the junction. The appearance of this factor reflects
merically smoothed differential conductandg(V)/dV. the simple fact that a tunneling electron cannot drag behind it
Figure 1a shows the derivative of the odd part of thejntact the polarization cloud that forms around it when it
differential conductance of a tunnel contact at a temperaturggves in the interior of the electrode, and it is partially
of 77 K, and Fig. 1h(solid curve shows the electron—boson “yndressed.”® since low frequencies correspond to long
interaction functiong™(w) reconstructed from it by the wavelengths(for the acoustic branch of vibrationswhich
method of Ref. 9. One notices the existerigelike the data  are alone for the entire tunnel contact, at low frequencies the
of Ref. 13 of negative values of the functiog (w) at en-  “redressing” will not occur, and, hence, the functiai(w)
ergies above 100 meV. Of course, this function itself is al-should increase continuously with increasing frequency. At
ways positive. The apparent contradiction is removed whefhe same time, the intrabarrier and near-surface excitations
one considers the total contribution of the self-energy andlescribed by the functiogs(w) manifest themselves in the
“interference” corrections to the elastic tunneling channel. Inodd part of the conductance only through the “interference”
the lowest order in the coupling constant of the electrongorrection, which is negative in sign. The net function
with bosonic states the self-energy contribution arises as g (w) is the algebraic sum of two contributions:
result of the emission and absorption of excitations within -
the electrode, while the “interference” correction corre- 9 (@)= 8 (@)[1=¢(0)]=gs(w)¢(w). 2
sponds to the “redressing” of the tunneling electron in the  Naturally, at energies corresponding to vibrations of the



668 Low Temp. Phys. 29 (8), August 2003 Belogolovski et al.

15. The corresponding curve for the totpl(w) (the dashed
curve in Fig. 1B obtained according to formulg), which,

of course, should be regarded as a qualitative result, agrees
with the behavior of the functiog™ () reconstructed from

the odd part of the differential conductance.

We have observed experimentally the presence of a
broad continuum of high-energy bosonic excitations local-
ized in the barrier and near-barrier regions of manganite-
based tunnel junctions. The energies of these features are too
high for phonons and, according to an analysis, indicate that
they are of a magnetic origin. The point is that the scattering
of a tunneling electron on such excitations should lead to a

L . 1 flip of its spin and, ultimately, to suppression of the magne-
100 200 toresistance. The lower limit of the energies of the states we
vV, mV have observed is around 100 meV, in good agreement with
o the data on the dependence of the magnetoresistance of
FIG. 2. Derivative with respect to voltage of the even part pf the Conduc_manganite—based tunnel junctions on the applied voﬁé@e.
tance of a Lg/Ca sMnO5;—Ag tunnel contact. The arrows indicate features - . . .
in the Raman scattering spectrum of polycrystalling Ca, ,MnO (Ref. 1 he data obtained provide a substantial argument in favor of
17). the hypothesis that this behavior is of a magnetic nétdre.

arb. units

do_(V)/av,
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Measurements of the IR spectra are made on thin-film water cryovacuum condensates formed on
a metal substrate in the temperature range 16—200 K. It is found that the frequency of

molecular stretching vibrations are shifted to lower frequencies with increasing temperature; this
is explained by a weakening of the hydrogen bond. A calculation of the change in H-bond
enthalpy shows that this change is larger for thinner samples. A fine structure of the librational
bands of intramolecular protonic transitions in the cryocondensate is revealed. It may be

due to the different orientations of the molecules relative to the internal field in samples formed
at different temperatures. @003 American Institute of Physic$DOI: 10.1063/1.1596798

INTRODUCTION structure of the characteristic absorption bands correspond-

ing to the main intra- and intermolecular vibrations were not

water is largely due to the specific interaction between it analyz_e d. although itis kn_ov'?lrhhat processes such as cluster
Jormation and the interaction via the hydrogen bonds can be

molecules in the condensed state—the hydrogen bénd, manifested in the form of overtones against the background

which arises as a result proton—proton exchange betweer} .
. . . .ot the fundamental frequencies. Moreover, the presence of a
neighboring water molecules. This allows one to consider

X . static field due to the formation of hydrogen bonds in the
water in the condensed state as a system ordered with respéc : )
. . Crystal leads to a perturbation of the fundamental intramo-
to the oxygen but with a disordered proton subsystem. Of th . o o ) i
e . ecular and lattice vibrations. This is expressed in a shift of
more than ten structural modifications of ice, only phases |

. Lo heir frequencies and in a change in the absorption ampli-
and VIII are ordered with respect to the protons; ice in phas<—£,-ude Thus analysis of the IR spectrum of cryovacuum con-
IX has a partially ordered proton subsystém. i

The presence of the hydrogen bond is manifested, ir(]jensates formed at different thermodynamic parameters can

. . - . jeld information about the change in the character of the
particular, in a decrease of the characteristic frequencies of lecular int tion in th tal
the O—H stretching vibrations in the IR spectra. This cir- Intermolecular interaction in the cryocrystal.
cumstance makes IR spectroscopy one of the main methods
used to study the hydrogen bond and its influence on the
structural phase transformations in condensed media. EXPERIMENTAL SETUP AND PROCEDURE

In the course of proton exchange, two types of defects
are created in the structure of ice: ionic and orientational The IR spectra of KO cryocondensates were measured
(Bjerrum defects In the first case the hop of a proton occursfor the purpose of revealing the features of the formation of
along the hydrogen bond from one molecule to another. As &jerrum defects under different conditions of cryodeposition.
result, a pair of ionic defects, 40" and OH ", are formed, The measurements were made on the experimental setup de-
and this decreases the length of the—® bond and de- scribed in detail in previous papéetéThe experimental pro-
creases the frequency of stretching vibrations. In the seconcedure was as follows. At a fixed substrate temperaiyre
case the proton goes over to a neighboring bond of the san{éhe condensation temperatu@nd fixed water vapor pres-
H,O molecule. Formally such a hop can be considered to beure P=5x 1P torr in the volume a sample for study was
a rotation of the water molecule by 120°. As a result, anformed on the substrate. During the condensation a double-
absorption band corresponding to librational vibrations apbeam laser interferometer was used to determine the thick-
pears in the IR spectrum. ness of the sample and the index of refraction, and the IR

The above considerations are the underlying basis for theeflection spectrum of the cryocrystal-substrate system was
research reported here on the dependence of the IR spectrarobasured at the condensation temperature. As a result we
thin-film cryovacuum condensates of water on the depositiombtained absorption spectra recorded after two passes of the
temperature and on the temperature regime in which theptical signal through the film.
samples have existed. Previous stutliead revealed sub- Then the substrate temperature was slowly increased at a
stantial temperature dependence of the IR spectra of ordinamate of not more than 0.05 K/s. When a specified temperature
and heavy water. However, those studies were done on ratheras reached, a temperature stabilization system was turned
thick samples, with thicknesses of more thapr8. The fine  on and the measurement of the IR spectrum was repeated.

The well-known structural diversity of the solid phase of

1063-777X/2003/29(8)/5/$24.00 669 © 2003 American Institute of Physics
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FIG. 1. IR spectrum of water cryocondensates in the frequency interval of the stretching vibrations: a—sample tthiekn®gan, T.=40 K (1) and 120
K (2); b—sample thicknesd=0.25um, T,=16 K (1), 120 K (2), and 140 K(3).

RESULTS AND DISCUSSION change of the enthalpy of the hydrogen bond according to
the relationA voy= —AH/0.024, wher@AH is the change in
enthalpy of the ©-H valence bond in the static field of the
In the temperature interval from 10 to 200 K, vacuumhydrogen bond. This relation can be used to calculate the
cryocondensates of water can be found in three structurahange in enthalpy of the hydrogen bond of the films as a
states, depending on the deposition temperature: amorphopssult of an increase in temperature for samples of different
ice (T,<80 K), cubicl (110 K<T <160 K), and hexago- thickness(see Table ).
nall, (T.>130-140 K). The amorphous and cubic ices are  As expected, increasing the temperature of a water cryo-
metastable and undergo a transition to ige(or to amor-  condensate leads to a decrease in the energy of the hydrogen
phous ice vid ;) as the temperature is raised. bond. However, this change is more significant for thinner
Figure 1 shows the IR spectra of water cryovacuum confiims. This is most likely because of a size effect, as we have
densates in the frequency range of the stretching vibrationgointed out previousl§:*°
Samples of different thickness were obtained on a niétal The IR spectra of the condensate in the frequency inter-
var) substrate at condensation temperatures corresponding {@| 2000— 2600 cm® are shown in Fig. 2a. This is the inter-
the existence of the amorphous, cubic, and hexagonal phasgg| of the so-called associative vibrations. It is assumed that
of ice cryocrystals. We see that increasing the condensatiofe appearance of this band in water cryocrystals is due to an
temperature leads to a substantial narrowing of the absornteraction of the translational and librational modes of vi-
tion band and to a certain general transformation of the spegyrations with the deformation vibrations of the molecule. As
tra, especially in the interval 2900—3000 ¢t This change is seen in the figure, the spectra corresponding to different
is more noticeable at the transition from the existence temcondensation temperatures are significantly different. In-
peratures of the amorphous phase to those of the crystallingeasing the condensation temperature leads to a decrease of
state. At the same time, the difference between sp@aaired  hoth the width and intensity of the absorption band. It can be
3in Fig. 1b(presumably statek, andly) is insignificant. It assumed with a high degree of certainty that these changes
is also interesting that, unlike the case of amorphous ice, thgre a consequence of structural phase transformations in the
spectrum of the crystalline state displays fine structure. jce cryocrystal on going from low condensation temperatures
One notices the presence of features near 3000'dm o higher ones. Most likely this is a transition from an amor-
the spectrum of the films formed &t=120 K. The appear- phous to a crystallinel{) state of ice.
ance of the small peak is apparently a manifestation of a
Fermi resonance, which in this case arises when the first . .
overtone of the deformation vibrations coincides in fre_TABLE I. Change in enthalpy of the hydrogen bond in a water cryoconden-

. . . . . . sate upon a change in deposition temperature.
guency with the stretching vibrations, leading to an increase P 9 P P

Vacuum cryocondensates of H ,0

in the intensity of the former against the background of the Sample Measurement AH,

stronger stretching vibratior¢his is properly called a Fermi  thickness,um temperature, K Av, cm? Jimole

resonance _ _ o 0.25 16-120 67 ~19.21
The above-mentioned shift of the stretching vibrations to 25 40—120 22 _6.28

lower frequencies was attributed by Badger and Batea
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1.0 1.0 activation energy comparable to the enthalpy of fusion of the
crystal. The appearance of this frequency is due to the disor-
dered nature of the proton subsystem in vacuum cryoconden-
sates of water vapor. The intramolecular transition of a pro-
ton to one of the unshared oxygen borttee formation of
L-D defects formally leads to rotation of the molecule by
120°. There are two interesting features in the shape and
position of the spectral lines: the presence of fine structure,
and a shift of the absorption half-width to higher frequencies
as the temperature is raised.

The appearance of two pronounced absorption peaks is
due, we believe, to the following circumstances. The pres-

0.8

0.6

0.4

Reflection coefficient

0.2 L . 0.2 L L L L ence of an internal field in the water cryocondensate makes
2000 2400_1 1000 1400 = 1800 for spatial anisotropy. This means that, depending on the
Frequency, cm Frequency, cm orientation of the molecules, the intramolecular transition of

FIG. 2. IR spectrum of water cryocondensates in the frequency intervals oprOtons tq On.e unshared oxygen bond _Or a,nOther has a dif-
associative vibrationéa) and deformation vibrationéh). Sample thickness ~ ferent activation energy and, hence, librational frequency.
d=2.5 um. Condensation temperatufe=40 K (1) and 120 K(2). For two protons this means the presence of four combina-
tions of tunneling, two of which are energetically equivalent.
. ) B o An increase in the temperature of the cryocrystal and the
Figure 2b shows the interval 10002000 cthhp IS corresponding structural transformation lead to a change in
the interval of deformation angular vibrations of the ice mol-i¢ fie|d of the lattice and the orientation of the molecule. In
ecule along the H-O—H bonds, W|t_hla maximum of the 5 icylar, the spectra shown in the figure for different con-
absorption at a frequenay,=1650 cm *. Itis seen that the  gensation temperatures reliably correspond to the existence
intensity of the absorption increases substantially with iNregions of the amorphouspectrumi), cubic (2), and hex-
creasing cond_ensati(_)n temperature, and the fine st_ructure 860nal(3) structures of ice. These circumstances may be the
the spectrum is manifested to a greater degree. This may he,se of the overall shift of the absorption bands of the li-

evidence that the hydrogen bonds in iceare bent more 1y atonal vibrations to higher frequencies, which means an
than in amorphous icéHere the width and position of the increase in the energy of formation of LD defects.

band remain practically unchanged. This corresponds to the

stated assumption that the deformation vibrations react ) o

weakly to the structural transformations in proton-disorderec}/ acuum cryocondensates of an isotopic mixture of water

ices. The presence of stable isotopes,(@and HDQ in wa-

The IR spectrum of the condensate in the frequency inter makes it possible to obtain more complete information in
terval 500—1000 cm® are shown in Fig. 3. This is the fre- a single experiment by condensing films of isotopic mix-
guency interval of the maximum of the absorption band cortures. In particular, one can reveal the features of the proton—
responding to librational vibrations of a water molec(F&y.  proton and proton—deuteron exchange in the cryocondensed
3a) at a site of the crystal lattice. It is clear that we are notmixture upon the formation of Bjerrum defects. In our case
talking about physical librations of the molecules. At low the objects of study wee cryocrystal films deposited from
temperatures these vibrations are frozen out and require amater vapor with a composition by mass of, {10%)

1.0 1.2
b
0.8 1.0
qu, g 0.8
£ 0.6 2
© [
8 806
c c
L 04 k)
3 g 0.4
© ko
T 0.2 T o
0 0 ! ! ! I
500 700 900 400 800 1200
Frequency, cm™™ Frequency, cm™

FIG. 3. IR spectrum of cryocondensates oftH(a) and D,O (b) in the frequency interval of librational vibrations. Sample thickngs2.5 um. Sample
temperatures: a¥.=16 K (1), 120 K(2), 180 K (3); b—T.=30 (1), T=100 K (heated fromT .= 30 K) (2), T.=100 (deposited at this same temperajure
3).
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TABLE Il. Change in the enthalpy of the hydrogen bond in a cryoconden—perature-rc: 100 K (curve3). First, the absorption spectrum

sate of an isotopic mixture of water upon a change in the deposition tem; . .
isotopic mixture of water up get postt becomes considerably wider. Its structure has three pro-

perature. nounced absorption bands. The first lies in the frequency
Type Measurement AH, interval  800—1000 cm' with a maximum at v

of bond temperature, K Av, cmt J/mole =890 cm L. This band is probably the result of a superpo-
O—H 30-100 36 _10.28 sition of the frequencies of the protonic transition along the
0D 30-100 5 —1.43 O—H bond of the HO and HDO molecules. Since one

would not expect substantial structural changes when the
condensation temperature is changed from 30 to 108sKs
confirmed by analysis of the stretching vibratipnthe ob-

HDO(50% )+ D-O(40%). Th | btained for th served effect most likely is of an orientational nature. During
+ (50%)+ D,0(40%). e results obtained for the ,qensation at the higher temperature there is a greater like-

O—H and O—D stretching vibrations of the HDO and,D lihood that the orientation of the molecules will be deter-

molecules and also the deformation vibrations of these mo'l'”nined by the internal field of the crystal. At the same time

Ie:culgs Erehm(r;n_agy reds;())e_ctg S'T'Iar tobthe ddata forbpure Watetrhe orientational disorder which is observed for condensation
or both the an valence bonds one ObSEIVesS a ,, 5 gypstrate at the lower temperature cannot be substan-

. . . 0
nouceablg change in the absorption spectrum. The calcula.tqiny altered by a slight heating of the sample. These circum-
cr?anges in the Ienrt]halpy of the _hydrc_)gen Slond accompanyiNgances are fully capable of causing the formation of a single
these §tructuraf ¢ anﬁesdare given in T(? : . he ch _absorption band and an increase of its intensity.

It Is seen from the data presented that the change In e gecond band lies in the frequency interval from 650
enthalpy of the hydrogen bond is substantially greater for thelzo 800 cm'!, with a maximum of the absorption a
(?_H varxller}ce bﬁnd kt)han for thfefDl bond. This mfay beD ~760 cm'L. It is apparently due to intramolecular transi-

ue to the fact that because of the larger mass o Y@ D ions of deuterons in BD molecules. The band lying in the
molecule the transition temperature from the amorphous t?requency interval 450—600 ¢ with a maximum aty
the cubic state of the cryocondensate of heavy water i§ gry 1 corresponds to analogous transitions in the
higher than that of light water. In this case the degree OfHDO molecule

annealing of the sample would be different for the different
components.

It should be noted that the heating temperature and thg e usions
condensation temperatufie= 100 K in this case are several
degrees lower than the temperature of the transition from 1. We have observed a shift of the stretching vibrations
amorphous ice to the cubic modificatiofs=110 K (this ob-  of water to lower frequencies, indicating a weakening of the
servation will be important for analysis of the librational hydrogen bond, as the sample temperature is raised. This
vibrations. Therefore, in the temperature regimes indicateceffect is larger for thinner samples.
one observes not so significant a change in the width and 2. The features in the spectrum of water cryocrystals in
position of the absorption bands in the frequency interval othe region 3000 cm' can be explained as being a manifes-
the stretching vibrations as on heatinglte: 130 K (see Ref. tation of a Fermi resonance between the first mode of the
10); this may be due to a partial transition of amorphousdeformation vibrations and the stretching vibrations.
low-temperature ice to the cubic state. 3. We have found that the deposition temperature of cry-

In the interval 400—1400 cit (Fig. 3b one finds the ocrystals of an isotopic mixture of water has a substational
absorption bands of the librational vibrations correspondingnfluence on the bands of librational vibrations correspond-
to the formal rotation of the molecule upon intramolecularing to intramolecular transitions of protons and deuterons.
transitions of the proton&euterons A common character- This is due to the difference in the orientational ordering of
istic of the spectra analyzed is their substantial dependenc@mples prepared at different temperatures.
on the condensation temperature. This means that the in-
tramolecular vibrations under study depend on the intermo-
lecular interaction. *This report was presented at the Third International Workshop on Low-

Spectral and2 correspond to the temperature existence, /¢TPerature Physics in Microgravity Environme@ivs-2002
. . ** E-mail: drobyshev@nursat.kz
region of the amorphous phase. However, sample 2 in the
course of heating was found rather close to the boundary of ————
the existence region of the amorphous state for pure water
(110 K)' This had a no_tlceabl_e effect on th? shape of thelG. C. Pimentel and A. L. McClelanThe Hydrogen BondFreeman, San
spectrum. A general shift to higher frequencies occurred. In Francisco(1960, Mir, Moscow (1964).
the frequency interval corresponding to protonic intramo- V. V. Moskva, “The hydrogen bond in organic chemistrih Russiar,
lecular transitions along the-OH bonds of the HO and  ,S°rosovki Obrazovateny Zhumal No. 2, 581999. .
| | ) th litud fth b G. N. ZatsepinaPhysical Properties and the Structure of Walgr Rus-
HDO_mO ecules (8_00_1000 c ) t e gmp ItL.l e of the ab- sian], Moscow University Press, Mosco 987, p. 53.
sorption spectrum increased. In addition, a fine structure wasA. s. Drobyshev and D. N. Garipoglyi, Fiz. Nizk. Teng2, 1064(1996
identified, the nature of which was discussed above in the [Low Temp. Phys22, 812(1996].
analysis of the data shown in Fig 3a SH. Ogasawara, J. Yoshinobu, and M. Kawai, J. Chem. Phis.70038
. oo . (1999.
A more SUbStam'a_l char_lge in the spectrum is O_bservedSA. S. Drobyshev and T. A. Prokhodtseva, J. Low Temp. PAgS, 431
for the sample deposited directly at the condensation tem- (2000.
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The thermodynamic characteristics of a one-dimensional generalized Wigner crystal are
investigated for arbitrary temperature, particle density, and character of the interparticle repulsive
pair potential. A method is proposed which permits calculating the partition function of the

system with allowance for the interaction between an arbitrary number of neighboring particles. It
is shown that increasing this number leads to the appearance of increasingly fine steps in

the low-temperature dependence of the particle density on the chemical potential. These steps are
remnants of a dependence of the “devil’s staircase” type that is characteristic for this sort

of system at zero temperature. 803 American Institute of PhysicgDOI: 10.1063/1.1596799

1. INTRODUCTION simplified model displays a number of extremely interesting
) ) ) properties. For example, it was shown that the low-
Narrow-band low-dimensional conductors with a long- temperature dependence of the particle densiip the pres-

range interparticle repulsive potential have been attractingrep is a set of steps corresponding to densities of the form
heightened interest in recent years. This interest is largely §_ 1/q, q=1,2,3.... These steps are the remnants of the

result of progress in the techno_logy qf fab.ricating multilayer«qevir's staircase” that characterizes the dependen(R) at
structures based on metal oxidexcluding high-temperature e, temperature. Each step corresponds to an electron
superconductojsand also one- and two-dimensional artifi- scrystal” with period . At a finite temperature, defects form

cial conducting systems—superlattices. in the “crystal”—pairs of particles with interparticle dis-

It has been showht that if the bandwidtht=U (U 3nces different frong. The density of defectsge=N'/N
~(a/R)E is the characteristic change in the energy of the N/ is the number of pairs of particles with an interparticle
long-range repulsive electron—electron potential upon aljisiance different fromg; N is the number of pairs of par-
_electron hopa is_the interatomic distance in th_e substr&e, iicles with an interparticle distance equaldp is exponen-
is the average distance between electrons,Ealthe Cou- a1y small near the center of the steps and is close to unity
lomb energy per electroncomplete destruction of the Bloch a4y the houndaries of the intervals, completely destroying
states occurs, and the electrons become localized withig,q given electron “crystal.”
quantum traps of atomic size. It should be noted that by o ever, there remains an open question as to the influ-

virtue of of the dynamic nature of the localization, this state,qce of the structure of the pair potential on the thermody-

which has been given the name “frozen electron pr!1""58"namic properties of the system. The goal of that article is a
(FEP, is qualitatively different from a Wigner crystaf’ generalization of the treatment of Ref. 5 to the case of an

For example, heating the FEP does not lead to delocalizatiofyyirary character of the mutually repulsive pair potential of
of the electrons, and so, unlike a Wigner crystal, the FER} o particles.

does not transform into a Fermi liquid at any temperature
(for the sake of brevity we shall understand the term FEP to
mean a system found in a state of frozen electron phake = 2- MODEL
behavior of a FEP at not too .sr.nall a ratidJ is extremely The Hamiltonian of the system has the form
complex® and for this reason it is necessary to do a number

N
of additional studies in order to construct a consistent ther- H=H(l,.] )= 1 S (-1 1)
modynamics and to describe the kinetics of such systems. LizoeINIT g g Bim Ik

It is logical to begin with a study of the thermodynamics m#n

of the FEP, neglecting all dynamic effects arising because ofvhere the discrete independent variabje(m=1,...N) is

the finite bandwidthsgi.e., assuming=0). The ground state the coordinate of thenth electron, measured in units af N

of such systems, which Hubbard has called the “generalizets the total number of electrons, asdx) is the long-range
Wigner crystal,” was first considered in Ref. 6. A thermody- repulsive interparticle pair potential. This potential is a con-
namics of the one-dimensional generalized Wigner crystal, ivex function of the continuous argumenand falls off faster

a model neglecting the dynamic effects due to the finitehanx ! but is otherwise arbitrary. To begin it is necessary
bandwidths was constructed in Ref. 5. In that model the simto study the features of the ground state of the Hamiltonian
plifying assumption was made that the pair interaction po{1). That was first done by Hubbafdyho proposed a rigor-
tential falls off so fast that one can neglect the interaction®us procedure for constructing the configuration of the
between next-nearest-neighbor particles. Nevertheless tlground state of the system. As was later shown by Sittz,
thermodynamics constructed in the framework of even thaHubbard algorithm can be described by the simple formula

1063-777X/2003/29(8)/5/$24.00 674 © 2003 American Institute of Physics
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1

_ E(N,L—q)=E(N—p,L—q)+pui,
|;+(p

: )

E(N,L+q)=E(N+p,L+q)— . 7
Here v=N/Ny is the electron densityfilling factor), Ny is ( W=EN+p @~ Pua @)

the total number of lattice sites\g is the lengthL of the The simultaneous increagdecreaseof N by p and L
one-dimensional system, measured in unita)ofl/v has the g is equivalent to the additiofremova) of one unit cell
meaning of the average interelectron distarice] denotes ¢ e “crystal.” Consequently

the integer part of a number, anrdis an arbitrary quantity
(the initial phasg Below we shall study the usual thermody- E(N=pL*+q)=E(N,L)*u(»), ®)
namic limit (i.e., N,Ny— in such a way that the density

remains finitg. _ _ whereu(v) is the energy per cell of the generalized Wigner
We begin by listing the most important properties of the crysta,

generalized Wigner crystal. Combining Egs(6), (7), and (8), one can easily show
— At a given chemical potentigk only rational values {5t

“survive”; v=p/q (p andq are integers
— The “crystal” is a periodic electron structure with (i— pg)p=(Pyg—P;)q.

particles per cell and a length of the period equadjto
— The latter fact leads to a rather specific dependence of  Thjs relation is the same as formug), sinceA u= u;

v on u—the so-called “devil’s staircase”—a well-developed — ,,  andAP=P,—P;.

fractal structur& 2 in which to each rational value=p/q Expressiong3) and (5) have one remarkable property
there corresponds a finite interval, of the chemical poten-  that is worthy of special note: the intervals of the steps of the
tial w within which v is constant. devil’s staircase\x and AP are proportional to the quantity
Following the arguments given in Ref. 8, we find Ae (4), which is determined by the electron—electron inter-
Ap=qgAe(q), ) action at distancex q, independently of the number of elec-
trons per cell p ThusAu andAP go to zero forg—« as
where 9%e(X)/9x?|x_q. Consequently, the larger the “irrational”

w0 coefficientp/q, the shorter the length of the intervald),
As(q)= 2 k(s(qk+1)—2e(qk)+s(qk—1)). (4) (5). This suggests that qt finite.temperatuedalsthe spatial

k=1 structures of the generalized Wigner crystal of periptbr
which the conditione(q)>T is satisfied are only slightly
erturbed by thermal fluctuations. If, on the contrarysat-
sfies the conditiore(q)=<T, then the corresponding struc-

The boundary conditionsu4(p/q) and u;(p/q)) of the
v(u) intervals of the devil's staircase are the changes of the
ground state energy which arise whehincreases or def tures are essentially destroyed, obliterating the intervals of
creases byne particle respectively. The ground state and its the devil's staircasé P(q) andA u(q).”
spatial structure have a universal nature for all physically '
reasonable pair potentiad{x)>0.

As will be seen from the discussion that follows,and
P will be more convenient thermodynamic variables for our3. THERMODYNAMIC POTENTIAL
analysis tharT and . It has been shownthat the depen-
dence ofv on P at T=0 is also a devil's staircase, which
differs from »(w) only in the width of the “steps,”AP. The

The proposed method for construction of the thermody-
namics is based on the derivation of recursion relations for

end points of this devils staircaseRq(p/q) and the partition function of the system under study. In the deri-
P, (p/q)—correspond to a change in energy of the groundvation we shall take into account the interaction betwien

| H — —
state upon a decrease or increase in the lehgtii the sys- nearest ne'|ghborsl((—1,2.,3,...). K=1 C_ONESandS to the
tem byone steat a fixedN (P is measured in energy units, nearest-neighbor approximation, considered in Ref. 5; for

andP,<P,): K=2 the interactions between nearest and next-nearest
P neighbors are taken into account, and so on. We introduce a
AP=pAu/q=pAe(q). (5) partial partition function of the one-dimensional lattice sys-

tem of N particles and_ sites in which the last site is occu-
pied by a particle. In addition, lat, i,, andiy_, be the

:?J/;I)tgvtr;]eennl\lljrﬁggrl_osglcést? iﬁsorércrﬁgrsi b%/h:n ;?c])zumcoordinates of the lag€— 1 particles. We denote this partial
9 per ge y P . partition function byS(N,i,i,,ix_1,L). Obviously the total

of the crystalq, respectively. Taking into account the defini- . . S
tion of the end points of the steps of the devil’s staircase,p"jlrtItlon functionZ(N,L) of the system is given by

Let us consider the change in enefgyN,L) (»=N/L

Pi(v) andPy4(v), we have L i1 i—1
E(N,L—q)=E(N,L)+qPy, Z(N'L):iKE:Ni,c§:1“.i12:1S(N’il’izyi}c_l’i’c)' ©

E(N,L+q)=E(N,L)—qP;.
(N.L+q)=E(N.L)=qP, © Let us now consider the partition function of a system of

On the other hand, the energiE$N,L*+q) can be ex- N particles and_+ 1 sites. Obviously, if the additional site is
pressed in terms of the end poinigu) of the devil's  not occupied by a particle, thed(N,L+1)=Z(N,L). If one
staircase—u;(v) and uq4(v): of the particles does occupy the site-1, then
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Z(N,L+1)
=2 ,E 2 SIN=Liy,ip,ix_1.ix)
I/C:]'I/C*l: 1=
y e(L+1-iy)
ex — T
e(L+1—ix_q)
xex;{—f
e(L+1—i
xexp{—(—IC)). (10
T
Consequently,
Z(N,L+1)
L ic—1 ir—1
=Z(NL)+ 2 2 - 2 SIN=Ligigic 1.ig)
ir=1ig_1=1 i1=1
y e(L+21-iy)
ex — T
8(L+1_i}C_1)
X ex| S
e(L+1—i
Xex;{—g). (1)
T
On the other hand,
Z(N,L+1)—Z(N,L)
ixo1—1 Q-1

2
> S(Nyig,igix 1,L+1).

(12)

Combining(11) with (12), we obtain
S(N,il,iz,iK_l,L+1)

K .

:ngl eXF(_s(L+-IZ} Im))
ip—1
xj; SIN=Lj,i1,iz,ic-1)
Xexy{—s(LT_J)). (13

This is the final recursion relation expressing the partial
partition function of a system dfl particles in terms of that
for a system oN—1 particles. For our calculations we need

to supplement13) by an “initial condition”
for S(IC+1,i1,is,...,ix). Obviously

S(IK+Li1,ip,...0ix)

ii-1 K
=exr{ E(|1,|2,.. '10)2 H s(lnjr

—an expression

j ))
(14

HereE(iq,i,,...,ix) is the sum of the pair energies kf
particles with coordinates, , iy,...,ix.

V. V. Slavin

Let us consider the extremely interesting ca§esl and
K=2. As we have already mentioneld=1 corresponds to
taking into account the interaction only between nearest
neighbors, while forlC=2 the interactions between nearest
and next-nearest neighbors are taken into account.

In the first case expressiof®) and(13) take the simple
form

L
Z(N,L):EN S(N,i), (15)
=
. e(L+1—i)
S(N,L+1)=_EN S(N—l,i)exp< - f) (16)
=

Here S(N,i) is the partition function of a system o
particles and sites, in which the lastith) site is occupied
by a patrticle.

We do a discrete Laplace transformation(i6), intro-
ducing the parametey=P/T:

F<w=i§1 f(i)exp(—vi).

Then

Lzl S(N,L+1)exp — yL)=S(N, )

0 L
=2 exp—yL) > SIN—1))
L=1 i=N

p( s(L—i))
xXexp — T .

Using the theorem on the Laplace transformation for a
convolution® we obtain

S(N,y)=S(N—-1,y)G(y),

where G(y)=2/_, exp(— &(i)+iP/T). Making the substitu-
tion S(N,vy)=exp(Nf(y)) in the thermodynamic limit, we
obtain

exp(Nf(y))=exp(N—1)f(y))G(y).

Hence
E '{ s(l)+IP

|

Z(N,P)= ex;{ NIn
and consequently
®(N,P,T)=—TIn(Z(N,P))

=—TNIn(E ex —S(I)—+IP
=1 T

17

As expected, Eq(17) agrees with the expression for the
thermodynamic potential obtained in Ref. 5 with only the
nearest-neighbor interaction taken into account.

In the caselC=2 expression(9) takes the form

i—1

NL)—EES(NJI

i=N j=

(18

Here S(N,j,i) is the partition function of a system odf
particles and sites in which the lastith) site is occupied by
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FIG. 1. Partial partition functiors(N,j,i) of a system oN particles and
sites in which the lastith) site is occupied by a particle and the next-to-last
particle has the coordinafe
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FIG. 2. The functionvy(P) calculated with the use of Eq§19) and (20).
The dotted line reflects the analogous function obtained in the nearest-
a particle and the next-to-last particle has the coordifnate neighbor approximatiofil?).

(see Fig. L In this case expressior{43) and (14) take the

form
. s(L-1)| '« . approximation this configuration is equivalent 3-3—4—
S(N,I,L)=EX[{ T )j_%l S(N=1j.1) 4—.... Taking the next-nearest-neighbor interaction into ac-
_ count lifts the degeneracy. In fact, for the configuration
wexd — e(L—]) (19 3-4-3-4-... the energy of the system per cell is equal to
T ) 2(e(3)+&(4)+&(7)), whereas for the configuraticB-3—

o 4-4—... this energy is equal to &(3)+e(4))+e(6)
S(3,j,i)=exp( _ 8('_1)) +5(8). By virtue of the properties of the pair potential,
T which were discussed in detail above, one hag(73

-1 . . <e(6)+e(8). Thus the next-nearest-neighbor interaction
X > exp — 8(]__m)> exp( _ad —m)). tends to stabilize electron “crystals” with two particles per

m=1 T T unit cell. On the other hand, the effective energy of degen-
(20) eracy,E~2¢(7)— (¢(6)+(8)), is much less than the en-

ergies corresponding to electron “crystals” containing one

) particle per cell and having the nearest values of the concen-
F(N,L,T) with the use of Eqs(9), (19), and(20) was done tration (for v=1/3 andv=1/4 these are:(3) and £(4), re-

for N,L=100. It was found that those values of the length c)fspectively. This hierarchy of energies is also reflected in the

the system and the number of particles are sufficient to makge endence of(P) in the form a small segment correspond-
effects due to the finite size of the system negligibly small. P 9 P

The function was constructed as follows. The thermody-mg to v=2/7 between strong segments corresponding to
namic potentialF(N,L,T) was calculated for different val-
ues ofN andL. For each pailN,L the values ofP(N/L)_
=F(N,L,T)-F(N,L+1T) and P(N/L),=F(N,L—1,T)
—F(N,L,T), which are the boundaries of the interval of the
devil’s staircase corresponding to the densityN/L, were
calculated. The results of the calculationfP) for C=1 4 concLUSION

and £=2 with the use of Eqs(17), (19), and(20) are pre-

sented in Fig. 2. We see that taking the next-nearest neighbor We have proposed a method by which one can calculate
interaction into account leads to the appearance of newthe thermodynamic characteristics of a one-dimensional gen-
weaker steps corresponding to particle densities of the typeralized Wigner crystal for arbitrary temperature, particle
2/(2i+1), wherei=1,2,3,... . The widths of these steps aredensity, and character of the repulsive interparticle pair po-
proportional toe”(2i+1) (Ref. 7 and are consequently tential. We have shown that at a finite temperature the main
much less than the widths of the steps corresponding to elecele in the formation of the thermodynamics of the system
tron crystals with densities of nearly the same values bufor P/T>1 is played by electron “crystals” withv=1/, i
belonging to the clasg=1/i. This fact has a rather clear =1,2,3,.... Taking the interactions between next-nearest
physical explanation. The system under study is convenientlpeighbors into account leads to a weak modification of the
considered as a set of pairs of neighboring electrons found ditinctions»(P) and »(u) owing to the appearance of “finer”
distancesl =1,2,3,... from each other. We shall call thesedetails in the functionv(P), which correspond to electron
[-pairs. In the nearest-neighbor approximation the arrange‘crystals” with filling factors of the form 2/(2+1), where
ment of thel-pairs within a unit cell containing two or more i=1,2,3,....

particles is degenerate. For example, the configuration with  In closing the author expresses his sincere gratitude to A.
v=2/7 in the ground state corresponds to an arrangement &. Slutskin for helpful discussions in the course of writing
thel-pairs of the form 3—4-3-4—... . In the nearest-neighbothis paper.

A computer calculation of the thermodynamic potential

v=1/3 andv=1/4. Obviously, taking interactions between
the next neighbors into account will lead to stabilization of
the structure with three particles per cell, etc.
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It is shown on the basis of an analysis of thband shape, luminescence spectra, and
luminescence decay that self-trapping of excitons takes pladeaggregates with strong
topological disorder. A self-trapping barrier must be overcome for this to occur. A microscopic
model of the self-trapped state is presented. 2@3 American Institute of Physics.

[DOI: 10.1063/1.1596800

1. INTRODUCTION much wider than that of PIC Avpyyy=34cm 1),8°

J-aggregates of polymethine dyes are highly ordered ©CBC _(1AV1F1WHM:_65 _Cm_l)’lo and TDBC Quewum
nanosize luminescent clusters. Because of their unusually 160 ¢m 7). Th|58|nd|cates greater diagonal disorder in
large absorption cross sectidraggregates have been used 120J-aggregateS§: _
for many years as photomaterial sensitiZes.recent years, At low temperatures only a narrow resonance lumines-
J-aggregates have been used for diagnostics of the membraf@nceJ-band is observed for perfect S12@ggregatesFig.
potential in living cells?

Since it was first discovered by Jelly and Scheife,
J-aggregate structure remains little studidehggregates are
usually considered to be one-dimensional molecular chains,
which makes it possible to describe their optical and lumi-

- = _1
nescent properties systematically. In most calsaggregates 0.20 Fwhy = 380 om
are characterized by a narrow resonance luminescence band,
indicating the absence of relaxation of the molecular con- 0.15L

figuration of photoexcited)-aggregates. However, it was
shown ir that in J-aggregates polaronic relaxation can take
place below the bottom of an exciton band and causes the
formation of a strongly-relaxed polaronic state.

In the present work the special features of
1-methyl-1-octadecyl-2,2cyanineiodide(S120 J-aggre- 0.05
gate exciton dynamics in a frozen dimethyl-formamide-
water (DMFA-W) matrix was studied in the temperature
range 1.5—-80 K. S120 molecules, which are an amphiphilic 0 ' , , ,
analogue of PIC, allow topological disorder in S120 16000 17000 18000 19000
J-aggregates to be controll€d.

Opt. density
o
o

Lorentz

b

2. EXPERIMENTAL

) ) ) AV = 382cm-1
The assembly of experimental equipment used in these

investigations is described in detail in Ref. 5.

3. RESULTS AND DISCUSSION

Figure 1 shows the low-temperature absorption bands of
S120J-aggregates in frozen DMFA-W solutions with differ-
ent amounts of water. For low water contdfig. 19 the
low-frequency edge of thé&-band is fit well by a Lorentzian
contour, indicating substantial topological disorder in the
J-aggregate structufe? In contrast, for high water content
(Fig. 1b the J-aggregate structure becomes more perfect and 0
the low-frequency edge of thiband is fit well by a Gauss-
ian contouf 8 At low temperatures the latter case occurs for
J-aggregates of PI&? TOCBC' and TDBC™* The absorp- g, 1. The absorption band of S120aggregates in a frozen DMFA-W
tion band of S120J-aggregates X vrywyy=2380cm ) is matrix (T=1.5K) with different water content: 50%&); 75% (b).

Opt. density
©
=

o

o)

3]
T

vk
17000 18000 '
v. cm-1

19000
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2, curve a). The time-resolved spectra indictethat the
broad luminescence spectrum of the STZ8ygregates with
topological disordefFig. 2, curveb) consists of two bands:

a narrow resonance band, which coincides with the lumines-
cence band of perfect S12BaggregategFig. 2, curvea),

and a wide long-wavelength band. Two bands are clearly
visible at 80 K(Fig. 2, curvec). The narrow luminescence
band is strongly quenched by exciton trapsuminescence
decay in this band exhibits a single exponential time depen-
dence with a temperature-dependent decay con&tabw 80
K).> The luminescence characteristics of the narrow reso-
nance luminescence band of S1RAggregatesFig. 2, curve

a) are similar to those af-aggregates of PIC and TDBE:1

ol/l)

"lo

T T
sveec oy,

T

Malyukin et al.

On this basis the narrow luminescence band of the perfect
and imperfect S120-aggregates can be ascribed to the emis-
sion of free excitons:*®

As temperature decreases, the spectrum represented in
Fig. 2, curvec reversibly transforms into the spectrum shown
in Fig. 2, curveb. Within the wide bandFig. 2, curveb) the
luminescence decay depends on the detection point and does
not exhibit a simple exponential time dependel(Egy. 3.
The luminescence decay recorded at the same spectral point
within the wide band depends on the water content in the Y VO R L %
frozen DMF-W matrixC For more imperfec-aggregates the 26 28 30 32 34 36 38 40 42 44
luminescence decays faster at the specified spectral point of time, ns

the wide b,a”&- . . . FIG. 3. The luminescence decay of S1RaAggregates and S120 monomers
The wide luminescence bartlig. 2) may be associated in a frozen DMFA-W matrix with a 50% water content &t=1.5K: the

with the emission of stationary exciton traps present in thaesonant luminescence decay baggregates) =580 nm (17241 cm')
J-aggregates for unknown reasons. Then the energy gdp; the wide-band luminescence decay of-aggregates, Arec
(~1350 cn 1) between the maxima of the two bar(cﬁ'fi;g. 2, =600 nm (16667_cm ) (b); the V\iulje-ba.nd |um|r_1escence decay of

. J-aggregates) =640 nm (15625 cm-) (c); the luminescence decay of
curve ¢) is too large compared to the thermal eneidy 5120 monomers) o.=560 nm (17857 cm?) (d).
(~56 cm 1) to attribute it's origin to the thermal depopula-
tion of traps. The exciton traps could appear ifraggregate
structure with increasing temperature. In this case reversible
changes of the luminescence spectr(fiig. 2) are impos- The wideJ-aggregate luminescence band with strong to-
sible with inverse decreasing temperature. These and oth@logical disorder should be ascribed to the emission of dy-

origins of the wide luminescence band are discussed ifi@amic(relaxing states forming below the bottom of the ex-
greater detail in Refs. 5 and 13. citon band. These states arise only after photoexcitation of

theJ-aggregates and after the self-trapped exciton states have
lost their mobility. The simultaneous presence of two bands
in the luminescence spectrufiig. 2, curve ¢ indicates the
coexistence of free and self-trapped excitons and the exis-
tence of a self-trapping barrief:® Nevertheless, it is known
that there is no self-trapping barrier in 1D systemkich the
J-aggregates in solutions are*>'#Such a barrier is possible

if the exciton self-trapping inJ-aggregates involves one-
dimensional electronic motion and three-dimensional lattice
deformation'?

Te =

o
®
:

Q
o))
T

©
»

msemss e

J .

Lum. intensity, arb. units
(@}

@
no
T

18000 17000 16000

v cm-T

FIG. 2. The luminescence spectrum of S12@ggregates in a frozen
DMFA-W matrix with different water content at different temperatures:
75%,T=1.5K (a); 50%, T=1.5K (b); 50%, T=80K (c).

15000

14000

] SinceA vpywywm is essentially the same for tidebands in

the cases consideredig. 1), it may be inferred that the
topological disorder plays a key role in the development of
polaronic relaxation below the bottom of the exciton band.
This is due to, first and foremost, the large initial distortions
in a J-aggregate structure with topological disorder. Never-
theless, this is not the only reason. It was shbithat self-
trapping occurs when the exciton delocalization lenigtl,
reaches a critical valudlg,,. Ngg is defined by the energy
disorder and is contained in the two relatiéis-*

oo 3%

& 2(Ngart 1) W
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Self-trapping
-~ barrier

Polaronic
processes

. Free
exciton
state

Cc

Self-trapped exciton
luminescence

Free exciton
luminescence

Self-trapped (polaronic) state

®-O0-®-O0-@ Polymethine chaininthe ground state

O-D-0-@-O Change of the charge sign in the
excited state

(CaCal SRt Arrangement of S120 J-aggregates
P-O0-PH-©-@ inthe ground state

BD-O0-D-O-@ Self-trapped state of the
O-B-6-®-O J-aggregates b
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At the microscopic level a self-trapped exciton state in
S120J-aggregates is an exciméfig. 4b. It is known that
reversible charge modulation occurs along a polymethine
chain. The fact that the S12Paggregate absorption bands in
DMFA-W solutions*®*3and LB-film¢ coincide with one an-
other suggests that a fragment of the “brick layétfie ar-
rangement of molecules in a pile with their relative
displacement® remains for S120-aggregates in DMFA-W
solutions. Thus excimer formation becomes possible under
photoexcitation ofl-aggregates because of a cross displace-
ment of two molecules in th&-aggregate chai(Fig. 4b. So,
in the ground state, the adiabatic potentialJediggregates
has one minimum, and the probability of a radiative transi-
tion from a self-trapped state must decrease. Actually, at long
times after an excitation pulse the luminescence decay is
slower in the luminescence band of the self-trapped states
(Fig. 3, curve ¢than that in the monomer baitEig. 3, curve

FIG. 4. The adiabatic potential describing the formation of a self-trappedd).

exciton state in S120-aggregatesa); the formation of an excimer state in

a J-aggregate molecular chaih).

2
_ T Tmon

~ 8Ngel

7

where 6 and 62, are the effective energy disorders
(Avewpwm, in fact in the monomer and exciton bands, re-

)

4. CONCLUSIONS

It has been shown that ilraggregates with strong topo-
logical disorder polaronic states may be formed below the
bottom of the exciton band. The topological disorder plays
two roles. On the one hand the initial deformation of the
J-aggregate structure promotes the appearance and relaxation
of polaronic states. On the other hand the energy and topo-
logical disorders decreadd,., which reaches the critical
valueNg;, and then the formation of self-trapped states in the

spectively:r; and 7., are the luminescence decay constantsLD SyStém becomes energetically favorable.

of J-aggregates and monomers.

On the basis ofAvgyyym for S120, PIC and TDBS
J-aggregates(see abovg Ny for S120 J-aggregates is
smallest. Usind1) and(2) and the appropriate experimental
data for the S120-aggregates®'® we find thatNge~25.

*E-mail: sorokin@isc.kharkov.com
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The line-shape and broadening of coupled phonon-ripplon resonances of Wigner-solid
conductivity are studied using the memory function formalism. The analytic properties of the
memory function permit coordinating the approximations of the secular equation for the

coupled phonon-ripplon modes and the line-broadening of these resonances. Special attention is
paid to the description of the strong-coupling regime realized for surface electrons on

superfluid helium. For this case it is shown that the line-broadening is much smaller than and the
line-shape is different from those found previously using the weak-coupling theory.

Different theoretical approaches are compared with available experimental da200®

American Institute of Physics[DOI: 10.1063/1.1596801

1. INTRODUCTION coupling regime which can be used for the analysis of the
large body of data that is now availadie,
A Wigner solid (WS) is usually associated with the in- Another important issue related to the electron self-

sulator state of an electron system. In such highly correlateginning to the sublattice of surface dimples is a remarkable
state the electrons are assumed to be pinned by static medianlinear conductivity of the WS reported for surface elec-
defects or boundary-shape distortions. A remarkable exceyirons on liquid heliumt®** Possible explanations of this phe-
tion is the two-dimensiona(2D) WS formed on the free nomenon also involve the concept of strong coupling of the
surface of liquid helium. In this case there are no static medidVigner lattice to surface excitations of liquid helium. There-
defects and the edges of the electron sheet are formed by tf@'e, an accurate description of the conductivity of the elec-
external electric fields of the guard electrodes. In the prestron crystal interacting strongly with media excitations is

ence of an ac driving electric field such WS can move along/®"y important for understanding the unusual properties of
the helium surface, interacting with media excitations. «solid» currents observed for surface electrons on liquid he-

At typical temperature¥ <0.5 K, which can be associ- I|um.h I ‘i ductivity of a highl ated
ated with the WS state for areal electron densitigs 10 The real part of the conductivity of a highly correlate

—10°cm™?, electrons interact predominantly with capillary electron s_yst.em n a nonunlfor_m electric fiefe with a
wave quanta(ripplons. Because each electron is localized small excitation wave-vectok directed along the electric
. . X ' . . L field can be quite generally written in the foffm
near its lattice site, the electron-ripplon interaction induces a
sublattice of surface dimplésa static surface displacement
£(r) =&Y explgr), whereg is the reciprocal lattice vec-
tor. Thus, the electrons become self-pinned to the surface
dimples, which can move and follow slow electrons. In other
words, phonons of the WS formed on the surface of liquid ) B )
helium are strongly coupled to the medisurface excita- Whereme is the free electron mass afd (k)=  is the
tions. Therefore, the low-frequency excitation spectrum of?laSmon spectrum or the spectrum of longitudinal phonons
the WS interacting with ripplons differs significantly from qf the WS established for the flat surface. Thg auxiliary func-
that established for a 2D electron solid without interactfons. Ece)?r?er(l\(;l))( a)”f vV\\/I(( w)) +r?aé<e) upu;EZuCOZgﬁggvgeriaexn?g?n
The observation of the coupled phonon-ripplon mode @)= Wlw)T1w), y y

. o 3p Junction. The imaginary part of the relaxation kernéb)
With ©<wq, = alpg,” (herea andp are the surface ten can be called the effective collision frequency because it de-

sion and mass density of liquid helium, respectively, 80d termines the kinetic friction acting on the electron system
is the smallest reciprocal lattice vect@nd electron-ripplon  pecause of the interaction with scatterers.

resonances at higher frequencies g, with largerg, have The real partw(w) describes the non-dissipative force
served as unique proof of the ordered state of the electrogcting on electrons because of the induced media polariza-
systent Considerable research has been performed on thgon cloud. This force is proportional to the average electron
theory describing these coupled modes and the positions efisplacementu induced by an ac driving electric field. If
the electron-ripplon resonanct€ At the same time, there is  w(w) can be disregarded, E¢l) describes the power ab-

a lack of theoretical research on the line-broadening and linesorption because of the resonant excitation of 2D plasmons.
shape of the electron-ripplon resonances in the strong-or the WS state of the electron system realized on liquid

2ns v(w)

M [w+w(w)— QX K)/o]*+ 13 (w)

@

Reoy(w)=

1063-777X/2003/29(8)/9/$24.00 682 © 2003 American Institute of Physics
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rithmic dependence on the linear dimensions of the sample

10”_' that is typical for 2D solids. The quantitiés?) and w; are
found by a self-consistent procedure. Good agreement be-
109 tween the theory and experiment has been reported for the
| slow modes in the temperature range 02K<0.6 K2
'e 10%h The ultra-low temperature measurements of the high-

frequency DWF conducted in Ref. 13 also agree well with

§ 108 the self-consistent theory in the entire temperature range.
g This means that the real part of the conductivity relaxation
g 107 kernel w(w) has been well established. In contrast, the
o I imaginary parti(w) has been analyzed only for the weak
coupling regimé&* or high-frequency conditionsw~ wy
108 >wgy." In this paper we use the memory function formula-
[ tion of the electron conductivity to describe the electron-
10° sut ripplon resonances and the dc mobility of the WS in the

IS T BT s . _ X o
0.1 Tk 10 110 10 10 regime of strong coupling with media excitations.

k,cm It should be emphasized that in the memory function

FIG. 1. View of the spectrum of the WS phonon modes coupled to mediaapproaChV(w) and W_( ) _are not entirely independent be-

vibrations(ripplons for ng=9.5x 168 cm™2. cause they are the imaginary and real parts of the memory
function which possesses certain analytical propetfies.
They must obey the Kramers-Kronig relations. Both parts

helium, w(w) determines the secular equation for theCan be expressed in terms of the electron dynamical structure

Coup|ed phonon_ripp'on modes: factor (DSF) S(q,(!)) TherefOI’e, the apprOXimationS for
5 S(q,w) and »(w) must be consistent withv(w) and with the
o+t w(w)—Q; Jo=0, (2 well-established secular equation for the coupled phonon-

where the subscrigt denotes the polarizatiom=(I,t). At  fipplon modes. In this paper we show that some important
frequencies satisfying this equation with-1, the power ab- conductivity results from the weak-coupling theory, formally
sorption proportional to Re(w)] increases in a resonance €xtended to the strong-coupling regime, do not satisfy this
manner. In the theory of the coupled phonon-ripplon mode§onsistency requirement and overestime(ie) significantly.

the functionw(w) has singularities at typical ripplon fre- We have analyzed the properties&(ig, ») and »(w) in
quencies @:wg);ﬂ the strong-coupling regime and found that the discrepancy

primarily originates from the fact that a significant part of the

2 . . . . .
electron-ripplon interaction Hamiltonian

wW(w)ec >
wg—

Therefore wy, is the upper bound for the slow coupled Hint=
phonon-ripplon modeﬂg‘f‘{gwgl, as shown in Fig. 1. This

figure shows only a very small part of the first Brillouin zone 1 o
with k=|k|<g. The lowest dotted horizontal line indicates =—> vngE [1+iqug,+...]eaRiHiaun (3)
the ripplon spectrum at much larger wave-numbets|g, \/S—A a !

*k|=g, represented in the first Brillouin zone. There are(hereR| is the lattice-site vectoly,, is the electron-ripplon

also coupled modes below each of the higher ripplon fre-

quencieswy> w4 Which are not shown in Fig. 1. The fast coup_hng,_ andS, is the surface argais mclgded in- the
1 Hamiltonian of the new slow modes causing the strong

mod.eng{( are _determined.as the ehonon modes affected bypormalization of the WS phonon spectrlﬂrﬁ}(. This con-

the field of static surface d|_mple9§,}(= VoitQpy, Where  cerpg the second term of the expansion enclosed in the

i IS the frequency of single electron oscillations in asquare brackefs..], and even the next ternhc(usv,)zlz when

dimple. , _ _ £q=&). These terms play an essential role in the secular
In the strong coupling regime>wq, usually realized equation for the slow modes.

for the surface electrons on liquid helium, the secular equa-  |n the weak-coupling theory the interaction proportional

tion and the positions of the resonances are well described kyy V&4 Qus, describes scattering events involving one slow

the self-consistent approach proposed in Refs. 5, 6. The Ch%honon @E)Sb. Therefore, any approximation for the elec-

acteristic frequenciesy andwy introduce a natural separa- ron DSF in the strong-coupling regime should exclude these

tion of electron displacementg from the lattice sites into scattering events in order to avoid double counting the con-

the slow and fast partsy(=us,+uy ), as follows from Fig. tribution due to the termqug,. This reduces significantly

1. Therefore, the equation of motion for the slow moﬂéﬁk the effective collision frequency(w) as compared to the

(or equivalently the interaction Hamiltoniacan be aver- result found by formal extension of the weak coupling

aged over the fast vibrations, which introduces the hightheory, and affects the line-shape of the electron-ripplon

frequency Debye-Waller factdDWF) exp(—q2<uf2)/4). Ow-  resonances.

ing to the limiting frequency w¢, the mean-square The discussion above is not applicable to the fast phonon

displacement of the fast mo«jaf) does not exhibit the loga- modes because they represent electron oscillations in the

1

\/S_A % ngqzl éqR|+iq(usy|+ufy|)
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presence of the field due to static dimpiS . Anyway, at IV
low frequencies one-phonon processes involviaig)), and S(g,w) =N, fﬁxe' (ng(t)n_¢(0))dt. (9
wy are forbidden because(>wy. In this paper we shall

also analyze multi-phonon processes for slow and faSJrhus, Eqs.(4), (6) and (8) make it possible to express the

modes. This analysis can be used to describe the conductivi%al and imaginary parts of the conductivity relaxation kernel
of the WS in the strong-coupling regime. The results are ginary p y

- - . in terms of the electron DSF.
compared with available experimental data. . .
P P Under the usual experimental conditiohg=T/%w.

2. BASIC RELATIONS Therefore the effective collision frequency can be written in
Gatze and Wifle'® proposed the following approxima- the very simple form
tion for the conductivity relaxation kernel

B (:I__efﬁwlT)-l—z V2 S
M(w)= R [GFF, (0~ GEg ()], (4) W)= g e 2 ValS(@eo— g
where +S(g,0+ wg). (10
Ne=NsSy

i th f el B is the f At the same time, the real part of the conductivity relaxation
is the number of electrons;=—Z¢dHjy/dre is the force  yornel w(w) contains additional integration over the fre-

i i ion wi R () i ] ) _
owing to the interaction with sca_tterel@AB(w) is the con quency argumend’ with the factor — ')~ ! according to
ventional retarded Green’s function for two operatérand Eq. (6).

B Let us ignore, at first, the separation of electron displace-

Ry e /A (e ments into slow and fast modes and consider possible ap-

Gag(@)=(A;B),=— %fo e“X[A(1),B(0)])dt, (5  proaches to evaluating the electron DSF. The conventional
procedure is to rewrite Eq9) in the following form employ-

and ( ) means averaging over equilibrium distributions. jng the Bloch identity and the algebra of noncommuting op-
Even though for the main interactions E¢¥). and(4) repro-  grators:

duce the well-known results of the kinetic equation method

in the entire frequency range, in general E4). is a high- "

frequency approximatioiw>v). Therefore at low frequen- S(q, @)=, e*‘qR'f got=hq(llgt, (11

cies, for certain coupling potential,, it may give a wrong ! -

numerical proportionality factor of the order of 2. A remark-

able exception is a highly correlated electron liquid, wherewhere

the electron-electron collision rate,:>v. In this case the

approximation Eq(4) is proven to be valid at all relevant hq(l,t)=2q2[w(0,0)—w(1,t)],

frequencies? The Wigner solid certainly satisfies this re- (12)

quirement. |E(q |2
The real and imaginary parts of the memory function are  w(|,t)= p.

related with one another because of the well-known repre-

sentation

s ;
4Neme ok Qp,k

[(Mp st 1) R0

+ np’kefi(kRpr'kt)]'
® B . (1_efha)'/T) do’
GrF (@)= f,w<Fx(t)Fx(o)>w’ o—w +i0 2ah’ Ny is the WS phonon distribution function ar?) is the
(6)  Projection of the phonon polarization vectgy,  onto the
direction ofq.
At high temperatures, the expondm{(,t) is large and it
is reasonable to use the short-time approximation, expanding
hq(l,t) in powers of(), \t up to second-order terms near its
minimum. In this limit the DSF of the electron solid coin-
i cides with the DSF of a nondegenerate electron gas. This
F=- \/?A%: QVaégn—q. () conclusion has an analogy in the theory of neutron scattering

by crystals, where the solid target can be approximated by a
wheren_q=Z2,exp(qr) is the electron density fluctuation nuclear gas.

operator. Straightforward evaluation of the force-force corre- At low temperatures in Ordinary solids the conventional

where( ), is the Fourier transform of the correlation func-
tion. For the interaction HamiltoniaHl;,; given in Eq.(3),
the above introduced force operatércan be written in the
form

lation function yields approach is to expand the exponential in E) in powers
o 2 s of 2g?W(l,t). This gives zerdelastig, one-, two- and other
(Fx(DFx(0)),=ns> GZVAQA[(Ng+1)S(q,0— wq) multi-phonon terms. This is called the phonon expansion.
d For example, the first two terms of this expansion can be
+NgS(g, 0+ wg)], (8)  written as
where Qq= v 0/2pwy, and Ng is the equilibrium ripplon
distribution function. The electron DSHq, w) is defined in S(e'as)(q,w)=27-re*2Wq5(w)NeE Sag» (13)
the usual way g



Low Temp. Phys. 29 (8), August 2003

1-ph) mha? 2
S = e | [Mel @D 112 Bk 80—
"‘nB(ﬁle; Eix 25(w+Qt,k)]e2Wq
><§g: Sa.g+k (14)

where ng(hw) is the Bose distribution functionW,

=02W(0,0), and we have taken into account the fact that the

main contribution t&5*~P" comes from transverse phonons.
In conventional systen|&, ,|>=1. We shall retain this factor
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At low temperaturesv,,=T/%, because the logarithmic in-
crease of u?) at large wavenumbers is cut off by the Bose
distribution function.

According to Refs. 14, 21 the time dependence of the
approximation forhy(l,t) given above smears th&shaped
spikes in the frictional force and the effective collision fre-
quency in Eq.(16). The final results can be expressed as a
long-time approximation for the effective WS dynamical
structure factor

in Eq. (14), so that it is applicable to the slow phonon modeswhere

of the strongly coupled system, wheig, |+ 1. The factor
dq,9+« taken out of the bracket§.} indicates that in one-

phonon processes a WS phonon interacts with a ripplon of

the wave-vectorg=g=+k. In most cases, typical phonon
wave-vectork<g and d, - can be replaced by,
In the elastic approxmatlth(q w)=S¢s)q, w)] the

conductivity relaxation kernel can be evaluated employing

Egs.(6) and (13):

__ s 22w,
W(w)= 2wmea§g: Vie gwg_wz, (15)
mng(1—e /M) 3 —ow
v(w)= damdio EQ Vge “Mis(w—wgy). (16)

The real partv(w) of Eq. (15) gives the proper secular equa-
tion for the slow coupled phonon modes, ifW3
—g?(u?)/2. It is important that the effective collision fre-
guency of electrons forming the 2D Wigner solid has a resoz

nance structure itself, which agrees with the hydrodynamuf

modell”*® Equations(15) and (16) with the self-consistent
DWF can be also found directly by evaluating the force act
ing on the Wigner lattice induced by slow uniform displace-
ments (g(t)oxe 'Y,

F(t)

= MeolW(w) +iv(w) Jug),

7

when the surface displacemergg(t) are described by the

usual capillary wave equations. In the latter treatment the

N
S(q,w): C:qu € e_q2<ug>/22 5qg, (20)
q|w|l*0zq 9 ’
_2 i 2)I'(1 21
= sin(wag2(1-ag), @y

andI'(x) is the gamma function. Then the WS collision fre-
quency can be written in the form

24&VF€9%

1-ag(T)

vo)= 8am. o, Mew

Om Om

X (22)

1—ag(T)}

®— g w+wg

The conductivity obtained in Ref. 14 can be found employ-
ing this expression and the general relation @g. The non-
resonant term in the square brackets in E&2) was previ-
ously disregarded. lfay<1, the dimensionless factaf,
—ay(T)«T. The important points are that E@2) does not
transform into Eq(16) at T—0 and the resonance structure
of the effective collision frequency has unusual tails: the fric-
tional force increases as a power law of the reciprocal detun-
lo—wg| "t with a temperature-dependent exponent

ay(T). The line-shape of the electron-ripplon resonances
WhICh follows from the conductivity equation given in Ref.
14 has a tail that decays much more weakly than in the usual
Lorentzian form. These results have also been used to de-
scribe of the Bragg—Cherenkov scattering and the nonlinear
conductivity of the WS

3. WEAK-COUPLING TREATMENT

averaging over the fast modes is an accurate procedure The approximation of Eq.18) and the result of Eq22)
which results in the appearance of the self-consistent DWkvere found neglecting the changes induced in the WS pho-

exp(—gXuf)/2).

non spectrum by the phonon-ripplon interaction. This means

For 2D solids the conventional low-temperature phonorthat strictly speaking they correspond to the weak coupling

expansion is problematic becau#40,0)=(u?)/4 diverges
as the linear dimensioh—o. The correct treatment has
been proposed in Refs. 19, 20. It represdntas a logarith-
mic function of R,. For surface electrons on liquid helium a
similar approximation was used in Refs. 14, 21:

hg(LH) =~ ag(T)IN(wmt?+ bR/ +g%(ug)/2.  (18)
where
R— 19
% 4mmec?ng

(ué) is the zero-point mean-square displacembiig,a num-
ber of the order of 1w,,=min(T/4,ck), andk,=4mng.

regime. The important question is wi8(q,w) and »(w) do
not transform into the result given by the elastic approxima-
tion if T—0. A related important point is that the approxi-
mation of Eq.(20) for the electron DSF is not consistent with
the secular equation for the coupled phonon-ripplon modes
because it cannot reproduce Efj5) for the real part of the
conductivity relaxation kernel.

The answer can be anticipated, if we note than Eq.
(22) is proportional toag(T) whenay(T)<1. Itis clear that
it relates somehow to the one-phonon tdiiq). (14)] of the
conventional low-temperature expansion. Indeed, the main
contribution to the sum¥, containing the delta-functions is
due to quite large wavenumbeks= w/c; (much larger than
ko~1/L). Then, for phonons wittk=k; only, we can sepa-
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rate W(0,0) andW(l,t) in hy(l,t) and expand the exponen- is that in this case we regain the proper form for the real part

tial function in Eq.(11) in powers of 2W(l,t), assuming ©f the memory function and the secular equation for the

that the rest ohg(1,t) is small at low enough temperatures. coupled modes, at least for;<1.

Comparing with the result given in Eq22) for arbitrary Comparing Eqs(22) and(24) one can conclude that the

ag(T)<1 will show if the latter assumption is true. For ex- long-wavelength fluctuations can be disregarded when

ample, if it is not true and the rest bf(1,t) is important at ag(T)<1. For the first reciprocal lattice vector, at the WS

ag(T)<1, we will arive at a different asymptotic behavior Melting temperature the parameteg(Tr,) = 1/3. It increases

asT—0. rapidly with g becauseay(T)>g“. This affects electron-
Assuming thatQ, ,=ck is not affected by ripplons, ripp!on resonances.with higher frequepcb@. For steady

|E «|>=1, andh|w|<T Eq. (14) can be transformed into the motion of the WS with a constant velocitywe can formally

form make the substitutiom—gv. Then both terms in parentheses
contribute equally in Eq(24), because one can sgt>—giin
(1-ph ©0%Sa Q2B T the second term. This increases the resonant ternfvoffor
S (9, 0)= am cze ! h|wl % 4.9 Bragg—Cherenkov scattering by a factor of 2 as compared
evt

to the ac resonant term, and it agrees accurately with the

mag(T) result found for the nonlinear conductivitywhen ay(T)

= o <1. The one-phonon origin of the result given by E2p) is
very important for the strong-coupling treatment.

where the factoi/#%|w| originates from the phonon distri-
bution functionng(%|w|)=T/#%|w|. This factor is respon-
sible for the unusual resonance structure of the effective cold. STRONG-COUPLING REGIME
lision frequency which can be evaluated employing the
general relation Eq(10)

& CUDEN,S 5, (23
g

The WS DSFS(q,t) can be formally evaluated in terms
of the new coupled phonon-ripplon modes. In the regime
wi>wg, the fast modeﬂg{( represent electron oscillations
in the field of steady dimples anl&!}|?~|E, /?=1 (here
Eg{( is the polarization vector of the fast moglé$Because
the spectrum of the fast mode{) has a quite high limiting
frequencyw;, one can use the conventional phonon expan-

The resonance structure of the effective collision frequency©" t0 evaluate the contribution of this mode. This proce-
dure was performed in Ref. 15 for high signal frequencies

asw— wyq is described by the first term in parentheses. Com- . S .
paring Eq.(24) with the previously found resufiEq. (22] @~ @i- The important point is that at low frequencies
shows that these equations are equivalent in the limiting case ¢ Under the strong-coupling-conditian;> g, there are
ag(T)<1. The comparison also shows the effect of long-NO one-phonon terms involving fast phonons because of the
wavelength fluctuations in the 2D electron crystal on the€nergy conserving delta function, and the slow modes must
conventional one-phonon term. The long-wavelength flucPe taken into account in order to find the contribution due to

tuations just change the exponent of the resonant téam ( one-phonon processes.

_ wg|—1ﬂ|w_wg|—1+ag) and restrict the proportionality For slow modes the spectrum of the transverse phonons
factor a4(T) when it becomes of the order of 1. Both these€an be found in an analytical fofm

effects just reduce the result of the conventional one-phonon w. ok
term[Eq. (24)]. Therefore, we see that in the limiting case 9171
a4(T)<1 Eq. (22 transforms into the one-phonon term of

[2, 212
(Uf + Ct k
:ir::etg;)nr:ventmnal phonon expansion rather then into the eIa?/\_/hich is valid near the melting point, where coupling with

mn 2
(1P )= — S 26— g%(up)i2
v (w) 8ame§ ay(T)Vge f

1 N 1
lo—wy|  |w+aog|)

X (249

Q= (26)

Thus the approximations fc(q, ) and (w) given in rlpplo_ns of g=g; domlnates_. At lower t_emperatures_thls
equation can be used as a simple analytical interpolation. In

this approximation the fact that the polarization ved})
of the slow mode decreases rapidly wHenw; /c; and this

Egs.(20) and(22) at low temperatures should not be treated

as substitutes for the zero-temperature forms of E3.and

(16), but rather as the forms that should be added to them:.
This can be verified in terms of the approximation given in

Eq. (18) by expanding formally the proper time integral in
powers of the small parametey,. In order to guarantee the

convergence of the time integral we can introduce an addi-
tional infinitesimal parameter and set it to zero in the final

mode transforms into the pure ripplon mode witk g; £k
must be taken into accouft:

2 2
o ehe
Eix=

Ecx=M{JEx,
wfwgl s t,k*—t,

(27)

result. This gives the following transformation of the con- whereE, , is defined for a flat surface. Combining EG26)

ventional &-spikes:

aq(T)

O(w)— 6(w)+ m, (25)

and(27) one can see thaﬂﬁzoc k™2 for k> w;/c,. For small
k<wt/c, the quantityM{}=wy /w¢<1 reflects the mass
increase due to surface dimples.

Substituting Eqs(26) and (27) into the expression for

if aq<1. This agrees with the elastic and one-phonon term$&®"(q,w) given in Eq.(14) we note that in one-phonon
in the conventional phonon expansion. The important poinprocesses the phonon wavenumber
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00 dent oscillators by a linear transformation of the normal co-
kzkt"Ef2 (28) ordinates. Therefore, if we consider scattering events in
Ciywg,—@ terms of the new(reconstructed phonon modes, the term
hgqiqusJ should be excluded from the scattering Hamiltonian.
" Itis clear that the rest of the interaction Hamiltonian in
Eq. (3) cannot result in one-phonon scattering events involv-
ing slow phonons. Therefore, in the strong coupling regime it
is reasonable to exclude the one-phonon te8H3"(q, w)
(ind 1P w) from the conductivity relaxation kernel. This

is even larger than that of the weak-coupling approac
wherek=k,=w/c;. Remarkably, the increase of the wave-
numberk and 1{9Q{)/dk| is exactly compensated by a de-
crease in|E{}2=(M{})2. Therefore forg=g; we repro-
duce the one-phonon contribution to the electron DSF foun
in the Wea_k-coupll(ns)g treatme_[Eq.(ZS)], eX(_:ept that energy concerns Eq(22) also, if we agree that it represents the
conservationw £ (=0 restrus:)ts the possible values of the conventional one-phonon term affected by long-wave-length
frequency argument becau@,k<wgl: fluctuations withk<<k,. The rest of the interaction Hamil-
o ) s tonian can result only in multi-phonon terms of the electron
SE-Ph(q, )= —e @ <uf>/2g(wg —|w|)Ne z g, DSF which we are going to discuss below.
o] ! ld=01 ~ The electron-ripplon coupliny, entering the effective
(29 collision frequency is an increasing function @for a con-
where the reciprocal lattice vectors involved have the smallstant proportional to the holding electric fiel&, (V,
est absolute valug;. An important consequence of the re- =eE,). This means that the main contribution to the sum
striction || < wg, is that the ripplon-absorption term of the 24 of Eq. (10) is due to large wavenumbecs In this case,
effective collision frequency, containirig+ w,| %, is zero  the multi-phonon terms can be taken into account by a short-
in the strong-coupling treatment. time approximation expanding, in powers oft near the
To understand the behavior of the electron DSF in theninimum (¢=0). This approximation forhq(l,t) arf]d
strong-coupling regime fos,(T)~ 1, consider the contribu- S(d,@) favors the contribution due to the fast mode§)
tion of the slow modes onl'(1,t). Using the actual forms and|=0, which can be written in the following form well-
for the slow phonon spectrul{$) and the polarization fac- known in the theory of thermal neutron scattering by crys-

tor M{) given above we obtain tals:

2
2rde (>dx wfz ™ F{ (eq—fiw)
()] t) = T =2t S(q,w)=%h\/ exg— ————|, (32
hq (Irt) aq(T)fO 277 0 X a)f2+X2 q Squ 48qu
whereK, is the mean kinetic energy per electron
|1 s(m X0t )] (30)
—C0§ —COSp— ————=
C 2 2
t Vo tX Ke=(2Ne) "1 £Qp (N +1/2). (33
. k
As compared to the weak-coupling theory, here the upper P
bound for the logarithmically large term és; instead ofwy,. |t is clear that at low temperatures the main contribution to
Therefore, the strong-coupling theory approximation fork is due to large wavenumbers.
h{(1,t), similar to Eq.(18), can be written as In the Debye approximation
h{ (1) = ag(T)IN(wg, V2 +bRY/(cF)?). (31) 2T |2 [hedw2T
Ke=T| —— f X< coth(x)dx
The complete functioi(l,t) also includes the contribution hckm/ Jo
due to the fast moder,’(1,t). At low temperatures the latter OT \4 (40 2T
can be approximated as,’(l,t)=q?(u?)/2. Thus, employ- +2T| 25 ) f " x4 cothix)dx,
ing the approximation Eq(18), in the strong-coupling re- Lkp/ /0

gime we must make the SubStituti0m$r]—>wgl andc,—cf

=thgl/wf.

where k,= y4mng. For T>fAck,, this equation yieldK,

o o —T, but for lowerT the mean kinetic energy of electrons in

~ The analysis given above indicates that strong phononge \ys state is larger thahbecause of the zero-point term.
ripplon coupling does not change much the electron DSF foEqr 5 nondegenerate electron gas the typical wavenumbers
small values of the frequency argumeni <wg,, if aq(T) g~ /Bm_T/#, which make the main contribution to the ef-
<1. As a result, the one-phonon term in the effective colli-fective collision frequency, decrease strongly with cooling. If
sion frequency responsible for the unusual resonance shagige characteristic wavenumbegsehaved in this manner in

of 1(w) at w~wy appears to be the same as in the weakthe WS state, the approximation E&2) would fail rapidly
coupling theory. The important question is whether this formas the temperature decreases. The important point is that for
of the DSF can be used in Eq¢l) and (8) for the conduc- the WSq.=8m.K /% remains large because of the zero-
tivity relaxation kernelM (w). The electron DSF appearing point vibrations as shown in Fig.[2t T>0.1 K it is substan-

in these equations originates from the total interactiortially smaller than the wavenumbers of thermal ripplaps
Hamiltonian given in Eq(3). In the strong-coupling theory ~ (T/%#)%3(p/ ). This makes Eq(32) a reasonable ap-
the interaction term proportional #iqug is included in the  proximation even at quite low temperatures.

Hamiltonian of the slow phonon moddsee Refs. 2, 22 The electron-ripplon coupliny, consists of the polar-
which is then transformed to the canonical form of indepen-ization term and the holding field tereE, (Ref. 129. There-
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FIG. 2. Temperature dependence of the characteristic wavenurgbéthe  FIG. 3. The holding field dependence of the effective collision frequency of
electron dynamical structure factor for the ilid line) and gagdashed  the WS normalized to the collision frequency of a nondegenerate electron
line) states. gas.

2
mag(T
fore the effective collision frequency, which follows fromthe ~ S2PV(q,w)= Zq( )e‘q2<“f2>’2NeE Sag- (36)
short-time approximation of Eq32), can be written as @f 9
5 The respective contribution to the electron collision fre-
(eE ) 2 (= 2 uency can be written in the form
VWSZW \/—_ U2(X)e X dx, (34) q y
T Jo
n
,,(Z-ph>:—77 s 2 aZ(T)V2e792<uf2>/2_ (37)
where 8amew;“g 9 79
e temperature dependence of this term is determined by
Ad? 2.2 The t ture d d f this t is determined b
U(x)=1+ e sz( GeX ) the interplay of two parametersy(T)=T and(u?(T)). As
2eE, 442 (u2(T))—(u?(0)) we obviously have/2-PMxT2,
(35) For slow mode$ Q)< wg ] the situation is more diffi-
_ €(e-1) cult. Formal evaluation taking into account the polarization
4(e+1)’ factorsM {3 gives

2
R T 2,2
SN (g, w)=5—e “<“f>’2J(w)Ne‘g;g Peer (39
=91

2|

ge= v8MK /%, €is the dielectric constant of liquid helium,
and P(y) is the electron-ripplon coupling function for the
polarization term[at low temperaturesP(y)=0.5In(44)
—1]. In the limit of strong holding field&/,~eE, (U=1) where
the effective coIIis_ior_1 frequencyzws is, remarkably, inde- ymdy |w|6’(wgl—|w|)
pendent oK, and is identical to that found for a nondegen- Jw :f it ,
erate electron gas with,e> v. The high values of}, found vo Y (1Y) (|o|+wg y/N1+y?)
in the WS state affect only the polarization term of E2f). o )
In particular, this increases the part af;s that is linear in ym=w/\Jwg, — w? the lower limityo=cko/w, andk, is
E, . The ratio ofyyysto the result found for the gas statg,s the smallest wavenumber of the finite electron systdm (
is shown in Fig. 3 as a function of the holding electric field =1/L). The integrall(») depends on the linear siteof the
E, . This indicates that the effective collision frequency of System logarithmically as(w)~In(yy/yo), which indicates
the WS given in Eq(34) is relatively larger tharv g, for that the conventional phonon expansion of the WS DSF for
weaker holding field€, . the slow modes is asymptotic and the high-order terms can-
The magnitude of the multi-phonon terms can be deternot be used carelessly, especially if the parametgis not
mined by analyzing the two-phonon terms in the phonorsmall enough. Generally, Eq38) is similar to the result
expansion of the WS DSF. Consider, first, the contributionfound for the fast modefEq. (36)]. The important point is
due to the fast modes whose frequencies are restricted by tfat in the sum=, the reciprocal lattice vectors are now
conditionQ{/)>w>wg. Then energy conservation restricts restricted tdg| =g, because the phonon frequencies are lim-
the analysis to phonon scattering processes only, where thgd by wg . This also indicates that the ripplon emission
WS phonon frequencies enter tiddunctions with opposite term in the effective collision frequency is zero because the
signs. In the temperature rande>fiw; direct evaluation argumeniw+ w4 of the DSF does not satisfy the requirement
yields of Eq. (39).

(39
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There are also multi-ripplon scattering processes irthe model DSF Eq(20) cannot give the proper resonance
which the ripplon wavenumbers are less restricted by the structure of the real part of the conductivity relaxation kernel
electron wavenumbers. Far>1/\(u?) their contribution W(w)=ReM(w)=wl/(w3—w? which is responsible for the
can be estimated by the geometrical optics approximatiorhigh-order coupled phonon-ripplon modes. Therefore the ob-
The interaction changes the energy and velocity of ripplonservation of the high-order resonances for d4(T)<0 in-
in the electron localization area. The respective correction talicates that long-wavelength fluctuations of the 2D WS
the effective collision frequency of electrons is found®as  which are strongly coupled to media vibrations are less im-

3 4 2 portant for the conductivity relaxation kernel. An explanation
~ Ry eT (40 of this surprising conclusion was given in the preceding sec-
Ama®mi((u?))%? tion. It is based on the fact that the most important part of the
electron-ripplon interaction proportional t,iqug; is in-

This correction has a relatively weaker dependence on thgluded in the Hamiltonian of the slow counled phonon-
holding electric field Avxy*<E%3). Usually, it is much pied p

. . - . ripplon modes. As a result, it cannot lead to any scattering of
smaller than the result given by the short-time approximation ' =~ . .
Eq. (34) excitations of the slow modes. The long-wave fluctuations

' ' represent the excitations of slow coupled phonon-ripplon
modes and therefore in the strong-coupling theory they affect

5. RESULTS AND DISCUSSION the conductivity relaxation kernel to a much lesser extent.
An important consequence of the weak-coupling réuit Then the appearance of the slow plasmon-ripplon resonance

given by Egs.(20) and (22) is that the appearance of the with w<wy obviously coincides with the WS phase transi-
electron-ripplon resonances generally does not coincide witHon. and the high-order resonanceg,tg;) are not re-
the WS phase transition. Let us define the characteristic tengiricted by the condition + a(T)>0; this is important for
peraturesT* (heren=1,2,3,...) as the solutions of the equa- experimental determination of the liquid-solid phase dia-
tion a4 (T7)=1. Recalling the melting temperature of the 9ram. .
2D electron crystal T,,=na’m.c?/4w given by the For small wavenumberg the WS DSFS(q, ) which
dislocation-melting theoR} and the definition ofxy(T), we should be employed in the conductivity relaxation kernel of

can see that for the triangular electron lattice the séffess the strong-couprl:_ng the<|)ry. haﬁ wehll-deflne_d .pG;éS(q,w)
T;=3Ty, T3 =Tn, andT; =3T,/4<T,,. Therefore, near “5(“’)29511,;)- This results in the characteristic form(w)

the WS phase transition the only resonancesatw,, can *w/(wg—w?), which is important for the secular equation

exist in the presence of long-wavelength fluctuations. Still, atd_escnbmg the sIow_cou_pIed mod[e_@q. (2)]. At low frequen-
cies the main contribution te/(w) is due to the smalles,

this resonant frequency there are no electrqq—rlpplon resoéven if the DWE expégz<uf2)/2) is not small, because the
nances under the usual experimental conditiGthey are

. . corresponding terms of the sum owgrare proportional to
shifted into the rangev< . The other two resonances . . oo
g wgl) i ) 1/w§oc 1/g3. At the same time the main contribution to the
0=wg, and w=wg, cannot exist aff=T, in the weak-

effective collision frequency(w) defined by Eq(10) some-
coupling theory because the exponent d4(T) appearing times is due to large, where the WS DSF can be described
in the resonant conductivity term=1/w—wg|'~ s is zero by the short-time approximatiofEq. (32)]. This follows

or negative. from the general structure of Eg4.0) and (32).

According to the relation between; and Ty, written Another important result of the weak-coupling theory is
above, as temperature decreases the weak-coupling theafye ynusual line-shape with the non-Lorentzian tais:
gives a 25% delay in the appearance of the electron resQfl/|w—wg|l‘“g. In contrast, the strong-coupling theory
nances withw=w,, as compared to the resonance with  considered here results in the usual Lorentzian shape of the
=wy, and the WS phase transition. For example, the resoelectron-ripplon resonances which is described by @&.
nance Z of the experiment of Grimes and Adamsisould not ~ Even if the sharp resonance structurexd) becomes im-
be observed beford=(3/4)0.45K=0.345K. Still, it is portant, the line-shape of the resonance excitation of the
clearly seen already at a substantially higher temperdture slow plasmon-ripplon modél,(s)(ko), which is shifted sub-
=0.42 K. A similar conclusion follows from a detailed study stantially in the rangew < wg,, is obviously close to a
of the electron-ripplon resonances reported by DeVilde | orentzian function. The presence of the nonresonance terms
observed the high-order resonances upa® wg . The in the effective collision frequency(w) means that the tails
high-order resonances indeed appear successively at progres-the high-order resonanceg,>g,) are the usual Lorent-
sively lower temperatures beloW,. It was reported that at zian functions determined by E¢l) as well.

T=T,,/5 modes up ton=13 can be detected for typical den- Besides qualitative distinctions stated above, it is inter-
sity n=2x10°cm 2. The characteristic temperatuf , esting to give a numerical comparison of the weak- and
below which the resonance can be observed according to thetrong-coupling approaches for typical experimental condi-
weak-coupling theory under these conditions, is substantiallyions. Consider the effective collision frequeneyf the WS
lower thanT:T,3=3T,/28=0.1T,,. Thus both experiments and the corresponding mobilify=e/(m.») which is related
show that the weak-coupling treatment of thermal fluctuato the conductivity form of Eq.1l) at the resonance
tions of the 2D WS overestimates the role of long-=wg. The results of different theoretical approximations
wavelength vibrations. and the experimental data of Ref. 9 are shown in Fig. 4. The

The discussion above pertains not only to the resonancaeak-coupling theory result Eg22) (dash-dotted linewas
structure of the effective collision ratgw). It is clear that calculated considering terms wit<g, only, because for
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100 — mechanisms of momentum relaxation, which were disre-
garded in this work, cannot be ruled out. For example, it is
..... well known that for the usual driving voltages the WS con-
e e ductivity shows a remarkable nonlinear behavfbit which
""" is not entirely understood.
: Gas In conclusion, we found that the quantum transport
i ,_/ framework based on the memory function formalism is very
10¢ e T T fruitful for analyzing the WS conductivity in the low-
frequency range, where it exhibits the resonance anomalies
° o due to the interaction with media vibrations. The analytical
properties of the memory function and its relationship with
Weak coupling the electron dynamical structure factor makes it possible to
theory coordinate the approximations used to describe the real part
1t N - - of the relaxation kernel, determining the positions of the
resonance frequencies, and the effective collision frequency
) ! - responsible for the broadening and line-shape of the reso-
0.2 0.4 0.6 nances. For example, the model used to describe the secular
T, K equation for the coupled WS phonon-ripplon modes imposes
strict consistency requirements on the approximations that
FIG. 4. Temperature dependence of the mobility of highly correlated eleccan be used to obtain the effective collision frequency. The
trons for different models of electron trans : - i o ; - ;
the WS(dash-dotted ling mobility of a nongg;ter:r;?avt\lel(eg?rzzhggatgﬁgéy forcpndUCt.IVI.ty analysis glven here_ for the strong-cou_pllng re-
line), the WS mobility in the short-time approximatiddotted and solid gime eliminates the discrepancies between experiment and
lines; the latter includes the two-ripplon correctipthe two-phonon term  the weak-coupling approximation which concerns the line-

(short dashed and short dotted lines, as discussed in the Tévet experi- shape and broadening of the conductivity resonances.
mental data are taken from Ref. 9.

Mobility, 10° cm7(V-s)
8
o]
(o] /
=
w
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The absorption spectrum of thin films of the ferroelasticgOdl, (M=Cs, Rb with a structure

of the B8-K,SQO, type is investigated in the energy range 3—6 eV and temperature range
90-420 K. It is found that both compounds are direct-gap insulators, and the low-frequency
electronic and excitonic excitations are localized in theZCditructural elements of their crystal
lattice. From the temperature dependence of the spectral absorption and the half-widths of
the low-frequency excitonic bands in Rdl, it is found that there is a phase transition at 380
K (paraphaserincommensurate), a first-order phase transition at 320 K (incommensurate
—first ferroelastic phageand a second-order phase transition at 210 K ¢fistcond ferroelastic
phase. Similar, but less pronounced phase transitions are found j&@ds at lower

temperatures. In the ferroelastic phases of these compounds an additional broadening of the
bands appears, apparently due to the scattering of excitons on strain fluctuations in the domain-
wall regions. © 2003 American Institute of Physic§DOI: 10.1063/1.1596802

INTRODUCTION c=10.16 A, andB=108.36°, but the manner of growth of
the crystals was not mentioned in that paper. In Ref. 9, in
The compounds MCdl, (M=Cs, Rb are of interest in  crystals grown from the melt, two phase transitions were
connection with the ferroelectric and ferroelastic propertiesnferred from the temperature dependence of the dielectric
manifested in them at low temperatures. The results of @onstant: at 150 and 210 K. The authors of Ref. 9, following
thermodynamic analysis of the systems MI-Cildicate the data of Ref. 8, ascribed the phase transitions gCelh
the formation of compounds with melting temperatures ofto a structure of the $&e$ type, even though the analo-
210°C (CsCdl,) and 216 °C (RpCdl,)." The crystal struc-  gous temperatures have not been observed 3Cdls crys-
ture has been studied most in,Csll,. When CsCdl, crys-  tals with that structure. At the same time, the temperature
tals are grown from the melt, they have an orthorhombicdependence of the intensity of the luminescence bands
lattice of the 8-K,SO, type at room temperature, with pa- of Mn?* impurity ions in RBCdl,, Wh.iCh are sensitive
rametersa=10.74,b=8.458, ancc=14.85 A (space group probgs, reveals the presence of more hlgh—temp(_er_ature phase
P.ma Z=4)23 However, when grown from an aqueous So_tran3|t|on§. atT.;=384 K, T1%2=325 K, in addition to
lution, CsCdl, forms into a monoclinic lattice of the the tran5|t|on.atT03=216 K .The authors of Ref. 10,
Sr,GeS, type, with parametefsa=7.827,b=8.397, andc by analogy with CgCdls, assign to RgCdl, the follow-

~11.05 A (P12,/m; Z=2). On heating above 120°C ing sequence of phases: &t>T.—paraphase, in the

L interval T, —T.,—incommensurate phase, and beldy—
crystal; of the second pre undergo a transition t.o the Orthof_erroelastic phases. It is assumed that in crystals grown from
rhombic phase. According to the data of Ref. 2, with decreas

) <dl in th horhombi dificati the melt, RbCdl, forms into a structure of thg-K,SO,
ing temperature GEdl, in the orthorhombic modification type, although structural studies were not done in Ref. 10. It

undergoes a number of phase transitions to a ferroelastig, 4 also be noted that, to our knowledge, the fundamental
state: at 332 K from a commensurate to an |ncommensuratgosorption spectra of Mdl, compounds have not been
phase, at 260 K to a monoclinic phase, and at 180 K 10 &,gjed. At the same time, it is of interest to study excitonic
triclinic ferroelastic phase. Analogous phase transitions dQiates in such compounds and the influence of phase transi-
not occur for crystals of the second type. The phase transtigns on the parameters of the excitonic bands.
tions are manifested in the temperature dependence of the |n this paper we present the results of a study of the
specific heat, dielectric constart,” and birefringencé.’ absorption spectra of thin films of Mdl, in the spectral
The compound RY€dl, has been studied less, and theregion 2—-6 eV and in the temperature range 90—420 K,
data on its crystal structure are incomplete. According to Refwhich includes possible temperature-induced phase transi-
8 the RBCdI, crystal has a monoclinic structure of the tions. An electron-diffraction analysis of the films is also
Sr,GeS, type, with parametera=8.004,b=28.323, and carried out.

1063-777X/2003/29(8)/6/$24.00 691 © 2003 American Institute of Physics
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TABLE |. Parameters of the excitonic bands of the compounds.

Compound E,g, eV Epi, €V Egy, €V Egy, eV Ey, eV

CsCdl,  4.65 4.89 5.25 5.6 4.96
Rb,Cdl,,  4.608 4.87 5.35 5.6 4.89
Csl 5.8
RbI 5.7 6.37(Ref. 19
cdl, 4.03(X;)  4.60(Xy) 3.473(Ref. 13

EXPERIMENTAL TECHNIQUES

Thin films of M,Cdl, (M=Cs, RH were grown by
vacuum evaporation of a mixture of pure MI and €@bw-
ders of specified stoichiometric composition onto quartz sub-
strates heated to 80 °C. The powder mixture was melted be-
forehand beneath a shield placed between the evaporator andx
substrate. The mass thickness of the films was determined by
KIT. The geometric thickness was measured directly by the
Tolansky method. Films around 100 nm thick were used fofFIG. 1. Crystal lattice of the structural tyg K,SO, (Cs,BeCl,; Ref. 12.
the spectral measurements. The absorption spectra of the
films were determined from the transmission of the films L S . .
! he splitting indicates a monoclinic distortion of the lattice.
relative to the clean substrate. The temperature of the sampﬁ o : : L
dditional reflections appear. Analysis of the extinction rules
was measured by a copper—Constantan thermocouple. The : - :
. : . . . or the reflections indicates a possible pace gré&#y /n.
spectra were investigated in the interval 90-293 K in aT . - A
vacuum cryostat and at higher temperatures in an ordinar\ihe lattice parameters of R0dl, area=10.6-0.1 A, b
£84+0.1 A, and c=14.9+0.1 A; the angles are 90°

cryostat. In the measurements of the spectra in the ener%ithin the error limits. As will be shown below. af

interval 4-5 eV the specified temperature of the sample was ) .
maintained to within+2 K. The majority of the measure- 320 K RiCdl, undergoes a first-order phase transition

. and, as in the similar compound {xll, (Refs. 1 and P, has
ments were made on slow heating of the samples. - . : . : : K
o . . a monoclinic lattice, which arises as a slight distortion of the
The phase composition of the films was monitored be- . T :
: . orthorhombic lattice, in the ferroelastic phase room tem-
forehand from the absorption spectra. This can be done be_erature
cause of the substantial differences in the positions of th® L . :
L . The position of the atoms in the unit cell of crystals of
long-wavelength excitonic bands in the spectrum of Ml, . . .
. the B-K,SO, type is shown in Fig. 1(the compound
M,Cdl, and Cd} (see Table )l It was found that in the ) ; . )
. . . Cs,BeCly; Ref. 12. It is seen that the divalent ions are
evaporation of the mixture from the melt the absorption . o
o . . o found at the center of tetrahedra of negative halide ions. The
spectrum of thin films of G£Cdl, contained, in addition to ) . .
X monovalent alkali metal ions form a hendecagon in the sec-
the intense and frequency-staldg and C bands, a weak S . . 2.
- : . - ond coordination sphere with respect to the divalent?idn.
long-wavelengttA band, the position and intensity of which
: A : . . ne can also see the almost layered arrangement of the tet-
was different in different samples obtained under |dent|cap . ; ) -
. o ; rahedra, the layers lying perpendicular to thaxis. A simi-
evaporation conditiont. The A band vanishes when the . . . .
sample is heated above 120 °C, while theband becomes lar arrangement of ions is observed in the unit cell of
. ' M,Cdl, crystals of theB-K,SO, type. In CsCdl, the dis-
sharper, from which we concluded that #thdand belongs to . .
L e o tancedq._=3.825-4.499 A and is considerably larger than
the monoclinic modification of GEdI,. Thin films of the Ao =5 76-201 A3
orthorhombic phase are also obtained directly during evapo-¢4-'" < ' '
ration; if the first portions of the liquid melt are evaporated EXCITONIC SPECTRUM IN M.Cdl. COMPOUNDS
onto the shield, then the crystalline residue left on the bottom 2=
of the boat evaporates onto the substrate at a higher tempera- The absorption spectra of thin films of £dl, and
ture. Apparently the monoclinic phase is formed at a lowerRb,Cdl, (Fig. 2) are similar both in the structure of the spec-
average kinetic energy of the molecular beam, so that theum and in the position of the main bands, confirming the
two modifications can be separated during the evaporatioisostructural nature of these compounds. There is a slight
process. Thin films of RiCdIl, were obtained in an analo- difference only in the intensity of th€ bands, which are
gous way. more intense in RICdl,.
The phase composition of the films was also monitored  The absorption spectrum of thin films of Kadl, has
by electron diffraction. At room temperature the,Csdl, intenseA, andA; bands at the long-wavelength edge of the
films are single-phase and have an orthorhombic structurindamental absorption band af@j and C, bands in the
with lattice parametera=10.4-0.1 A,b=8.2+0.1 A, and  shorter-wavelength part of the spectrum. The positions of the
c=14.7+0.1 A, in agreement with the data of Refs. 1 and 2.main absorption bands are given in Table I.
The corresponding diffraction rings of a slightly smaller di- With increasing temperature thfe bands shift to longer
ameter are also observed on the electron diffraction patternsavelengths and are broadened and attenuated on account of
of Rb,Cdl,. Some of them are slightly split. The character of the exciton—phonon coupling, which attests to their excitonic
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Cs,Cdl, (Ref. 3 and dgy=2.739-2.794 A in the
monoclini) in comparison with C@l (dcg_=2.99 A), in
which the Cd™" ions are surrounded by an octahedron of |
ions.

It is known that in copper halides the tetrahedral bonding
leads to mixing of thed states of the Cliion and thep
states of T in the upper valence bartd®1t is possible that
in M,Cdl, the tetrahedral bonding in Cfm also promotes
mixing of the 4 states of C8" with the 5p states of T, in
contrast to pure Cdl in which the 5 upper valence band of
| is separated from thedtband of Cd by a band gdp:*8The
lower conduction band in MCdl,, as in Cd}, is formed by
the 5s electronic states of Cd.

The sharp long-wavelength edge of tidg bands in
M,Cdl, and their high intensityFig. 2) indicate that these
compounds are direct-gap insulators, i.e., the interband ab-
sorption edge corresponds to direct allowed transitions. The
shift of the long-wavelength excitonic bands in,®dl, to
shorter wavelengths in comparison with gdattests to
growth of the band gap, which was estimated from the in-
flection point of the absorption edge after separation of the
Ay and A; bands. The numerical values obtainé&d,=5.2
and 5.15 eV for CgCdl, and RBCdl,, respectively, corre-
spond to an optical transition from the lower valence sub-
band to the conduction band. To determine the band gap one
must take into account the distance between the subbands
FIG. 2. Absorption spectra of thin films in units of the optical denfity ~AE=Ex;—Exo and Eg=E;—AE=4.96 and 4.89 eV for
Cs,Cdl;, T=290 K (1), CCdl,, T=90 K (2), Rb,Cdl,, T=290 K (3), Cs,Cdl, and RBCdl,. The exciton binding energyRe,
Rb,Cdl,, T=90 K (4), orthorhombic phase. =E4—Eap=0.31 eV in CsCdl, and 0.28 eV in RECdl,.

The presence of two valence subbands igCul, is

- . most likely due, as in Cd| to the splitting off of the top of
origin. TheC bands are less sensitive to temperature and arg . valence band by the spin—orbit interaction. The lower

apparently due to the superposition of excitonic bands on thgalue of the spin—orbit splitingdsg in M,Cdl, (Aso

interband absorption edge. : .
. . =Ex1—Ep0=0.24 eV in CsCdl, and 0.26 eV in RECdI
To interpret the observed spectra, we compare them witt) cA(;mpa/??son witﬁ Cl:rc]y (isoi 0n59 eV) ?s :jnu o ‘KI: n ?))u ;

g‘glsrzﬁwab()f thetz_ |n|t|a(chorr_1p(¥nentsd—k?dR2I_, arldtCsI. _'tf‘ opinion, to an impurity ofl states of Cd in the upper valence
2 the absorplion edge 1S formed by Indirect ransitionSy,, ,y For cd the splitting has the valugyo=0.15 eV1®

across a band gap of widtl,=3.437 eV_. The '°T‘.9' When the 4l states of Cd and thebstates of iodine are
wavelengthX; andX, bands correspond to direct transitions mixed, A< decreases, just as in the compounds Cul and
between the valence band, formﬁd by theates of | and Agl. T,hesé)uantityAsozl AL(1—7)A +vAo)]. where 5 is

the 4s con.duct|on pand of C#! _The |r_1terng_Ex1—EX2 the fraction of the 4 states in the valence band of the com-
=0.59 eVis determined by the spin—orbit splitting of the 5 pounds. An estimate of is difficult, however, because of the
valence band of Cl undetermined coefficierA.

The long-wavelengti band lies at 5.8 eV in Csl and at - .
. . ; . The splitting of theC bands is probably also due to the
— 11
5.7 eV in RbI, T=90 K (see Table)™ The higher intensity spin—orbit coupling. The splitting of th€ bands has the

of the C bands in the spectrum of RBdl, in comparison valuesAE =Eg,— Ec;=0.35 eV in CsCdl, and 0.25 eV in

\t’)\"th dC?CdI“ IS _tpro_babg/ due:_ o _th(ihcogtgllbutlt;ntttp te Rb,Cdl,, which agree within the accuracy of determination
ands from excitonic absorption in the sublattice. with the corresponding values &fE=E x;— E .

In terms of its spectral position th&, band in M,Cdl,
lies closer to theX; band in Cd} than to theA bands in M,
this suggests that the excitonic excitations are localized i] EMPERATURE DEPENDENCE OF THE PARAMETERS
the Cdf~ tetrahedra, which are a structural element of theOF THE EXCITONIC BANDS AND PHASE TRANSITIONS IN
lattice of the compound§n M,Cdl, the Cdﬁ’ tetrahedra Mo Cdls
are surrounded by 11 Cs atofris Also attesting to localiza- In the 3.6-5.1 eV region the absorption spectrum of thin
tion of the excitonic and electronic excitations in §fd|is films of M,Cdl, was measured in the temperature range 90—
the closeness of the positions of the fundamental absorptiofi20 K, which includes the temperatures of the possible phase
bands in the spectra of g3dl, and RBCdl, (see Table)l transitions. The parameters of the long-wavelergghand

The tetrahedral environment of the Cd promotes the apA; excitonic bandgthe positionE,,, the half-widthI", and
pearance of covalency in the Cd-I interatomic bond andhe oscillator strengtffi) were studied by the method of Ref.
leads to a decrease in the distamizg_, in the compounds 20. The A; and A; bands were approximated by a two-
(deg_=2.76—2.91 A in the orthorhombic modification of oscillator symmetric mixed contour—a linear combination of

E, eV
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half-width T'(T) (b) of the A, (1) andA, (2) excitonic bands in GEdl,. roelastic phase occurs occurs at that temperature.

The phase transitions are more clearly expressed in the
temperature dependence Bf,(T) in Rb,Cdl, (Fig. 43. In
a Lorentzian and a Gaussian contour. The parameters of tliee temperature interval 90-210 K thAg band is shifted to
excitonic bandsk,,, I', ande,,,) were chosen so as, first, to longer wavelengths at a ratéE,,/dT=—3.9x10 * eVIK,
give a best fit of the experimental and calculated contours owhile the position of theA; band remains practically un-
the long-wavelength declivity of th&, band, and second, to changed in this temperature interval. At-210 K a kink is
minimize the difference between the calculated and measbserved on th&,(T) curves, and in the interval 210-320
sured contours in the interval 4.5-5.2 eV. The Gaussian fradk one hasdE,,/dT=—8.03x10 * eV/K for the A, band
tion in the mixed contour for the films studied increases withand —1.485< 10 # eV/K for A;. In a narrow temperature
increasing temperature, from 0(20 K) to 1 (T>290 K). interval 315-327 K both bands have a jumplike shift to
In the temperature interval 90-183 K ti#fg, and A; shorter wavelengths: tha, band by 35 meV and thé,

bands in CgCdl, are shifted to longer wavelengths at a rateband by 10 meV; the temperature coefficients of the shift in
dE,/dT=—-9.1x10 % eV/K and —10x10 * eV/K (Fig.  the region 330—360 K amE,,/dT=—4.96x 10 * eV/K for
3a). At the transition to the second ferroelastic ph&k83—  the A, band and—3.25x10 * eV/K for A;. Then in the
260 K) the value of dE,/dT decreases to—4.6 temperature interval 360—390 K both bands shift abruptly to
X104 eV/K for the Ay band and to—2.1x10 % eV/K for  longer wavelengths, and in the region 390-430 K one has
A;. The transition to the incommensurate ph#260—-322 dE,/dT=—3.7xX10 * eV/K for the A, band, while the po-
K) is not accompanied by a changedi,,/dT within the  sition of theA; band remains practically unchanged.
error limits, and in the paraelastic pha&@82—420 K one Thus it follows from theE,(T) curve for RBCdl, (Fig.
has dE,,/dT=—2.3x10"% eV/K for the A, band and 4) that, as in CsCdl,, three phase transitions are observed in
—1.9x10 % eV/K for A;. The value of the derivative this compound: in the region 360—390 there is a phase tran-
dE,,/dT is of a typical order of magnitude for many similar sition which is diffuse in temperaturgresumably from the
compounds and is mainly determined by the exciton—phonoparaphase to an incommensurate phase, in analogy with
coupling. The large value afE,,/dT in the interval 90-183 Cs,Cdly); at T.,~320 K there is a transition accompanied
is apparently due to appreciable thermal expansion of they a jump inE,(T), as is characteristic of a first-order phase
lattice in this temperature interval, involving growth of the transition; this transition can apparently be identified as a
parametec (Ref. 2. The phase transitions are manifested agransition from the incommensurate phase to ferroelastic
kinks in the temperature dependencef(T) (Fig. 33. At phase I; aff .;~210 K there is a transition corresponding to
T=260 K, however, no features are observed EyT), a second-order phase transition between two ferroelastic
even though, according to the data of Refs. 2 and 3, a firsphases (+11).
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Aq; ininterval Il the half-widthT(T)~const on the 210—
230 K part and increases linearly at a rad€/dT=10
X 10 % eVIK (A, band for T=230 K; then in a narrow
- interval 315-327 K the half-width of thé, band jumps
downward from 0.38 to 0.29 eV; this, like the behavior of
o 2,51 En(T), is indicative of a first-order phase transition at the
transition from the ferroelastic to the incommensurate phase.
Interval 1l is again characterized by a linear trend, with
24+ dl'/dT=1.1x10 % eV/K, and atT>380 K the temperature
dependence of the half-width of thg, band goes to satura-
300 320 330 340 tion. A slight growth ofdI'/dT at the transition from the first
T, K interval to the third attests to the manifestation of a partial
three-dimensional character of the exciton distribution in
FIG. 5. Temperature dependence of the optical densiy=att.37 eV on Rb,Cdl,.
heating and cooling of a thin film of Bdl,. One notices a decrease Bfat the transition from the
ferroelastic phase to the paraphase both isGds$, (Fig. 3b
The jumplike change in the position of the excitonic 21d especially in thé, band, in RbCdl, (Fig. 4b), in spite
of its growth forT>T,,. The jump inl"(T) is evidently due

bands aff =320 K is indicative of a first-order phase transi- o . SR
tion, which is accompanied by a change in volume. The prest_o the vanishing of the domain structure and twinning inher-

ence of a first-order phase transition also is attested to by tH&t in the ferroelastic phase. In the monoclinic phase there is
hysteresis in the temperature dependence of the transmissigRattering of excitons on domain walls and, possibly, on

at E=4.37 eV (on the long-wavelength declivity of tha, strain fluctuations near them. At the transition from the
band on heating and cooling of an RBdl, film at a rate of monoclinic phase to the orthorhombic paraphase the domain
0.3 deg/min(Fig. 5). structure and strain fluctuations are not observed, and that

At the same time, jumps iE,(T) are not observed at '€moves an additional mechanism of broadening of the exci-
T~210 K, even though according to the data of Ref. 9 this ionic bands af’>Tc,. No such jump is detected in the,
a first-order phase transition. band, although signs of a lowering B{T) are manifested in
The exciton—phonon coupling leads to growth of the? decrease adl'/d T on the segment 315-340 K. A possible

half-width T of the excitonic bands in GEdl,. For theA,  reason for the differences In(T) for theA, andA, bands is
bandl'(T) increases from 0.18 e{80 K) to 0.4 eV(420 K),  that the maxima of these bands draw closer togethe0.02
while for the A; band it increases from 0.35 el@0 K) to ~ €V) for T>Tg,. This makes the interaction of th, band
0.74 eV(420 K) (Fig. 3b. The average value of'/dT over ~ With the interband absorption edge more efficient, and its
the entire temperature interval is equal to 0.605additional broadening due to autoionization compensates the
% 102 eV/K for the Ag band and 1.06 102 eV/K for A;. lowering of I' for T>T.,. A similar, flatter trend of '(T) is

The larger value of for the A; band is obviously due to observed at the second-order phase transition from the tri-
additional broadening on account of autoionization ofAge  clinic to the monoclinic phase fof>T:3=210 K, which is
exciton as a result of the superposition of theband on the ~apparently due to a slight decrease in the number of domain
interband absorption edge. The practically linear character ofalls at the transition to the more symmetric phase.

the overall trend of the temperature dependence of the half- The unusual behavior of the temperature dependence of

width of the excitonic band indicates that the excitons inthe spectral position and half-width in interval Ill can be
Cs,Cdl, are low-dimensionait According to Ref. 21, ascribed to the existence of an incommensurate phase. When

I['(T)~T? T, and T?® for three-dimensional, two- the temperature is raised from 320 to 380 K the maximum of
dimensional, and one-dimensional excitons, respectivelythe excitonic band is shifted to lower frequencies, the great-
The low dimensionality of the excitons in g3dl, is consis-  est shift @Ey,/dT=-6x10"%eV/K, A, band being
tent with the assumption of their localization in the £dl  reached af ;=380 K. An analogous shift with a somewhat
tetrahedra, the spatial distribution of which exhibits layeringsmaller value ofdE,,/dT| occurs for theA; band(Fig. 4a.
(Fig. 1). At T>T, theE(T) curve becomes flatter and is similar to
The monotonic character &f(T) is disrupted somewhat the temperature dependence oK T.,. The half-width on
at the phase transition temperaturesTa and T, one ob-  this same segment increases nonmonotonically with increas-
serves a small bum@ig. 3b, and in the region of the tran- ing T, reaching saturation afi=T.,. These results agree
sition to the paraphasél{;) the half-width of the excitonic with the data of Ref. 10, according to which the transition
bands decreases slightly and then growsTiorT; because from the incommensurate to the commensurate phase is ac-
of the exciton—phonon coupling. companied by a substantial redistribution of the intensities of
The temperature dependencel¥(T) in Rb,Cdl, (Fig. the two luminescence bands of the ¥nions at T,
4b), as that ofE,(T), has three distinct intervals within =384 K. The temperature dependence Ef(T) and the
which the temperature dependence of the half-width of thé&ink in I'(T) at the transition to the commensurate phase
excitonic line varies in accordance with different laws: suggest that the transition from the incommensurate to the
[—90-210 K, 11—210-315 K, 111—320-370 K. Ininterval I commensurate phase is a first-order transition. It is possibly a
the half-width I'(T) increases linearly at a rate af/dT  phase transition of the order—disorder type wherein the tet-
=9.6x10 4 eV/K for the A, band and 4.410 % eV/K for  rahedra of iodine ions acquires an arbitrary orientation with

2,6
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Collective vibrations of a lattice of screw dislocations as an example of the dynamics
of an acoustic superlattice
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Equations for small oscillations of a dislocation lattice are formulated in a simple one-component
model. The lattice is formed by a periodic system of parallel rectilinear screw dislocations.
Long-wavelength collective vibrations are described, among which are found vibrations similar to
plasma oscillations in a system of electric charges. The possibility of a gap appearing in the
frequency spectrum near the analog of the plasma frequency is pointed a2@0® American
Institute of Physics.[DOI: 10.1063/1.1602351

Many papers devoted to the dynamics of vortex lattices  If there are rectilinear screw dislocations directed along
have appeared in recent years, particularly in the theory athe z axis, then the elastic field is more conveniently de-
superconductivitythe Abrikosov vortex lattice; see, e.g., the scribed not by the displacement along thez axis as a
reviews'?. Screw dislocations in a crystal are analogous tofunction of the coordinate and time but by the distortion and
vortices, but the dynamics and interaction of the dislocationshe velocity of the displacements. For describing the shear
differ from those for vortices. Rectilinear screw dislocationsfield of screw dislocations it is sufficient to introduce a dis-
interact like rectilinear electric charges, and it is expectedortion vectorh and a velocity:
that plasma oscillations will arise in the dynamics of the

di_slocatior_1 lattice’* Unfortunatgly, the authors of Ref._ 5 h=grad w (hi:ViW: ‘9_"") i=123:
failed to discuss plasma oscillations in a system of rectilinear IX;
dislocations.
In the present paper we consider a lattice of parallel :‘?_W )
screw dislocations on the basis of a simple model. A one- at’

mponentscalar modelof vibrations of the cr li . . .
componer §caa odelof vibrations of the crysta ;used The stress will be characterized by a vectgrwith o
in which it is assumed that all of the atoms are displaced .

. L : .~ =Gh;, whereG is the shear modulus.
only in one directiorf. Such a model gives a correct descrip- . L
. L . . . . Then the wave equation for the elastic fiéld takes the
tion of the elastic field created in an isotropic medium byform
parallel screw dislocations. The solution of such a problem in
a real vector displacement scheme can in principle be found 1 dv
analytically, but it permits obtaining the dispersion relation divh— 2 E:O’
of the dislocation lattice only in implicit form. In the present
problem of oscillations of the plasma type such a treatmeniherec?=G/p, andp is the densitymass per unit volume
does not yield qualitatively new results in comparison withof the substance.

3

those obtained in the scalar model. The presence of dislocations gives rise to a new equation
By dislocation lattice we mean a system of parallel
screw dislocations orientated along thexis and intersect- curl h=-—1g, (4)

ing the xy plane at discrete periodically arranged IC’omts’wheren, the density of dislocations, which in the case of an

fi)rmmg ahZD Ia’Ft'CE' the unit ceI_I of l\Nh'Ch hfasharSg: SI . individual dislocation intersecting the plaze=const at the
=N&), whereS is the cross-sectional area of the sample 'npoint Xo=(Xo,Yo) is equal to

the xy plane andN is the number of dislocations. The coor-
dinates of those points in the equilibrium lattice are 7= Th(X—Xg) = T 8(X—Xq) (Y —Vo);

hereb is the modulus of the Burgers vector, ands the
x(n)= RHEE a,n,, n=(ng,n,0), ) tangent vector to the dislocation; for a static dislocation it is
a conveniently chosen ag0,0,—1). The density of disloca-
tions in the lattice is
wherea, («=1,2) are the basic translation vectors of the
Ect)ttr:cszf (a,~a is the distance between neighboring disloca- = szn: S(x—R,). (5)

1063-777X/2003/29(8)/3/$24.00 697 © 2003 American Institute of Physics
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If the dislocations movévibrate), then Egs.(3) and(4) do  the dislocation line at the given point. In the analysis of the
not change, but a new dynamical variable of the dislocatiorvibrations under consideration here the curvature of the dis-
structure appears: the displacement vector of a dislocatiolocations is not taken into account, and the fo(&8) in-

line in thexy plane:u=(uy,uy,0) (of courseu=u(n,t) for cludes only the stresses created by the other dislocations.
the nth dislocation, which determines the instantaneous co- S is the force due to the discreteness of the lattice, in-
ordinate of an element of the dislocation: cluding dissipative forces. As we are interested in the disper-
sion relation for small vibrations, we neglect the latter and

take the forceS in the form

The time dependence of the displacement vegtgives the S= — melu (14)
velocity V of an element of the dislocatiow.,= du,,/dt. o

The presence of the dislocation velocity field generates avhere w is the frequency of vibrations of the dislocation
new dynamical characteristic of the system of dislocations—string in a valley of the Peierls relief.
the dislocation flux density. The introduction of a disloca- Let us investigate the long-wavelength vibrations of the
tion flux density is a key development in the construction ofdislocation lattice, assuming the wavelength of the vibrations
the dynamic elastic field of moving dislocations. The vectoris much larger than the lattice perial (ak<<1). In this

X,=R(n)+u(n,t).

j arises in the frequency dynamical equatidh: approximation the distribution of the dislocations can be as-

sumed continuous, characterized by a densify,t). In

ah L .

—=grad v+j. (6)  equilibrium n=ng, whereny=1/S,=const. The dynamics

ot of the lattice is governed mainly by the average dislocation
nonzero components

an . .

E%—curl j=0. (7) Jo(X,1)=bnge ,gVa(x,t), a=12, (15

whereV is the average velocity of the dislocations. The ve-
locity V must be determined by the equation of motion of the
dislocations(11). We write the equation of motiofi1) with

The flux density created by an individual dislocation in a
linear approximation iru andV is given by the formula

Ja=be 5V 5(N) S(X—R(N)), (8)  the use 0of(13) and (14):
where the matrix 5 is equal to Vv, bG
ap 1S €4 + 02U =— e o ghy. (16)
0 1 at m
€ap™ ( -1 0)' a=12. ©) We differentiate(16) with respect to time and use Egs.
(6) and (15). After elementary calculations we get
The dislocation flux density in the lattice is the sum of 2y bG 5
the quantitieg8) over the whole lattice: a 2, 2 _Dbe v
2 +(wgt+wp)V, m 8aﬁaxﬁv (17
Ja=beap2s V(N S(x=R(n)). (100 where
. . bZG Ng
Collecting together Eq<3), (4), and(6), we obtain the w2 = ] (18)

. s . X . |
total system of equations describing the elastic field in the P m

Sample if the distribution of dislocations and their fluxes arethe frequencwpl is the ana|og of the p|asma frequency_

known. To close this system it is necessary to write equations  we now differentiate Eq(3) with respect to time and
of motion for the dislocations under the influence of the elaszgain use relatior6):

tic fields. The simplest form of such an equatioh is

P w
v, T2 2| VT T 0NpE 4 Va V.
m—==f,+S,, (1D) e at
(Here A is the Laplacian operatgr.
wherem is the effective mass of a unit length of the dislo- The pair of equation$l7) and (19) describe the collec-
cation: tive dynamics of the dislocation lattice and the elastic field. It
2 is easy to see that the equation for the “longitudinal” vibra-
m=-—Ilog| —|, (12 tions of the lattice separates. Indeed, for the variable
4m o P=divV=V,V,, it follows from Eq.(17) that

where R is either the length of the dislocation line or the P
distance between dislocatioag(in our casg r is the inter- i wfP=0, of=wj+w), (20)
atomic distance, anftlis the elastic coupling force with the
other dislocations, which is equal to wherew, plays the role of the frequency of the longitudinal

vibrations of the lattice.
The longitudinal component of the average velocity of
In the case of a curved dislocation line expresdib8  the dislocations is derivable from a potenti‘dﬂ)=VaQ, a
will include the self-force from different elements of the =1,2. Taking that into account, we see that the “longitudi-
same dislocation, which is proportional to the curvature ofnal” vibrations of the elastic field =v(z) do not depend on

fa:bSO(”B(TB:bGSa’BhB. (13)
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the lattice vibrations. Thus one branch of collective oscilla- ®

tions (we call it the branch of “longitudinal” vibrationscor- '
V1
(

responds to independent oscillations of the elastic field
=v(z,t) with the dispersion relationw=ck, and to
compression—rarefaction oscillations of the dislocation lat- KN
tice P=P(z,t) with a plasma dispersion relatian= w, .
To describe to “transverse” vibrations we introduce the g
variable o, '

M=bng(curl V),=bnge,;zV,Vg. (21 /
The equation for this variable follows frofi7): o, 7 ‘:i

FM , v
e +ofM=— wpl_ZﬁXa . (22 ‘

The “transverse” collective vibrations are described by Eq. 0 n/a 2n/a 3n/a kK
(22) and the following equation obtained frof@9) for the

. FIG. 1. Di f the di i latioh—w=ck, 2—plot of Eq.(2
functionv(x,y,t): G iagram of the dispersion relatioh—w =ck, plot of Eq.(26),

3—expected form of the graph in the short-wavelength region.
10 &
(EZEZ_(S’_XE)U_M. (23)
basis of a study of the dynamics of the discrete dislocation
. . . . . lattice. That is a subject for a separate study. We can only
dispersion relation relation for a wave with wave veckor )
(K, k,.0): state that the graphs of the lower branch is _clo_sed_by the
Xy curves illustrated schematically by the dotted liseim Fig.

0*— (0l +c?k?) w?— wic?k?=0. (24) 1. Whether or not there is a band of forbidden frequencies
between the upper and lower branclkigap in the spectrum
one cannot say on the basis of a long-wavelength treatment.
However, one can say that the frequency spectrum has a
ﬁimiting frequency w, that marks the edge of the upper
branch of vibrations, which can certainly be manifested in
the acoustic resonance properties of a crystal with a disloca-
tion lattice. An important feature of this frequency is the
dependence of its position on the density of dislocations in
the lattice (on the value of the lattice peripdThe experi-

o ] mental detection of this resonance behavior of the limiting
The vibrations are characterized by a transverse sounlequency would be direct confirmation of the existence of

velocity, the value of which is less than the sound velocity jasmalike collective oscillations in the dislocation lattice.

in the medium without the dislocations. The author is grateful to O. V. Charkina for assistance in

High-frequency branchFor ck>w, the inertial disloca-  organizing this paper, to Ali Najafi and Ramin Golestanian,

tion lattice is not entrained in the motion, and one observegne reading of whose manuscript called his attention to this
only vibrations of the elastic field with the usual sound d's'problem and to V. D. Natsik for helpful comments.

persion relatiorw=ck. Finally, in the long-wavelength limit
(ck<wg) we obtain

The compatibility conditions fof22) and (23) give the

Equation(24) has two roots fow?, which correspond to
low-frequency and high-frequency oscillations. Without writ-
ing the trivial expressions for these solutions in quadrature
we note the following:

Low-frequency branchFor ck<wg the dispersion rela-
tion has the form

o
w=—|—

)

ck. (25

9 2 *E-mail: kosevich@ilt.kharkov.ua
W =i+

901|224 k2 26
Tlc(x+y)' (26)

In comparing the graphs of the two branches of the dis-
persion relation, one must be partlgulgrly Caref.UI n re.ndermglG. Blatter, M. V. FeigeI'man, V. B. Geshkenbein, A. I. Larkin, and V. M.
t_he Iow-f_reque_ncy branch. The point is that dlsper§|on rela- vinokur, Rev. Mod. Phys66, 1125(1994).
tion (24) is valid forA>a (or ak<<1). At largek the disper-  2E. H. Brandt, Rep. Prog. Phy58, 1465 (1995.
sion relation of the lattice manifests a periodic dependence€A. M. Kosevich, Dislocations in the Theory of Elasticitjin Russiar),

i : ; : : Naukova Dumka, Kie¥1978; A. M. Kosevich, “Crystal dislocations and

Or? the anSI wave vector, with the r?mpro?al |attIC§ perIOd the theory of elasticity,” inDislocations in SolidsF. R. N. Nabarrged),
G: w(k)=w((k+G). Therefore the dispersion relation ob-  vo|. 1, North-Holland, Amsterdant1979, p. 31.
tained is actually valid in all small neighborhoods of any “A. M. Kosevich and M. L. Polyakov, Fiz. Tverd. Teldeningrad 21,
reciprocal lattice vectag, i.e., fora|k—g|<1. Consequently, 52941(1_37% [Sov. Phys. |50“d Sdtat@l 169?(1979]- v
we are justified in drawning only the part of the graphs X‘zX'(lNE')G%aaev' A.N. Orlov, and G. G. Taluts, Fiz. Met. Metallovet,
shown by the heavy solid linelsand2 in Fig. 1 for a certain  sp M. Kosevich, Theory of the Crystal Lattice (Physical Mechanics of
“good” direction in the reciprocal lattice. The continuation Solids)[in Russiaf, Vishcha Shkola, Kharkoy1988; A. M. Kossevich,
of the graphs of the lower branch ki 7/a and also the The Crystal Lattice. Phonons, Solitons, Dislocatiovsley-VCH, Berlin
indicated crossing of the graphs of the upper branck at (1999.

=(p+1/2)w/a, p=1,2,3,... can be described only on the Translated by Steve Torstveit
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