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The propagation of surface and bulk spin excitations in ferromagnetic semiconductor

superlattices consisting of alternating monoatomic layers of two types of cubic Heisenberg
ferromagnets is considered. The Green'’s function method is used to obtain the dispersion relations
describing the propagation of surface and bulk spin waves in the superlattices and also the
temperature dependence of the magnetization of the localized spins. The results are integrated
numerically and presented graphically. Z)03 American Institute of Physics.
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The problems of synthesizing and studying superlattices In this paper we determine the regions of bulk spin
(SLs) made up of alternating layers of different magneticwaves, surface optical and acoustic modes, and the tempera-
materials have been attracting a great deal of attention rdure dependence of the magnetization of the localized spins
cently. Such superlattices have new physical properties difin semi-infinite simple cubic ferromagnetic semiconductor
fering considerably from those of the constituent materialsSLs. It is assumed that they are made up of monoatomic
themselves:? layers of material “1” alternating with monoatomic layers of

Research on crystalline magnetic semiconductor materimaterial “2” and that each of these atomic layers lies in the
als has been widely reportéd® while SLs made from these [001] plane(Fig. 1).
materials have been studied much less. Surface and bulk spin
waves (SSWs and BSWsin ferromagnetic semiconductor
crystals both with narrow and with wide conduction bandsil. HAMILTONIAN OF THE SYSTEM AND THE GREEN'S
were considered in Refs. 6 and 7 for all temperaturesUNCTION FOR LOCALIZED SPINS
T<T, (T, is the critical temperatuje Some of the qualita- . . . )
tive fceatljres of SLs can be explained most easily for th% In this Section we present calculations of the Green's

. 2'13 . . . . . _
example of a simple cubic structure consisting of alternatin unctior** for localized spins in _ferroma_gneuc_ semicon
monoatomic planes of different materials. uctor SLs and use them to obtain the dispersion relations

Examples of the fabrication of short-period SLs, their:c/fl)rr1 I?S\tlxs a;[( Iﬁwn temp\)/err?tur(iar?t mt trf rn&rrow-gdandtillirqnlt,
experimental study® and theoretical model calculations ere the exchange overiap integlg! for the conductio

based on the experiments are given in Refs. 10 and 11. Thoeéectrons is not taken into account. This approximation can

papers considered the magnetic properties of SLs consistin v t‘;zeg(;';gizggﬁ rbe;?]t(;m'i'f Lﬁehggjniéghgiﬁ:asnthee ivr\ll'lgthral
of layers of magnetic insulators. It is clearly of practical ' 9 gral,

interest to study SLs consisting of magnetic semiconduc:toir;l!f]dS IS the.value of the localized spfrin addition, we will
give a relation for the temperature dependence of the local-

materials. ; L
aterials ized magnetization of the SL layers.
The total Hamiltonian of the system under study is ex-
d=2a pressed as a sum of three terms: the Heisenberg Hamiltonian
* O O * O * ... H,, for the localized spinsd andf type9, the Hamiltonian
* 0O * O *x O * . . . He representing the kinetic and Zeeman energies of the con-
x« O « O % O = duction (s) electrons, and the Hamiltoniad, of the s—d
« 0 « O « O « . (s—f) interaction®’
* O * O * O * . . . H:HM+HE+H|, (1)
ror (m—1) m (m+1) 1
yl Ho Hu==752 3iS§~2 gimaHoS,,
X 1] i
z He= > ti,jaiJraajo_geMBHOEi st

FIG. 1. Model of a semi-infinite superlattice consisting of alternating atomic e

layers of two different materials, the localized spins of which are repre-
sented by asterisks and circles, while the dots stand for a repetition of the H=- 2 I;Sis; .
unit cells of the superlattice. i
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For studying the magnetic excitations of the system we  Making use of the translational invariance in tkg
introduce two Green’s functionne for the localized and plane, we define the Fourier transformation
one for the free electron spin operatomshich are defined as
Gi,i()=((ST (D[S (0))) and G/ j(1) =((s/ (1)[S (0))). 1 _

Using the Fourier transform of the Green’s function in G j(w)= N; Gmm (@, k) expik(ri=ry)], ()]
the random phase approximation, we can write the following !

combined equatiof: , _ _
wherek; = (ky,ky) is a two-dimensional wave vector parallel

HEHIEH to the[001] plane, andn andm’ are positive integers num-
©—geugHo—1i{(S) bering the planes of the lattice, which contain sited]j.
The normalization constam is the number of sites in each
plane of the lattice.

Supposing that thenth layer consists of material “1”
and the (m+1)th layer material “2” and taking(3) into
+<S|z>25 Ji,i+aGi,i+5(w)=2<S|Z>5ij _ ) fi\g(r:](;unt, we obtain froni2) the following system of equa-

o—giugHo—1i(s)—

—25 Jii+ (S (@) | Gj j(w)

[N (@) —4J1<Si> 7(kll)]Gm,m’(ka\\) +J<Si>[Gmfl,m’(wakH) + Gm+l,m'(‘"akH)] = 2<Si> 5m,m’ )

4
[)\Z(w)_4J2<S§>7(kll)]em+l,m’(kaH)+‘]<S§>[Gm,m’((l)ak\\)+Gm+2,m’(kaH)]:2<S§>5m+1,m’ . @
|
Here y(k;) = 1—0.5(cosk,a+coska), fourth order. Consequently, the bulk spin-wave spectrum of
the SL under study, both in the low- and high-energy regions,
M(w)=o—gugHy—I |(s,z>—2J<$2,> has two energy branches instead of one.
2 e 2 The poles of the Green’s function, which determine the
_ (S (s A1'=1,2, 1"#1) energies of the elementary excitations, are the roots of the
o—gepgHo—1(S) o ’ following fourth-order equation:
J, andJ, are the exchange interactions between atoms of a w*+c10’+ c0°+czw+cy=0. )

layer consisting of material “1” and material “2,” respec- W

here
tively, and J is the exchange interaction between adjacent

atoms of different layers. C1=— @1~ 2~ 4y(k)(J(S])+IAS5)),
The system is periodic in the direction of thexis with
a lattice constant=2a. According to the Bloch theorem, Co= 1+ ¢t @102+ 4y(K)[IAS5) (FeprsHo+ 1 2(S3)

one can take Gz m+1)m (@.K)=Gm(m-1)m (@.K)

Z Z
x exp(k,d).1t'** Then the system of equatior(d) can be T 91) +J2(SD)(GersHot11(S) + ¢2)]

written in matrix form: — 2(SEN(SHH[8313,¥2(k,) — I%(1+ cosk,d) ],
( M(w) —431(S) y(k)) J(Si)[lJrexp(—ikzd)]) Ca=—43x(S5) y(K)[ ¢1(gemsHo+12(S5) + ¥1]
HSLrexp—ikd)] Aglw) =43 r(k) —40,(SD ¥k 2l GetzeHo+ 1 (D) + 2]

X( Gm,m’(wyku)
Gm+1,m'(waku)

:( 2(S0) 8nm ) ) — 2(SE)(S5)[83,3,72(Ky) — IX(1+cosk,d) ]

2<S§> 5m+ m’ '
' X[2gemgHo+11(SD) +1(SH)1— @182~ 193,

The dispersion relation describing the propagate of , ,
BSWs along the axis of the SL can be obtained from (By. Ca= P11+ 43(S5) y(K)) 1(GepgHo+12(S5))
4 4 4 Z
163,35(SE)(SE) y2(K)) — 4L Jo( SN (@) +431(S) v(ky) ra(gemgHo+ 11(S1)) + 2(S1(S)

FISINS(0) 17K+ N s @)k o(w) X[83:377(k) ~ (1 + cosked) N gensHo

—2J<Si><5§>(1+COSkZd)=O. (6) +|1<Si>)(geMBHO+I2<S§>)r

_ , , _ = Ho+ Ho+ 1(S)+1,{sf
Equation(6) in the particular case when the two materi- ¢ 9e/Bm 0™ diksTo (S Hs)

als are identical, i.eJ,=J,=J, 1,=1,, (S})=(S5), simpli- +2X(Sy (1,1'=1,2; 1#1"),
fies to the three-dimensional dispersion relation for ferro-
magnetic semiconductor crystdls. = (@isHo+ (S +23(S7)) (GepsHo + 1(S)

Unlike the dispersion relation of second ordekimgiven o n s s
in Ref. 7 for bulk ferromagnetic semiconductors, E.is of — IS {(s)-
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_We denote the four solutions of equatién as wy (!
=1,4, k=(k;,k;)). Then the expressions for the Green’s
function can be written in the forth'*

4
Gm,m<wk>=|§l a0 ) (0= o), Gy 1me1(@y)

4
=|§1 A w ) (o= i), ®)

ay.(2)( ) =2(ST. o) [N 21y (@) — 4321
X(%;(l))V(k\\)]/H (0= @) (I#1").
I/

At low temperatures the local magnetization of théh
layer can be obtained from the relation®

“m(T) .
pm(0) kg,z

.
1—lem

7—0

Tanriverdiyev et al.

([N e(@)—43(SE (k)G + H(SDHG o
= 2<S§> 5l,m’ y
[N (@) =43 (SH) Y(K)1Gom +I(SE N (G + Gam)
{  =2(S)8m,

1
1+=
X

[N (@) —43(S) y(k)1G3zm +I(S) Go

\ =2(S)) I3,
11)

wherex=exp(—ik,d),
(@) =w—gugHo— (s —I(S,) — 15(SH(sD)/

(0—geugHo—1 S<S§>)

Using Egs.(6) and (11) with allowance for the relation
cosk,d=(x+x"1)/2, we obtain a dispersion relation linear in
v(k,) for the SSWs:

Ns(@5) (X+1)(S)) = i (05)(S9) — 4(SNSY)

Gm,m'("’k+iT)_Gm,m’(wk_iT)
Xf exp oy /kaT) — 1 o - O X [I(1+x)— 3] p(k) =0, (12)
Using (9) and the Dirac relatiol? wherex=x(ws) is the root of the cubic equation
1 d1X3+ d2X2+ d3X+ d4:O, (13)
lim — — — | =27 8(wy),
rol@ it oytin dy=— PIHSHASHXSE ),
we obtain do=(SHIN e (@) IS~ Ao(@9) 3, (S]]
4
Pl D) A @) XN @9)35(SD Ao 09) (S ]~ 21433, 23,)
Hm(0) =1 kEB,z eXPlwy /kgT) —1° D)D) 2
s . X(SHASHASL),
Mm+ a(w
i ® " el T 10 G DA (SS9 + (S (SIM(

—(SHON( @) I[I(SHN (@5) = I(SHINs(ws)]
—JA(3IZ+I7- 43I ) (SHASHAS, ),
ds _JZ(JS_Jr)2<S§>2<Sf>2<Sf'>-

Equation(13) was obtained by eliminating/(k;) from

2. SURFACE SPIN WAVES IN SEMI-INFINITE
FERROMAGNETIC SEMICONDUCTOR SUPERLATTICES

It is known that surface effects influence the character of
the behavior of magnetic systems and can substantially alter

the magnetic properties of materidls® In some cases this ) :
leads to the formation of a macroscopically ordered structurg gs-(6) and(11) and then transforming them W'th respegt to
. In the casex>1 the roots of Eq(13) describe acoustic

even at temperatures above the critical temperature in the ; des. f cal q d fox| =
bulk of the sample. Of particular interest is the study Of;usrvz\:\/c%mo es, for<—1, optical modes, and fopx| =1,
surface excitations in different infinite or semi-infinite mag- S
netically ordered systems. These studies have been carried
. ) : . 3. QUANTITATIVE RESULTS AND THEIR DISCUSSION

out for insulating magnetic SLs in the framework of the
Heisenberg exchange modét£® and it was shown that in In this Section we present numerical calculations based
addition to the bulk spin excitations there are also surfacen the theoretical results obtained. The dependence of
ones. The amplitudes of surface spin excitations are in prinw/6J,(S7) on y(k;) given in Fig. 2a for the bulk materials
ciple localized on the surface or near it and fall off with “1” and “2” was obtained by the method described in Ref.
distance from the surface into the interior of the systéft. 7. Bulk spin waves propagating in the SL along thexis
Acoustic SSWs have a constant phase, while optical SSWappear in the regiop0;/d] of the wave vectok,. Using
have a phase change of 180° in going from one layer talispersion relatiori6), we can in the same way construct the
another. BSW bands for the SL under consideratisee Fig. 2h It is

We assume that the surface layer in the semi-infiniteseen that the BSW region is observed in two frequency
ferromagnetic semiconductor SL consists of a materi@l ranges, low and high. The width of the BSW region in a SL
=1,2) and the second layer, of a matendl (r'#r, r’ depends on the transverse component of the wave vector, the
=1,2). Then, by analogy with the procedure used to obtairexchange interaction between localized spins, and-ueor
(4), we can write the following system of equations for the s—f exchange interaction with the spins of the conduction
surface layer and the layers neighboring it: electrons. With increasing exchange interaction between the
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FIG. 2. The bulk spin-wave regions for the materials “1” and “2” which make up the superlattiteand for a ferromagnetic semiconductor SL with

J/J,=2.5 (b) for the following parameter valuegj;ugHq/J1(S;)=0.3, g,=0=0.49,; (S))=(S5)=1; (s)=(s3)=0.5; 3,/3,=2; 1,/3,=30; 1,/J;
=25.

layers of different materials making up the SL, the width of Selecting those roots of equatigb3) which satisfy the

the bands increases. In addition, they are shifted to higheronditionsx>1 andx<—1, corresponding to acoustic and
energies as the exchange coupling becomes stronger. In tgtical SSWs, and then taking their dispersidd®) into
case when the exchange interactions between the localizedtcount, one can construct curves describing the surface spin
spins and the spins of the conduction electron differ stronglywaves(see Fig. 3. It is seen that the acoustic and optical

in materials “1” and “2,” then the gap between the allowed SSWSs appear both in the low- and high-frequency regions.
regions increases strongly. The number of acoustic and optical branches can vary de-

©/6J,(S%)
0/69{S)

§<:V

|
1 2
Y(k| P Y(k| |)

FIG. 3. Dispersion curves for surface spin waves in a semi-infinite ferromagnetic semiconductor superlattice. The shaded part is the bulk gponwave re
and the parameters not pertaining to the surface were chosen in accordance with Fig=dtlthe case when the surface consists of material “1": acoustic
branches, d, e, f, andg correspond to values of the ratig/J, =32, 29, 32, 29, 10; the optical branchesindc to 1/J;=29, 10; b for the case when

the surface consists of material “2": acoustic branchey, q correspond to the valudg/J, =32, 29, 24; optical branches p, u, v, wto 15/J;=32, 29,

32, 29, 24, respectively. In all cases we tq&)=(S;)=(S5), Js=J, (r=1,2).
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one can construct the temperature dependence of the magne-
tization. The magnetization is significantly larger in the lay-
ers of the material with the stronger exchange between local-
ized spins, and at high temperatures it naturally tends toward
zero. The magnetization of the layers also increases with
increasing exchange interaction between ions belonging to
different layers of the SL. In addition, with weakening of the
s—d (s—f) interaction the local magnetization also de-
creases and tends toward zero at lower temperatures.

Hm(T)/km(0)

| *E-mail: solstphs@physics.ab.az
0.5 1
<, T/69(S7)

o ) . IM. G. Cottam and D. R. Tilleylntroduction to Surface and Superlattice
FIG. 4. Temperature dependence of the magnetization of localized spins of Excitations Cambridge University Press, Cambridg89.
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The temperature dependence of the magnetic susceptibility along the principal magnetic axes

of rubidium—dysprosium tungstate RbDy(W)®@ is measured in the temperature interval

0.5-300 K. Strong anisotropy of the susceptibility is observed at all temperatures in that range.

At Ty=0.8 K the susceptibility along all three magnetic axes exhibits a sharp anomaly

due to the phase transition to a magnetically ordered state. At 0.5 K the measured field dependence
of the magnetization along all three axes demonstrates a metamagnetic orientational phase
transition in the directions of the magnetic ayeandz. Another type of anomaly of the magnetic
susceptibility is observed at temperatures of around 5, 8, and 50 K. Analysis shows that

these anomalies correspond to structural phase transitions in this compou2@3cAmerican

Institute of Physics.[DOI: 10.1063/1.1630717

INTRODUCTION states; at room temperature it has monoclinic symmetry, iso-

Double molybdates and tungstates of the typeStructuralto KY(WQ), (Ref. 1), space grouie3,,, with the

MR(XO,),, where M is a monovalent alkali-metal ion, R is following unit cell parametersa=10.66 A, b=1045A,
a rare-earth ion, and X is molybdenum or tungsten, form &= 7-569 A, monoclinic anglg=130°27 (Refs. 2 and B
wide class of substances, including a number of families! e unit cell contains four molecules. It should be noted that
with different symmetry of the crystal structure, from tetrag-8t @ temperature of 820°Cithe melting point of
onal to triclinic. This class is of interest in connection with a RODY(WOy), tme=1120°C) the crystal undergoes a poly-
number of features due to the low symmetry of the crystamorphous transformation from theto the 8 modification?
lattice, the small value of the exchange, the significant conFigure 1 shows a fragment of the crystal structure of
tribution from the dipole—dipole interaction of the magnetic RobDY(WQ,), at room temperaturelt is seen that the mag-
ions, the low dimensionality of the magnetic structure, andnetic ions DY, which are surrounded by oxygen octahedra,
the competition between magnetic and electric interactiondorm planes which are separated by Rplanes, which in
which determines the energy spectrum of the magnetic ioturn are surrounded by oxygen polyhedra. Thus the structure
and its features. of the magnetic ions is substantially two-dimensional just for

The layered structure and the strong electron—phononrystallographic reasons. The ground state of th&'Dygn is
interaction, together with a degenerate or quasidegenerafél s,. In the crystalline field of monoclinic symmetry the
electronic ground state, make these compounds structuralyegeneracy is lifted, and the multiplet is split into eight
unstable; they typically exhibit several structural phase tranKramers doublets.
sitions induced by weak external fiel(temperature or mag- Samples of the RbDy(W§), single crystals were grown
netig, often due to the cooperative Jahn—Teller effect. Forby crystallization from the flux at a programmed rate of cool-
such structural transitions, as a rule, a lowering of the syming, and also by a modified Czochralski method. The single
metry of the system and a rearrangement of the energy spegrystals grown were transparent, yellow in color, and natu-
trum of the magnetic ion occur, and that should be reflectegally faceted. The samples were oriented with the aid of an
in features in such properties as the magnetic susceptibility.ray diffractometer.
A peculiarity of the structural transitions in these systems is  The magnetic properties of the RbDy(W@ single
the rather low(in the present case, monoclingymmetry of  crystal were investigated in the temperature range 0.5-300 K
the initial high-temperature state. in magnetic fields up to 20 kOe.

The temperature dependence of the principal values of
the magnetic susceptibility of the RbDy(W)) single crys-

The compound RbDy(W§), investigated in the present tal were investigated in the temperature range 0.5-300 K. In
study is a representative of the double alkali—rare-earth tunghe temperature region 1.8—300 K we used the Faraday

SAMPLES AND EXPERIMENTAL TECHNIQUE

1063-777X/2003/29(12)/5/$24.00 1009 © 2003 American Institute of Physics
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FIG. 2. Temperature dependence of the principal magnetic susceptibilities
of the RbDy(WQ), single crystal in the temperature range 0.5-300 K.

netic along thec andz axes. At ® K a sharp kink appears on
the 1,(T) and 1k, (T) curves, and the anisotropy between
a+c they andz axes vanishes. In the interval 50-5 K the Curie—
Weiss law is obeyed, as before, but with different interaction
constants. In the region 5-10 K two more anomalies of the
magnetic susceptibility are observeti5aK and around 8 K.
method with self-compensation and the possibility of rotat-1"€ Y—2 anisotropy reappears, and the Curie-Weiss law
ing the magnetic field relative to the sample, making it pos-"_‘”th new constants holds down te2 K. Finally, below he-
sible to find the directions of the magnetic axes of the crys/lum temperaturegFig. 2), at Trp=0.8 K, the susceptibility
tal. In the temperature region 0.5-4.2 K the susceptibility2/ong all three magnetic axes exhibits a sharp anomaly typi-
measurements were made by induction methods and alsg! for a phase transition to a magnetically ordered state. The
with the use of a vibrating magnetometeFhe temperature transition temperature is determined from the maximum of
was regulated by pumping dite vapor. The magnetization the derivatived)_(/dT. This value is in good agreement with
along the principal magnetic axes was investigated usind'® heat-capacity qaﬁ%bove the temperature of the transi-
a vibrating magnetometer in static magnetic fields up td!on to the magnetically ordered state, in the region 1-2 K,

FIG. 1. Fragment of the crystal structure of RbDy(W®O(Ref. 1).

20 kOe. broad maxima ofy are observed along all three magnetic
axes.
EXPERIMENTAL RESULTS We also investigated the field dependence of the magne-

tizationM of the RbDy(WQ), single crystal along the prin-
A study of the angular dependences of the magnetic sus-

ceptibility of the RbDy(WQ), single crystal in two mutu-
ally perpendicular planes made it possible to determine the
directions of the principal magnetic axes of the
RbDy(WGQ,), crystal. The magnetic axig coincides with

the crystallographic axib. The magnetic axes andz lie in

the plane perpendicular to the axis, and thez axis is in-
clined to thec axis by an anglep=12°.

Figures 2 and 3 show the temperature dependence of the
magnetic susceptibility along the principal magnetic axes
of the RbDy(WQ), single crystal in the temperature range
0.5-300 K.

It is seen that RbDy(Wg), has strongly anisotropic
magnetic properties at all temperatures in this range. This
anisotropy is due to the effect of the low-symmetry crystal-
line field on the Dy ions.

The temperature dependence of the inverse magnetic
susceptibility 1§, shown in Fig. 3, can be separated into /
several temperature regions. In the interval 300-50 K the v
1/x(T) curves are well described by straight lines, i.e., they
obey the Curie—Weiss lawy;=C;/(T—®;). One notices — T T T T T
the different signs of the Curie—Weiss consta@tsfor the 50 100 150 200 250 300
different magnetic axes. This attests to a different character T.K
of the spin—spin interaction along the different magnetic di-giG. 3. Temperature dependence of the inverse magnetic susceptibilities of
rections: ferromagnetic along theaxis, and antiferromag- the single crystal RbDy(Wg), in the temperature range 0.5—-300 K.
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osol C4=0.000362 crik/g, C,=0.00556 cmk/g,
200 ,....:==.:-:::-:t:-=l:':':'5' C,=0.0025 cmik/g,
- L -
O /,/ -,J RbDY(WO,) :::)Z( 0,=-23 K, 6,=-0.6K, ©,=-0.8 K.
c /
-% 150 s T=05K Using these data and the relation
s /
N [
3 100} /-/ o Ci=[NgPug 2S(S+1)]/3K, 1)
‘2? i ./'_/'/ whereN is the number of spins per unit volumgg is the
50 /,/,-’ Bohr magnetonS is the effective spin, equal to 1/2, akds
ot I A ERNNISRNS  et Boltzmann’s constant, we can estimate the principal values
; . . . ) of the g factors:
0 5 10 15 20

gx=0.6, ¢,=2.38, g,=1.59.

These values differ substantially from the experimental
FIG. 4. Field dependence_ of the magnetization along the principal magnetigg|yes obtained in the EPR studies, both ogs: 0.8, gy
axes of the RbDY(WE), single crystal at 0.5 K. =8.7, g,= 2.65 and the estimated values obtained in Ref. 7.
It should be noted that the EPR data attest to the presence of
] ) ) _two nonequivalent magnetic centers, rotated inytkaeplane
cipal magnetic axes over a wide range of temperatures. Flgb-y an angle close to 45°. The presence of two nonequivalent

ure 4 shows the results for a temperaflire0.5 K. When an  centers is characteristic for this class of crystals, which have
external magnetic field is imposed along the magnetic §xes 4 ¢rystal lattice with four rare-earth ions in the unit cell.

and z the magnetic moment increases rapidly and goes t0 A gifference between thg factors obtained from sus-

saturation. The saturation moment along these axes hgs aBsptibility and EPR measurements is generally not surpris-
proximately the same value-224 G. Along the magnetic jhg since all the occupied energy levels of the magnetic ion
axisx theM(H) curve remains linear to the maximum field, contripute to the magnetic susceptibility, while the EPR char-
around 20 kOe, and the value of this moment remains smallteristics are determined predominantly by the properties of
in comparison to the values for the other axes all the way t9ne |owest doublet of the cobalt ion. In the present case this
the highest magnetic fields used in the experimengpnarently means that the end levels of the dysprosium ion

(My(z/My~24 at 20 kOg No hysteresis oM(H) is ob- 5re not very high-lying and give a substantial contribution to
served. Aboe 4 K the dependence of the magnetization ory,e susceptibility. Unfortunately, in our case relatiéh,

the applied external magnetic field has a typically paramagdfom which theg factors were determined, ceases to hold
netic character. exactly (it is valid under the condition that only the lowest
Kramers doublet of those arising in the splitting of fté;s/,
state of the Dy ion under the influence of the spin—orbit
interaction and the crystalline field is occupigdnd the es-
Since above helium temperatures the field dependence timates obtained for thg factors can only be regarded as
the magnetization does not reveal the presence of a magnetbugh estimates. For an exact calculation of the magnetic
cally ordered state, and the temperature dependence of tlseisceptibility in this case one needs to know the structure of
susceptibility is described satisfactorily by the Curie—Weisghe spectrum of the dysprosium ion, and that requires optical
law, one can say that the sample is found in a paramagnet&tudies.
state. In that case the susceptibility anomali@sd, hence, The transition to the magnetically ordered state occurs at
the rearrangement of the energy spectrum of th'Dign)  T=0.8 K. The transition occurs to an antiferromagnetic
are due not to magnetic but to structural phase transitions. Ktate, since the negative values of the Curie congfarin-
should be noted that the transition at 5 K is confirmed bydicate an antiferromagnetic character of the exchange inter-
measurements of the heat capatind EPR spectraStruc-  action along all three magnetic directions. A characteristic
tural studies are needed to determine the symmetry of thieature of the temperature dependence of the principal values
low-temperature phase. The anomaly in the 8K region is apef the magnetic susceptibility tensor of RbDy(\WQ is the
parently also due to a structural transition, which is observegresence of broad maxima gf(T) above the transition tem-
in optical and thermal measuremeffs’ but it is much less peratureT .. Generally speaking, such maxima are charac-
pronounced, apparently because it entails a much weaker reeristic for low-dimensional magnets, although the question
arrangement of the energy spectrum. The transition in the 56f low dimensionality of this magnetic system requires spe-
K region has not been observed before. cial examination, particularly since the Curie constafts
Although RbDy(WQ), is paramagnetic at all tempera- obtained are not very different.
tures aboe 2 K in therange investigated, the magnetic char- The low value of T, indicates a small value of the
acteristics responsible for the transition to the magneticallexchange interaction between the*Dyions, and it can be
ordered state at 0.8 K are determined by the temperatur@ssumed that the contribution of the dipole—dipole interac-
region below 5 K, i.e., below the last structural transition.tion to the magnetic properties of this compound should be
From the data on the temperature dependence of the princppreciable.
pal magnetic susceptibilities in this region, one can find the The energy of the magnetic dipole—dipole interaction
constants in the Curie—Weiss lay«=C; /(T+0;): between nearest neighbors can be estimated with the use of

Magnetic field, kOe

DISCUSSION OF THE RESULTS
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the standard equatiofEyq= — 2Zg?u3/R°, whereZ=4 for b
the a planeg~2, andR~4 A is the distance between neigh-

boring ions. The estimated value &, is around 0.3 K.

With this value an estimate of the exchange interaction from

the value ofT, in the molecular field model gives

JIk=T /[ZS(s+1)]~0.27.

We see that the contribution of the dipole—dipole inter-
action to the spin—spin interaction is rather large. Unfortu-
nately, the lack of data on the low-temperature structure of
RbDy(WGQ,), does not permit a more precise calculation of |
the dipole—dipole contribution to the Dy—Dy interaction. o

Let us consider the field dependence of the magnetiza- .
tion of RbDy(WQ,), in the ordered state. As we have said, ¢=12 \
the magnetization along the magnetic axiss small com-
pared to that along andz, indicating that the moments lie
in theyz plane, which according to the experiment is rotated
by 12° relative to the crystallographic plafe. When a
magnetic field is imposed along the magnetic axemndz,
one observes a rapid nonlinear growth of the magnetization
with saturation in fields of around 10 kOe for thieaxis and
6 kOe for thez axis. A magnetic-field-induced orientational
phase transition occurs. In an antiferromagnet, depending on FIG. 5. Proposed magnetic structure of RbDy(WO
the relationship between the exchange endtgyand the
anisotropy energ¥, , this can be either a spin-flop transi-
tion (Eg=E,) or a metamagnetic transitioEf<E,). Ina moment along the axis indicate that the moments of the
metamagnet the orientation of the magnetic moments is rigsublattices lie in theyz plane. Further, the fact that the be-
idly specified by the anisotropy fields, and the orientationahavior of M(H) is about the same and the values of the
phase transition occurs by hops of the magnetic momentsaturation magnetization are the same alongythedz axes
from one allowed position to another when the energy of thesuggests that the projections of the moment along these mag-
external magnetic field exceeds the exchange field. In thatetic axes are equal. No kind of collinear magnetic structure
case the transition can be either second-oftler magneti- can account for this. Consequently, the magnetic structure
zation changes continuously, and there is no hysteresis realized in RbDy(WQ), must be noncollinear, with mo-
first-order(there is a jump in magnetization, and hysteresis isments lying in theyz plane. This means that the moments of
observed see, e.g. Refs. 10 and 11. The second-order trarthe sublattices deviate from the magnetic aftethy andz)
sition occurs below the ordering temperature but above they an appreciable angle. Taking into account that the
triple point, at which it gives way to a first-order transition. RbDy(WQ,), lattice contains two macroscopically non-
The shape of the sample and its finite size lead to demagnegquivalent ions rotated by an angle-efi5° (at four ions per
tizing fields, which smear the picture, so that the transition atnit cell) and the absence of a spontaneous moment in this
a given temperature occurs not at a point but in an interval oEompound, we can explain the experimental data on the field
fields on account of the demagnetizing factors. The width oflependence of the magnetization by a planar four-sublattice
the interval in which the metamagnetic phase transition ocnoncollinear mode(the alternative version, a two-sublattice
curs through a mixed state consisting of a mixture of regionsnodel with canted sublattices, is contradicted by experiment,
of the flipped and unflipped phases is determined by theince in that case one should observe a nonzero spontaneous
geometry of the sample. The demagnetizing factors can bmagnetic moment in one of the direction§he circumstance
estimated from the experimental dat@H/sM=4=N;). that the saturation magnetization is possibly the same in the
They are found to b&,~2.5 andN,~1.6. Unfortunately, y and z directions allows one to assume that the canting
however, since the shape of the samples was irregular arahgle of the sublattices is close to 45°, which is consistent
multifaceted, far from the simple bodies for which the de-with the EPR data.
magnetizing factors can be calculatelipsoids, cylinders, Thus an analysis of the susceptibility and magnetization
planes, we cannot make any estimates of the field interval.data makes it possible to determine that the magnetic struc-

Based on all we have said and in view of the presence ofure of RbDy(WQ), is a noncollinear antiferromagnetic
strong single-ion anisotropy due to the low symmetry of thestructure. The magnetic moments lie in the plane, devi-
crystalline field, we assume that the observed transition iated by 12° and rotated by an angle of around 45° to one of
metamagnetic. Judging from the form of tMH) curves, the principal magnetic axesor z (Fig. 5). This conclusion
the proximity of the temperature at which it is observed todoes not agree with the conclusions of Ref. 12, where a
the magnetic ordering temperature and the absence of ampllinear magnetic structure with the antiferromagnetic vec-
hysteresis, we can assume that it is a second-order transitiotor directed along the crystallographic axisvas proposed.

The existence of a significant magnetic moment alongHowever, such a structure disagrees with the magnetization
both they and z directions and the practical absence of aexperiment. We believe that there were two reasons for the

z

a
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mistaken conclusion of Ref. 12: the chosen method of calcu- One of the authorgE. Khatskg thanks S. M. Ryab-
lating the dipole suri$ in principle ignored the noncol- chenko for constructive criticism and a number of valuable
linearity of the moments, and the authors used parametemments that led to substantial improvements in the style of
and estimates of the interactions for the structural phasthis paper and in the interpretation of the results.

above the final, lowest-temperature structural transition at 5 This study was supported in part by the Polish Science
K, since the measurements were made only down to 4.2 KCommittee(KBN) (Project No. 2 ROZV 141 18
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The phase transitions in temperature of an anisotropic antiferromagnet with a biquadratic
exchange interaction are investigated. The conditions for realization of a quadrupolar phase in
the study are determined, and the critical temperatures of the transition to the
paramagnetic phase are found. The phase diagram are constructed for different relations among
the material constants. @003 American Institute of Physic§DOI: 10.1063/1.1630718

INTRODUCTION netism of three-dimensional systems. It is known that there is

no long-range magnetic order at any finite temperature in an

The study of magnets with antiferromagnetic orderingjsqrgpic two-dimensional magn&tThe question of stabili-
has always attracted great interest from both theorists a”i’ation of long-range magnetic order in non-Heisenberg fer-

experimentalist$~° This is primarily because the technical romagnets was studied in Refs. 16—18. However, as far as
imple.mentat_ion of the_ experimental studies on antiferromagy, o know, the question of the stabilization of long-range mag-
nets is considerably simpler than for ferromagnets. As a rule,qtic order in a two-dimensional non-Heisenberg antiferro-

the Heisenberg model is used for describing antiferromagr-nagnet has not been investigated. This question is the sub-
netically ordered systems. However, there are a number %ct of the present study.

materials whose magnetic properties cannot be explained in

the framework of that model. Such substances include, e.g.,

GdMg, EuS, and CrBr(Refs. 10—-13 In Refs. 10 and 12 it

was conjectured that the magnetic properties of these conRNTIFERROMAGNET WITH “EASY PLANE” ANISOTROPY

pounds can be explained by taking the fourth-or¢eg., Let us consider the question of the existence of a qua-

biquadrati¢ exchange interactions into account. drupolar(Q) phase in an antiferromagnet with single-ion an-
Interest in systems in which the influence of the biqua-. P P g 9

. : o . . isotropy (SA) of the “easy plane” type for the caské>0.
dratic exchange interaction is substantial came up quite SOMfe antiferromagnet is two-sublattice, with equivalent sub-

. 6_8 . . . _
tlm_e ago. This interest arose, first, because non lattices, and the magnetic ion has s@r 1. We choose the
Heisenberg ferromagnets can have a quadrupolar phase char-

. o oordinate system such that teDZ plane coincides with
acterized by tensor order parameters. This is a clear examp, Be basal plane of the svstem. The Hamiltonian of such a
of the manifestation of the quantum properties of such sys- P . Sy ’
tems. The non-Heisenberg character of the exchange interast:}—/Stem can be written in the form
tion can be described by the following Hamiltonian: 1 B

Y ’ H==5 3 [0S S +K(S S0+ 52 ()7 (@
1 ,
H=— 5% [3S Su+ K(Sh S, @) where 8>0 is the single-ion anisotropy constant. In Hamil-
’ tonian(2) each bond is counted twice, and the summation is
where J and K are the bilinear and biquadratic exchangeoverz nearest neighbors.
constants, respectively. In the exchange part of Hamiltonid8) we separate the
Such a Hamiltonian permits description of a wider classmean field and the additional field®) (p=0,2) due to the
of phenomena than the Heisenberg model. In particular, iguadrupole moments; we then obtain the one-site Hamil-
has been shown® that ferromagnetic, antiferromagnetic, tonianHg(n):
and quadrupolar phase states can form, depending on the B
relationship of the exchange constantsin Ho(n)=—HS:—BJ0Y,—B202, + >
For a 3D ferromagnet, whed>0 andK>0, a ferro-
magnetic phaselJt>K) and a quadrupolar phas&$J) can  where
exist. In a ferromagnet with a negative biquadratic interac-
tion constant K<0) a ferromagnetic, quadrupolar, or H=
quadrupolar—ferromagnetic phase can be realiZéd.
This raises the question of what phases can be realized

(SH2, ©)

J+

1
in a non-Heisenberg antiferromagnet, i.e., when0 and 09,=3(S%)2—S(S+1); O§n=§[(S,T)2+(S;)2];
K#0. The goal of this study is to examine this question in
the framework of spin-wave theory. a9=(09,), g5=(03,) are the quadrupolar order parameters.

The nature of the magnetism in two-dimensional sys-Here and below we use the notatids Jz, K=Kz, wherez
tems is of fundamental interest, since it differs from the magis the number of nearest neighbors.

1063-777X/2003/29(12)/5/$24.00 1014 © 2003 American Institute of Physics
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In separating the mean field and the additional quadru-  (S*)~cos 2p, q9~1, g3~sin 2. (8)
pole fields, we assume as in Ref. 19, that in the first sublat-
tice S\=1/2(S1 +S;,), =12 (S —S;), S;, and in the
second sublattice one can make the foIIowmg substltutlonThe system of equat|on68) has two solutions{1}. (S{)
S S, S-S S =\1-(BlI4)? q2 1, q2 Bl4d, WhICh corresponds to an

Solving the one-site problem with Hamiltonia8), we antlfer_romagnetlc phasé?}. (=0, g=1, g3=1, corre-
determine the energy levels of the magnetic ion, sponding to a quadrupolar phasgX4J). As can be seen
from the solutions of systerf8), the realization ba Q phase
B

e P _go_ e_Biog g P _go, in an antiferromagnet does not depend on the values of the
174 7P X 02 2 -17 T P2TX biguadratic exchange interaction constants but is determined
(4) solely by the single-ion anisotropy constant and the bilinear

and the eigenfunctions of the one-site Hamiltonian exchange interaction constant. It is easy to see (B3

<1.
W(1)=cose|l)+sing|—1), W¥(0)=|0), Let us assume that the relationship between the SA and
) Heisenberg exchange constants is such that an antiferromag-

W (—1)=—sine[1)+cosp| - 1), (®)  netic phase, corresponding to solutifi is realized in the
where)(2=ﬁ2+(ﬂ/4+B§)2, li) are the eigenfunctions of system. Using expressi_o(%), we revyrite(@) in terms of the
the operatos? (i=1,0,— 1), Bose operators and write Hamiltoni&®) in the form

x+tH ) x—H

cosy="\[ "5~ sine="\ "5~ H®=2 (Bo-Epagact X (E1—Ey)byby

Using the basis of eigenfunctior($) of the magnetic 1 K
ion, we construct the Hubbard operatox§'™ = x2M'M +§2k It v(acaltaa g
=|V,(M)¥,(M")] which describe the transition of the
magnetic ion from the statd’ to the stateM. Here 1 . . .
a(M'M) are the root vectors determined by the algebra of + ZEK Kyw(agaZeta@ —bebZy—byb
the Hubbard operatoS.The spin operators are related to the
Hubbard operators as +2by by), 9)

Sy =v2[cose(Xp+ X~ ) +sine(Xpt= X, 9],
wherey, = (cosk,+cosk,+cosk,)/3 is the structure factor of

SE=cos 2p( X=X ") —sin 2o(XL T+ X 1Y, a 3D antiferromagnet ot = (cosk,+cosk,)/2 is the struc-
. ture factor for a 2D system.
S, =(S)". (6) In Eq. (9) we have kept terms only to second-order in the

In studying the phase states of the system we use thereation and annihilation operators. Diagonalizing this
method of bosonization of the Hubbard operafdrhe ba-  Hamiltonian by means of e—v transformation, we get
sic idea of the method is to construct the Bose analog of
Hamiltonian(2). The first step consists in the diagonalization
of the one-site Hamiltonian and representation of the spin H(Z):Ek: Sa(k)a;aﬁ; & g(K) By B (10
operators in terms of Hubbard operators. Then the Hubbard
operatorsX; are associated to pseudo-Hubbard operators

X2, which are related to the Bose creation and annihilatiofN€r€ (k) ande (k) are, respectively, the spectra of the

operators as follow&?3 f(c))\:vmfrequency and high-frequency magnons, which have the
XM=1-ata,—b b,; X¥=a’a,;
Xt t=bybys XiP=(1-a5a,—byby)ay; ol
X¥=ar; Xt '=(1-aja,—b;byby; = \/ 'B—I—(J+K)(1 %) '8+(J+K)(1+ Y|,
X, M=b}; X% '=alb,; X,%=bla,. 7)
Here thea’s are Bose operators corresponding to the 2p(k)= V23 +K (1= o l[23+ K(1+ 7] D

transition of an ion from state 1 to state 0 and vice versa, and

the operatord correspond to the transition from state 1 to We now assume that the relation between the SA and

state—1 and vice versa. exchange interaction constants is such that a quadrupolar
As we have said, for a certain relationship of the mate-phase is realized in the system, i€52)=0, q9=1, q5=1

rial constants in(2) an antiferromagnetic or quadrupolar in that case a degeneracy of the excited energy levels occurs

phase is realized in the system. From the expressins (Ey=E_;). In this phase the Hamiltoniat2), written in

relating the spin operators and Hubbard operators one caerms of the magnon creation and annihilation operators, has

obtain equations for the order parametersTes0: the form
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PHASE TRANSITIONS IN TEMPERATURE

H®=2 (Eo-Epalact X (E_1—Epbghy _ N
k k To determine the temperatulig, of the transition from

the antiferromagnetic to the paramagnetic phase, we consider

1 K
+ 52 (J+ 3 va, al +aa_+2a, ay the order parametdiS;):
k
1
(SH=x2 (1-agan). (16

1
+b;btk+bkb_k+2b;bk)+ZE Kydaga’,
k
Expression16) can be rewritten as
(uZ+vd)dk

z 1 i
(12 <Sn>:1_ (27T)d J_W F{Sa(k) -3(0), 17
exp — )—1

+aka,k—2ak+ak+ b;btk'i‘ bkb,k_Zb;bk).

Diagonalizing Hamiltonian(12) by a u—v transforma-
tion, we obtain the magnon spectra in the Q phase. Here Weh dis the di ionality of th term. and
must take into account that the energy levels of the magneti\% ered 1S tne dimensionallly of the Systerj andv are

: 2
ion are degenerate in the Q phase. Because of this, the spé e parameters of the Bogolyubov transfo_rmatlgﬁlfrpk
tra of thea andb magnons are the same: =(Eg—E1)/en(k); S(0) are the zero-point vibrations,

which are determined by the expression
oK) =& p(k)
B
= \/ 5 TK(1=7d
In the case of an isotropic antiferromagnet the zero-point
(13)  vibrations are independent of the value of the exchange in-
As was shown in Refs. 7. 9. and 24. in an isotropicteraCtiO”Sv and(0)=0.078. In the case of a 2D anisotropic
non-Heisenberg ferromagna Q phase can be realized for antiferromagnet the zero-point vibrations are dependent on
|J|<|K|. Analysis of expressioril3) shows that the exis- the valug of the exchange mteractlc_mchange irk from 0
tence 6 a Q phase is also possible in an anisotropic non{0 1.5 will cause the value o§(0) to increase from 0.167 to
Heisenberg antiferromagnet f@=4J. 0.177. In a 3D antiferromagnet the zero-point vibrations are
However. it was shown in Ref. 9 that if the exchangealmOSt a factor of 2 smaller than in a 2D antiferromagiaet
interaction constants are related as=—Jcosé, _change inkK from 0 to 1.5 will cause the value @&(0) to
K=—Jsin#, 9 — m/2;0], then the Q phase is not realized '"crease from 0.075 to O_-OW _ _
in an isotropic non-Heisenberg antiferromagnet. The antiferromagnetic—paramagnetic phase diagrams of
Let us consider an isotropic non-Heisenberg antiferroihe two-dimensional and three-dimensional anisotropic anti-
magnet described by Hamiltoniait), assuming thag<0 ferromagnets in the variablé&—T are presented_ i_n Fig. 1.
andK>0. In this case we do not impose such rigid restric- 10 determine the temperauig, of the transition in an
tions on the exchange interaction constants as in Ref. 9. anisotropic antiferromagnet from the quadrupolar to the
In this case the system of equatiof® has two solu- paramagnetic phase, we consider the order pararqéier
tions: {1}. (S)=1, q9=1, g5=0, which corresponds to an , 1 .
antiferromagnetic phaség}. ($9)=0, q3=1, g5=1, which QfN; (1-3a,ay). (19
correspondsa a Q phase.
Let us assume that the system is found in the antiferro-
magnetic phase. The spectra of the low- and high-frequency
magnons in this case are written in the form 26

go(K)=(J+K)V1— ¢,
e5(K)=(2J+K)2—K?y;. (14

We consider the solution corresponding to the Q phase.
The magnon spectra obtained from Ef3) for =0 have
the form

ea(K)=85(K)=VK(1=7)[K(1+y)+2Inl. (19

Spectrum (15 becomes nonphysicalimaginary if
%< —K/(2J+K). This indicates the impossibility of real- 0.6 ! . !
izing a quadrupolar phase in an isotropic non-Heisenberg 0 0.5 1.0 1.5
antiferromagnet and confirms the numerical results of Ref. 9, K
since the magnon dispersion relatikb) does not hold for FIG. 1. Antiferromagnetic-paramagnetic phase diagram of an anisotropic
arbitrary values of the wave vecthr This allows us to state non-Heisenberg antiferromagnet in the varialiesT (K is the biquadratic

: : : : exchange constant and is the temperaturéin units of J) (3/J=0.02):
that the Q phase does not exist in an Isotropic non 1—the line of the antiferromagnetic-paramagnetic phase transition for a 2D

Heisenberg antiferromagnet for any relationship of the €Xgystem;2—the line of the antiferromagnetic-paramagnetic phase transition
change constants. for a 3D system.

_ 1 T 2.d
S(O)_Wj,,,vkd K. (18)

§+K(l+ yk)+2Jyk}.
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Using expression$l?7) and (20), we constructed phase

28f diagrams of 2D and 3D anisotropic non-Heisenberg antifer-
romagnets for different values of the biquadratic exchange
2.4 interaction constant. In comparing the phase diagrams of the
50 2D and 3D antiferromagnetd=ig. 1), one notices that the

T ) temperature of the transition from the antiferromagnetic to
50 the paramagnetic phase for a 2D antiferromagnet is almost a

' factor of 2 lower than for the 3D system. This is due to the

18 fact that fluctuations in the 3D systems are significantly
smaller than in 2D systems, and that affects the value of the

16 Neel temperature. The temperature of the transition from the

i ! ) guadrupolar to the paramagnetic phésee Fig. 2 is practi-

0 0.5 1.0 1.5 cally the same for 2D and 3D antiferromagnets. Such a weak

K dependence of the transition temperature on the dimension-

FIG. 2. Quadrupolar-paramagnetic phase diagram of an anisotropic norlity of the system can be explained, we believe, by the cir-
Heisenberg antiferromagnet in the variablesT (K is the biquadratic ex- cumstance that the quadrupolar phase is “less ordered” than
I i o pameapate pose varsion o s 70 syeri1e antiferromagnet phase. This “cdisorder” is due to the
ZITthoe line (lf the pquad?upolar-%aram:gnetic phase transition for ya 3rIT3]IiaCt that the, magnetlzatlons of the sublattices equal ZerF’ and
system. to the specific structure of the ground-state wave functions,
which in the quadrupolar phase are a superposition of the
states|1) and |—1) of the operatorS* (see expressiofb),
with cosep=sinp=1#?2). The small difference in the phase
giagrams in the quadrupolar phase is due to the fact that the
zero-point vibrations are larger for 2D systems than for 3D

In Eq. (190 we have taken into account thdg, a,)
=(b, b,) in the Q phase because of the degeneracy of th
energy levelsEy=E_,).

: : systems.
Expression19) can be rewritten as . . . .
P (19 Thus the dimensionality of the system has a substantial
) 3 7 (ui+vd)dk influence on the temperature of the transition to the paramag-
92=1- 2md)_. &,(K) —a(0), 20 netic phase only in the antiferromagnetic phase.
exp{ T )—l The phase diagram of a 3D isotropic non-Heisenberg
antiferromagnet in the antiferromagnetic phase is similar to
where that of a 3D anisotropic non-Heisenberg antiferromagnet.
1 - The small differences in the phase transition temperatures are
q(0)= Z—)dJ vﬁddk due to the differences in the zero-point vibrations and the
(2m)" ) = value of the single-ion anisotropy.
are the zero-point vibrations in the Q phase. The authors express their profound gratitude to Prof.

The zero-point vibrations in the Q phase are smaller thafr. V. Kuz’'min for a fruitful discussion and constructive criti-
in the antiferromagnetic phase: for a 2D system a change iism.
K from 0 to 1.9 will increase the value afj(0) from 0.016 This study was done with the financial support of the
to 0.037; for a 3D system the zero-point vibrations, as in théMinistry of Education and Science of UkrairiBroject No.
antiferromagnetic phase, are almost a factor of 2 smaller tha#35/03. D. S. thanks the Cabinet of Ministers of Ukraine for
in the 2D case; increasing from 0 to 1.9 increaseg(0) financial support.
from 0.009 to 0.022.

The quadrupolar—paramagnetic phase diagrams of 2D _
and 3D anisotropic antiferromagnets in the variatfesT £ Mal: fid@tnu.crimea.ua
are shown in Fig. 2.
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High-temperature quantum size oscillations of the conductivity in thin metal films
I. V. Kozlov*

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, pr. Lenina 47, 61103 Kharkov, Ukraine
(Submitted June 17, 2003; revised July 11, 2003

Fiz. Nizk. Temp.29, 1341-1346December 2003

The longitudinal electrical conductivity of a thin conducting film in the presence of electron and
hole groups of charge carriers is calculated by the Kubo method under conditions such that
the carrier motion is spatially quantized. It is shown that in the case of elastic scattering on
impurities there are quantum high-temperature oscillations of the conductivity which are
relatively insensitive to the temperature smearing of the Fermi leveR0@3 American Institute

of Physics. [DOI: 10.1063/1.1630719

1. INTRODUCTION ent signs of the charge carriers the subbands will be shifted

in opposite directions. Of course, this condition must hold in
The quantum size effedQSB in thin films has been the region of temperature smearing of the Fermi level.

well studied both experimentally and theoretica(lﬂ;pe Ref. This mechanism is also used to exp|ain the h|gh-

1 and the literature cited therginin spite of this, several temperature oscillations in bismuth in a quantizing magnetic

experimentally observed phenomena have not been given ajld (the case of two valleys with different signs of the

exhaustive theoretical explanation. For example, experimerncharge carrier was studied in Refs. 13)-a6d in the case of

tal studies of the QSE in biSI’nl,?ﬁ'llS find evidence of the a quasi-two-dimensiona| dispersion re|ati18ﬁ_7

presence of quantum size oscillations of the conductivity at

T>AE (AE is the distance between adjacent subbands

formed by the size quantization, afdis the temperature in

energy unity while at the same time the theoretical calcula-

tion (see Refs. 6 and)predicts that they should be strongly We consider a thin metal film with mirrorlike bound-

attenuated. Interestingly, a similar situation also arises in tharies,z=0 andz=L,, and two groups of charge carriers:

case of magnetic quantization, as is attested to by a series efectron and hole. For simplicity we shall assume that the

experimental studies of the Shubnikov—de He@aH) effect  Fermi surface consists of two pockets with a quadratic dis-

in bismuth (see Refs. 8—10 and references cited thérein persion relation in each, i.e., the energyf the charge car-

These high-temperature oscillations cannot be explained iriers in the electrorz, and holes,, valleys is equal:

2. STATEMENT OF THE PROBLEM

the framework of the usual theory of the SdH effésete, 2,
Ref. 11 Px* Py 2
e.g., Ref. _ _ o= +an?,
In this paper we consider a mechanism for the appear- 2m
ance of quantum high-temperature oscillatig@HTOS in p2+ p2
the presence of an elastic scattering potential. This mecha- ¢ =¢,, — % —apn?, (1)
My

nism, which was proposed in Ref. 12 for semiconductors
placed in a quantizing magnetic field, consists in the follow-wherem, ,, are the masses of the electrons and holes, respec-
ing. In the case of two valleys, the electron density of statesively, ¢, is the value of the band overlap, and

has a feature at values of the energy corresponding to the 952

bottom of a subband.e., the point of the subband with the :l
lowest value of the energy for the electron valley and the e 2me,h|-§.

highest energy for the hole valleyThe intensity of interval- We shall take into account only the scattering on a short-
ley scattering increases substantially when the energies cofznqe impurity, the effective radius of which is much smaller

responding to the bottom of any two subbands in the differy, the de Broglie wavelength of an electron on the Fermi
ent valleys coincide. This condition of a maximum in the g, tace. and assume that the impurity centers are uniformly

scattering intensity will be sensitive to changes in the poSiysyipyted over the volume of the film with a density,y.
tion of the subbands. As the quantization conditions are varq gimplicity we shall assume that the matrix elements of
ied (i.e., the magnetic field strength in the case of quantizag,e jmpurity potential operator responsible for transitions

tion by a magnetic field or the thickness of the sample in th§y;ihin the electron and hole groups and for intervalley tran-
case of the QSEhe subbands from the different valleys will sitions are of the same order of magnitude, i.e.

shift along the energy scale with different rates, periodically A A
“overtaking” one another. In the case of valleys with differ- Vee=Vhn=Ven- 2

1063-777X/2003/29(12)/5/$24.00 1019 © 2003 American Institute of Physics
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\7R is the potential operator of an individual impurity center
N SA . at the pointR, and
A
a b c

1
E—e*ié ©®

FIG. 1. Examples of the diagrams taken into account in the averaging over
the distribution of impurity center&); a “crossing” diagram(b); a diagram s the Green’s function without the impurity taken into ac-
in which the velocity operator leads to vanishing of the corresponding O ount

In evaluating the serie) we can use the analogy with

the expression for th&* operator:

A severalfold difference in the values of these quantities will

not qualitatively influence the result but will only affect the Tr(E)=Vr+ VG (E)Vgt... . (7)
amplitude ratio of the various modes of oscillation while | tol10ws from the explicit form of the Green’s functiof),

preserving the qualitative picture of the QSE. (6) that the relatioré\f(E)=éi(E—ii(E)). Thenié(E)
can be expressed through the equation

G*(E)=

tribution after averaging over the position of the impurity cerftr

3. CONDUCTIVITY AT ZERO TEMPERATURE

We write the expression for the conductivity in the  >r(E)=TR(E-X7(E)). ®
18
form In solving equation(8) we can assume that the operator
2mh (= S*(E) is diagonal:3*(E)=3*(E)i, wherel is the unit
— 2 0 __$0
Txx="7 € f_wdEf (E)(1—f%E)) operator. )
. ~ For the operatoll ~(E) the expression proposed in Ref.
X(Troy6(H=E)0x6(H—E))imp, (3) 21 is valid (with a correction for the form of the spectrum
where f(E) is the Fermi—Dirac distribution functiort (D):
=&+3,V(f—R;) is the energy operator with the impurity TfM(E)ztt(E)@:(R)cpM(R), 9
taken into accountthe impurity contribution to the energy
operator is equal to the sum of the potentials of the indi- ( )= >
vidual impurity centers, which are randomly distributed at ’ 1-SG,(E,2)’

the pointsR;), the summation in the trace Tr is done over the

whereR=(X,Y,Z) is the coordinate of the impurity center,
one-electron complete quantum setR, ,P,), and the angle ( ) purty

brackets denote averaging over the distribution of impurity 1 2 ip ip, [®@NZ
centers. eu(N=5 -\ & el sin -
In averaging over the distribution of impurity centers we ‘ ‘
use the standard diagram technique, given, e.g., in Ref. 19 or  ¥=(N,Py,Py), (10

in more detail for the case of an elastic impurity in Ref. 20.i5 the eigenfunction of the unperturbed energy operafor
Simple estimates show that in expressi@n the contribu-

tions containing “crossing” diagramg¢see Fig. 1b can be
neglected® The contribution of expressions of the form in

Fig. 1c, which contain the velocity operator between the im-IS the renormalized strength of the impurisee Refs. 16 and

purity potential operators generated by the same impurit)él)’ Wo(r) is determined by Dyson’s equation
center, also turn out to be negligiblihne contribution can be

neglected after averaging the expression over the impurity
coordinate. This makes it possible to replace the average of
the product of delta functions over the distribution of impu-
rity centers in expressiof8) by the product of the averages:

S= f V(1) o(r)d3r (11

wo(r)=1+f Ga(r,rIV(r ) iho(r')dr’,

V(r) is the impurity potential, an(Bj(E,Z) is the Green’s
function after subtraction of the singular contribution
(6;8(H—E)3;8(H—E))imp GC|(r,r’)~_1/|r— r'| and is given by the following relation in
. . the coordinate representation:
:Ui<5(H_E)>impvj<5(H_E)>imp- ) L _E QDV(Y)(Pﬁ(f')
The latter can be represented in the fof@(H—E))inp GHErr=2 E—s,%i0
=i/2mw (G} (E)— Gy (E)), where

=G(r—r')+Gy(E,2) (12)
- 1 1
Gy (E)= — = ~ (4) (Gg(r,r") is equal to the real part of the Green’s function
E-H=xié imp E-&—3*(E) G*(E;r,r") (6) without the quantization taken into account,

- andL,—«; Ref. 2]). In the case under consideration, that of
is the total Green's function, the quanti=(E) a short-range impurity, the dependenceGyf (E;r,r') on
=(2Rr(E))imp by definition(see Refs. 19 and 2s the self- [r—r’| can be neglected, but in contrast to the case of mag-
energy part averaged over the impurity distribution, netic quantization considered in Ref. 21, there is dependence

- o, A A on thez component of the coordinate=r’.
SR(E)=Vr+VRGy (E)Vg+..., ©) It follows from the definition of the Green’s function that
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G§(E,z)=G§(E,z)+G§(E,z), (13)  smallness is that the velocity operator appears under the
. o ~Tr sign in expressior(3), and its eigenvalues are close to
where the subscripesandh indicate whether the summation zerg in the vicinity of the pointp= (0,0, pg) which deter-
in (12) is done only over the electron valley or only over the mine the oscillation frequency. Therefore express@ncan
hole valley. Taking into account the explicit form of the en- pe replaced by its classical analog, the quantization being
ergy spectrun{l) and the definition of the Green’s function, taken into account only in the evaluation of expres<ibé).

we can writeGy, (E,2)=—G, (soL—E,2)|c_n- After sub- At T=0 the conductivity will be proportional to the relax-
stituting ¢, (r) in the explicit form(10) into expression12) ation time:

and using Poisson’s formulghe divergent contribution of

the zeroth harmonic is renormalized By(r—r’)], we ob- Oxx~ T(EF)- (17)
tain To make the resulting expression for the conductivity
5. o i less awkward, we shall restrict discussion to the limiting case
Gi(Ez)=7T 2m |me2 |E 1723 | eissE  of a weak impurity with a scattering amplitude much less
L(27h)° N ae =1 JEBS than the de Broglie wavelength at the Fermi level. Then
B L (14 1S R Y RE<E>>, (18)
T« JE|BY : (E) 7o k=1 k=1

where

where B"= 2kl g, BE"= (27 \agr) (K+2ZIL,).
In making the transition t& *(E) we must perform the . 1 \/CTe wkh _ \/E
average off 5 (E) over theZ coordinate of the impurity cen- Rk(E)=5—\/ Fexp — ﬁ 5'”( 2mk a_)’
ter. The series in formul&l4) contains a singularity with Tovde ¢ (19)
respect toz, and therefore in the expansion in the small
parameter W~ Vae/er, Vap/(eoL—eg)<1 (ng is the in- N
dex of the highest-numbered subband that overlaps the Ferrﬁk(E) T omk
surface it is more convenient to leave the singular part in the
denominator of expressiof®). The off-diagonal matrix ele- wkh . goL—E
ments of the operatoTiV(E) after averaging oveZ are xexp — ZTox/m sin| 27k :
smaller by a factor of b than the diagonal ones for both _ _ h
the monotonic part and oscillatory part, and they can be néelf follows from the assumptions made earlier thgt | R
glected. In solving Eq(8) it is sufficient to use the approxi- ~1/Ne<1, i.e., the oscillatory part of the relaxation time is
mationié(E)%'Al'é(E—Ej), whereE§ is the nonquantum, much smaller than the classical pagt Thus the expression

monotonic part of *(E), since the last terms of the expan- for the conductivity can be written in the form

ap

SOL_E

dp

sion are small in the parametetreg, il (e —eg)<1.1n ~ - -1

the equation for the conductivity, Rg, can be taken into Tyx=0° 1+k21 Rﬁ(SF)JFl(Zl RE(SF))

account by a simple renormalization of : N -
er=Tr=ep~RES(Fr) as ~of{1- 3, Riten - 3, Rlten

(as is shown in Refs. 20 and RZFrom here ongg will be ! !

understood to mean the latter, renormalized quantity. The - . N

Im3, in the argument of thd matrix leads to the Dingle "'ZKZl Ri(er)Ri(gF) |, (20)

factor. '

Let us consider expressidB) for T=0 with allowance Where in the terms of second-order smallness in: Wwe
for the renormalizatior(15) of . After some transforma- have kept only the contributions responsible for the QHTOs;
tions the impurity potential will appear in expressi@only o is the classical part of the conductivits .
in the combination

1 i B
7(E) :%[EJr(E)_E (B)1, (16) The Fermi-Dirac distribution function appears in ex-
pression(3) for the conductivity only in the combination

4. CONDUCTIVITY AT FINITE TEMPERATURE

which plays the role of the relaxation tinfie the framework 0

of the approximations made, this is the same as the method EfO(E)(l—fO(E))z _ df>(E)

of the quantum kinetic equatié. T JE
Conductivity oscillations not due to scattering on impu-

rities (i.e., oscillations that survive wher(E) is replaced by

Thus we can write

a constant in the expression for the conductivityich arise _ B af%E) FEVAE 21
in evaluating the trace Tr in formul@), have the same fre- Txx JE (E)dE, (21)
guency as in(16) but a substantially smaller amplitude, . . .

which, after calculation of3) is smaller in order of magni- ¥ieOreF(E) is a function ofE that is independent of. At

tude by a factor of I@ than the monotonic part of the con-
ductivity, and they can be neglected. The reason for their o,,|t—o=F(&p), (22
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which makes it possible to obtain the explicit formBfE) where
from the dependence of the conductivity ep (20). After

that it remains only to substitute it into expressi@i), the V(x)=
evaluation of which will give the temperature dependence of

the conductivity. The derivation given here is analogous tcExpressiong26)—(28) for ¢®" anday | are given for anyT,
the calculation of the temperature dependence of the thermene contributiono,| is determined by expressia@8) if at

dynamic potential) in Ref. 11. least one of the following two conditions is met:
The nonclassical part of the conductivity Bt 0 in for-

sinhx’

mula (20) behaves as an oscillatory function ef . At a T<[Ewi—e¢l, (29
certain valuesg = Ey T<min{ag"EYY, af(soL—Ex ¥4 (30
apk? Condition (30) describes the region ned@r=0 in which the

Ek,l =& (23)

Ola k?+ al?’ temperature dependence @, can be neglected.

. . . In the opposite case, when the condition
the conditionkAE] =1AEf is satisfied, wheré and| are PR

integers. Here T>|Ey — &gl (31)
AEgzz\/a, AEEZZM (24) holds along with at least one of the inequalities

is the distance between adjacent subbands with positions T "Byl T>apeol—E) ™ (32)
close to the Fermi level in the electron and hole valleysthe expression fow,, will have the form
respectively. That is, atg=E the frequency of the con-
ductivity oscillations(for one of the harmonigsas a function o= g 1 I
of ¢ goes to zero, which leads to a softer than exponential ~ ©' 8m°kIT VEy, Veo —Ey
1

temperature dependence. In the calculation of the tempera-
ture dependence of the conductivity we shall distinguish two

limiting cases: the energy levEl | lies far outside the limits 8 VKINaES | +11an(soL —Ey)?

of the temperature smearing of the Fermi level, making it

possible to neglect the unequal spacing of the energy spec- mh K |

trum, and the opposite limiting case WillE, ;—eg|<T, ex;{—z—m JaEr + Jan(eoL—Enp)

when the unequal spacing determines the region of energy

values that gives the main contribution to the intedgAl). =% leoL—Exy

Substituting the expressiq@0) for the conductivity into the X cog 2mk ao +2ml an T4 (33

integral (21), we obtain o o
gral(21) The oscillation frequency of the contributiot6)—(28),

as in the cas@ =0, is determined byr(eg) (but the coeffi-

oo

Tyx= 0%+ 0"+ o+ kzl (ot o), (25 cients of proportionality in formuld17) for T#0 will be
T different for different harmonigs The oscillation frequency
wheres® is the monotonic part of the conductivity, of contribution(33) is determined byr(E, ) and is not nec-
w 5 essarily a combination of the frequencies of the low-
o= — o i ﬁw( 2m kT) temperature contribution®6) and(27).
e 2wk Ve AE; In formulas (25)—(28) and (33) and in conditions(29)

and (31) one can restrict consideration to the case of small

mkh /8F>
xXexp — sinl 27wk \/—/, 26 ) . .
p( ToA EE) ( m e (26) pressed by the Dingle factor as these indices increase.

k,I, since the quantum oscillations are exponentially sup-

b a1 an 2m°kT CONCLUSIONS
o'=—c v =
& 27k Veg—eg AE}

wkh 3 SOL_SF)
X - — .
ex% TOAEE)Sm( 21k an

Expressiong26) and (27) agree with the results of Refs. 6

and 7:

o :Ia-C'—l \/E \/—ah V| 27T L
kil 4’7T2k| EE EoL— €F AE
k

o wkh L
“aEf) ¥ T o | AEE T AEF

le l[eoL— €
XCO{Z’]T —FiZTrl “ot °F F),
(e (o0

(27)

=
e

(28)

We have shown that the presence of an elastic short-
range impurity can give rise to high-temperature oscillations.

Unlike the case of valleys with the same type of charge
carrier, when QHTOs would be expected only at values of
AE at the Fermi level which are close to multiples, in the
case of two types of charge carriers the high-temperature
character of the oscillations is manifested at any values of
AE, and AE,,, reaching a maximum amplitude at values
which are multiples. Indeed, the presence of electron and
hole valleys leads to a difference in the signs in the tempera-
ture factor and in the argument of the cosine in form@sa),
i.e., the contributiona;”I will be simultaneously higher-
temperature and higher-frequency in comparison with the
contributions(26) and(27) (as in the case of magnetic quan-
tization; see Refs. 13-15In the case of two groups of



Low Temp. Phys. 29 (12), December 2003 I. V. Kozlov 1023
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The Ridley—Babiker relation for the LO-phonon energy is used to obtain an exact formula for

the exciton scattering rate in the one-phonon approximation. The effect of LO-phonon

dispersion on the frequency and temperature dependence of the exciton attenuation is studied
theoretically for models of polar crystals with large and small exciton radii. It is shown

that the role of LO-phonon dispersion is essentially different in processes with phonon absorption
and phonon emission. For some fixed frequency interval, it is established that the effect of
dispersion on exciton scattering changes with temperature. The TIBr and ZnS crystals are used as
models for illustrations. €2003 American Institute of Physic§DOI: 10.1063/1.1630720

1. INTRODUCTION the scattering rate for dispersionless optical modes are now
) ) o . well established, the treatment of this quantity taking into
The exciton—phonon interaction is one of the most im-¢,nsideration the finite width of the bulk LO phonon band, to
portant factors affecting device performance through the exa,r knowledge, has not been carried out before for concrete
citon mobility, intrasubband and intersubband scattering,, qels of dispersion.
rates’ etc. The scattering of excitons by .polar opti.cal The main purpose of this paper is to present the results
phonons Iarg'elésgoverns a number of properties of SemiCons¢ c4icylations of the effect of LO-phonon dispersion on the
ductor materia éf;md plays a dominant role in energy dis- fequency and temperature dependence of the exciton attenu-
sipation processes. _ _ _ ation in polar crystals, using the Ridley—Babiker relafias
Usually the special case in which the bulk optical modespe model for the LO-phonon dispersion.
are disper_sionless_ has been considered, i.e., the Iongif[udi- Our final goal is to propose an exact analytical formula
nally polarized opticalLO) and transversely polarized opti- ¢4y the exciton scattering rate, which is simple enough to be
cal (TO) waves are assumed to propagate at fixed frequeniseq for calculations of various quantities related to the
cies w o and wro regardiess of their wavelengtithe gy citon_LO-phonon scattering in crystals with a large and
Einstein approxmatph ) small exciton radii.
For a real material, however, due to anisotropy of the g rest of the paper is organized as follows. The basic
macroscopic electric field produced by the polarization, thgq,myias for the task are presented in Sec. II. Section Il is

phonon modes exhibit dispersion, which is associated Withje,nted to discussing the results, and Sec. IV contains the
the fact that different wave vectors vibrate at different fre'conclusions.

guencies, i.e., with the dependence of frequency on the both
magnitude and dlrec.t|on of the_ phonqn wave vector. 2 BASIC FORMULAS

The neglect of dispersion in continuum models leads to
the situation where all LO modes are degeneté&telithout It is supposed that an exciton, moving coherently in a
dependence on the wave vector it is impossible to match thehonon environment, can be described with a Bloch wave.
frequencies of LO modes across an interface. More funda¥hen, in the case of weak exciton—phonon coupling, the one-
mentally, without dispersion it is impossible to construct aphonon scattering processes play the most important role.
quantum theory of vibrational fields. We will use a quadratic approximation for the depen-

It is well established that the LO-phonon dispersion sig-dence of the exciton energy on quasimomentum, while for
nificantly changes the low-frequency asymptotics of thethe dispersion of long-wavelength bulk LO modes we adopt
conductivity and can play the most important role in low- the Ridley—Babiker relatidhin the form:
dimensional structures, especially for polaron mobility in 1D 02(q) = 02— h2q2? 1)
conductors. In Ref. 10 it was indicated that dispersion of the q 0 quL
phonon energy may wash out the oscillation in the anglewhere(}, is the zone-center phonon energy with momentum
resolved photoemission spectrum for a strongly coupledj=0, v2=c;;/p, cy; is the optical-mode elastic constant,
electron—phonon system. andp is the reduced mass density.

In spite of these investigations, however, the essential We will consider the exciton—polar-LO-phonon interac-
properties of the exciton scattering by phonons are not fullytion within a bulk-phonon model in which the usual Rlich
understood yet. Though the microscopic characteristics oihteraction with LO phonons of the material is assunied.

1063-777X/2003/29(12)/4/$24.00 1024 © 2003 American Institute of Physics



Low Temp. Phys. 29 (12), December 2003 N. I. Grigorchuk 1025

one treats the divergence of the lattice polarization as @ABLE I Values of physical parameters for ionic crystals.
source of induced potential, then in the case of independet me | mp | o
interaction of an electron and hole with the lattiee with a S | % | mg | mp | % [Ter Ala, Al «
continuum, the coupling function for Wannier excitons in- cm dyn/em
teracting with LO phonons may be chosen in the following

form, similar to these given in Refs. 12 and 13:

11
0“‘10 s
2

TIBr*135.1] 5.4 {0.18[0.38 [ 115 |152.113.97(3.62; 3.78

ome? /1 1 \/QLO(Q) ZnS**| 8.6 [ 5.20.25]0.59] 352 | 25.9 |5.411.23] 10.5
GLo(q)= | — = — Comment*Ref. 16;** Ref. 17. The values of the constary; are given
\ €x €y q using the room-temperature data of Ref. 18.
2.2y—2 2.,2\y—2
tagq?) "~ (1+ayq) 7l 2

considered as a parameter describing the dispersiveness of
the Lth mode of optical lattice vibrations in a polar crystal.
Putting gmax=20d, one finds the limits of variation for the
dispersion parameter:<9d, <1/4. Though for any crystal

the value ofd, is quite definite, to show the effect of the

a phonon dispersion it was assumed to vary. In the case when
_phonon dispersion is neglected, (= 0), Eq.(3) can be re-
duced to the form known from earlier worksee, for ex-

Here M=m,+m,, m, is the electron mass amd, is the
hole massg;=(re/2)(m;/M), i=e, h, andr, is the exci-
ton radius. In other words, expressi@) describes the inter-
action of an electron—hole dipole with the lattice via its po-
larizability.

An exciton colliding with phonons is damped with
probability I' that can be calculated by means of the imagi
nary part of mass operatbrSubstituting Eqs(1), (2) of the ample, Ref. 11

t into Eq2) of Ref. 1 int ti I
present paper into Eq2) of Ref. 13 and integrating over a To illustrate the effect of LO-phonon dispersion on the

angles and phonon momenta, we obtain in the one-phonoin dt twre d d fth iton d
approximation the following exact formula for the exciton irequency and temperature dependence ot the exciton damp-

scattering rate: ing, we have chosen TIBr and ZnS crystals as the rr_10de|. The
selected crystals seem to have the most contrasting param-

2
e[ 1 1 eters(see Table)l
Fi(w,T)=2\/MQOZ(— - —)
E= Fo 3. DISCUSSION OF RESULTS
2
1—d q_i The frequency dependence of exciton damping for TIBr
- do and ZnS crystals is shown in Figs. 1 and 2. The calculations

were performed at room temperatuie= 300 K), for which

2
RES g the effect of the dispersion is most pronounced. As is seen
—|d =\/1-d | — f , .
o do rom the figures, the frequency dependence of the damping
} 5 represents a simple two-hump curiie accordance with the
" 1 B 1 processes involving the absorption and emission of the LO
q. | 2]? 272 phonons in the crystgl separated from each other by the
1+ B2 —) } 1+ 2 —) } frequencyQ,.
- %o Go The exciton scattering starts at the frequendy, (
‘ — Q)% ! and rises with increasing difference in the effec-
1 11 . R .
% +-5—|, tive masses of electron and hole. This rise is restrained by the
] Qo q.\? 2 2 decrease of the exciton—phonon coupling with increasing
ex T 1—d,_(— -1 wave vectorq, when the phonon wavelength becomes less
. B Yo than the exciton radius. Competition of these factors results
()
wherel' " describes processes with phonon creation land 1200
the processes with phonon annihilatidn(+T'~=T'), and - 2
(q:)z_z ho—B +\/1+d2 oq, @~ Eo 1000F y
do Qo L TR 9 ) _ 800f
(4) |E L
2 2 2 © 600F 1 TIBr
,Bi:(,‘(iqo, qOZMﬂo/h ’ dL:MUL/Q(), (5) ,8: Lo
E, is the exciton band bottom energy. = 400f
The frequencies should satisfy the following conditions:
1/ Qa2 a2 200
Iﬂosh(x)_Eogno 5( max) + l_dL(ﬂx) . 0 , . T
9o Yo ©) ~Qq 0 1Q, 2Q
ho-Eg

They are due to the inequalities<@|. <Qmax, Which, in FIG. 1. Frequency dependence of the exciton damping for TIBr crystal at

Fumi arise _from the energy conservation law. The upper sigiyom temperature for different values of the LO-phonon dispersipr:0
in Eqg. (6) is for the I'" processes. The valug, can be (1), d.=1/4 (2.
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1250
300} 2
n 1
£ 200}
= ZnS
A
—
100
<
O 2 ! L e
-Q 0 1Q, 20,
ho-Ep
FIG. 2. Frequency dependence of the exciton damping for ZnS crystal at 250 |
room temperature for different values of the LO-phonon dispersips0
1), d.=1/4(2).
0 1 1

] |
in the appearance of the damping maximum. The weakening 100 TK 200 300
of the coupling is especially appreciable for crystals with ’ _
Iarge exciton radiisuch as TIB)’ and is poorly manifested FIG. 3 Terfperature dep_endence of .the damplng for the TIBr cr_ystal at
. . ) energiesiw— Ey equal to:— 0.9 (1, 2); 1.3, (3, 4); 1.1Q4 (5, 6). With
for crystals with smaller exciton radiisuch as Zn§ for 4 phonon dispersiod, = 1/4 (1, 3, & and without it(2, 4, 5.
which the maximum of the exciton—phonon coupling is dis-
placed to shorter wavelengths or even may go far outside the
frequency limits for one-phonon processes. ture for the TIBr and ZnS crystals are shown in Figs. 3 and 4.
Though the free excitons exist only fato>E,, the ex-  The calculations were carried out for some fixed frequencies
citon scatteringas is seen from Figs. 1 and fakes place with the LO-phonon dispersion taken into acco(mirvesl,
below the exciton band bottom as well. To avoid any misun-3, 6) or without it (curves?2, 4, 5).
derstanding, it is necessary here to keep in mind Ihai) For both crystals, in the frequency region<(E,
describes the attenuation both of really existing free excitons- Q)% ! we have found that —0 at T—0. That corre-
and of excitons with renormalized energy in a mass-operatosponds to the usual theoretical predictionBut in the range
denominator. Thus at photon energies exceeding the excitdhw —Eq=(), the damping becomes a finite quantity at zero
band bottom energy, the scattering occurs on free excitori®mperature, owing to the nonvanishing contribution of the
(which scatter by photon absorption with phonon emission processes with phonon emission.
whereas at lower photon energies, the annihilation of a pho- Let us now consider the role of the dispersion factor in
ton can occur only upon exciton creation with simultaneoughe temperature dependence of the exciton scattering in more
phonon absorption to compensate the lacking photon energgletail. Comparing to the dispersionless case, one finds that,
A more realistic case is realized when the finite width ofdepending on the frequency, the manifestation of dispersion
the bulk LO phonon band is taken into accofeiirves2 in ~ with temperature behaves in two opposite ways: taking the
Figs. 1 and 2 The effect of LO-phonon dispersion on the
exciton scattering differs significantly for processes involv-
ing phonon absorption and emission. Whereas in processes
with a phonon absorption, an increase of the phonon disper-
sion results in both a reduction of the exciton scattering rate
and a shift of its maximum to the short wavelength side, in
processes with phonon emission, on the contrary, a faster rise
of exciton attenuation and a shift of its maximum to the
long-wavelength side have been established.
The shift of the attenuation maxima is more considerable
for crystals with small exciton radiiZnS; Fig. 2, whereas
the change in intensities is more essential for crystals with
large exciton radii(such as TIB). For the former, the maxi- 100
mum is generally poorly pronounced. Such a behavior cor-
responds to weakening of the exciton—phonon coupling for
the frequency interval where the phonon wavelength exceeds
the exciton radius.
As a rule, the exciton scattering in the crystal gradually 0 ' .
. . . 100 200 300
increases with temperatutebut the character of this growth T.K
depends on \_larlous ClrcumStances'_ . FIG. 4. Temperature dependence of the damping for the ZnS crystal at
We take into account only the dispersion factor. The reenergiesiw— E, equal to:—0.50, (1, 2: 2.4, (3, 4 1.50, (5, 6). With
sults of the calculations of the scattering rate versus tempera-phonon dispersiod, =1/4 (1, 3, § and without it(2, 4, 5.

300

200

I(T), om™!
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LO-phonon dispersion into account stimulates either a dean exact analytical formula for the exciton scattering rate. It
crease or an additional increase of the exciton scattering ratallows one to study theoretically the effect of LO-phonon
For example, in the vicinity of the maximum of the LO- dispersion on the exciton damping for polar crystals with
phonon absorption, at energiés —Eq=—0.9Q for TIBr large and small exciton radii.
and ath o= —0.5Q for ZnS, taking the dispersion into ac- We have found the role of LO-phonon dispersion to be
count results in a reduction of the attenuati@ompare different in processes with phonon emission and phonon ab-
curvesl and 2). On the wings of the absorption range, be-sorption. Namely, with the phonon dispersion taken into ac-
ginning with the energyhiw—Ey=—0.7Q, for TIBr and  count the maximum in the case of LO-phonon emission is
hw—Ey=0.2), for ZnS, on the contrary, the dispersion en- shifted towards the direction of the exciton band bottom,
hances the damping. which results in an increase of the absolute magnitude of the
The opposite tendencfto that described aboyes de- damping. At the same time, the maximum in the case of
veloped in the vicinity of the phonon emission maximum LO-phonon absorption is decreased and shifted to shorter
(curvesb and6 in Figs. 3 and 4 It is especially appreciable wavelengths. Such frequency dependence is more pro-
at the energiefio—Ey=1.1Q, for TIBr and atAw—E,  nounced for crystals with a large exciton radii.
=1.5Q, for ZnS, at which the contribution from an LO pho- For crystals with small exciton radii, a frequency inter-
non band is the greatefigs. 1 and 2 Simultaneously, on val has been found for which the exciton scattering behaves
the wings with phonon emission, the finite width of the bulk ambiguously with temperature when a phonon band is taken
LO phonon band leads to a reduction of exciton attenuatiointo account. At low temperature it results in a phenomenon
(curves3 and4). For TIBr crystals this occurs at frequencies wherein the damping without phonon dispersion, which is
0=(Eq+1.300)% ' and for ZnS at w=(E, dominant at first at some frequencies, with increasing tem-
+2.40)h L perature becomes equal to or even smaller than the damping
The growth of exciton scattering with temperature is ap-with the dispersion taken into account.
proximately uniform for most frequencies from the one-
phonon interval, both with and without allowance for the E-mail: ngrigor@bitp.kiev.ua
dispersion. Such a tendency is well maintained for crystals—
With large e_?<citon radii. However, for crystal's with the smgll IM. C. Tatham, J. F. Ryan, and C. T. Fozon, Phys. Rev. 16811637
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Using the Ridley—Babiker relation for the LO-phonon this article was published in English in the original Russian journal. Repro-
energy, we have obtained in the one-phonon approximatiofiuced here with stylistic changes by AIP.
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A study is made of the heat capacity of the binary solid solutionsJg&Krg o9 (in the

temperature intervaA T=0.9-7 K) and (CR)q0Kro.95 (AT=0.7—-20 K) and of the ternary solid
solutions (CD).01Kro.98d O2)0.002 (AT=0.7-11 K) and (CR)0Kr0.04d O2)0.002 (AT

=0.8-4 K). The contribution of the rotational subsystem to the heat capacity of the solutions is
separated out. The influence of temperature, oxygen impurities, and the interaction between
the deuteromethane molecules on the effective conversion rate is studied. The energy differences
between the lowest-lying levels of the nuclear spin spegiesid T of deuteromethane is
determined, and the effective characteristic conversion times are found. Rapid conversion of
isolated CDD molecules is observed in GBKr solutions. It is shown that in the CBKr

solutions, as in CkKr solutions, a hybrid mechanism of conversion is dominant at low
temperaturesT{< 1.4 K), and the “bottleneck” governing the conversion rate is the
intermolecular effective octupole—octupole interaction and the related probability of transfer of
the conversion energy to phonons. ZD03 American Institute of Physics.

[DOI: 10.1063/1.1630721

INTRODUCTION large number of experimental papésge Refs. 2—6 and the
literature cited therein and the main regularities of the con-
Studies of the physical properties of solid solutions ofversion in methane have been established. There is a single
methane and deuteromethane in krypton can yield informatheoretical paper, by Berlinsky and Nijmarin which it is
tion about quantum effects in the rotational motion of iso-hypothesized that the dominant mechanism of conversion in
lated and mutually interacting spherical rotors in a crystalpure solid methane at low temperatures is a hybrid mecha-
lattice for different rotational quantum parameters of thenism. According to Ref. 7, the maximum conversion rate is
rotors’ The mass difference of the methane and deuterdetermined by the simultaneous intramolecular magnetic in-
omethane moleculesMcy, /Mcp,=0.8) is relatively small,  teraction between protons and the intermolecular octupole—
while their moments of inertial (;H4/I CD4=0.508), the total octupole(OO) interaction between nearest-neighbor methane
nuclear spins of theA, T, and E species of the CH (I molecules in the lattice. The intramolecular interaction mixes
=2,1,0) and CQ (1=4, 2, 0) molecules, and the magnetic the nuclear spin states and the intermolecular OO interaction
moments of the light atomsu(/ uy=0.306) differ strongly.  brings about transitions between rotational states, with a
Therefore, the substitution of the GHholecule in CH—Kr  transfer of the conversion energy to the lattice. Recently the
solutions by CI) molecules has a relatively weak effect on first experimental confirmation of the dominance of the hy-
the translational subsystem and a substantial effect on tHefid mechanism of conversion of GHmolecules atT
energy spectrum and physical properties of the rotationak 2.5 K in Kr—CH; solutions has been obtaindéccording
subsystem at helium temperatures, where the manifestatiotg the theory, the conversion rate in clusters of Ghhol-
of quantum effects are maximal. ecules is significantly higher than the conversion rate of iso-
Deuteromethane and methane form single-phase soliited CH, moleculegsingles. This is the prediction that was
solutions with krypton at concentrations<70 mole% deu- confirmed in Ref. 3. Since the rotational constant of the,CD
teromethane and< 80 mole% methan&This permits study molecule is approximately half as large as that of the,CH
not only of the behavior of isolated rotors but also the inter-molecule, an influence of conversion on the physical proper-

action between rotors. ties of CO,—Kr solid solutions can be expected at lower
A clear quantum effect manifested on the macroscopi¢demperatures than in GH Kr solutions.
level is conversion—transitions between the T, and E Up until our previous pap@r(see below there was no

nuclear spin species of the Gldnd CD, rotors. Conversion convincing proof that conversion is observed in solid deuter-
establishes a thermodynamic equilibrium between the spemethane and solid solutions containing deuteromethafie.
cies. The study of conversion in solid methane and in solidrhere was the idea that because of the relatively small mag-
solutions of methane in rare gases has been the subject ofnetic moment of the deuteron, conversion in LBccurs

1063-777X/2003/29(12)/8/$24.00 1028 © 2003 American Institute of Physics
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very slowly and does not show up in real experimém8.  —0.7 K. The heat capacity was measured as the temperature
We know of only one pap@devoted to measurement of changed at a rate of 18— 10~ K/min. The increase of the

the heat capacity of pure deuteromethane in the regioBample temperatura T, during a single measurement of the
0.15=4 Kin wh|ch the auth-ors proposed that at Femperat_ureﬁeat capacity was around 10% of the initial temperaiuyre
below 0.25 K the increase in the thermal relaxation time in e heating fi . . i
. : . g timey, was varied from 2 to 6 min. The effec
sample of solid CD after the heating of the calorimeter was tive time t... of t of the heat d
turned off was possibly due to conversion of the Qmol- ve time iy 0 ong meaguremen ,0 € eg capadty,
ecules. =t,+te, Wheret, is the time required to achieve a nearly
We recently published a brief communication of the re-Steady rate of change of the calorimeter temperature from the
sults of studies of the heat capacity of a solid solution of 59dime the heating was turned off, varied from 50 to 10 min at
CD, in Kr and of the same solution doped with 0.2% i@  temperatures in the range from 0.7 to 20 K, respectively.
the temperature interval 0.7—1.6%Kn that paper the obser- After the first series of measurements of the heat capacity in
vation of nuclear spin conversion of GDnolecules in a the temperature region 0.7-2.5 K subsequent series of mea-
krypton matrix was reported. surements were made several times at temperatures above
In the present study the research mentioned db@ve 1.3 K. A time of 4-5 h was required to achieve the necessary
extended to solutions with lower concentrations of deuterygte of change of the calorimeter temperature for the start of
omethang1% CDy in krypton and a solution of 1% CDn  {he measurements, 18-10"4 K/min. The results of the
Kr doped with 0.2% ) and to temperatures up to 20 K. measurementsgat the timest,, indicated in Table )l were

The main go_al of _th_e stucﬂes_of Ref. 8 and the presen}eproducible and did not depend on the temperature prehis-
study is the calorimetric investigation of nuclear spin conver-

. . : . tory of the sample. The error of measurement of the heat
sion of deuteromethane molecules in GIXr solid solutions . .
and in the same solutions doped with 0.2%. @\lso, the capacity of the solutions was 6% at 0.8 K, 2% at 1 K, 1% at
information obtained in this study about the heat capacity? ' @nd 0.5% above 4 K.
and low-energy part of the rotational spectrum of the We note that what we call the heat capacity in this paper
CD,—Kr solid solution is of independent interest. is the derivative of the heat transferred to the system with

We note that the heat capacity of solid solutions of deufespect to temperature, regardless of whether or not the sys-
teromethane in rare gases has not been measured previougsm is in equilibrium.
From the total heat capacityy, of the Kr—CD, binary

EXPERIMENT solutions, under the assumption that the translational and ro-

. . . . tational motions of the molecules are independeastin the
In this paper and in Ref. 8 we studied the heat capacity pend

Le— 1 ’4 i -
of the binary solid solutions (CPy.0iKrg g9 (in the tempera- Easel of the Kr g‘ﬂ ioICqu_ng ) Wi detgrmm;d tthe rtl)ta
ture interval AT=0.9-7K) and (CR)goKroges (AT lonal componentor=Lrsor™ Ly, WNErELy 1S € transia-

=0.7-20K) and of the ternary solid solutions tional componentC,, is written asC,=Cy,+AC,, where
(CD4)0.0:Kr0.984 ©2) 0,002 (AT=0.7-11 K) and Ckr is the heat capacity of pure krypton addC, is the
(CD4)0.0Kr 0946 02)0002 (AT=0.8-4K). The measure- change in the translational heat capacity as a result of the
ments were made in a vacuum adiabatic calorimi@tgr the  introduction of the lighter deuteromethane impurity in the
pulsed heating method. A gaseous mixture with a specifiethttice. AC;, was calculated by the method proposed by
impurity concentration was prepared at room temperatureRPeresada*?without the change in the force constants taken
The amount of the substance in the sampl@ound 0.4 into account, for a ratio of mass of the impurity particles and

mOIE) and the concentration of the components of the SOlUmatriX Mcp /mKr= 0.25. We made a pre”minary measure-
. . . o 4
tions were determined froVT data with an error of 0.2%. .+ ¢ the heat capacity of pure kryptd®y,, in the tem-

The gases used had the following composition: h | .

CD,—isotopic purity 99%, chemical purity 99.20% perature range 0.7—20 K, and the results were in good agree-

(N 4 0.50%, G—0.20% Cé) 0.10%, and At0.01%): ment with the results of Refs. 13 and 14. The limiting value
27 Y- I} — Y. I} - Y. I} . I}

Kr—purity 99.79% (Xe—0.2%, N—0.01%, Q and Ar of the Debye temperature far—0 K, 6,=71.6 K, agrees
<0.01%); Q—purity 99.99% (N<0.01%). A solid solu- within  the experimental error limits with the
tion was obtained in the calorimeter B85 K by the con-  values 6,=71.7 K and 6,=71.9 K}* In the case of
densation of the gaseous mixture to the solid phase. Thige ternary solutions the heat capaciy, is written as
ensured a uniform composition of the solution and a randon€ o= Cso— (Cyr + ACy) — Croy(0,) » Where Gy, is the heat

distribution of the components of the solution. Before thecapacity due to the rotational motion of the oxygen mol-

switch closed was cooled to a temperature-@.5 K. Cool- 2 . .
) : . ata of Ref. 15 on the heat capacity of Kr,®olid solu-
ing the calorimeter with the samples from a temperature of.

1.3 Krequired about 1 daias was the case for (GhH,Kr;_,, ) _ i

sampled®, which is many times longer than the cooling /A detailed analysis of the behavior @.(T,n) was
time in experiments with pure Kr. This indicates that thedone in this study in the temperature region below 1.4 K. At
cooling of Kr samples containing a deuteromethane or methl =1 K the C,,(T,n) contribution toCg, amounts to 40%
ane impurity is accompanied by strong heat release. After thior @ molar concentration of Cpof n=1%, 97% forn
heat switch was opened, the calorimeter temperature in=5%, 54% forn=1% (with 0.2% Q), and 92% forn
creased for 3 Hat a ratedT/dt that decreased in timeo =5% (with 0.2% Q).
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TABLE |. Experimental values of the heat capaciy, at equilibrium vapor pressure for the binary solid solutions {XgRKrg 99 and
(CDy4)0.0Kro.9s and of the ternary solid solutions (GJ3 01Kro.0sd O2) 0.002 @Nd (CD) 00K 0,946 O2) 0.002

T, K Cor T, K Car T, K Cuar T, K Car
J/(mole-K) J/(mole-K) J/(mole-K) J/(mole-K)
(€D, )y 01 Kry g

0.9351 0.00857 1.6809 0.0654 2.247 0.1456 3.416 0.3719
1.0060 0.0124 1.7977 0.0709 2.263 0.1570 4.428 0.7139
1.1163 0.0182 1.7712 0.0724 2.384 0.1765 4.790 0.9033
1.3799 0.0320 2.003 0.1039 2.501 0.1969 6.766 2.352
1.4208 0.0341 2.054 0.1113 2.720 0.2336

1.5137 0.0432 2.096 0.1030 2.924 0.2699

1.6634 0.0544 2.234 0.1436 3.241 0.3368

(€D 01K 465(02)0.00

0.7347 0.0273 1.3168 0.0813 2.083 0.1520 3.509 0.4116
0.7839 0.0308 1.4514 0.0888 2.157 0.1527 3.877 0.5252
0.8179 0.0324 1.5952 0.1047 2.189 0.1691 4.987 1.035
0.8562 0.0399 1.6581 0.1019 2.225 0.1684 5.469 1.378
0.8627 0.0409 1.7700 0.1102 2.309 0.1822 6.583 2.229
0.9201 0.0475 1.8143 0.1229 2.418 0.2007 8.002 3.629
1.0913 0.0604 1.9332 0.1474 2.423 0.1896 10.22 6.316
1.1612 0.0669 1.9597 0.1332 2.476 0.1979 10.59 6.788
1.2004 0.0676 1.9693 0.1378 2.579 0.2223

1.2410 0.0727 2.039 0.1481 2.851 0.2706

1.2942 0.0774 2.047 0.1377 3.170 0.3351

(CD g 0sKTy g5
0.7365 0.0969 1.7712 0.500 3.093 0.697 9.724 6.068
0.7930 0.125 1.9336 0.542 3.357 0.759 10.66 7.141
0.8450 0.160 1.9569 0.517 3.657 0.831 11.41 7.992
0.9028 0.179 1.9964 0.506 3.976 0.944 11.99 8.701
0.9557 0.221 2.057 0.544 4.341 1.090 13.06 9.887
1.0273 0.268 2.145 0.546 4.826 1.346 13.08 9.909
1.0847 0.278 2.217 0.554 5.373 1.699 13.81 10.54
1.1281 0.316 2.320 0.570 5.971 2.138 14.43 11.04
1.2025 0.356 2.440 0.582 6.614 2.650 15.29 11.82
1.3144 0.409 2.565 0.603 7.311 3.326 15.63 12.18
1.4935 0.459 2.706 0.614 8.081 4.069 19.12 15.67
1.6674 0.505 3.022 0.686 9.659 5.940
(€D, 05K 445005 00

0.8059 0.183 1.1588 0.388 1.8741 0.558 2.911 0.671
0.8416 0.220 1.2228 0.407 2.068 0.575 3.288 0.758
0.9036 0.251 1.3170 0.448 2.267 0.594 3.707 0.862
0.9720 0.282 1.4278 0.493 2.472 0.615

1.0327 0.316 1.5609 0.503 2,684 0.635

1.0952 0.327 1.6985 0.503 2.735 0.643

RESULTS OF THE MEASUREMENTS. DISCUSSION the deuteromethane concentrationn the solution and the

universal gas consta: Cr=C,,/(nR). The quantityCg

The experimental values of the heat capadity, at defined in that is the reduced heat ity of le of
equilibrium vapor pressure for the solid solution studied are €nned In that way Is the reduced neat capacity or a mole o

presented in Table I. rotors. The temperature curves®©f are presented in Figs. 1

It is most convenient to discuss the experimental data foRnd 3 i.” the temperature regions O-.7_20 K and 0-7__2 K,
the heat capacity of the rotational subsystem normalized byespectively. The values of the rotational heat capacity for
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FIG. 1. Normalized rotational heat capaci@gr=C,,/(Rn) (n is the
molar concentration of CB and R is the universal gas constant

of the solid solutions (CBgoKroodA); (CDs)ooKrood);
(CD4)0.01Kr0.08d O2) 0.00{ A); (CD4)0.09Kr0.044 O2)0.00{M). The calculated
values:(——) and(— — —) are obtained from the spectrum of Ref. (5&e

Fig. 2 for the equilibrium and high-temperature(: x; :xg=15:54:12)
distributions of the nuclear spin species of GDrespectively;(----- ) is
calculated from the spectrum for the free Qmoleculé’ with allowance for
the energy levels up to rotational quantum numberl4, inclusive.

the equilibriumCpg ¢, and the high-temperatu@g pign distri-
butions of the nuclear spin species of Zxalculated from
the energy spectrum of CDin the crystalline field of
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temperature equilibrium concentration ratio of the nuclear
spin species of free CPmolecules kp X7 :Xg=15:54:12)

is preserved.

It is seen in Fig. 2 that the energy spectra of the nuclear
spin species of the CDrotor are very different. At tempera-
tures below 1.4 K and with rather rapid conversion the domi-
nant contribution to the rotational heat capadity of weak
solutions of deuteromethane in krypton comes from transi-
tions between the lowest levels of the(ggp=0K) and T
(egr=4.7 K) species of the molecules, with a change of
energyeat=¢eo1— €0a- IN the experiment this contribution
to the heat capacit€y is determined by the number of mol-
ecules that have undergone transitions from lév€0 K) to
level T (4.7 K) over the timet,, of a single measurement of
the heat capacity. In the case of rapid conversio&t(,) the
experimental values of the heat capadily correspond to
the equilibrium state of the system. In the limiting case of
complete absence of conversion the concentration ratios of
the species correspond to the high-temperature distribution,
and Cr=CprtCrr+Cgr, where the heat capacities
Car, Crr, and Cg g are determined only by transitions
within each species. In the latter case the heat capacity found
experimentally is substantially lower than the equilibrium
heat capacity.

In Ref. 8 we reported the observation of nuclear spin
conversion of C[) molecules in a krypton matrix. The con-
version in the CR—Kr samplegas in the CH—Kr sampleg

6 . .
krypton'® (see Fig. 2, are shown by the solid and dashed g anifested first of all in strong heat release on cooling of

curves in Fig. 1. Also shown by the dotted curve in F|g.'1 ar&he calorimeter with the samples to the minimum tempera-
the values OfCr ¢  calculated for free Cpmolecules with ture of the experiment. This effect cannot be due to decom-

allowance for _the eUeQ%V _Ievels up to rotational qua_ntunbosition of the solution, since the experimental values of the
numberJ= 14, inclusive.’ Since the energy spectrum given heat capacitie€y, are reproducibldat equal values of,)

in Ref. 16 contains only the levels with=1 andJ=2 and
partially with J=3 andJ=4 (see Fig. 2, comparison of the

experimental heat capaciti€sy with the calculated values

Creq and Cgpigh is correct only for temperature§

<2.2 K. Cg¢qWas calculated under the assumption of fast
conversion, when the characteristic conversion times

<t.,, and over a time,, a close to equilibrium distribution

of species can be establishe@l g, Was calculated under
the assumption that conversion is absent, and the hig

Q0 Free rotor A T E
80F  7B73(B67) 79.8054)
70+ 68.1(36) 68.1(36)
60+ 58.8 (54)

~ 50t ..482(18)

ui J
40r .05008)  34.4(24)

30+
201
10+

of

FIG. 2. Energy spectrum of the rotational motion of the free, @leculé’
and the CIQ molecule in the crystalline field of krypton for tie T, andE
nuclear spin speciéé.J is the rotational quantum number,is the energy
(the degeneracies of the levels are shown in parentheses to the right

h-

and do not depend on the temperature prehistory of the
sample. Analysis of the time dependence of the temperature
of the sample after calorimetric heating makes it possible in
principle to estimate the characteristic conversion time.
However, because of experimental difficultiggimarily the
nonideal adiabaticity of the calorimejesuch estimates have

a very large error. More-reliable quantitative information
about the conversion can be obtained from analysis of the
results of the heat-capacity measureméaee below.

From an analysis of the characteristic temperature and
concentration behavior of the reduced heat capadiigsf
the solutions with 1% and 5% CDn Kr and of the same
solutions doped with 0.2% £ one can draw the following
qualitative conclusions.

1. There are a number of facts attesting to the influence
of conversion on the heat capacity. A& 1.4 K the experi-
mental values of the normalized heat capacity of the
rotational subsystem of the solutions (§BKrqe5 and
(CDy)0.01Krg.g9 are larger by factors of 16 and 1.6, respec-
tively, than the value<y y,gn calculated from the spectrum
of CD, in the crystalline field of kryptolf for the high-
temperature distribution of nuclear spin species of the, CD
molecules(see Fig. 1 The introduction of 0.2% Qinto the
solution (COy)q0Krog5 had an insignificant effect on the
experimental values ofg. In the solution (CR)goKrg o5
the experimental values &g are close to the valueSg ¢
calculated for the equilibrium distribution of the species.
This last argument is valid because the rotational energy lev-
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TABLE II. Parameters determining the heat capacity of the rotational subthe nuclear spin species of deuteromethane is achieved in all

system in the binary solid solutions (G){Kry_n (Ref. 4 and (CD)nKri_n  the solutions studied. This follows from the fact that for

and ternary solid solutions (GH,Kri_»_0.00402)0.002 (Refs. 3 and % and . . . . .

(CD2) K11 0004 O2)0.00p At temperatureT < 1.4 K. >2.5 K the heat capacitigsy in the mve_sﬂgatg_d binary and
ternary solutions are all the same. Thgi®@purities have no

CD, CH, effect on the heat capaciti€%; of the Kr—CDj, solutions(at
an appreciable rate of conversjamnly in those cases when
n, % |1 (with O2)] 5 (with O2) 5 | (with O2) 5 an equilibrium distribution of the species is achieved over a
e, K |4.8+0.2] 47402 |47402] 117204 [11.7 207 tlmeLtm in the absence of oxygen.. .
et us now turn to a more detailed analysis of the results
K, % 55 95 85 72 8 obtained at temperatures below 1.4 K, where the experimen-

tal heat capacityCg is determined by the number of GD
molecules that over the timig, of one heat-capacity mea-
T, min 63 15 23 18 132 surement have undergone a transition from the lowest level

Note e,7 is the energy difference between the lowest levels ofAttend T of the A Species '(:OA) to the lowest level of the Species

species of the methanes (GHCD,); t,, is the mean characteristic time for (€o1) With an energy changear=eor—eoa- We recall that
one heat-capacity measurementjs the effective characteristic time for before the experiment the samples were held for about a day
conversion of the methane moleculés, is the ratio of the number of CD gt the lowest temperature of the measurements in order that
(CH,) molec_ules that_have yndergone a tran_smon from the sigteo the‘ the Overwhelming majority of the Cpmolecules would be
stateeor during the timet,, in the real experiment, to the corresponding . h d f th . Th h f th
number for the equilibrium distribution of the nuclear spin species of CD in the groun state of t é\ SpPecies. e changes of the
(CH,). populations of the levels witd>1 (see Fig. 2 can be ne-
glected, since they are relatively high-lying. In the case of
rapid conversion, when thermodynamic equilibrium can be

established over the timg,, one has for a mole of rotors

t , min 30 44 44 23 i1
—

els withJ=1 for the solutions with 5% and 1% Groin- )
cide within the error limitssee Table Il below Creq=(eaT/T)(91/g0)exp( —eat/T)/

2. In. the region of ter_nperatures below 1.4 K Fhe hybrid (14 (g, /go)exp — e ar/T))2, (1)
mechanism of conversion proposed by Berlinsky and )
Nijman’ is dominant in the binary solutions Kr-GBtudied ~Wherego andg, are the degeneracies of the levels of e
here(as in Kr—CH, solutiong. The evidence for this is: first, @ndT species, respectively. The ratio
the strong concentration dependence of the heat cap@gity K'=Cr/Croeq 2

of the binary solutions Kr—CP, due to the rapid rise in the .
conversion rate with increasing GRoncentratior(and, ac- IS equal to the fraction of CPmolecules from the case of the

cordingly, with increasing number and size of the clusters ofQuilibrium distribution that in the real experiment have un-
CD, molecules in the solutiofsand second, the strong in- dergone transition from the _Iowest level pf thespem_es to
crease in the heat capacit@r in the binary solution the lowest I_evel of th@ species over the timgg, of a single
(CD4)0.0/KT0.90 When a 0.2% oxygen impurity is introduced N€at-capacity measurement. _ _
to that solution, due to acceleration of the conversion rate of ~FOr optimal description of the experimental heat capaci-
matrix-isolated C[ molecules in the lattice of krypton with 1€SCr atT<1.4 K we varied two parametersjr andK'.
an oxygen impurity. The values which we determined fogt andK’ are given in

3. A comparison of the experimental heat capaciGgs  1aPle Il tggether with the values efsr andK' for CH,—Kr
of the Kr—CD, solutions and these same solutions doped by*0lutions= In Fig. 3 the lines show the heat capaciteg
small concentrations of oxygen allows us to obtain informa-
tion about the temperature dependence of the conversion
rates in the investigated solutions. With increasing tempera-
ture above 1.4 K the values @f; for the solution with 1% 1.2
CD, in Kr and this same solution with 0.2%,@see Figs. 1 10
and 3 rapidly come closer together, which attests to an in- '
crease in the rate of conversion of £Molecules isolated in 0.8
the krypton lattice with temperature. This is apparently due «
to the contribution to the conversion made by the,Gbta-
tional energy levels lying above the level with=1. An
analogous contribution to the conversion has been observed
previously in solid methan¥® in CH,—Kr solid
solutions®>*8 and in CHD—Ar solutions® at higher tem-
peratures. For=<1.4 K in the solid solutions with 5% CPp
and in the solution with 1% Cpand 0.2% Q this contribu- ' T, K
tion is small compared to the rapidly occurring conversion

brought about by the hybrld mechanism and the Oxygen ImElG 3. Normalized rotational heat CapaCIty of the solid solutions
purities (CD)o.oKroed A);  (CDa)ooKrood 1) (CDa)o.oiKro.oed O2)o00A A);
’ . . (CDy) .08Kr0.94d O2) 0.00AM). The curves show the heat capacit®g cal-
4. At T>2.5 K over the effective time,, of one heat-  ¢yjated for a two-level system with the use of expressidnsand (2) and

capacity measurement a close to equilibrium distribution othe values of .7 andK’ given in Table Il.
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which we calculated using expressiofi3 and (2) and the K’ =Kpypt (1= Kpyp) Ko, (5)
values obtained foe,t andK’. The values ofe 7 for the

solutions studied are in good agreement with the theoretical We recall that for the solution with 1% CatT~1K a
valueet=4.7 K (Ref. 16 and the value,1=4.75 K ob-  value K’=Kpy,=0.1 was found. For the solution with 1%
tained by the method of inelastic neutron scattering in aCD, and 0.2% Q (K’=0.55) we obtain with the use of
CD,—Ar solid solution with a C[Q concentration of less than expressions(4) and (5) the values Ko,=(0.55-0.1)/(1
1% atT=2K.?* The values ,7=4.8 K for the solution with  _g 1)—0 5 andNgg 0,~350. For an fcc lattice with lattice
1% CD; and 0.2% @ in Kris 37% smaller than the value ., etera=3.6x10°°m this corresponds to a value
g =7.67 K for the free CR rotor. " In the case of CH feff,02=(3Neﬁ,oz/1677)1/33=2-758~ 10 m. Forn02<1 the

AT, free
; ; _ 3,4 ; 0
molecules in a Kr matrix ,7=11.7 K" and is 23% lower value OfNeff,02 depends weakly one, . and one can use the
value obtained foNemo2 to estimateKo2 for different small

than the values o1 ee=15.12 K for the free Clirotor. The
difference of the ratios &xt free— €aT)/€aTfree fOr CHy ]
(23%) and CD, (37% is due to the larger value of the rota- concentrations of oxygen.

tional quantum parameter of the Gltor! The larger the For the solution with 5% Cbpa fractionK” =0.85 of the
rotational quantum parameter of the rotor, the less influencé&Pa molecules from the case of the equilibrium distribution
the crystalline field has on its spectrum. convert over a time,, =44 min(see Table Ii. The introduc-

In the case of a solution with 1% GDat temperatures tion of 0.2% Q to that solution Iea_ds to an inpreaseNh tq
below 1.4 K we could not satisfactorily describe the experi-0-95, in satisfactory agreement with the estimate for this so-
ment with the use of equatiord) and (2) with a constant lution, K'=0.93 (if it is assumed that K,=0.503 and
value of K. At temperatures near 1 K fara;=4.8 K (the ~ Nefr,0,=350).
value obtained for the solution with 1% GR&nd 0.2% Q), The closeness of the experimental value€gfto Cg ¢
we haveK’=0.1. With increasing temperature the value ob-in the solution with 5% CDR at T<1.4 K is unexpected.
tained forK'’ increases monotonically, approaching the valueAccording to the hybrid mechanism of conversion the rate of

"=1. As we have said, this is due to the increase in theonversion of CQ molecules in clusters is substantially
conversion rate with increasing temperature. higher than for isolated molecules. For a random spatial dis-

A comparison of the heat capacities at temperatures beribution of impurities in the lattice the relative number of
low 1.4 K for solutions containing 1% Cpwith and without  rapidly converting CQ molecules in the clusters is 46%. The
impurity oxygen permits estimation of the influence of the contribution of these molecules to the heat capacity is sub-
oxygen impurity on the effective conversion rate of £D stantially less than the values Gk ¢q. Let us mention some
molecules. We recall that at such temperat@gds propor-  possible reasons for this discrepancy.
tional to the number of molecules that have converted over 1. An appreciable contribution to the heat capacty
the timet,,. Thus the increase d€r for the solution with  can be made by clusters formed by impurity molecules found
1% CD, upon the admixture to that solution of an oxygena distance apart greater than the distance between nearest-
impurity is due solely to the contribution of the GDnol-  neighbor C[) molecules;a/2'?, wherea is the lattice con-
ecules in which conversion was stimulated by the magnetistant.
field of the G molecules. The probability of conversion of a 2. It can be assumed that because of the energy benefit of
CD, molecule decreases with increasing distance from it tdorming small clusters, their concentration in the solution
the nearest oxygen molecule. We shall assume that over theith 5% CD, may be substantial higher than for a random
measurement timé,, those CL) molecules found at a dis- distribution of impurities. We note that because of the larger
tancer<r o, from the nearest oxygen molecule will have amplitude of the zero-point orientational vibrations of the
undergone conversion. We denote Ky o, the number of ~CH, molecules the energy of interaction of impurity mol-
lattice sites within a sphere of radilngﬁ,oz. For a random €cules and the energy benefit of forming cluster in methane—

distribution of oxygen molecules, the fraction of lattice siteskrypton solutions should be less.

around which there is not a single, @olecule in a volume Following Ref_. 4 W't.h the use of thi¢ yalues obtamgd
containingNeff,o2 sites is given by (*+ noz)Ne“vOz. Then the (for the characteristics times of the experimeg, we esti-

. . mate the characteristic timesfor conversion between the
fraction of CD, molecules from the case of the equilibrium

distributi hich . lowest states of th& and T species of the CPmolecule in
Istr qtlon which convert over a timg, as a consequence o investigated solutions foF<1.4 K. The following ex-
of the influence of oxygen will be

pression was obtained in Ref. 4:

K02=1—(1—n02)Neff~02~l—exp(—nozNeff‘oz), 3 7=—t,/In(1-K’). (6)

at low concentrationsnp,<1) of the Q impurity. Hence  The conversion rate depends on the mutual position of the
CD, molecules and the distribution of the paramagnetjc O
Neft,0,= —IN(1-Ko )/No,. (4 impurity molecules. Therefore; in expression(6) is a uni-
fied average conversion time.

We note that if the conversion is brought about only asa  As we have said, for a solution with 1% GDn Kr
consequence of the influence of the @npurity, thenK’  without an G impurity atT>1 K the value oK’ is strongly
=Ko, In cases when the conversion is due to some indetemperature dependent. This means that the conversion of
pendent mechanisms, e.g., the hybri,{) and impurity ~ matrix-isolated CQ molecules(the fraction of which is
(Koz), then 89%) is due to a new mechanism and depends strongly on



1034

Low Temp. Phys. 29 (12), December 2003

1000

T, min

100p

)

|

L

1.0

1.2

1.4

1.6

T,K

1.8

Bagatskii et al.

<1.4 K the hybrid mechanism of conversion is dominant.
According to the theory,the conversion rate is governed by
the intramolecular magnetic interaction between nuclei of the
light atoms of the molecules and the intermolecular effective
octupole—octupole interaction between rotors in the lattice.
The intramolecular magnetic interaction between deuterons
is significantly smaller than that between protons, since the
magnetic moment of the deuterqry=0.306u. We note
that in CD,—Kr solutions conversion can also be brought
about as a consequence of the relatively small magnetic
quadrupole—quadrupole interaction between deutetofts.
On the whole, the intramolecular magnetic interaction be-
tween deuterons is smaller than that between protons. This
should lead to a decrease of the conversion rate. However,

FIG. 4. Tem . - - the role of factors which accelerate the conversion of deuter-
.4 perature dependence of the effective characteristic conversion .
times 7 (@) and 77 (*) for the solution (CR)o.0Kro.06- omethane molecules must also be taken into account. Be-
cause of the smaller amplitude of the zero-point orientational
vibrations and the larger effective electric octupole moment
temperature. The characteristic of the temperature depefyy the ground state, the noncentral interaction of the, CD
dence ofr for this solution in the interval=1-2 K can be  olecules with rare gas atoms and other,GRpurity mol-
determinedformally) with the use of Eq(6). Such an esti-  ecyles is larger than the analogous interaction of the more
mate is possible because for=2 K the contribution to the guantum molecules GH This, in particular, should enhance
heat capacityCg from energy levels lying above the level e effective octupole—octupole interaction of the QBol-
with J=1 is less than 10%. If we assume that all the con-g¢jes in the clusters and increase the probability of transfer
version mechanisms are independent, theh=K.+(1 ot the conversion energy to the crystal lattice. Thus the
—K¢)Ky, whereK, is determined by the contributions to the pigher conversion rate of the GDnolecules as compared to
conversion from all temperature-independent mechanismgy, mqjecules in dilute solid solutions of deuteromethane

adeT is the contribution to the conversion from the mecha_—and methane in krypton at low temperatures means that the
nism causing the temperature dependencg of the CONVErsIOfitieneck” governing the conversion rate is the intermo-
rate. SlnceKc,: Knys=0.1 for the solution with 1% Cpin lecular octupole—octupole interaction and the related prob-
Kr, one hasK1=CR1/CR,eq= 0.1+0.Kr, whereCRl are the ability of transfer of the conversion energy to the phonons.
normalized experimental values of the rotational heat capac- | solutions with 1% CR and CH, doped with 0.2% @

ity of this solution. For the solution with 1% Gand 0.2% e effective conversion rate of the Gnolecules is smaller
O, in Kr, we haveK,=Kpy+(1-Kp)Ko,=0.55 andKy by 4 factor of 3.5 than for the GHmolecule(see Table ).
=Cg,/CR,eq=0.55+0.45 1, whereCg, are the normalized At the same time, it was shown above that in solutions with
experimental values of the rotational heat capacity of théc% CD, or CH, the conversion rate of the GDnolecules,
solution with 1% CIQ and 0.2% Q. By equatingCg ¢qfrom  due to the hybrid mechanism, is noticeably larger than the
the expressions forK; and K,, we determinedK;  conversion rate of Climolecules. The conversion rate of
=(O.55CR1—0.1CR2)/(0.9CR2—0.453R1). The temperature isolated rotors in these solutions with an added oxygen im-

dependence of and 7 calculated with the use ¢¢’ andK} purity is determined by the intermolecular magnetic interac-
for the timest,,, according to Eq(6) is shown in Fig. 4. Itis tion between the deuterons of the Cinolecules(or the
seen that in the case of the solution with 1% QB Kr the ~ protons of the Cli molecule$ and the electronic magnetic
effective characteristic conversion time decreases rapidly moment of the @ molecules. Since the magnetic moment of
with increasing temperature in the interval 1-2 K. At tem-the deuteron is smaller by a factor of three than that of the
peratures of arouhl K the hybrid mechanism of conversion proton, the magnetic interaction between Cand G, mol-

is dominant, and the rate of conversion of isolated,®ibl-  ecules is substantially smaller than that between, @Hd
ecules is substantially lower than the rate of conversion ifd,, and the influence of the oxygen molecules on the con-
clusters of CQQ molecules ¢<r7). For T>2K (r~7;) a  version of CH molecules is stronger.

new mechanism of conversion, causing its temperature de- We have mentioned above that in the ground state the
pendence, becomes dominant. noncentral interaction of the GDnolecules with the rare gas

The values ofr calculated according to Eq6) in the  atoms and other CDimpurity molecules is larger than the
temperature region below 1.4 K for the other solutions studanalogous interaction of the more quantum QHhbolecules.
ied are given in Table Il along with the data of Ref. 4 for This, in particular, should lead to a larger dilatation of the
solutions with different concentrations of methane and oflattice near the C[p molecules and larger changes in the
methane and oxygen in krypton. energy spectra of rotors in clusters of £molecules. There-

In the solutions with 5% CPand CH, in Kr the average fore, orientational octupole glasses should form at lower con-
conversion rate of the CPmolecules is 6 times higher than centrations of Cl) molecules and higher temperatures in the
for the CH, molecule(see Table Il. This is an important and CD,—Kr solutions than in the analogous case of solutions
unexpected result. containing CH. We are planning to do low-temperature

We have shown above that in GBKr solutions atT  calorimetric studies of (CE,Kr;_,, solid solutions with
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larger deuteromethane concentrations in the future, with thghe rate of such conversion of GDnolecules is noticeably

goal of finding and investigating octupole glasses. smaller than for Cli molecules, since the magnetic moment
of the deuteron is less than the magnetic moment of the
Solid solutions of methane isotopes (£Bind C0Y) in 6. We have determined the energy differenegs of the

krypton are convenient for studying the low-temperature dylowest levels of the nuclear sp/ andT species of deuter-
namics of an ensemble of spherical rotors with different ro-°methane. _ o

tational quantum parametérim the crystalline field. Quan- .ThIS StUd){ was SUpportE}d in part by the Ministry of Edu-
tum effects in the behavior of the subsystem of rotors ar&@tion and Science of Ukrain@roject “Novel quantum and
dominant at temperatures below 2 K, when as a consequen@é‘harmon'c effects in solutions of cryocrystals,” No. F7/286-
of conversion the physical properties of the rotational sub200D. _ )
system are determined mainly by transitions between the The authors thank Yu. A. Freiman, M. A. Strzhemechnyi,
lowest levels of the nuclear spiA and T species of the and A. . Krivchikov for a fruitful discussion and helpful
rotors with different energies,r. The main goal of the Ccomments.

present study was to conduct a calorimetric investigation of

the nuclear spin conversion of deuteromethane molecules irf-mail: bagatskii@ilt kharkov.ua
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Influence of a boron oxide admixture on the magnetic and electrical properties of the
high- T, superconductor Bi ; ;Pbg3Sr,Ca,Cu,0,
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N. A. Papunashvili, G. A. Tsintsadze,” and G. A. Shurgaia

Institute of Cybernetics of the Academy of Sciences of Georgia, OUIBG,E380086 Thilisi, Georgi&
(Submitted June 11, 2003; revised July 5, 2003
Fiz. Nizk. Temp.29, 1363—-1365December 2003

The influence of an admixture of boron oxidg@; on the magnetic and electrical properties
of a highT. superconducting ceramic with the nominal composition;Bh, 5Sr,CaCu,0,

is investigated. A nonmonotonic dependence of the critical temper@tufe=0) and magnetic
susceptibility on the boron concentration is found. 2003 American Institute of Physics.
[DOI: 10.1063/1.1630722

The influence of admixtures and substitutions of differ-x=1 a two-step transition is observed, indicating the pres-
ent elements on the magnetic and electrical properties adnce of two superconducting phases in the samples: 2223
bismuth-containing higf-. superconductor§HTSC9 has (T.=110 K) and 2212 T.=80 K). It is seen in Fig. 1 that
long been a subject of researthNevertheless, no system- the relative contribution of the 2223 phase decreases with
atic study of the influence of a boron oxide admixture on thencreasing boron content, and that of the 2212 phase in-
phase formation processes and superconducting properties@kases in the regior=0.1-0.7. The start of the high-
HTSC materials of the system Bi—Pb—Sr—Ca—Cu—0 has ygemperature superconducting transition with,; =107 K,
been done. An element with a small ionic radius, such asorresponding to the 2223 phase, remains unchanged over
boron, can be introduced into a HTSC of the Bi system in thehe entire range of boron concentrations in the samptes (
form of an admixture and not at as an element substituting=0—1). The temperature of the start of the low-temperature
for a structure component. superconducting transitiof;,, determined as the point of

Below we present some preliminary results of a study ofthe kink, is due to the 2212 phase. The dependende. pf
the magnetic and electrical properties of boron-oxide dopednd T, on the boron concentration in the samples is de-
ceramic samples with the nominal compositionscribed by curved and2, respectively, in Fig. 2. It is seen
Bi, Py sSrCaCuB, Oy, wherex=0, 0.1, 0.3, 0.5, 0.7, and thatT.,, depends on the boron concentration in a nonmono-
1.0. The samples were synthesized in a medium of air by thonic way and has a plateau in the interxat 0.3—0.7. For
standard solid-phase technology from oxides and carbonatélse sample with boron concentration=1 the fall of the
of the corresponding elements. The powder was heat treatedagnetic susceptibility due to the presence of the 2212 phase
for 30 hours at 850°C. The tabletized samples were heds not observed.
treated for 10 hours at 840 °C. Boron oxide was added not Thep(T) curves of the samples correspond to a metallic
only to the initial stock but to the superconductor powderstype of conductivity. Here the resistivity in the normal state
obtained in the course of the solid-phase reaction. The resulig300 K) is practically independent of the boron concentra-
of the study were quite similar for both variants, and so wetion in the samples and corresponds to a value 34 am.
shall present the results of the measurements only for the The dependence of the temperature of the end of the
first. superconducting transitioR.(p=0) on the boron concentra-

The temperature dependence of the magnetic susceptibtiion is given by curve3 in Fig. 2. It is seen that a
ity x(T) of the synthesized samples was studied in a fieldadmixture lowersT;(p=0) in a nonmonotonic way. A weak
cooling regime(in a magnetic fieldd =10 Oe), and the tem- maximum ofT.(p=0) of the doped samples is observed at
perature of the start of the superconducting transiigp, =~ x=0.5, and as the boron concentration is increased further to
was determined from the magnetic measurements. The tere=1 the value ofT.(p=0) falls sharply to 75 K. From the
perature dependence of the resistiyifyl) was measured by dependence on the boron concentration of the low-frequency
a four-contact method. The dependence of the magnetic sustsceptibility y measured in a static magnetic field
ceptibility on the field and on the amount of boron in the =2.5 kOe(curve4 in Fig. 2), we see that it initially declines
samples was measured at 77 K in magnetic fields from 0 to 8lightly (atx=0.1) and then even increases to a maximum at
kOe. An x-ray phase analysiXPA) of the samples was done x=0.5. A sharp decrease gfis observed when the the boron
on a DRON-1.5 diffractometer (®y, radiatior). concentration is increased to=1. A comparative x-ray

Figure 1 shows the temperature dependenceg(®) for ~ phase analysis of the BjPh, 5Sr,CaCu,B,O, samples with
samples of the concentration serieg ik, 5SL,CaCu,B,0,  x=0, 0.5, and 1.0 confirmed the presence of two supercon-
(x=0-1). On all the curves except that for the sample withducting phases in the samples: 2223 and 2212. As a result of

1063-777X/2003/29(12)/2/$24.00 1036 © 2003 American Institute of Physics
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FIG. 2. Concentration dependence of the superconducting properties of

FIG. 1. Temperature dependence of the magnetic susceptibilifpr Bi; Py 5S1,CaCu,B,O, samples: the start of the superconducting transi-

Biy Phy 5Sr,CaCu,B,0, samples with differenk: 0 (1), 0.1 (2), 0.3 (3), tion T,y , corresponding to the phase 22@3; the start of the supercon-
0.5(4), 0.7(5), 1.0(6). ducting transitionT ., corresponding to the 2212 phal®; the end of the

superconducting transitio.(p=0) (3); the magnetic susceptibility at
H=2.5 kOe(4).

the admixture of BO; to the initial stock at thec=0.5 level,

the relative contribution of the 2223 phase decreases and thﬁftare do not yet permit drawing definitive conclusions about

of the 2212 phase increases. The XPA was unable to reveﬁ]e structural role of boron in the synthesized samples. Be-

any auxiliary pha_se§ associated with the.bor(.)n. cause of their small ionic radius, boron ions can enter inter-
Thus the preliminary data presented in this paper on the

. ; . . stitial sites of the lattice, where they primarily affect the
influence of a BO3 admixture on the magnetic and electrical . . .
. . . concentration of carrieréoles. On the other hand, boron in
properties of HTSC ceramics attest to nonmonotonic depen- ” . .
. : an auxiliary phase can alter the microstructure of Bi-
dence on the boron concentration for the zero-resistance tem-__~.". : .
= containing ceramics, and that could influence the character of
peratureT.(p=0), for the temperature of the start of the . . o .
. . : the intergrain contacts and the critical current. The question
superconducting transition from the magnetic measurements . . -
o ) . of the structural role of boron in a Bi-containing supercon-
T.m2,» Which is associated with the 2212 phase, and for the, . . .
. o i . ducting system is a subject for further research.
magnetic susceptibilityy. In the concentration series of
samples in the interval of boron concentratiortss0.3-0.7
one observes growth df,(p=0) andy and a constant value *Deceased
of T.m. Further increase in the boron concentrationxto *g_mail: Va'khtang7@ramb|er.ru
=1 leads to a sharp decrease in the superconducting volume
fraction in the sample and a decreaseTif{p=0) and .
Here the transition corresponding to the 2212 phase is not
manifested in the magnetic measurements. The start of thép. m. Ginzberg(ed), Physical Properties of High-Temperature Supercon-
superconducting transition associated with the 2223 phasg?(UC‘DOFST['” ,Ruis'a'l '\c/jhré ’ﬁoséo‘év_l(lg’%o- Ko, 3 (200
and the resistivity of the samples in the normal state are ' D- Tretyakovand E. A. Gudilin, Usp. Khin69, 3 (2000.

independent of the boron concentration. The data presentathnslated by Steve Torstveit
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Nobel Prize of 2003 awarded for “Pioneering contributions to the theory
of superconductors and superfluids”

V. L. Ginzburg A. A. Abrikosov A. J. Leggett

The fact that the Nobel Prize has again been awarded fok BRIEF CHRONOLOGICAL ACCOUNT OF THEIR
work in low-temperature physics should lend authority toPIONEERING WORK
low-temperature research in the physics of today. The Nobel )
Laureates in physics for 2003 are the Russian Academicians " 1990 Ginzburg and L. D. Landau created a phenom-
Alexei A. Abrikosov and Vitaly L. Ginzburg and the English- S"°/0dical theory of superconductivity. They wrote the fa-
man Anthony J. Leggett. The announcement by the Noberlnous Ginzburg—Landau equations for the order parameter

. ) ._on the basis of the theory of second-order phase transitions
Committee stated that the prize was awarded to three SCiellith allowance for inhomogeneities created by magnetic

tists who had made an outstanding contribution to our undetga|4s. The theory made a number of important predictions

standing of two phenomena of quantum physicS—ater confirmed experimentally, about the critical values of
superconductivity and superfluidity. All three winners {he magnetic fields and current in thin-film superconductors.
worked fruitfully on the problems of superconductivity and The Ginzburg—Landau theory has since proved to be of sig-
superfluidity over a period of several decades. In addition taificant value in many fields of physics, including particle
extremely important original work, each is the author of aphysics. This theory is widely used today for describing the
number of monographs and review articles that are used iproperties of superconductors in practical applications, e.g.,
thousands of research studies. Abrikosov, Ginzburg, andt high magnetic fields or when fluctuations of the order
Leggett are members of academies of sciences and pronffarameter in time are taken into account.

nent physical societies of a number of countries, and each " 1953, on the basis of Ginzburg-Landau theory with
has repeatedly won prestigeous awards. The fact that thRnisotropy taken into account, Abrikosov put forth the idea

year's Nobel Prize was awarded for “pioneering” work is a of type-Il superconductors. He constructed a theory of the

confirmation of the fundamental character of their discover—m"’Ignetlc properties of superconducting alloys, introduced

. h of which led t fields of phvsi h Hwe concept of two critical fields and a “mixed” state with a
'es, each of which led to new nelds of physics Tesearch ang, .o syucture of the currents—*Abrikosov vortices.”

to a multitude of technical applications. It gives us pleasurewithout Abrikosov vortices the modern physics of supercon-
to point out that one of the laureates, Academician V. L.qyctivity, including the applied side, would be inconceivable.
Ginzburg, served as a member of the Editorial Board of thg ater Abrikosov and L. P. Gor’kov developed a theory of
journal Low Temperature Physidsom 1975 to 1991. The = superconductors containing magnetic impurities and pre-
staff of Low Temperature Physiangratulates the new No- dicted the phenomenon of gapless superconductivity. After
bel Laureates and warmly wishes them good health and conhke discovery of highF, superconductors, which have a pro-
tinued creativity. nounced type-ll superconductivity, Abrikosov’'s theory has

1063-777X/2003/29(12)/2/$24.00 971 © 2003 American Institute of Physics
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been widely used in research on these materials and in thguantum states of th& andB phases and the structure of the

development of new technologies. order parameter of these phases. Leggett showed that the
In 1972 Leggett constructed a theory of an anisotropicappearance of anomalous low-temperature phases of liquid

superfluid which has sharply different properties from those’He is due to the breaking of spin—orbit symmetry. His dis-

of isotropic superfluid systems—superfldide and ordinary ~ covery that in the condensed state, several forms of symme-

superconductors. Leggett's general theory of spin dynamicty can be broken simultaneously is very important for un-

of an anisotropic superfluid Fermi liquid has played a domi-derstanding the complex phases in other systems as well,

nant role in the identification of the phases of superffild.  e.g., in liquid crystals, particle physics, and cosmology.

It has explained the unexpected results of NMR experiments

in superfluid®He and has made it possible to determine the Editorial Board



LOW TEMPERATURE PHYSICS VOLUME 29, NUMBER 12 DECEMBER 2003

SUPERCONDUCTIVITY, INCLUDING HIGH-TEMPERATURE SUPERCONDUCTIVITY

Fluctuation conductivity and critical currents in YBCO films
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A comparative analysis of the results obtained in measurements of the fluctuation conductivity
and of the critical current density(T) in YBa,Cu;O;_ films containing various

numbers of defects is carried out for the first time. It is found that the value and temperature
dependence of the fluctuation conductivity are interrelated with the values and
temperature dependences of the critical current and resistivity of the samples. It follows from
measurements of the fluctuation conductivity that the variation of these temperature
dependences is directly related to the variation of the number of defects and, hence, the number
of pinning centers in the films studied. It is shown that in films containing practically no
defects thg .(T) curve completely follows a model giving(T) in high-T. superconductors with
low-angle grain boundaries between crystallization blocks. On the other hand, if the sample
has a specific defect structure that is formed under certain conditian®iiented epitaxial high-
T. superconducting films, one observes a sharp increagednd in the slope of th¢.(T)

curve. © 2003 American Institute of Physic§DOI: 10.1063/1.1630712

INTRODUCTION sample both in the pseudogap regime and belw With
this goal we have studied the fluctuation conductivity and

The mechanism for the scattering of normal carriers incritical currents of c-oriented epitaxial films of
high-T. superconductor¢HTSCs, like the mechanism for YBa,Cu;0;_, (YBCO).
superconducting pairing in them, is still not completely clear.  One of the manifestations of the pseudogap in HTSCs is
Moreover, the minimum of the differential conductance anomalous temperature dependence of the longitudinal resis-
dI/dV at zero bias observed in tunnel experiments, which igivity p,,(T). It is well knownt*~1® that p,(T) in YBCO
due to the decrease in the density of states in the supercomystems af’>T. is proportional toT over a wide range of
ductor atT<T,, is also observed in HTSCs @& T, (Ref.  temperatures. However, when the temperature is lowered,
1), whereT, is the temperature of the superconducting tran-p,,(T) ultimately deviates downward from a linear depen-
sition of the sample. From this result it has been conjecturedence at a certain characteristic temperafyg>T., giv-
in a number of papers that with increasing temperature thag rise to an excess conductivity
superconducting gap (T) does not decrease to zero &t ,
=T, but retains a finite value even &> T, (Ref. 1). This o' (T)=a(T)=on(T), or
effect, which has come to be called the pseudogap, has been , — _ _
observed by all the known experimental methods in many o' (M=Len(M=p(MIpn(Tp(T)]. @)
HTSC systems.A review of the existing theories of the Here p(T)=p,«(T) is the measured resistivity, ans(T)
pseudogap is given in Ref. 1; the conclusions of the theories= a T+ b is the normal-state resistivity of the sample ex-
like the experimental results, are extremely contradictorytrapolated to the low-temperature region. The linear tempera-
However, the idea that the pseudogap arises as a result of thére dependence of the resistivity of HTSCs can be explained
formation of fluctuating Cooper pairs @&>T, has gradually in the “nearly antiferromagnetic Fermi liquid(NAFL)
come to prevait=> At present the possibility of fluctuation model*® which also explains the anomalous temperature de-
pairing in HTSCs at temperatures much higher tianis  pendence of the Hall coefficier®R,~ 1/T. According to the
widely discussed in the literatufe!® At the same time, the NAFL model, the linear dependence @f,(T) at high tem-
dynamics of quasiparticles in HTSCs & T, is also ex- peratures can be considered to be a reliable sign of the nor-
tremely peculiat!?To elucidate the possible connection be- mal state of the system, which is characterized by stability of
tween the pseudogap and the quasiparticle dynamics ithe Fermi surface and, consequently, stability of the normal-
HTSCs, one must study the various properties of the samearrier scattering intensity.

1063-777X/2003/29(12)/9/$24.00 973 © 2003 American Institute of Physics
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Usually the excess conductivity is interpreted as the flucsuperconductor (SN types, respectivel§?3132 For a
tuation conductivity(FC)*’ predicted by the Aslamazov— complex contact of the superconductor—normal metal—
Larkin theory'® and it is standard practice to use Hf) to  insulator—superconductdSNIS) type a dependencg,(T)
calculates’ (T) from experiment’~?It has been showd?® = (0)(1—T/T)*? was obtained? which is analogous to
that such a practice is justified for an optimally doped YBCOthe temperature dependence of the pair-breaking cujgent
system, at least in the temperature interialk<T<T,  However, despite the considerable number of papers devoted
=105+5K, where T, is the maximum temperature to to the study of.in HTSCs, it remains difficult to answer the
which the data follow fluctuation theory. Studying the FC question of howj(T) should behave in modern YBCO ep-
yields information about the scattering and superconductingaxial films prepared by pulsed laser depositidin which
pairing mechanisms as the temperature approathedhe  defects form in a very specific manrit’ In addition, in our
question of whether the excess conductivity in HTSCs aview there is a clear lack of systematic research on the si-
T>T,, can be interpreted entirely as fluctuation conductivitymultaneous influence of defects ppand on the properties
is the subject of further research by the authors and is beyorfef the sample foff>T.
the scope of the present paper.

An important characteristic of HTSCs in the supercon-1. SAMPLES AND EXPERIMENTAL RESULTS
ducting state is the current-carrying capacity or critical cur-

rent r‘ig?ﬂg{d‘: ; ﬂ:tl h?s br?e? ishrowln c;n . arlminnumdbt;a ' trc:f SrTiO5(100) substrate¥ This method® ensures a reproduc-
pape at this property'is fargely dete €d DY 1€ e growth of c-oriented epitaxial films of YBCO, as was

presence of various structural distortions in the sample Whicrﬂwonitored from the x-ray spectra. It is kno® that the
act as effective pinning centéfsbecause of the exception- defects arising in pulsed-laser-deposited YBCO films are

; 24
3”¥ STO” cc&hfr:encetlengﬁ?cozr:n HTStCi -Lh? prese?r::e of formed mainly as a result of a possible deviation of the plane
elects an € nature of the contacts between theém Wigs  he  supstrate from  the crystallographic direction

Qetermine both the \(alue and the temperatyre dependen.cegﬁiog(om) during the film growth. Obviously, the larger
o (Refs. 25-28 While there have been quite a few studiesy,o angje of deviations, the greater the number of defects.

devoted to the investigation of the critical currents in HTSCSpg \vas shown in Ref. 26, the deposition of films on SiFiO
(see, e.g., the reweﬁszg), the number of theoretical models g psirates specially cut with a deviation- 10° in the[010]
that have been considered in det@lg., in Ref. 27 is rela-  giraction (we shall call these “films with defects’leads to
tively small. According to those models, the experimentallyipa appearance of numerous defects of various types, which
measured temperature dependence of the critical current defenetrate through the entire thickness of the film. These are
sity of a HTSC can be written in the fori(T)=jc(0)(1  primarily translational boundaries, multiple disruptions of
—T/Tc)®, wherej(0) is the maximum value of the critical the order of alternation of the Cy@onducting layers, which
current density obtained by extrapolation of the experimentaleaq to distortion of the dimensions of the unit cell, and
data toT =0, and the exponerstis determined by the type of so.called extended defects with a structure 20-30 A wide.
disorder responsible for the pinning of isolated Abrikosova| defects, especially translational boundaries, are effective
vortices on structural defects in the sample. For example, gjnning centers. It has been found that a large fraction of the
temperatures sufficiently close 1@, for pinning due to spa-  gefects in such films are aligned along a direction parallel to
tial variations of T (6T pinning the theory givess=7/6,  one of the boundaries of the film. Such a one-dimensional
while for pinning due to variations of the mean free path ofstructure of the defects is responsible for the strong anisot-
the charge carriersd{ pinning), s=5/2.%° ropy of the resistivity, critical current, magnetic flux
Depinning of Abrikosov vortices in HTSC filfiSis one  penetratior® and FC observed in such films, depending on
of the factors decreasirjg in comparison with its maximum  whether the measurements are made along the defects or
possible value, which corresponds to a pair-breaking currenierpendicular to them. In particular, the FC measured in the
density jo=ceo/(12V3m\{£), where po=hc/2e is the  direction perpendicular to the defects has an extremely pecu-
magnetic flux quantumy is the London penetration depth liar temperature dependente.
of the magnetic field, and is the coherence length in the  Figure 1 shows the temperature dependence of the resis-
superconductor. At the same time, the critical currents intivity p,, of samples W136 T.~86.1 K) and W154 T,
YBCO films are at least an order of magnitude higher than in=88.2 K). The resistive measurements were made by the
the analogous single cryst&iand much higher than in poly- standard 4-probe scheme. The parameters of the samples are
crystalline HTSCs. This is most likely due to the specifics ofgiven in Table I, wherel, is the film thickness. We note that
the structural defects of the crystal lattice in films as com-in the analysis of the FC the value ©f was determined by
pared to single crystaf§;*® whereas in polycrystalline extrapolation of the resistive transition to its intercept with
HTSCsj(T) is limited by the presence of intergrain Joseph-the temperature axis. This approach gives higher valu&s of
son contacts of various types. In the latter case the value ahan extrapolation of .(T) to zero; this circumstance is re-
j is exceptionally low?*~2°and the temperature dependenceflected in the Table 1. Both films are close to optimally doped
of j<(T) is governed by that of the Josephson curijggfT) (OD) YBCO systems, as is confirmed by the high values of
flowing through the contacts. For example, dependences,, but they contain different numbers of defects. As can be
of the form |, (T)xj.(0)(1—-T/T,) and j,(T)*j.(0) seen in Fig. 1, W136 exhibits resistive behavior similar to
X (1—T/T,)? are calculated in the framework of Ginzburg— that observed in well-structured OD YBCO films, namely:
Landau theory for contacts of the superconductor—insulatorthe dependence gb,,(T) is linear aboveT, ;=160+2 K
superconductor(SIS) and superconductor—normal metal— and is described well in the temperature region 160—300 K

The films were prepared by pulsed laser deposition on
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T K FIG. 2. Temperature dependence of the critical current densities for samples
FIG. 1. Temperature dependence of the resistivity of samples Wijaghd W62 (@), W136 (M), and W154(A); the solid curves show the calculation
W154 (2); the dashed line shows the extrapolation of the resistivity in the@ccording to the equatiof(T) =j.(0)(1-T/Tc)* with the parameters
normal states to the low-temperature region; the arrows indicate the tem-(0) ands designated in the text.
peraturesT,  for each sample.

by the different temperature dependences of the FC. Since all

by an expression of the formy(T)=aT+b (dashed line in  the films were grown under identical conditions, we assume
Fig. 1. In accordance with the ideas of the NAFL theory, that the angle of deviation} of the substrate from the
this field dependence, extrapolated into the low-temperatur8rTiO;(001) direction in this case is larger than for the
region, gives the values @i\ (T) used for calculating=’ (T) sample W136. On the other hand, this angle is still less than
from Eg. (1). It should be stressed, however, that both10°, since for “films with defects” a valud, (=~107=2 K
px(100 K) anddp/dT measured in experiment are consid- is obtained® which indicates a much stronger influence of
erably larger than the valugs, (100 K)~150 u{)-cm and  structural distortions in samples of that kind.
dp/dT~0.5 uQ-cm/K typical for YBCO films not contain- Figure 2 shows th¢,(T) curves for the samples studied.
ing defects’?°~22This result, together with the extremely The critical current was determined from the current—voltage
high critical current density and certain features of the tem{I-V) characteristics as the value of the current at which the
perature dependence of the FC, considered below, is an inoltage reaches LV. We also studied the temperature de-
dication that the sample does contain some defects. Thigendenceg . (T) for a sample W62 which contained practi-
means that the angle of deviatighof the substrate from the cally no defects, as was confirmed by the minimal values of
direction SrTiQ(001), although small, is not zero. the resistivity(see Table )l and critical current measured in

In contrast to the film W136, the film W154 exhibits this case. As a consequence, it was possible to investigate
resistive behavior typical for OD films with a large number j.(T) practically to helium temperatures. We note that the
of defects® As can be seen in Fig. 1, the resistivity of this value p,,(100 K)~150 1€ -cm measured for sample W62
sample is much higher. Above 280 K tpe(T) curve devi- s typical for YBCO films without defects’20-22
ates upward from the linear dependeridashed line in Fig. In accordance with the theory, the experimental data can
1) because of the enhancement of the electron—electron ifee approximated by the expression.(T)=j.(0)(1
teraction in HTSC systems of this kind at high —T/T.)® (the solid curves in Fig. )2 where the adjustable
temperature® At the same time, the linear dependence ofparameterg.(0) ands were optimized according to a least-
pxx(T) is shifted appreciably to lower temperatures, and thesquares fit. A careful analysis shows tha{0)=(0.0029
value of T, o, indicated by an arrow in Fig. 1, is of the order +0.0003)x 10’ A/cm? ands=1.43+0.02 for sample W62,
of 120+ 1 K in this case. Such a decrease of the pseudogaj(0)=(0.4+0.02)x 10’ A/lem?> and s=1.78+0.01 for
region can be explained by the fact that defects prevent theample W136, ang.(0)=(1.97+0.03)x 10’ A/lcm? and's
formation of fluctuating Cooper pairs, thus lengthening the=1.77+0.01 for sample W154. Figure 2 shows the follow-
region of linear behavior ab,,(T).2 The strong influence of ing general tendency in the behavior of the critical currents
defects and, as a consequence, the presence of a large num-YBCO films: the larger the resistivity of the film, the
ber of effective pinning centers, is confirmed by the stilllarger isj.. We attribute this behavior to an increase in the
larger values of the critical current density in comparisonnumber of defects and, hence, pinning centers in the?fiim.
with the sample W136Fig. 2) and, as will be shown below, Importantly, the value o§ increases also. It must be admit-

TABLE |. Parameters of the samples.

Sample dO’ A TC K Tcmf, K p(100 K), p(300 K), dp/dT, T‘O' X 7]'6(0)’ s
pQ-cm pQ-cm uQ-envK 10’ A/em?

W154 2500 88.2 (87) 89.76 629 2053 6.73 120 1.97 1.77

w136 2300 86.1 (80) 88.85 239 988 2.67 160 0.4 1.78

W62 1500 84.8 (73) 150 0.0029 1.43
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ted that without having data from a structural analysis of theneities of the sample. As was shown in Ref. 17, in the ab-
samples, which generally requires special equipment that isence of magnetic field the'(T) curves of YBCO films
expensive and complex, one cannot with complete certaintyith good structure are always described in the redign
attribute the observed differences in the behavioij 4T) <T<T by the MT contribution of Hikami—Larkin(HL)
andp,(T) to defects alone unless there are data from soméheory
other studies that shed light on this question. In our case this ) 2
other study was a measurement of the temperature depen- . _ e n f 1+a+(1+2a) e
dence of the fluctuation conductivity, the interrelationship of MT8hd(1—ald)  |a 1+5+(1+28)"?
which with structural defects of YBCO films has been ana-
lyzed comprehensively in Ref. 3. Unfortunately, thg(T)
curve of the sample W62 was measured only in the interv
T.<T<100 K, which did not permit us to determimpe,(T)
and to obtain the dependencag(T) in that case. ol p=[€%(16hd)](1+2a) Y% 1, (5)

1@

In the presence of structural inhomogeneities in the®ftine
a1emperature dependence’(T) is determined by the
awrence—DoniacLD) modef’

which is a particular case of the general HL theory. In the
presence of strong structural distortions in the sample, in
It is knowr?>3® that the effective dimensionality of the particular, in “films with defects,’s’(T) is determined by
electron subsystem of layered superconductors is determinggy. (5) but with d~35 A, a fact which we believe is a con-
by the relationship between the coherence length along the sequence of a more intense scattering of fluctuating pairs on
axis, &(T)=£(0)(1-T/T) 2 and the distancel be- defects$® In Egs. (4) and (5) the coupling parameter
tween conducting layers. Far from one hast(T)<d, and  o=2£2(T)/d?>=2[£.(0)/d]%¢ "%, and the pair-breaking
two-particle tunneling between layers cannot occur. In thisparameter
case the fluctuating paifsuperconducting Cooper pairs be-
low T,), like the normal carriers, are located in the GuO 8=1.2031/£44(0))(16/1i)[ £:(0)/d]?kgT 7, . 6
planes, forming a two-dimensiondRD) electronic state.

Near T, one h§S§°(T?>d’ and the Josephson interaction and &, is the coherence length in tteb plane, takes into
between pairs is realized throughout the volume of the SUaccount the clean-limit approximation introduced in the
perconductof3D regior). The change in the electron dimen- theory by Bieri, Maki, and ThompsofBMT)3® under the
sionality(2D—3D crossovgroccurs at the temperatiiif for condition that nonlocal effects can be neglected. In the case

which £,(e0)~d,"" or for investigating the FC a scale fact6r was introduced to
§C(O)~dsé’2, (2)  take into account the random distribution of the current in
. the sample in the presence of structural distorti$né® As
and should lead to a change in the temperature dependen\%1S shown in Refs. 3. 6. and 17. in YBCO films Bdactor
of both the fluctuation conductivity and the critical current. ;o jifferent values ir; tr;e regior;s of 3D and 2D fluctuations,
Here & =In(TTZ")~(T—T{")/T¢" is the reduced tempera- and for any films the raticC* =C;p/C,p~1.8, which re-

mf . .. . .
ture, T IS ritlge critical teer_erart]ure_ in the mean f'ild flects the fact that the effective volume of the sample in the
approximation,” andd~11.7 A is the distance between the oo of 2D fluctuations is smaller by approximately a fac-

CuG; conducting layers in YBCO. , tor of twol” In addition, the better the structure of the
There are two fluctuation contributions te'(T). The 3,17

. . ) . 3 . sample, the closer i€3p to unity:
direct contribution, which was given a theoretical foundation 11, .5 the 2D—-3D crossover leads to a change in the char-
by Aslamazov and LarkifAL),'® arises as a result of the

) _ acter of the interaction of fluctuating pai(®T—AL cross-
spontaneous formation of Cooper pairs created by fluctuaéveﬁ and, as a consequence, to a change in the temperature

tions aboveT., and is dominant in the 3D fluctuation con- dependence of the FC, allowing us to determigeto suffi-
ductivity region neaff . .>* An additional contribution, intro- ¢ accuracy and, with the use of E8), to obtain reliable

. 36 .
duced by Maki and ThompsafMT)™ in a development of 5,65 for¢ (0). According to theory® MT—AL crossover

the AL theory, is interpreted as being the result of an inter—occurs at the temperature whese o, which gives
action of preformed fluctuating pairs with normal charge car- '
riers and is governed by the pair-breaking processes in a go=(7%)/[1.2031/&,,(0))(8kgT7,)] )

particular sample. The MT contribution depends on the life- L -
time 7, of fluctuating pairs and is dominant in the region of and allows one to determing, if all the remaining param-
2D fluctuations, especially in the case of well-structured®ters of the sample are known. Unfortunately, neitheor

samples, i.e., in the case of weak pair-brealfhg. &.p(0) has been measured in a fluctuation conductivity ex-
As V\;as éhown in Refs. 3. 6. and 17. in all HTSC syS_periment. To solve the problem, we introduce the notation

_ 17
tems, independently of the presence or absence of defects--203(/éan) ] =B."" We assume as before thal(T)~1/T

the FC forT<T, is always described by the equation of AL (Refs. 20-28 and we estimater,(100 K) under the as-
theory: sumption that7,T=const. When these assumptions are

) taken into account, Eq7) can be written as
oa={e%[321&,(0)]}e 12 &)

which determines the FC in any three-dimensional system. In
the 2D region, on the contrary, the temperature dependenaehere A= (7#)/(8kg)=2.988<10 '?s. Now the param-
of the FC depends substantially on the structural inhomogeeter 7,(100 K)g is also determined from the measured val-

2. THEORY

The factor 1.203(&,,), wherel is the mean free path

7,BT=(7h)I(8Kgeo) =Aeg *, (8
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ue of Ty and can be used for analysis of the FC. Thus in this
case the only remaining adjustable parameter for fitting the
theory to the experiment is the factor.

By virtue of the smallness gf, nearT the change in the
temperature dependence of the critical currents at the 2D-3D
transition has either been attributed to measurement error or
has gone unnoticed:*°In the overwhelming majority of pa-
pers the main attention is devoted to a comparisoj.Of)
with the expression(T)=j.(0)(1-T/T.)® for T<T. and r
a comparison of with the theon®?° A quadratic depen- 0,1 — =
dence ofj.(T) is characteristic for polycrystalline samples 0.01 0.1 1
and the first thin films, which probably had a granular struc-FIG. 3. Temperature dependence of the critical current densities for samples
ture alsa®®°A dependence (T)=(1—T/T,) 325 observed W62 (0), W136(0), and W154(V) in double logarithmic coordinates; the

in epitaxial YBCO thin films with good structur® The qua- straight lines are plots of the equatiopgT)=.(0)(1—T/T.)® for each
) sample with the same values of the paramejg8) ands as in Fig. 2; the

dratlc_dependence 9£(T) in polycrystalline samples can be dashed line is a plot of(T)~t2. The arrows indicate the temperatutgs
explained by the formation of intergranular contacts mainlyfor samples W154 and W136 angfor sample W62.

of the SNS typ&*~?" In the case of modern YBCO films,

attempts to link the observed(T) curves to the formation

of the corresponding type of Josephson contacts have led fisorientation angle), above which the averaged potential
poor agreement with the high critical current density ob-across the grain boundary begins to exhibit angular and tem-
served in such film&?"*9As a result, it has long been im- perature dependence:

possible to obtain a complete picture of the behavigr,6T) _

in high-quality epitaxial HTSC films. The situation wects clari- bo(t)=(2y/m)(|B| ﬁlgab)’ (10
fied considerably with the appearance of a model for thevhere y is a dimensionless coefficient determined by the
temperature dependence of the critical currents in HTSCspatial distribution of the inhomogeneous order parameter
with low-angle grain boundaried GBs) between the crys- around the edge dislocatiory= /4 under the condition
talline blocks?”*° d(60)=2&,,(T); in general one hag~1.

According to the LGB model, an epitaxial film is divided According to Ref. 27, fod<d.(t), i.e., far fromT., the
over its whole thickness into a system of crystalline blocksparametei’; is independent of and 6, so that the tempera-
which are slightly disoriented in thab plane. The LGBs ture dependence of the critical curréfj coincides with the
between these blocks form periodic chains of edge dislocatemperature dependence of the pair-breaking curyg(t)
tions, the distance between which depends on the mutuatjo(t)~t>% For 6> 6.(t) the parameteF ;~t~ Y2 In this
misorientation angl® of the blocks and is determined by the case under the conditioh; >2 relation(9) implies that the
well-known Frank formula d(6)=|B|/2sin@/2)~|B|/8, critical current has a quadratic dependence:ap(t) ~t2. It
where |B| is the modulus of the Burgers vector, which is should be noted that noW;~ ¢, so that the critical current
equal in order of magnitude to the lattice constant. It is takerjc should fall off with increasing misorientation angle as
into account in the theory that, because of the short cone *. Thus the theor/ predicts a transition from a depen-
ence length in HTSCs, the inequalify8) > £,,(T) holds for ~ dencej(t)~t¥?to a dependencp,(t)~t? in the region of
the LGBs over a wide temperature interval. Near a periodismallt, where the critical angl@.(t) becomes smaller than
chain of parallel edge dislocation&@ dislocation wal, the misorientation angl®. If this does not occufif @ is
within a region with a width of several coherence lengthssmal) then the dependenge(t) ~t¥? will be maintained at
&,6(T), alocal suppression of the superconducting order paall temperatures.
rameterys occurs by virtue of the proximity effect, and, as a With increasing 6 the width of the superconducting
result, the critical current density through the grain bound-channels between the insulating cores of the edge disloca-
aries is lowered substantially as comparedj$o even at tions decreases, vanishing @&t30° (Ref. 27. Then a con-
misorientation angle® for which the nonsuperconducting tinuous insulating barrier arises along the grain boundary,
region around the cores of the edge dislocations do not yetnd that corresponds to a transition to the regime of a Jo-
overlap and do not form a continuous insulating or normaisephson SIS contact, with a linear dependengg)~t,
(metallig barrier. On the other hand, the plastically de-which, as far as we know, has never been observed in HTSC
formed insulating cores of linear edge dislocations lyingfilms. However, if for some reasori$;>1 as before, then
along a LGB, as was noted above, can act as effective pirthe theory® for #<6.(t) gives a dependencii(t)~t%4,
ning centers for Abrikosov vortices and thereby promote arwhereas for6> 6.(t), i.e., nearT,, a dependencg.(t)
increase irj ., especially in the case of parallel orientation of ~t?, analogous to the dependence of the critical current
the vortices and dislocations. In this case the temperaturdirough a contact of the SNS type, should be realized in that
dependence of the critical current through the LGB has th€ase also.
form

_ ) ) 1 3. ANALYSIS OF THE RESULTS
Je(t,0)=(jo(D)/2[T'1(t,0) +4] 7= 9 S o

A log-log plot of j.(t) is shown in Fig. 3. The solid
Heret=(1—-T/T.), andI'; is the transparency of the lines are the equatiof.(T)=j.(0)(1—T/T.)® plotted for

grain boundary, which depends substantially on the criticabach sample with the same values of the paramegt¢fy
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ands as in Fig. 2. It follows from Fig. 3 that with increasing angle 6. As is seen in Fig. 3, for samples W136 and W154
critical current density through the sample the slope of thehis angle, which is determined by the deviation jgtt)
j<(T) curves(here equal t®) in the regionT<T,, whereT,  from a linear dependence, has a vala&e2°, i.e., it is
was determined from the FC measurements, increases frosmaller by almost a factor of two than for the sample W62.
s~1.43 for sample W62 te~1.78 for samples W136 and According to Ref. 27, for such misorientation angles one
W154 but remains less than the vakre 2 predicted in Ref. should observe a dependengg(t)~t}°> and not j.(t)
25 for contacts of the SNS type. As the temperature ap--t'’8 the value that follows from the experiment. In addi-
proachesT . there is a change in slope, which, significantly, tion, we assume that for films W136 and W154 the estimate
occurs in different directions: the slope decreases for théor the coefficientl’; suggested in the LGB model does not
films with large values of . (samples W136 and W154nd correspond to the real situation, since, in our view, it is hard
increases for the film with the small value ¢f (sample to explain howj.(0) can increase by more than 2.5 orders of
W62). magnitude in comparison with sample W62 for the same
Such a temperature dependence of the critical currerdecrease in the grain-boundary transparency.
density in sample W62 is in complete agreement with the ~ Summarizing the results, we can state that the observed
LGB modef”’ for small angles. It follows from the plot that  increase in the critical current density in samples W136 and
in the low-temperature regiof.(T)~t343%02 (the lower W154, as we have said, is due to an increase in the number
solid line in Fig. 3, which is close to the theoretically pre- of pinning centers in the film& We note that such a possi-
dicted dependenci(T)~t%2 As T, is approached, the de- bility is not excluded by the theoR. However, in our case
pendencej(T) deviates to larger values of and, within ~ we attribute this increase not to an increasefdiut to the
experimental error, approaches a quadratic fa@T)~t2 formation of the above-described specific structural defects
(the dashed line in Fig.)3These error limits are shown in of the crystal lattice in films W136 and W154, which arise as
the figure and are mainly due to inaccuracy in the determia result of an increase in the angle of deviatibof the plane
nation ofj. nearT.. The measurement error f@g, does not  of the substrate from the SrTi(D01) directior® It should be
exceed the size of the symbols denoting the experimentaloted that, in spite of the fact that the films W136 and W154
data points in Fig. 3 and are therefore not shown separatelgctually show the same dependeigé), the value ofj; is 5
According to Ref. 27, at the temperaturg where the times larger for sample W154. It is logical to suppose that
slope of the experimental curves changes frem3/2 tos  this difference is due to different numbers of defects in the
=2, the critical angled,(T) is equal to the maximum grain- films. This hypothesis is confirmed by both the appreciable
boundary angle on the percolation paths of the supercurrenijcrease in the resistivity of sample W154 in comparison
this makes it possible to estimate the value of the charactewith W136 and by the decrease in the resistive region of
istic misorientation angles of the single-crystal blocks in apseudogap behavigFig. 1) and also by the results presented
film. In the present case~0.133(see Fig. 3 Assuming, in  below from a study of the fluctuation conductivity in these
analogy with Ref. 27, thgB|~a~4 A, &,,(0)~12 A, and samples.
vy~ /4 and using Eq(10), we find < 6.(t.)~3.7°, which For analysis of the FC it is extremely important to de-
corresponds to a distance between edge dislocati¢ns)  termine T™' correctly, since outside the critical fluctuation
~66 A>£,,(0). This value of@is only slightly higher than  regiono’ (T) is a function only ofe(T—TT)/T™" (Ref. 35.
the valued=2.5° from Ref. 27, whereak.(0) is almost a We determineT[;nf by extrapolation of the linear part of the
factor of 5x 107 smaller. The reason for such a large dispar-o’ ~?(T) curve to its intercept with the temperature aXi$n
ity is probably the difference in the transparencies of thethis caseTg‘f>TC and is just the temperature at which the FC
grain boundaries, which can be estimatedtfoit, by com-  region separates from the region of critical fluctuatidhs.
paring j.(t)=0.0027x 10t>2 A/cm? with the pair-breaking The data points in Fig. 4 show' ~?(T) for samples W136
current density, which fok (0)=1500 A is equal tgy(t) and W154. In each figure one can clearly see the 3D region,
=3.6x10°%t%2 Alcm? (Ref. 27. Using Eq. (9) for ¢  described by a straight line, the extrapolation of which to the
< 6.(t), we obtainI';~6000, which, as expected, is 500 temperature intercept give§2”~88.85 K (W136 and
times larger than the valué; =12 found in Ref. 27. ~89.76 K(W154). The 2D—3D crossover temperaturg is
Proceeding in a similar way for the samples W136 andndicated in Fig. 4 by the arrows. Abovi,, where the 2D
W154, we obtainl’;~45 [j,(0)=0.399< 10’ A/lcm?] and  fluctuation regime is realized, the points deviate to the right
I';~10 [j.(0)=1.97x10" Alcm?], respectively. Thus at of the straight line for sample W136, indicating the presence
first glance the decrease of the transparency of the graiof an MT contribution too’ (T).'” However, in comparison
boundaries in these films is accompanied by an appreciableith OD films not containing defects,this deviation is con-
increase in the critical current density. However, such behavsiderably less. For sample W154 aboNgthe experimental
ior does not fit in with the LGB theory. As noted above, the points deviate to the left of the straight line, which is char-
increase in the critical current density is accompanied by acteristic for the LD model and is directly related to the
simultaneous increase in the slope of fh&) curves(Fig.  presence of structural distortions in the samifle.
3), which, on the contrary, according to Ref. 27, should de- Figure 5 showso'(T) for the samples W136. The
crease with decreasifg, to a values=5/4 far fromT, and MT—-AL (2D-3D) crossover is clearly seen at dp
increase ts=2 on approach td@ .. In our case everything ~-—2.67, from which we can determine the valueg
works exactly the opposites=~1.78 far from T, and de- ~0.06925 andly=95.0 K. Knowingey and assuming that
creases te~ 1.5 nearT.. In addition, the theorf attributes d=11.7 A, it is easily found from Eqs(2) and (8) that
the change in slope of thig(t) curves to an increase in the £(0)=3.08£0.01 A and 7,(100 K)3~4.329<x10 *3s.
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o tion (C,p=0.071, d=11.7 A), 2—the AL (3D) contribution Cjp
€ =0.128),3—the LD contribution C=0.225,d=35 A).
[5]
G
0.5 : . L
s the ideas that defects primarily destroy the conduction in the
e CuO chaing®?"*As a result, the temperature dependence
Q° of the FC(Fig. 5 is, on the whole, the same as it should be
b in OD YBCO films!’ and the temperature region in which
0bedooe | 1 1 | o’ (T) follows fluctuation theory is rather largéf o— T,
88 90 92 94 96 98 100 ~14 K. The influence of defects in this case is manifested in
TK a considerably smaller absolute valuesd{T), as a result of

FIG. 4. Temperature dependencecdf 2 for samples W136a) and W154 which the factorCsp decreases in magnitude to 0.52. We
(b); the straight lines show the extrapolations of the 3D region, the interceptgecall that in OD YBCO films not containing defects one has
of which with the T axis determineT™: the arrows denote the 2D—3D Csp= 1Y Nevertheless,C* =C;p/C,p~1.80 as before,
Crossover temperaturg,. confirming the universality of this ratio for HTSGS:*' Thus
analysis of the FC clearly reveals the presence of defects in
ﬁhe film, the influence of which on the properties of the
sample in the present case is much greater than in W62 but,
at the same time, considerably less than in W154.

As expected, for sample W154 tle (T) curve is typi-
cal for “films with defects” (see Fig. 6. The 2D—3D cross-
over, indicated by the arrow, is clearly seen in the figure at
Ingg=—2.97, from which we finde;=0.0513 andT,

Using the parameters found, we can compare the experime
tal data with the theory both below and aboUg. As ex-
pected, neall; the temperature dependenceodf(T) is de-
termined by the 3D contribution of AL theorjEq. (3)]
(curve 2 in Fig. 5 with C3p5=0.52. AboveT,, up to Ineg
~—1.84 (T;;~103 K) the dependence’(T) is described

well by a fluctuation contribution of the MT typkEq. (3)] . C - A
(curve 1) with C,p=0.292. In the framework of the ap- ~94.4 K. Knowings, and assumingl=11.7 A, it is easily

proach we have developed to the analysis of the FC ir{ougg(;‘r}(;m Egsé(j&afg_(g) thi‘} g.C(O%hZ 2'65i0'0t1 A fand d
HTSCs>®1the presence of a fluctuation contribution of the T%( can c?ﬁn N 1o the e e?hei&g da; pa;ﬁngr?eetrr?e;unbéth
MT type is an indication that the number of defects directlyW P Xper Wi Y

: : . 6 i . below and abovd . As before, neail . the excess conduc-
in the CuQ planes is relatively smaft® This accords with tivity o' (T) is determined by the 3D contribution of AL

theory[Eq. (3)] (curve2 in Fig. 6), but the absolute value of
75 o' is practically a factor of 4 smaller than for W136, and, as
a consequenceC;p=0.128. AboveT,, however, up to
Inggy~—2.17 (T;x~100 K), ¢'(T) is described by the LD
model[Eq. (5)] (curve 3 in Fig. 6), but withd=35 A. Ac-
cording to Ref. 3, such a temperature dependence of the FC
arises as a result of strong structural distortions in the
sample, and the formal increasedfo 35 A reflects the fact
that the intensity of scattering of fluctuating pairs in the 2D
region in this case is three times higher because of the effect
of defects. As a result, the temperature region in which
o'(T) follows fluctuation theory,T.,—T,~10 K, in this
m case $ 4 K smaller than in the sample W136 and, as was
Ine = In(7/ Te"-1) mentioned above, the region of pseudogap behavior on the

FIG. 5. Comparison of a plot of la’ versus Ire (points for sample W136 pXX(T) curve is also diminished strongly, an—ﬂ*O ap-

(T™=88.85 K) with the fluctuation theoriesl—the MT contribution ~ Proachesr. o
(C,p=0.262,d=11.7 A), 2—the AL (3D) contribution C3p=0.52). Nevertheless, the MT contributiofEq. (3)] calculated




980 Low Temp. Phys. 29 (12), December 2003 Solovjov et al.

using the values of,(0) andr,(100 K)B determined above ~phase coherence abovg' is no longer completely restored,
with very smallC,5~0.071 intersects the experimental datadespite the relatively long lifetime of the fluctuating pdir<.
precisely at the crossover temperatlige(curvel in Fig. 6. Nevertheless, the nonlinearity of the current-voltage charac-
Here, as expected, the ra@¥ = C5p/C,p~1.80. In accor- teristics of the films studied arises for<T, o and increases
dance with the conclusions of Refs. 3 and 17, this resulffonotonically asT decreases t@.; this, we believe, can be
confirms the correctness of the FC analysis. However, as ca#fludged to be additional evidence of the existence of pre-
be seen in Fig. 6, abovE, the experimental points lie far formed pairs in the pseudogap regime. In this connection we
below curvel, indicating the presence of defects directly in Should also note Ref. 8, which reported the observation of a
the CuQ planes in this case. It should be stressed that theCOnerent current of bosons with chargeia YBCO films at
observed temperature dependencesofarises only in the ~[€mperatures at least 30 K abaVe. The authors note that
case when the defects in the HTSC film are formed as S current is carried by a very small number of coherent
result of an increase of the angle of deviatidrof the sub- bosons(fluctuating pairg against the background of a large
strate plane from the SrTiQ001) directior® Thus analysis number of incoherent states. If this is true, then the critical
of the FC indicates rather convincingly that defects have 4luctuations nearTn?f can completely destroy the coherent
strong influence on the properties of the W154 film and, inStates. and above;" the sensitivity of the usual methods of
our view, confirms the hypotheses made above as to the g@reasurement may be insufficient for detection of the critical

cisive influence of defects and the related pinning centers O]E:lulrren(tjs. This question will undoubtedly require a more care-
the increase in the critical current density in such films. ul study.

The values of the 2D-3D crossover temperafligeob-
tained from the FC analysis for samples W136 and W154 ar€ONCLUSION

indicated by arrows in Fig. &in units of To/T=to). With We have for the first time carried out a comparative
allowance for the experimental error, these temperatures Cofya)ysis of the results obtained in measurements of the fluc-
relate rather well with the temperatures corresponding to thg,5tion conductivity and of the critical currents in
deviation ofj(T) from the linear dependence. In our view, yga,ci,0, , films containing different amounts of defects.
this result confirms the hypothesis made above that the dexp jnterrelation between the value and temperature depen-
crease in slope gf,(T) in such films is due to the realization yence of the FC and the values and temperature dependences
of a 3D electronic state of the HTSC system nar In this  of the critical current and resistivity of the samples is re-
temperature region the coherence length in the film, bothyezled and established. It follows from measurements of the
along thec axis and, especially, in thab plane, becomes Ec that the change in these values and dependences is di-
very large and ceases to be sensitive to defects. In a smoofBictly linked to a change in the number of defects and, hence,
flow of the vorticesthe “p flow” regime) the distribution of  of pinning centers in the films studied; these defects arise
the current over the cross section of the sample becomgsredominantly as a result of a deviation of the plane of the
uniform, and, as a result, a dependerig€T)=t> is real-  gupstrate from the SrTiPO01) crystallographic direction.
ized, as in narrow channélf$ Unfortunately, the small num-  Thys analysis of the FC is a relatively simple and extremely
ber of experimental points nedi; does not permit a con- effective method of obtaining reliable information about the
vincing confirmation of this conclusion. A definitive answer presence of defects and their influence on the properties of
to this question will no doubt require more careful measureHTSC films, especially in the case when for some reason it is
ments, especially in this temperature interval. not possible to carry out a structural analysis. In this ap-

With the results obtained we can now return to a discUsproach one can also understand the results of measurements
sion of certain aspects of the pseudogap behavior it j<(T) in the samples studied.

HTSCs!™® As we have said, it is assumed in a number of " \We have shown that in practically defect-free films
papers*?thatA(T)/A(0)~0.6(see, e.g., Fig. 5 of Ref. 12 (sample W62 the dependenci,(T) completely follows the
and the minimum of the density of states is also observed for GB model?’ exhibiting a slopes~3/2 far from T. ands
T>T,. This raises the question: why, then, does the criticak-2 nearT.. From the temperaturte at which the change in
current always decrease to zeroTagpproached . (Fig. 20 slope occurs we determined the angle of mutual misorienta-
and vanish in the pseudogap region while the fluctuatingion of the blocks,é< 6.(t.)~3.7°, which corresponds to
Cooper pairs, which are presumably responsible for the apdistances between edge dislocatiah@,)~66 A>£,,(0)
pearance of the pseudogap &tT., follow fluctuation and a grain-boundary transparencyIof~6x10°. As ex-
theory!” to at leastT~105 K, which is at minimum 15 K pected, the angle of mismatch in the given case is small, and
aboveT.? Moreover, in a temperature interval of the orderaccordingly the transparency is extremely large.

of 5 K aboveT, a 3D electronic state, in which fluctuating At the same time, the increase of the slope of jtH{d)

pairs interact throughout the volume of the superconductorcurve and the sharp increase of the critical current density
is realized in the films. In the framework of the pseudogapobserved in samples W136 and W154 cannot be explained in
approach it would be logical to hope that the critical currentthe LGB model. The slope df.(T) predicted by the theory,
might be detected at least in this temperature region. In res=5/4, does not correspond to experiment, and the small
ality, however, this does not happen. One of the possiblealues of the grain-boundary transparency cannot account for
reasons for such behavior, in our view, is critical fluctuationsthe high values of.(0) observed in the experiment. It is
which destroy the phase coherence of the pairs at the tranghown that in that case the observed behavioral relationships
tion throughT. . In all probability, by virtue of the smallness in HTSC films is explained by the different numbers of de-
of both £(T) and the total number of carriers in HTSE#1e  fects in the samples. It should be noted that as the number of
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Narrow-band spectral features demonstrating a high sensitivity to the development of the
pseudogap state are detected in metallic films of XB®80g, , With T,~51 and 74 K. Attention

is focused on the temperature behavior of the exciton—bimagnon A&8l (~2.15 eV)

and the exciton—two-magnon baidt+4J (~2.28 eV); these bands arise as a result of phase
separation into insulating and metallic regions. By comparing the optical results with
published data on the temperature behavior of the muon depolarization rate and the integrated
intensity of the(sr,7r) magnetic resonance it is shown for the first time that all three
independent techniques give the same observed temperature depef(déiice of measured
quantities both in the normal and superconducting states. The established correlation of

the optical, neutron, and muon data is analyzed from the standpoint of the formation of stripe
ordering and the compatibility of antiferromagnetic order and superconductivitgOE3

American Institute of Physics[DOI: 10.1063/1.1630713

1. INTRODUCTION and, in our view, have not yet been fully utilized in the analy-
sis of the results of other experiments. It should also be noted
The antiferromagneti¢AF) correlations and stripe or- that the very nature of ther,7) resonance has been consid-
dering in copper oxides are the subject of lively discussiongred in the framework of various modé&dhird, although
in the physics of high-temperature superconductivity. In thethe sensitivity of the interband transitions to the formation of
stripe ordering picture a phase separation into insulating anthe pseudogap and superconducting states of YBCO was
metallic regiongstripes occurs in metallic YBCO samples, shown in Refs. 6 and 7, direct evidence of the interrelation-
and the insulating stripes are responsible for the developmeghip of interband transitions and the AF fluctuations and
of the AF correlations. The most fruitful approach to study-stripe ordering is needed, which will come primarily from a
ing the question of the interrelationship of superconductivitycomparison with the data of neutron spectroscopy—a tech-
and AF correlations consists in a comparison of the data ofique widely used in the study of AF fluctuations.
the independent experimental techniques. In this paper we Based on what we have said, it is not clear whether there
analyze published data from neuttoand muof spectros- s a single consistent temperature dependence of the results
copy and the data of our measurements of the absorptiosf the three techniques listed above in the normal and super-
spectra of thin films of YBCO with different doping levels. A conducting states of cuprate HTSCs, including YBCO. In
comparison of the results is carried out for both the normathis regard a comparative analysis of the optical, neutron,
and superconducting states. and muon data is undoubtedly of interest and will allow one
The main motivation for such a comparative analysis isto track the development of AF coherence of the short-range
as follows. First, none of the techniques mentioned aboverder upon cooling of metallic YBCO samples, including the
can be said to be completely self-sufficient for constructingregions of stripe ordering and the superconducting state, by
the complex picture of the development of AF correlationsthree independent techniques.
and stripe ordering in cuprate HTSCs. For example, for the In the present study we have investigated the interband
normal and superconducting states of YBCO the interpretatransitions at energiesw>E,. The existence of an optical
tion of the muon spectroscopy data and their relation to thgjap E,~1.4-1.9 eV, separating thed-hybridized valence
neutron results are not completely clésee the discussion in band and the upper Hubbard band with a large relative con-
Refs. 2 and 8 Second, in the studies known to us, the com-tribution of thed orbitals of copper, is one of the fundamen-
parative analysis with the neutron spectroscopy data hasl features of the electronic structure of copper-oxide
been done using the temperature behavior of only the peadTSCs® In these compounds the gap creates conditions for
intensity of the(w,7) resonancesee, e.g., Ref. 4, where a interband transitions with charge transfer from the oxygen to
comparison was made with the temperature behavior of ththe copper: Ct"O?>"—Cu"O~. In doped copper-oxide
low-frequency conductivity in YBCD Detailed and very HTSCs the gap in the metallic phase is preserved upon the
complex neutron measurements of the temperature depeappearance of holes in the valence band all the way to the
dence of the integrated intensity of the, ) resonance have optimal doping level with the maximum value Of,
been done only in Ref. {the authors used the results in a (=0.15 holes per CuPplane.
description of the temperature behavior of the heat capacity  In connection with what we have said, we note that in

1063-777X/2003/29(12)/11/$24.00 982 © 2003 American Institute of Physics



Low Temp. Phys. 29 (12), December 2003 Samovarov et al. 983

nonmagnetic superconductors, e.g., those basedasfKB 2. SAMPLES AND MEASUREMENT TECHNIQUES
Bi—O, the optical gap £2 eV) exists only in the insulator

phase anq 'S,OT the Qature of a chgrge—dgnsny wave, anéjpectra of thin YBaCu;04 . , films with doping indices cor-
upon glop;mg it is rapidly destroyed in an '”SUIator_mEtalresponding to both the insulating phases0.3—0.35, and
transition: _ _ _ ~ the metallic phasex~0.8 andx~0.5.Y The YBCO films of

The preservation of the optical gap over a wide dopingickness ~2300 A had thes orientation with respect to the
range makes it possible to pose interesting problems in thg,Tio, substrates. We measured the absolute absorption
spectroscopy of charge and spin correlations in copper-oxidgpectra(optical densityal, wherea is the absorption coef-
HTSCs. Thus it has turned out that most of the research oficient) at 300 K and also the temperature variations of the
the optical properties of cuprate HTSCs has been done fapectra on cooling of the films from 300 to 20 K. The dif-
the intraband transitions withw <Ey, especially in the re- ference spectrd (al)=al(T)—al(T,) were measured in a
gion ~0.01-0.1 eV, which corresponds to the energy scaléemperature scan, whefg is the initial temperature of the
of both the spin pseudogap of the normal phase and theeasurements. The difference spectra made it possible to
superconducting gap. At the same time, at the interband trariliably reveal very small temperature variations of the ab-
sitions, where the photon energy is considerably larger thaforption coefficientA(al) =0.005, at the level of absolute
the superconducting pairing energy, a nontrivial effectvalues ~2.5. The .absorption spectra were recons_tructed
wherein the optical spectra are sensitive to superconductivit{fom the transmission spectral data on the assumption that

has been observiti(various theoretical models have been he variations of the reflection coefficient upon variation of
propose&l to explain this effedt the temperature are smalR<Aw. In the interval 1.4-3

: eV, where such an approximation is well fulfillétithe spec-
. There are tW.O main methods that havg been. most aCra were taken with a stepr3x 10 2 eV. Measurements of
tively developed in recent years for the region of interban . . .

he temperature difference spectra make it possible to reveal

transitions: absorption spectroscopy, and resonance Ramﬁﬂe spectral anomalies in the absorption, including those due

scattering. !n both cases the samples are investigated usi 9 the formation of a superconducting phase both in the
the absorption qf light Wlth energy near and ab&ge Both Y- and Bi-type sample&2°
methods makellt posmble to d|5t|ng|sh the spectrgl features \ve also note the following. In the interband transition
due to the excitation of magnorisimagnons either in the  agion, in addition to the equilibrium spectra we also inves-
process of optical absorption or in Raman scattering. In thggated various sorts of photoinducédonequilibriun ef-
Raman scattering case in YBCO the bimagnon band due tgcts, e.g., reflecting the accumulation of nonequilibrium
the creation of two interacting magnons lies &t,,  holes® and the suppression of two-magnon scattering by
~3000 cm'* (Refs. 12 and 18(which corresponds to an photodoping'® The light doses for the appearance of photo-
energy of 2.3, whereJ is the exchange coupling for the induced phenomena in cuprate HTSCs are approximately
spins of CG" in the CuQ plane, which will be denoted 10— 10'® photons/crA. In this paper the absorption spec-
below as the 3 band of Raman scattering. In the absorptiontroscopy is done with small light doses not causing photoin-
case a band has been detected at an enBigyfw,,  duced changes.
~2.15 eV; this band, denoted below as the 3J band, has
been attributed to an elef:tron—blmagnon tr.ansﬁldrhhas 3. INSULATING PHASE
been shown that these bimagnon features in the absorption
and scattering spectra weaken rather rapidly with doping at Let us first consider the absolute absorption spectrum
room temperatures. At the same time, it has been establfished! () of an insulating film withx~0.3 and compare it with
that in metallic YBCO films theA+3J absorption band and the excitation spectrumR,(w) of the bimagnon band in the
the new “magnon” features appear as the temperature i§aman scattering experiments. The behavioRgf(w) de-
lowered. scribes the dependence of the intensity of the maximum of
In this paper we establish with a high degree of reliabil-tN€ bimagnon 3 band on the incident light energyo; .

ity a correlation between the optical absorption data at mter’-g‘_Ccordlng tt()) th(;acl).retlcal dqatlcu@oﬁé,tgilrgax(l)n;%m \c;f the

band transitions with the participation of the magnon sub- " 'adnon band fies a distanaen o=2.7L=1,35 €4 (or

. . : . 3.14] if the Oguchi quantum correction is taken into ac-

system, the behavior of the integrated intensity of the ;

! : .couny from the excited photon energyiw;, where J
magnetic(ar,7) resonance, and the muon relaxation rate in

. : ) ~0.12 eV is the exchange energy of the copper spins in the
the entire existence region of the pseudogap state and SuP%f'qu planes. In a rough approximation the energy of the

conducting phase. Such a correlation reveals features of trtﬁmagnon for a square lattice with spies-1/2 can be as-
development of AF ordering of the short-range order both ing;, eq equal to B This quantity is obtained as the differ-
the normal phase of stripe ordering and in the superconducknce of the total energy of two noninteracting magnons at the
ing phase. It is shown that in regard to its sensitivity to AFgyijjiouin zone edge, Bw,,=2zJs=4J (z=4 is the number
correlations, interband optical spectroscopy is comparable tgf nearest neighboysand the bimagnon binding energy
neutron and muon spectroscopy. We analyze the appearangge note that the valuA% w~0.33 eV is typical for copper-

of stripe ordering in the pseudogap state, the preservation @fxide HTSCs.

this ordering in the superconducting phase, and the coexist- Figure l1a shows the absorption spectrur(w) ob-
ence of the AF and superconducting gaps. The main findinggined here and the spectri®g,,,(w) from Ref. 12. The data

of this paper are briefly stated in the Conclusion. are presented for 300 K, which corresponds to the region

In this study we have measured the optical absorption
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3.5 7 band transition with the formation of an electron—hole pair

sob® A A A8 1o and the additional excitation of a bimagnon. The fact that the
: ' : distance between th& and A+ 3J bands agrees rather well

2.5 within the experimental error limits with the bimagnon en-
2 ergy attests to the fact that the influence of the exchange

_ 20 5 interaction of an optically excited ion with the environment,

S 15 '% the finite width of the exciton band, and the noncollinearity

c of the AF sublattices at the position of tiet 3J band can

1.0 o be neglected. To isolate these contributions requires special
studies, as has been shown in papers with classical

0.5 antiferromagnet$’® As is seen in Fig. 1a, the bimagnon Ra-
0 man scattering band is excited most efficiently at the peak

A+8J in the region 2.7 eV, when the fermions are found

above the bottom of their bands. This is justified theoretically
in Ref. 18 as a manifestation of the so-called triple resonance

0.75 in the Raman scattering spectra.
b Let us now track the behavior of the peaks in tHéw)

spectra as the sample is cooled. We observed enhancement of
the A, A+3J, and A+8J bands as the temperature was
lowered from 400 to 300 K, i.e., in the region of the short-
range AF order. Data for the temperature region of the long-
range AF order are given in Fig. 1b in a plot of the difference
spectrumA(al)=al(T) — al (280 K). It is clearly seen that
the three spectral features indicatedl, A+3J, and A
+8J, are affected most strongly by the temperature varia-
-0.25- W, tions.
3 o o T=80K As the temperature is lowered, tleband narrows, so
_0.50L o o T= 146K that a minimum appears on the difference spe@escribed
in Refs. 6 and 7 by the temperature difference of two Gaus-
14 : 1.'8 ' 2f2 ' 2f6 ' 3.0 siang near 16 ev. Qn the short-wavelength side of.me
E, eV band this minimum is expressed very weakly. That is pos-
sible if theA band has a long non-Gaussian short-wavelength
FIG. 1. Optical absorption spectrunal(w) of an insulating film Wing’ e.g., because of the opening of a magnon band of

YBa,Cu05. « (X~0.3) and the excitation spectrum of the two-magnon _ . ~ . . . . ;
scattering ban®,(w) (Ref. 12 of an insulating sample of YBEWOg at width ~2J in the absorption process. In this case the differ

300 K (a); temperature variations of the absorption spectra on cooling of arfENCe spectra will not have a deep short-wavelength mini-
insulating film YBgCu;Og., (X~0.3) from 280 K. For visual clarity the mum.

spectra for 80 and 146 K have been shifted upward by 0.14 and 0.1, respec- The width of the eIectron—bimagnon baAd-3J in the

tively (b). . .

vely (b phase of long-range AF order varies weakly with tempera-
ture, but its intensity increases noticeably, as does the inten-
sity of theA+8J component. On cooling below a character-
istic temperaturél ;=60-70 K the variations cease, as was

A+3J (2.06 eV}, andA+8J (2.65 e\. We also observed Mentioned previousl§.” For illustration of what we have
these bands at a temperature of 400 K, i.e., in the region O?aid, Fig. 2 gives the temperature behavior of the absorption
short-range AF order. According to the analysis of Ref. 7, thd1®ar 1.6 €V on the long-wavelength wing of téand. The
maximumA is an edge lying at an energy close to the galotransmon to the temperature-independent part belgvoc-

Ey, and is shifted slightly on doping because of the chang&Urs extremely ;harply. Let us point out immediately that
in E,. It is seen in Fig. 1a that the absorption peaks such a sharp kink on the temperature dependence of the

+3J and A+8J correlate well with the maxim&},, and exciton—magnon absorption is a characteristic property of
R, in the excitation spectrum of the Raman scattering. Ifow-dimensional AF insulators and occurs whé@T,
the low-temperature Raman scattering experiments of Blum=Aar, WhereA o is the value of the AF gaff. This ques-
berg(see the discussion in Ref. 18 weak feature at energy tion will be discussed in more detail below.
E, was observed in addition to the peaR§3 shown in the For a film with a somewhat larger doping index (
figure. ~0.35) theA band lies at 1.77 eV, while th&+3J band is
Thus there is a direct correlation between the spectraiit 2.12 eV. For this film all the main traits of the picture
features ofal (w) andR,,(w), indicating that the interband discussed above are retained. Both films, which are found
transitions with charge transfer are due to the AF subsystemear the boundary of the insulator—-metal transition, have
of the insulator. In particular, based on the theoreticalocalized hole carriers. According to the data of Ref. 21,
analysist® it can be said that th&+3J peak in the absorp- the activation energy for the mobility in these films is
tion spectra corresponds to the threshold energy of the intekE,~0.18 (x~0.3) and 0.03 eVX~0.4).

1(T) - ol (280 K)

a

near the Nel temperaturdy,. It is seen that the absorption
spectra have three maxima, which we denoté &%.75 eVj,
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FIG. 3. Difference spectrum of the absorption of metallic films
FIG. 2. Temperature variations of the intensity of the long-wavelength wingYBa,Cu;Og ., 0N cooling from 170—200 K to the regich<T,. The main
of the excitonA absorption band, measured at 1.6 eV for an antiferromag-figure is for the sample witif.~74 K, the inset for the sample witl,
netic film YB&CuOg . (X~0.3). ~51 K.

4. METALLIC PHASE ance of theA+3J and A+ 4J bands on cooling of films of

Let us now consider the temperature variations of th¢"€ ortho-l phase witT.~50 K, as is illustrated in the inset
absorption spectrum in the same spectral interval for metdl Fig- 3. The amplitudes of these components in the case of

films with T,~74 and 88 K(ortho-l phasg and with T, the ortho-Il phase are smaller by a factor of 1.5-2 than for

~51 K (ortho-Il phasg in the normal and superconducting € ortho-I phase. _ _
states. For 300 K the absorption spectra of metallic films in_ TN€ Spectrum in Fig. 3 is formed in the normal state.
the region of interband transitions were analyzed in Ref. 61 NS IS illustrated by measurements of the temperature dif-
including their change with dopirfyThis analysis showed fgrenge spectra at fixed frequenueg of 2.03 and 2.21 for the
that upon doping, i.e., with decreasing correlation length ofilM With Tc=74 K (see Fig. 4. The signal at a frequency of
the AF fluctuations, thed and A+3J components rapidly 2.03. eV, as is seen in Fig. 3, follows the variations of the
weaken (especially theA+3J component and for films continuous(background componer)t,.but the signal at the
with T,=70 K one can say that the bands are absent. In th§eduency 2.21 eV sums the variations of the background
Raman spectra the bimagnon band in YBCO also begins t6°MPonent and thé+3J andA+4J peaks, which overlap
weaken rapidly with doping, and it is not seen for samplesat that frequency. We see that the curves diverge on cooling,
with T,~70 and 88 K3

Before presenting the data on the temperature evolution
of the spectra with a small temperature step, let us consider 0
the difference spectrum over a wide temperature range ~0.02
A(al)=al(70 K)— «l (200 K), which demonstrates the un-

usual physical picture that is central to our discussion. This g -0.04
spectrum for the film withilr .~ 74 K is shown in Fig. 3. The Q -0.06
wideband(continuou$ weakening of the absorption\(al) ‘_g 008
<0, over the whole spectral interval 1.6-3.0 eV, with a | )
maximum valueA (al)~ —0.17, was discussed in Ref. 6 and = -0.10
will not be considered here. 3 _0.12
More interesting is the fact that, appearing against the 014

background of the wideband temperature variation are com-
ponents which are characteristic for the insulating phase: the -0.16
A band (1.8 eV), the A+3J band (2.15 eV}, and theA 018
+8J band(2.8 eV). Besides these bands, which appear and S I VO T Y (R S B B
grow stronger as the temperature is lowered, a new compo- 0 40 80 120 160 200
nent,A+4J, which is absent in the spectra of the insulator at T K

both room and low temperatures, is observed at 2.28 eV. Its ’

appearance in the metallic ortho-I phase of YBCO was firsFIG. 4. Temperature variations of the absorption intensity for a metallic film
detected earlier in this cycle of measuremé&AfBhere, how-  0f YBa,CusOs. with T;~74 K at fixed frequencies of 2.03 e\®) and

: - 1 eV(O). The energy 2.03 eV corresponds to the background component
ever, detailed temperature measurements over a wide energﬁthe spectrum, while 2.21 eV is the region of ther3) and A+ 4)

interval_ were not made: fand the beh_aVior of this componeniesonances. The divergence of the curves demonstrates the appearance of
on doping was not investigated. We first observed the appeathese resonances.




986 Low Temp. Phys. 29 (12), December 2003 Samovarov et al.

such an excitoff is most intense in the AF phase, when the

o
170K SRR RS2 Cu—O-Cuatomic configuration is close to 180°, and it can
-0.02- o ‘M;.-\?' move, weakly perturbing the AF ordering.
. 150K  ogn% e Recently there has been heightened interest in the study
X -0.04- %ﬁmﬁ” 3 f ide CuO, which is an antiferromagn
o d&?? ° of copper monoxi , gnBg (
=2 120K 5% & ~230 K) with strong interband transitions involving charge
5 006 & (S transfer. It has been shofithat these transitions are also
| 100K ...\.'OQ.-‘\ o coupled to the magnon spectrum. In CuO, as in cuprate
£ -0.081- * 0 oSN ° HTSCs, a strong excitonlike band is observed at 1.8 eV at
3 90K @9:& °Q>Q) b‘\"o' the edge of the optical g#BAs in our case, the contin}uous
-0.10[ &, {.0 QTN . component of the interband transitions in CuO in theeNe
80K ¢ :'o %Dbcmﬁb phase weakens with decreasing temperature.
—0.12 70K o o T T ________ By virtue of momentum conservation, the excitons form-
backgrsﬁ% A+3J  A+4J ing theA band, which are found at the bottom of the exciton
-0.14- ' ' l ' ' band, interact most strongly wittare scattered bylong-
19 20 21 22 23 24 wavelength magnons, which are thermically populated for
E eV kgT>A . Therefore theA band is very sensitive to a

. ) ) nge in temperature.
FIG. 5. Difference spectra of absorption, demonstrating the appearance gPa geinte . pe atu_ € . L. .
the A+3J andA-+4J resonances on cooling of a YRaLLOg. , film with For classical antiferromagnets withd transitions in the

T~74 K. magnetic ions the existence of an exciton band has long been
established, and exciton—magnon and exciton—bimagnon
satellites are also observ&t?® For example, in classical an-

the curve for the frequency 2.21 eV lying higher, indicating atiferromagnets with MA* ions (d° shell, s=5/2) the purely

strong increase of th&+3J and A+4J components. The exciton bandgsingle-iondd transitiong are sometimes ex-
curves begin to diverge ne@i ~ 150 K, which corresponds tremely weak because they are parity- or spin-forbidden,
to the temperature of formation of the pseudogap state in thahile the exciton—magnon and exciton—bimagnon satellites
spectrum of AF excitationgsee the neutron spectroscopy are well expressed. In cuprates’ (shell,s=1/2) for electron
datd), and this divergence increases with further decrease idipole pd transitions theA band becomes dominant against
temperature. AlT;=65-70 K, somewhat below the super- the background of the pronounced exciton—bimagnon
conducting transition .~ 74 K), the temperature variations A+ 3J band.

stop rather abruptly. In Ref. 18 a microscopic picture was given for the cre-

Figure 5 shows the temperature evolution of the wholeation of magnons at interband transitions in cuprates. Ac-
spectral pattermA(al)=al(T)—«l(190 K) in the region  cording to those calculations, at tiRg,, excitation peak of
2.0-2.4 eV for the film withT .~ 74 K. Itis clearly seen that the Raman spectra at energigg+8J the creation of an
theA+3J resonance, which is characteristic for an AF inSU-e|ectr0n_h0|e pair occurs wherein the electron and hole in
lator, and a new resonancé+4J, appear near 160 K. their conduction bands have approximately equal energies,

Analogous curves were obtained for the film wiff,. ~ ~4J (Ref. 18. In that transition there is a large probability

~88 K, where these resonances arise at a lower temperaturgs creation not only of an electron and hole but also of the

T*~120 K. Importantly, the film withT.~88 K also has a  sjmultaneous appearance of two magnons at the edge of the

temperature-independent part of the absorption curvé at magnetic Brillouin zongeach with energy &), which are

<Ty=65-70 K. The existence of an approximately equalhound into a bimagnon. It can be said that #e8J absorp-
characteristic temperaturg, for the AF film and for the  tjon band is formed through the relaxation of band fermions
films with T.~74 and 88 K is evidence of the coexistence ofyith the emission of magnons. If the energy of the incident

AF and superconducting gaps. . _ light lies in the region of théR},,, peak, which coincides with

Thus metallic films of YBCO on cooling are “shifted” the A+ 3 resonance, then an electron and a hole will appear

toward AF ordering, and the AF spectral features arising inyith zero kinetic energies, and, in addition, the creation of a

the pseudogap state are preserved in the superconductiBgnagnon will oceur.

phase. A bimagnon is also observed in the absorption spectra in
the infrared(IR) region for E<E,. Here the direct optical
5. DISCUSSION OF THE RESULTS excitation of a bimagnon (bimagnermphonon) occurs. For
_ ) example, according to the data on the IR optical conductivity
5.1. Features in the optical spectra and absorption spectra of the insulating phase, the bimagnon

Insulating phase The component®, A+3J, andA  band in a number of cuprates (YBau;Og, La,CuQ,, and
+8J are characteristic of the insulating phase with short-Sr,CuO,Cl,) is located at an energy of3J.2"%
range and long-range AF ordering. The low-enefggom- Phonons can make a certain contribution to the forma-
ponent lies near the edge of the optical gap and can bton of the A, A+3J, and A+8J absorption bands. It is
classed as an excitonlike feature. Analysis of the Raman scathown from the Raman scattering data that the transfer of
tering data showed that in a number of cuprates the scattecharge along the &-O-Cu direction in the Cu®@ plane
ing bands nealE, can be attributed to the existence of (scattering geometr,) is strongly coupled with the mag-
Zhang—Rice exciton@Ref. 23.2’ The absorption spectrum of netic excitations, but the efficiency of charge transfer in the
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diagonal direction(scattering geometr,) is determined YBCO,* which givesA,r~55 K for J=0.12 eV. A close
not only by the magnetic contribution but also to a signifi-value for A, in YBCO is obtained, for example, from the
cant degree by the interaction of the interband transition withyata of Ref. 34. BelowT, there occurs a “freezing” not only
phonons?® The bimagnon scattering spectrum is most in-of the exciton bands but also of the exciton—bimagron
tense in theB,; geometry. +3J band, which is genetically related to it. In other words,
As the temperature is lowered in the AF insulating phasest temperatures below the gap temperathigg /kg the ther-
the intensity at the maxima of tha, A+3J, andA+8J  mal magnetic excitations do not destroy the sublattice mag-
absorption bands increases in both the short-range and longetizations, and thé& and A+3J bands no longer change
range AF ordering phases. Far>Ty (Ty~250-300 K)  with temperature.
their observation can be linked to the existence of magnetic |n the region 60 K< T<Ty in the AF phase with long-
correlations of the short-range order with correlation lengthgange order the amplitude of the+ 3J band increases with
& For magnetic excitations with wavelengths¢ and en-  decreasing temperature at a rat&(al)/alAT~0.8
ergiesfiw larger than a certain boundary enerfjy=hc/§  x 1072 K (in the interval 60—200 K although the half-
=1.16/2Ja/§, wherea is the distance between copper spinswidth 0.06 eV remains practically unchanged. Consequently,
and c is the spin-wave velocity, the spin-wave picture re-a growth of its integrated intensity occurs, like that observed
mains valid forT>Ty, and the damping of the spin excita- for the electron—magnon absorption in classical antiferro-
tions is insignificant’ For YBCO withx~0.3 (Ref. 3) the  magnets, e.g., in FeGO(Ref. 26. The integrated Raman
width of the neutron scattering peaiq~0.032(in units of  scattering intensity for the Btwo-magnon band in the,
2m/a) can be used to estimate the correlation length, whiclyeometry in cuprates behaves in the opposite way: it de-
is <15a~60 A at 200 K. The result i§=10 meV, and so creases with decreasing temperature. A fall of the integrated
the thermal magnons with energies nkgify~30 meV and intensity of the two-magnon Raman scattering band is also
wavelengthshr=hc/kgT~25 A are rather good for the observed in classical antiferromagn&tdhe decrease in the
spin-wave approximation. The quantifycan be regarded as intensity in Raman scattering experiments in ExBaOg,
an effective AF gap for short-range order. Since light absorpta,CuQ,, and PrBaCu;0;,, for example, occurs primarily
tion takes place over a time 10 '° s, while the lifetime of  on account of a severalfold narrowing of the band as a result
the magnetic fluctuationg/c is much longer ¢ 10 *s),  of a decrease of the magnon dampffig>*¢Such a compari-
the experiment diagnoses a quasistatic picture of the shorson suggests that thel bimagnon Raman scattering band is
range AF ordering. significantly more sensitive to the magnon damping than is
In the Neel phase the further enhancement of theA  the exciton—bimagnom+ 3J absorption band, the area of
+3J, and A+8J components occurs, with a simultaneouswhich is proportional to the oscillator strength of the transi-
weakening of the long-wavelength wing of thAecomponent tion. It can be assumed that the+3J band follows the
on account of its narrowing; see Fig. 2. The behavior of theemperature behavior of the mean magnetization, i.e., the AF
excitonicA absorption band is dictated by the interaction oforder parameter, unlike the Raman scattering, which prima-
the exciton with magnons near the real spin dgp-. For  rily follows decay processes involving magnons.
classical two-dimensional AF crystals it was long ago shown  Metallic phase With increasing doping index and the
experimentally and theoretically that the width of the excitontransition to the metallic phase at 300 K, theand A+3J
bands is shaped by the factdrexp(—Aag/ksgT), which re-  bands begin to weaken rapidly; this can be attributed to a
flects the number of magnons near the dag (Ref. 20. As  decrease in the correlation lengfh 1/\/§ and a decrease of
a result, the exciton band in magnetically ordered crystalshe mean fluctuation magnetizatidM ). Since mobile car-
narrows with decreasing temperature, and its intensity at theers increase the degree of noncollinearity of the AF sublat-
maximum increases. However, fkgT<A ¢ the broadening tices, the decrease of the exciton—bimagnon band can also be
of the bands(in the general case the behavior of the inte-considered to be a consequence of an increase in the noncol-
grated intensityis blocked by the exponential factor, which linearity of the lattices over the correlation lendthA peak-
leads to an almost threshold character of the transition of thehapedA band is detected in samples with.<50 K (x
absorption intensity to the temperature-independent part<0.5). According to the neutron datajn samples withT
Such a temperature behavior of the exciton bands has been50 K the correlation lengtl§~10 A at 300 K. In samples
observed, for example, in the quasi-two-dimensional AFwith largex, whené.<é&; and the “instantaneous” magne-
crystal [NH3(CH,),NH3]MnCl, and the quasi-one- tization can be assumed zero, tAeand A+ 3J bands are
dimensional AF crystal CsMngli2H,0. For theA band in  absent at room temperatufel the Raman scattering spec-
YBCO the above-indicated temperature dependence haga the bimagnon band weakens rapidly with dopifghis
been verified for the regiom<Ty (Ref. 7) on the assump- may be attributed to an increase in the damping of the mag-
tion that this band is described by a Gaussian contour. As irons as as result of their interaction with free carriers. In the
seen in Fig. 2, such behavior of the intensity of the long-room-temperature absorption spectra the band near 2.8 eV,
wavelength wing of thé band, with a sharp transition to the due to interband transitions, is nevertheless present, since the
temperature-independent part, occurs ay=A,e/kg  optical gap is preserved.
~60-70 K. This makes it possible to estimate the value of  An important point for our further discussion is the fact
the spin gapA op=~6 meV in a YBCO sample witk=~0.3,  that, as can be seen in Figs. 3 and 5, when the metallized
which agrees with the results of other studies. For examplesamples are cooled belol the A andA+ 3J bands and an
for the acoustic magnon mode,g~2.32]\2a,, (Ref. 32, additional A+4J band appear clearly, and the temperature
where a,,=1.5X 10% is the anisotropy parameter for dependence of th&+8J band is even stronger than in the
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1.2 FIG. 7. Correlation of the optical and neutron data for superconducting
AA b samples of YBaCu;Og. , With T.=81-88 K. The intensity oA+ 3J and
1-0ﬁ:| A+4J resonances according to the data of the present Si@dyh); the
L4 o peak intensity of the magnetier,7) resonance at 39 meV according to the
0.8 _6.. inelastic neutron scattering dat@\).
oha
< 062 °
= ®,° T* the integrated intensities, since the half-width of the bands is
»’—\‘ 0.4L g o slowly varying; 2) the peak intensityl .5 Of the magnetic
= AA (7,m) resonance near 40 meV, measured in the neutron
02 L o® A experiments, and also the mean square fluctuational mag-
D a A A netic momentmZJ) associated with this resonance; the
00 — — — 2a2B0ap e — & (] rates\ of muon-spin relaxationdue to the magnetic field
AR AAA around the muorithe dynamic Kubo—Toyabe facjor
-0.2- | | | LA | Figure 6a and 6b shows the results for YBCO samples in
!

the ortho-1l phase with the following values of the supercon-
1.0 1.5 20 25 30 35 4045 ducting transition temperatur@,.~74 K (absorption data
T/Te T.~68 K (x=0.6; neutron data and T,~70 K (x=0.67;
FIG. 6. Correlation of optical, neutron, and muon data for superconductindﬂuon data" Figure 6a shows the data_ for a,WIde temperature
samples of YBaCu;Og. , With T,=68—74 K. The intensity of thé&+3J  Interval, from ~250 to ~10K, including both the
andA+4J resonances: data of the present st(@ly A); the integrated]) ~ pseudogap statel(<T<T*) and the superconducting state

and peak(A) intensities of the magneticr,7) resonance at 34 meV from (T<T ) and Fig. 6b shows the region from250 Kto T
the inelastic neutron scattering datthe behavior of the muon spin relax- on ance;(panded scale. ¢

ation rate(O) according to the data of Ref. 2. The temperature variations in . .

the regionT<T*, which includes the pseudogap and superconducting states ~ Figure 7 shows the results for the ortho-I phase with

(a), and in the regioM < T<T* (b). T.~88 K (absorption dataand T.~82 K (x=0.8; neutron
data. The temperature interval correspondst@00—10 K.

(In Refs. 2 and 3 the data from muon measuremenig ©j

insulating phase. A result, we are compelled to attribute the, given only for the ortho-Il phase with=0.67 and the
onset of these bands to the appearance of a fluctuational Atfverdoped compoungi~0.95) '

order parameter. Before discussing the figures, let us briefly remark on the

essentials of the neutron and muon measurements. The ob-
servation in the neutron experiments of a narrow magnetic
(7r,7m) resonance, which reflects the development of commen-
The temperature data of optical, neutron, and muon exsurate AF fluctuations, is an important result in the physics
periments for YBCO samples with differeft, is discussed of HTSCs. This resonance has been registered in
below. To establish the correlation between the data of thes€Ba,Cu;Og. , With two CuQ, planes per unit cefl,and
three independent experiments we have presented them atso recently in TJBa,CuG;, 5 (Ref. 5, with one plane per
Figs. 6a and 6b and 7 in the reduced coordinategell. This suggests that the given magnetic resonance may be
¢(T)/ H(T.). Plotted along the abscissa is the temperature i general feature of cuprate HTSCs. On cooling the reso-
units of T, and along the ordinate—the results of tempera-nance arises for an acoustic mode at energies somewhat
ture measurements normalized to their valud at higher than the energy of the spin pseudogap. For example,
These figures show the following datg: the intensities for YBCO with T,~74 K the value of the spin pseudogap is
I35 andl,; of the A+3J andA+4J absorption components ~26 meV in the superconducting phase, while the resonance
(we are actually discussing the temperature dependence f at 37 meV; for the sample wifhi;~82 K the pseudogap is

5.2. Comparison with the neutron and muon spectroscopy
data. Pseudogap and superconducting states
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30 meV and the resonance is at 39 mi&\The intensity ~where forT<T, the functionf(T/T.)~ const within the er-
l.{w) of the resonance is directly related to the imaginaryror limits of the three techniques.

part of the magnetic susceptibility”(w)~1,{®). Using Since the AF fluctuations can be attributed to stripe
the fluctuation dissipation theorem, one can obtain the meaordering®® let us consider the optical data from that point of
square fluctuational magnetic moment by integrating ovewiew. That the development of AF fluctuations occurs in the

the resonance contour: regime of phase separation into insulating and metallic re-
gions is evidence of the simultaneous appearance ofAthe
<mr265>:3/(277)f d(hw) xred ®)/[1—exp(—hw/kT)], +3J resonance for interacting magnofe bimagnoi and
the A+4J resonance, which can be attributed to magnons

as was done in Ref. 1. Figure 6a shows the temperature gé1at do not interact with each other. The resonahee4)
pendence of botH (T)/l,.(T,) (unfilled triangles and ~ @rises in a natural way if the AF region is divided by metallic
<mrzes>(T)/<mr2es>(Tc) (unfilled squaresfor x~0.6. At 35 K regions (which are aptlphase charged domain walls in the
the absolute values a'<fmr2es>=(0-06i 0-04),&% per cell® It framework of t.he str.|pe model; see, e.g., Ref).48s was
was difficult to measure the temperature dependemfgg shown theoretically in Ref. 40, the value of'the exchange
X(T) for the sample with index~0.8 (Fig. 7), since the ~€nergy through such a wall is onty 0.1J, which sharply
magnetic resonance aboVe at these indices is rather weak, Curtails the interaction of magnons created in neighboring
and therefore only the behavior of the peak intensity isihsulating AF stripegthe A+4J resonance If the AF re-
shown in Fig. 7. gions are long “vertical” quasi-one-dimensional stripes, then
In the muon experimentspolarized muons were embed- the spin-wave velocityexchange energyalong the stripes
ded in YBCO samples and the relaxation of their spin polarWill be the same as in the ordered AF phétes situation is
ization, P(t)=Gyr(t)exd —\(T)t], was measured in zero apparently realized in cuprafs In this case bimagnons
magnetic field. The Kubo—Toyabe relaxation functionwith energy 3 can be excited within the same insulating
Gy+(t) reflects the existence of randomly oriented staticregion. Then the correlation length along these strigedor
magnetic fields from the nuclear dipoles and depends weakly <T*,T.), must be rather largeseveral tens of angstroms
on temperature, while the exponential factor describes relaxn order to give the same picture of the opticaland A
ation due to the additional magnetic field from the electron+ 3J signals as in the phase of long-range AF ordering or in
spins around the muon. The normalized temperature depethe fluctuation phase of short-range order ab®dye In ad-
dence\(T)/N(T.) in Figs. 6 and 7 is shown by the unfilled dition, even in the superconducting state the transition of the
circles; here the absolute value of for T<T. was optical signals to a temperature-independent part occurs just
~0.012 us. as abruptly and at approximately the same temperdiyiaes
We can now turn to a more detailed analysis of the datan the AF insulator phase. This circumstance can be inter-
in Figs. 6 and 7. Let us first point out that as the temperatur@reted as evidence of the existence of an AF gap in the AF
is lowered, the rise of thé&+3J and A+4J resonances at stripes, this gap coexisting with the superconducting gap in
T=T*, the increase in the parameter and the growth of the sample. The transverse AF correlation length can be
both the integrated and peak magnetic resonance intensitigsall, £, <&, spanning only a few lattice constants. From
are well correlated with one another. The observed agreghe width of the (m,77) resonance peak, which evidently
ment at temperatures beloW T ~2.3 (ortho-ll phas¢ and  tracks the shorter correlation length, one can estingate
T/T.~1.5 (ortho-I phasb3> suggests an interpretation as the Such an analyst8 shows that the distance between inter-
development of AF correlations in the pseudogap region. Irphase boundaries is 4-5 lattice constants in the copper sub-
that case the short-range AF order should be characterized ystem.
rather large correlation lengths and a slight noncollinearity of |t is possible that the formation of the+4J band con-
the lattice, since thé, A+3J, andA+4J components are tains contributions from multimagnon processes and from
manifested, in the same way as thandA+3J components  magnetic quantum fluctuations, the manifestation of which in
exist in the insulating phase dt>Ty. It should also be Raman scattering experiments and in IR experiments on the
noted that the half-widths of th&+3J andA+4J bands in  study of bimagnon resonances in cuprate HTSCs was con-
the metal, equal to approximately 0.06 eV, are practicallysidered in Refs. 27 and 28. For interband absorption the role
equal to the half-width of thé&+ 3J band in the AF insulator  of these contributions requires a special theoretical treat-
phase. It is also seen in Figs. 6 and 7 that in the supercomnent, especially for stripe ordering.
ducting state the optical, muon, and integrated neutron data |n the neutron experiments an important piece of evi-
demonstrate a sharp decrease in the rate of growth of th§ence for the stripe structure is the appearance of inelastic
signalsl sy, 145, \, and(m%9 with temperature, with a clear peaks corresponding to neutron scattering on the AF fluctua-
tendency toward saturation. Thus the AF fluctuations are prejons incommensurate with the lattice perftd.
served in the superconducting phase, where they coexist with  As to the interpretation of the behavior ®{T) and its
the superconducting condensate. connection with the development of the stripe structure, this
Figure 6 shows rather unambiguously that in the entirqyuestion has not yet been definitively answered. In the gen-
temperature regioi <T*, including in the superconducting era| case, by analogy with the nuclear magnetic resonance,
state, the results analyzed here satisfy the scaling relation the dynamic relaxation time is usually written agT)
2 =y2(B?)7/[1+(w7)?], wherey, is the gyromagnetic con-
I (Mo MDD (l) (1)  stant for the muon(B?) is the mean square value of the
133,43(Tc) (mrzeQ(Tc) A(Te) Te)’ fluctuating transverse components of the magnetic field, and
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7 is their mean correlation time, which is strongly tempera-insulating phase ak~0.3-0.35 near the insulator—metal
ture depender As the temperature is varied, one can ob-transition is formed under conditions in which localized car-
serve a maximum of\(T) when w7=~1, e.g.,, in riers exist. It is known that localized carriers destroy the AF
La,_,Sr,CuQ,, which has been interpreted as the appearphase on account of their thermal promotion to the mobility
ance of a spin glass stdt2As is seen in Fig. 6, no such level!**° These localized carriers can have an appreciable
maximum is observed. Behavior afT) analogous to that polaron (polaron—-magnoncomponent of the spectrurih
shown in Fig. 6 has also been observed in studies of antifeAs a result, under conditions of phase separation one can
romagnetism in boride® small AF clusters in the heavy- assume the coexistence of two types of particles: heavy po-
fermion system UR4SBi, (Ref. 44, and the dynamics of the larons in the bulk of the insulating regions, and light fermi-
stripe structure in La ,Sr,Cu _,Zn,O, (Ref. 45. Such an  0ns in the conducting regions. In IR experiments on YBEO
analogy indicates that(T) is sensitive to the development such a coexistence is reflected in the two components of the
of antiferromagnetism and stripe structure. In this regard thépectra of the optical conductivity, which are most pro-
rather good agreement of the behavion¢) and(ereQ: it nounced forT<T*. We are talking about the rather narrow
seems to us, merits a special analysis. Drude component of the light carriers, which lies in the en-
In the framework of the stripe picture it is especially €9 region below 500 cnt, and also an asymmetric, wide
interesting to examine muon experiments with compound®0laron component, with a maximum near 1200—2000 tm
based on heavy fermions. In the superconducting materidP-15-0.25 €Y. These two components are also observed
URW,S, in the low-temperature phase of weak antiferro-Simultaneously for Bi and La cuprat€in the optical ab-
magnetism folf<Ty=17.5 K one observes an increase\of SOrPtion spectra of YBCO ned, the band near 1.5 eV,
with a subsequent rather rapid transition to the temperaturéVhich reflects the degree of metallization of the system, is
independent paff Such behavior occurs on the “doorstep” gnhanced with d_opm@]t |s_further enhan(_:ed with decr_eas-
of the superconducting transition & =1.2 K. Comprehen- ing temperature in the region belol¥ . This band coexists
sive studie® show that in this compounti(T) reflects the With theA, A+3J, andA+4J components, apparently also
behavior of small AF clusters. In that case, as was estal{_eﬂectmg the coexistence of light hole carriers in the metallic

lished a comparatively long time adba gap feature with a regions and heavy hole carriers in the AF regions.
value of approximately 65 cirt appears in the spectrum of
spin excitations belowT . All these processes take place in 6: CONCLUSIONS

; 46

a coherent metallic phase observed bebwS0 K™ Thus 1 on cooling of metallic superconducting YBCO films,
the indicated\ (T) dependence reflects phase separation ifhoth weakly doped and close to optimally doped, bands ap-
URWSi into AF and metallic regions. pear in the absorption spectra: Arband(at ~1.8 eV, close

Another point that we think merits discussion is the dif- {5 the optical gajE, with charge transfer anA+3J band,
ferent temperature trend of the pelak and integratedm?.)  and anA+4J band, whereJ~0.12 eV is the exchange in-
intensities of themr, m) resonance. As is seen in Fig. 6, in the teraction constant. These bands arise in the temperature re-
pseudogap state at<T<T* both intensities have the same gion T.<T<T*, which is known in the literature as the
temperature dependence. Beldy, however, the peak in- region of the pseudogap state in the spectrum of magnetic
tensity continues to increase with decreasing temperatur@ycitations.
while the temperature variation of the integrated intensity 2. |t is found that forT<T*, including the supercon-
decreases sharply. The difference becomes especially noticgucting state, the temperature behavior of the integrated in-
able if the neutron data are normalized to their valug& at tensitiesl 5 45 of the A+3J and A+4J absorption compo-
as is done in Figs. 6 and 7. This difference can be explaineflents is very well correlated with the neutron data on the
by different temperature dependence of the peak intensityemperature evolution of the mean square fluctuational mag-
and width of the(w,) resonance. If it is assumed that in the netic momen{m2 associated with thér,) resonance and
region T.<T<T* only the intensity changes, while the also with the data on the muon dynamic spin relaxation
width of the resonance remains practically unchanged, theR(T). The behavior of the optical, neutron, and muon data in
one would expect the same trend Igf and <m,295>. If a  the reduced coordinates satisfy scaling relati@h in the
strong narrowing of the resonance occurs belowthen the  form of a functionf(T/T,) which in the superconducting
integrated intensity will have weaker temperature behaviophase depends weakly on temperature and is close to unity.
than the peak intensity. In fact it is seen from the data of Ref. 3. The discussion has shown that beldW there is a
1 that the half-width of the resonance peak decreases hyrowth of the antiferromagnetic correlations with the forma-
more than a factor of two as a result of the transition to theion of a stripe state of ARinsulating and metallic stripes.
superconducting phas@he authors of Ref. 47 estimated For samples witi;~70 and 88 K the phase separation tem-
hy~10 meV at 20 K. The decrease iy can be attributed to peratures arel*~2.3T, and 1.9, respectively. The AF
the effect wherein the lifetime of AF fluctuations increases incorrelations and stripe state are preserved in the supercon-
the superconducting phase. In YBCO with a Zn impufity, ducting state. The optical data suggest that in the supercon-
when the superconductivity is suppressed and the dynamiducting state there is an AF gap of about the same value as in
stripe structure is pinned, a broadening rather than a narrovthe insulator.
ing of the magnetic resonance peak at the superconducting 4. The observed absorption componeAtsand A+ 3J
transition is observetf are attributed to a manifestation of exciton and exciton—

Let us say a few words about the nature of the carriers ilbimagnon resonances, which exist both in the AF-ordered
the stripe state. As we have said, the optical spectrum of thimsulator and in the stripe state. The compon&nt4J ap-
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Stable superconducting structures of the metal—insulator—metal type are made using niobium
nitride. A comparison of the measured current—voltage characteristics with the theoretical
curves calculated with allowance for possible fluctuations in the transparency of the insulating
spacer layer shows that the potential barrier formed as a result of the oxidation of NbN

is quite uniform. The possibility of making niobium nitride Josephson junctions for
superconducting micro- and nanoelectronics is discusse@0@3 American Institute of Physics.
[DOI: 10.1063/1.1630714

The most important question facing microelectronicsthe contrary, barriers of aluminum oxide formed at room
right now is the creation of quantum devices with nanometetemperature come out much more disordered. As was shown
dimensions. A European Union analysis of the developmenin Ref. 3, the formation of an oxide layer leads to hybridiza-
of of nanoelectronics in the next 10 yehmints out that of  tion of its electronic states with states of the electrodes, as a
all the proposed schemes, superconducting fast singleesult of which conducting channels appear within the oxide,
guantum logic, the basic element of which is a Josephsoteading to a local decrease of the barrier parameters and,
junction, has the highest rat¢00 GHz and highérand the  hence, to a substantial scatter in the barrier heights. Sfudies
least power dissipatiofil uW per element At the same with an atomic force microscope have shown that this scatter
time, superconducting micro- and, even more so, nanoeledn the barrier heights is more important than the variations of
tronics have not found wide use. The authors of the reViewthe thickness of the insulator. As far as we know, no analysis
surmise that the main obstacle lies in the need for cooling thef the spatial distribution of the probability of tunneling
niobium junctions down to a temperature of the order of 4 K,through the barrier formed as a result of the oxidation of one
which requires either liquid helium or a three-stage cryore-of the metallic electrodes has yet been done; such an analysis
frigerator. Replacing the pure niobium by niobium nitride, is the main goal of this paper.
the superconducting transition temperature of which is twice  We studied film structures of the injector—insulator—
as high, allows one to go to a temperature of the order of 18uperconductor type, in which a film of lead 300—500 nm
K, so that two-stage cryorefrigerators may be uséauch a  thick or a film of a molybdenum—rhenium alloy MoRe was
transition comes to pass it will radically advance superconused as the injector, and the material to be investigated was a
ducting electronics, but, according to Ref. 1, the present-dathin (around 100 nrnlayer of niobium nitride. The layers
technology of fabricating tunneling structures based on niowere formed by the reactive cathode sputtering of a niobium
bium nitride remains insufficiently developed. The goal oftarget in an atmosphere of argon and nitrogen, with a subse-
our research is to create stable metal—insulator—metal juncuent deposition of the compound obtained on a heated sap-
tions based on NbN and to interpret the measured currentphire substrate. The tunnel barrier was created by thermic
voltage characteristics. oxidation of the NbN, after which a lead or MoRe film was

The analysis of the corresponding experimental curvesleposited on top. The current—voltage characteris{i¢$ of
was directed primarily toward elucidating the nature of thethe samples and their derivatives with respect to voltage
insulating layer that forms as a result of the oxidation ofwere measured by the four-probe method with the use of the
NbN. From an applied standpoint, the main problem in crestandard technique of detection of harmonics at temperatures
ating Josephson junctions is to obtain sufficiently uniformfrom 1.5 K to room temperature. The normal-state resistance
and reproducible tunnel barriers. It should be noted that th&y of the structures was 0.1-Q.
properties of ultrathin insulating spacer layers formed Let us now turn to the form of the current—voltage char-
through an oxidation reaction of one of the electrodes differacteristic in the region of voltages equal to the sum of the
quite strongly from one another. For example, it has beemnergy gaps of the superconducting facings. The standard
found experimentally and confirmed theoreticalijat SiQ,  theory of tunneling in structures formed by two supercon-
layers thermically grown on the silicon surface already haveductors $ and S separated by an insulating layer | proceeds
all the properties of the bulk material at thicknesses of thdrom the assumption of a uniform barrier with a very low
order of 0.8 nm and are rather uniform over thickness. Ortransparencyl and predicts sharp growth of the current in

1063-777X/2003/29(12)/3/$24.00 993 © 2003 American Institute of Physics
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FIG. 1. Distribution function®(Z) [Eg. (3)] of the paramete?Z [Eqg. (1)]

V. E. Shaternik and M. A. Belogolovski

butions of the barrier characteristizs and, by comparing
them with the measured curves, establish the degree of non-
uniformity of the tunnel junction. We note that distribution
(3) can easily be written as a function of the transparehcy

of the insulating spacer layer by using the relati@n be-
tween these two quantities. The distributioh$Z) used in

this study are shown in Fig. 1.

At finite temperature, the final expression for the
current—voltage characteristic of an S—I-S structure with a
nonuniform potential barrier, which follows from the results
of Ref. 7, has the form

J(V)= ; D (Z)2N(0)eViAy(1+2)2

describing the effectiveness of the potential barrier at values of the param-

eterZ,=2,, Zyl2, Zy/5, andZ,/20. The inset shows the dependenceZen

o d 27 E
of the normalized conductance of the tunnel junction in the normal state. X f fO(E) 2—] d(p(m
— o0 ar

The calculations were done for a mean vallye=4.

the vicinity of the sum of the two energy gapg¥ =(ASl
+A32)/e.5 We indeed observed a rise of the curréntout

O(E2—-A2)O[(E—eV)2—AZ]
g%(E)—1
TR E-(1+229

7O(E?-~A9)0[A; - (E-eV)?]|.

over a rather wide range of voltages, which may be due, first, (4)
to the finite transparency of the potential barrier separatingi;L|ere

the two conductors. Further, following Ref. 6, we shall as-

sume that the insulating layer with the repulsive potential fo(E)=[f(E—eV)—f(E)],

V(x) is very thin, and we shall therefore describe it by the

parameter 9(E)=h(E)—p(E)cose,
Z:ka V(x)dx/eg, (1) h(E) E(E—eV)

- 2 A FE_a\Z_Ar2]
where thex axis is directed along the normal to the barrier, \/(E APL(E=eV)"—Aq]
and ke and eg are the Fermi wave vector and energy. The
transparency of such a junction in the normal N state has the p(E)= A14,
form® V(E?=A5)[(E-eV)?-A]]

T=1/(1+2Z?). 2)

0(2) is the Heaviside step functiofi(E) is the Fermi dis-

The authors of Ref. 6 calculated the shape of the differentiatribution function, N(0) andvg is the electron density of

conductances of N-I-S junctions for any values &f

states and the electron velocity at the Fermi level, And

Analogous calculations for the current—voltage characteris-
tics of S—1-S heterostructures were done in Ref. 7. There the
multiple Andreev reflection processes at barrier biases less
than V* were not taken into account. This means that the
guantitative conclusions of Ref. 7 are actually restricted to 0.8- :1’-2 NbN-I-Pb
voltages in the immediate vicinity of*, but, as was men- T=4.2K
tioned above, it is that region that we will be interested in >
below. £
o
A new circumstance that will be taken into account in < 0.4
the present paper is the influence of nonuniformity of the <

tunnel barrier on the shape of the current—voltage character- 0.2 cZy=20/5
istics of an S—I-S junction. We assume that the effectiveness I < =2,/20
Z of the barrier is different at different points of the structure 0 2 3 4 5 6
under study, and we introduce the corresponding distribution V. mv
function
FIG. 2. Calculated value of the tunnel curréntnormalized to the value of
1 1(2-24\2 the current at 6 mV, versus the applied voltagén the case of the distri-
®(2)= —eXF{ - E( 7 ) } 3 bution functiond(Z) shown in Fig. 1. The circlets show the corresponding
Z; ﬂ 1 experimental data for an NbN—I—-Pb junction. In the the calculations, as in

HereZ, is the mean value df, andZ? is the variance of the
distribution. By varying both paramete#, and Z; in the

the experiment, the temperature was 4.2 K, and the values of the energy
gaps at that temperature afg,y=2.95 meV andAp,=1.25 meV. The
inset shows the original current—voltage characteristic of an NbN—I-Pb

normal distribution law(3), one can describe arbitrary distri- tunnel junction.
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andA, are the values of the energy gaps for the two superuniform over thickness. This indicates that the problem
conducting electrodes. Below we shall restrict discussion tposed in the aforementioned reviewthe creation of
the case of zero temperature. Josephson junctions capable of operating with a two-stage

Figure 2 shows the results of the calculations using theryorefrigerator—may actually be solved with the use of nio-
formulas given above with the paramelgy=4, which gives  bium nitride.
the best fit of the calculated curves to the current—voltage
characteristics of one of the NbN—I-Pb tunnel junctions.*e.mail: shat@d24.imp.kiev.ua
Figure 2 demonstrates the influence of the degree of nonuni-
formity of the potential barrier on thé(V) curve for
N;—I1-N; and §—I-S; junctions. A comparison of the mea- !R. Compand(ed), Technology Roadmap for NanoelectroniGifice for
sured and calculated curves in Fig. 2b indicates that in our Official Publications of the European Communities, Luxemba@@p1).
samples the scatter in the barrier paramegyss of the ZJé(?O' Neaton, D. A. Muller, and N. W. Ashcroft, Phys. Rev. L&, 1298
order .Of ur.“ty’ which is much |(.ESS th.an the mean V@ée 3\(N. H(.)i?ippard, A. C. Perrella, F. J. Albert, and R. A. Buhrman, Phys. Rev.
Thus in this case we are dealing with rather small fluctua- | ¢ g8 046805-1(2002.
tions over the thickness of the potential barrier. 4Y. Ando, H. Kameda, H. Kubota, and T. Miyazaki, J. Appl. Ph§&.5206

In closing we note that in the course of the present stud-_(2000. o , _
ies we were able to make tunnel junctions based on niobium \'fér;i't;/\/g:zszr"lllcésv'efofglggtm” Tunneling Spectroscoiyxford Uni-
nitride with quite reproducible electrical characteristics. sg E. ande'n M. Tinkham, and T. M. Klapwijk, Phys. Rev.Z5, 4515
Moreover, a comparison with the theoretical calculations (1982. )
generalizing the conclusions of Ref. 7 to the case of possible Yu- V- Shlapak, V. E. Shaternik, A. L. Kasatkin, and . Rudenko,
inhomogeneities of the insulating layer shows that the barrier Metallofizika i Novashie Tekhnologi20, No. 3, 3(1997).
formed as a result of the oxidation of NbN is rather Translated by Steve Torstveit
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A study is made of the dissipative component of the electron transport in a doubly connected
AndreevS—N-S(indium—-aluminum—indiurinterferometer with elastic mean free

pathslg in the metals of around 10@m and a macroscopic phase-breaking lerigftthat is

two or more orders of magnitude larger thiap in disordered nanostructures, including
two-dimensional ones. The studies are done under conditions not studied before in such
interferometersm< (m is the transverse size of the NS boundariés helium temperatures the
samples are found to exhibit new phase-sensitive effects of a quantum-interference nature.
Conductance oscillations with a peride, /A (® is the flux quantum and is the aperture area
of the interferometgrare observed in the non-domdimorma) state of the indium narrowing

near the NS boundary. In the domain intermediate state of the narrowing, magneto-temperature
resistive oscillations are observed, with a pericfblozgﬁcm (ch(T) is the coherence length

in a magnetic field close to criticalAt sufficiently low temperaturesi(=2 K) the conductance of

a macroscopic N region of the system has an oscillatory component of resonance shape

which undergoes phase inversion relative to the phase of the nonresonance oscillations. An
explanation for the effects is suggested in terms of the contribution to the Josephson current from
coherent quasiparticles with energies of the order of the Thouless energy. The temperature
behavior of the dissipative transport in a pure normal metal near an isolated NS point contact is
investigated. ©2003 American Institute of Physic§DOI: 10.1063/1.1630715

1. INTRODUCTION =yhD/kgT (D is the diffusion coefficientin the “dirty”

(diffusion) limit can be expressed in terms of the coherence
Our previous experiments® with SNS structures based length &2 in the “pure” limit &2= &=y /kgT:

on pure metals established that even at not very low helium 1/3)| ghahvz | ghal

temperatures the dependence of the normal conductivity of =LA 1™ ey

the structures on the coherent phase difference of the supdt-follows that the temperature regioii® and T¢ which de-

conducting “banks” can be preserved at distancdsetween termine the values df/ &1 in the pure and dirty samples with

the NS boundaries several orders of magnitude larger thagistances between NS boundarigsandL®, should be con-

the sizeL of the normal spacer layers in disordered SNSnected by the relation

nanostructures, where quantum interference effects in the p\2 d 2 p

o X . (TP) fivg (L9 (L/&r)
dissipative transport were first observed and continue to be —=3—1¢ _p> [ 4
widely studied®=**The typical scald. for such structures is T kele | L7/ [ (L/€7)

of the order of 1um and is limited by the phase-breaking (we are presupposing that the phase-breaking lehgtin
lengthL,, which for nanostructures is a quantity of the sameeach case is not less tha® or L9.) This means that the
order. In metals with an electron elastic mean free path same values of the parameteié;= \T/E, (E. is the gap in
~10% um the phase-breaking length is at leasf nes  the density of stateg* characterizing the same behavior of
larger than in nanostructures with~0.01 um (in systems  the phase-coherent phenomena in the two limits, can be re-
with a two-dimensional electron gag=1 um). The reason alized at very different temperatures—much higher for the
is apparently that at static defect densities leading to sucpure systems. For example, in pure samples Wjga 1 um
values ofl as in nanostructures, inelastic processes comehis parameterta® K is of thesame order of magnitude as in
into play in the scattering on these objects, limiting. At diffusional samples withl~0.01um at T<0.1 K, for
low defect densities in pure metals the contribution of suchLP/L%~10. (It will be shown below that the shift of the
processes is unimportant. The macroscopic valué pin  temperature regions of analogous behavior of the phase-
pure metals allows one to increase the spatial region imoherent effects for 2DEG samples with~1 um (Ref. 11
which the long-range phase cohereicBC) is investigated, and 3D samples with,~0.01 um in the casd 3°/L?P~1
expanding the interval of valudd ¢ér>1 from values of the also corresponds to relatid).)
order of 168 in nanostructures to #0n systems with pure Thus a manifestation of phase-coherent phenomena for
metals. L/&r>1, which implies the existence of LPC under condi-
In addition, we note that the coherence Iengﬁ’a tions of an exponentially smalln magnitude proximity ef-

2

. D)
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Low Temp. Phys. 29 (12), December 2003 Y. N. Chiang and O. G. Shevchenko 997

fect for the main group of electrons, which are excitations Superconducting shield
with energye ~T, in ultrapure structures can be observed on
macroscopic scales even at not very low helium tempera-
tures; this effect may be of extremely topical interest for
solving the problem of extracting quantum information from
various quantum systems via macroscopic channels, for ex-
ample.

Generally speaking, the first indications of a long-range
(not purely exponential in the parametégiéy) influence of a
superconductor on the conductivity of a normal metal bor-
dering are directly contained already in the results of experi-
ments on structures with an isolated NS boundary, where
such an influence has been noted at distances from the
boundary corresponding to valuesér~5—1016The in-
terference effects subsequently observed in doubly connected
SNS systems containing disordered metalanostructures
with smallL , have also been studied until recently in a range
of L/&1 not exceeding the values indicated above. However,
experiment shows that the manifestation of phase-coherent
phenomena in doubly connected SNS systems is not limited

to this interval of values of the parametb"&’ and the FIG. 1. Schematic illustration of the SNS interferometer and the equivalent

presently ana"able _reSUItS on the behavior of phase'COhereEﬁFcuit of the measurementmse). The shaded region is the bulk part of the
phenomena in that intervéee Fig. 7 have been interpreted indium.

in different ways; it is therefore necessary to expand the
study of these phenomena, especially under conditions of
different L/ &1 ratios unrealizable in disordered nanostruc-
tures.

materials with ratios of the resistances at 300 and 4.2 K of

In the present study we have investigated the temperaBRR%lo4 (l~100 wm) brings about a close to zero bar-

ture and phase-sensitive features in the behavior of the consr heightz in the contacts, which corresponds to a trans-

e s _ 2y —1__ . _
ductance of SNS systems formed by the contact of two purén's’s'(_)n coeff|C|ent—(1+_z )""~1 (Ref. 18,20 for tech .
metals withly~100 wm, aluminum (in the normal state nologies that do not partially or completely destroy the oxide

and indium, in an interferometer geometry fof &~ 102 layer or other kinds of contamination on the surface of the

under the conditiong | > &r=£R. Under these conditions metals. . .

all three dimensions OFItheTnor:nal spacer layer of the SN Thg characteristic .dlmenS|ons OT the contaatsLnd b
system are so much greater than the typical microscopic sp see Fig. ] can be estimated by noting that ftg>m the

tial parameters associated with the proximity effect that théOtal current through a contact of two metals in the normal
contribution of a supercurrent due to the main group of carState should be related to the contact amgn by the

riers with energies ~T can be completely ruled out. expressioff
INN:Zv(s)eZUFAcomUSFIEUSh/RShy (2)

wherev(e) is the density of states in one of the metals of the
Figure 1 shows a diagram of the overall layout and thecontact, andJgy, is the voltage drop across the distributed
equivalent circuit for the measuremertissed of the inves-  resistanceRg,. Choosing aluminum as the 3D part of the
tigated doubly connected system of two metals in contactsystem, with  a normal conductivity of oy
aluminum and indium. After the transition of the indium to =(1/3)e?vev(e)ly, and taking into account thatyy
the superconducting state, the system acquires an SNS cor-jA'AN =

2. EXPERIMENTAL TECHNIQUE

= contAcont (1™ @andjcon; are the current density in

figuration of the “Andreev interferometer with cavity” type. the aluminum and in the contact, respectiyelywe obtain

The area of the cavity between the aluminum girder (2from (2) the area over which the two metals touch:

X2 mm in cross sectignand the indium strip, soldered at

pointsa andb, wasA=Oab>< h~3 mmx 15 ,un? Acont= (1/6)(|/¢:'|/LA|)(UA|/US*1)AA|' (3)
Unlike the SNS system which we studied previously inHere AA'~4 mn? is the cross section of the aluminum

Refs. 3 and 4, which used copper and had wide soldered N§irder, LA'~ 1.5 mm is the length of the corresponding part

contacts with a characteristic dimensionwhich could not  of the Al between one of the contacts, ea,.,and the mea-

increase the contact resistanRg,,;, sincem>lg, in the  suring probeV, (ac in Fig. 1), with a potential difference
present study the current regime was realized through comgcross this part equal 10”'=1,\R", whereR" is the re-
tactsa andb with a significant distributedSharvin resis-  sistance of that part, measured independently in the case
tanceRg,, Which usually arises for characteristic contact di-when the second contact is excluded. By measuring the volt-
mensions smaller thaly, (Ref. 17. Contacts of such a size ageU across the probe¢; andV, in this scheme, one can

were formed by spot welding the indium to the aluminumfind the voltage drop across the distributed resistance as
used in the present study. Here, as we have repeatedly con-

. . . . . . _ |
firmed in previous studies, the direct welding of ultrapure ~ Ush=U — Inn(Rart+ Ruann)
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whereR'n';,r’N is the resistance of the indium narrowing in the 5.0 5

normal state in the near-contact regi@ee the inset in Fig. T

1). Measurements of the quantities necessary for evaluating 4.5 | 3 DDDJ:%@ ]

Acont gave the following resultsRA~4x1071°Q; Rg, gooost 0 1 v

~1.1x10 % Q; RL,n=~1.7X10"% Q. In accordance with o 4.0 - é,: 40 d

(3) we find that the characteristic “spot” siza in contactsa © 35| 5 T315 $ - ] °§’o

and b could be around 25.m, which corresponds to the o & 1 g ] -

inequalityl ,>>m which gives rise to an additional distributed T 30 L dd Ve ] -

resistance of the residual type, which in our experiment ex- =< L2 ' A lo 45 =

. o) & T =

ceeds the resistance of the N-metal segraentf the system 25 L & . 1 <

by two orders of magnitude. - & =¥ 2
After the contacts were formed, the indium narrowing at 20 &% ] ©

contactb was thinnedby drawing so that the resistance of : L L L1-10

the interferometer branchatbf and daf (inset in Fig. 2 15 20 25 30 35

were in a relatiorRyy>Ryar (Rapr= Ry nar~ 107 % Q). The T.K

measuring current was introduced to the system through nor-
mal probes, one of whicH,, was mounted in the indium FIG. 2. Temperature dependence of the resistance of the indium narrowing
outside the narrowing region and the secod,was in the at the contaca of the interferometer foR%,,<R®,, (curvesl and2) and its

| . = . f db 'b . h derivative (curve 3). Curvesl (O) and2 (A) are the measurements at the
aluminum. .or reS|sta-nces of contaetsan 0 e_ymg the minimum (H,=0) and maximum K{.=0.3 mOe), respectively, of the re-
above relation, practically all of the conduction currentsistive oscillations observed at 3.2 K. The jump on curkend 2 corre-
flowed along the loop I;—indium narrowing—contact sponds to atwofold increase in the resistance of the indium narrowing when
a—aluminum+2 The possibility of regulating a macro- the NS boundaries appeéhe values include the distributed resistance of

. N . the contadt
scopic phase difference is preserved.
The macroscopic phase difference in the interferometer

was controlled by an external magnetic fiéld produced by ) ,
a rectangular wire loop glued directly on the face of thefl'St: that the resistance jump neaf’ and the subsequent

aluminum girder and carrying a currehj . The planes of f:hange in the resistance of the system in the t.emperature
e interval down to~1.8 K can only be due to the resistance of

the loop and interferometer cavity were parallel to eact}he indium narrowing Rsy, is independent of temperature

Other.’ the cavity lying along th_e axial line of the Ioop, & and Ra<Ri%.n). A comparison of the values of the resis-
position convenient for calculation of the value of the field NI L
ance of the indium narrowing in the NN state={.7

produced in the cavity by the loop. For compensation 01‘I T g _ ) .
external fields the sample with the loop was placed in a? i?em((i §t4';—lg;58 l;)) ;rlg:%rzthlg I?n?jizg?gg;rf\l/sgfr:) |(()jfi:1e
closed superconducting shield. The norrt@ppei probes c?/ease in tﬁe resistance of thé narrowin

V, andl; were soldered to the indium, ang, andl, were 9.

spot welded to the aluminum. The potential difference across According to the microscopic theofy,” such an in

Crease in the normal resistance upon the onset of Andreev
the probesv; andV, was measured to an error @3.5—1) : . . .
10 : - . _reflection, due to the twofold increase in the cross section for
X 10™**V or better by a device utilizing a thermomagnetic

. % whi . . . electron scattering on normal-metal impurities located within
superconducting modulatotwhich made it possible, in par- the coherence lengi® of the NS boundaryof the order of
ticular, to study the effects down to 0.1% in the conductance10 m for In atT~3 K), can take place under the condition
of anN region of macroscopic dimensions. The error for theLN'L;$ wherel is the di,mension of the metal layer reckoned

?gii%r%rgle;:s of the working currents and temperature WFi‘}som the boundary. A simple estimate of the dimensions of

the narrowing with the use of the valuRRR,~4x 10%,
Agont» andRI%. shows that the size of the narrow boundary
3. RESULTS AND DISCUSSION region of indium,L . (i.e., the distance from the “spot” to
the place of the transition to the bulk part of the indium,
where an NS boundary arises ﬂSKT'C”) is of the order of
Figure 2(curvesl and2) shows the temperature depen- 10 um, i.e., comparable tg?. Thus the conclusion of the
dence of the potential differendé, divided by the working theory that a twofold increase in resistance will occur upon
current (~0.5 A) introduced to the system through probesthe onset of Andreev reflection under the conditidngs
I, and |, of the interferometer(Fig. 1) in the caseRZ,, ~&r has apparently found its first direct confirmation. Pre-
<R, At the transition through the critical temperature of viously the largest resistance increase that we had been able
the bulk part of the indiumT!"=3.41 K, where an NS to observe did not exceed 60%.
boundary appears, a jumplike increase in the resistance of the Curves2-5 in Fig. 3 show the results of measurements
part cae of the system is observed; this jump is like that of the conductance on the opposite side from congaain
which was first observed by the authors in 1¥88nd is a the normal aluminum side, as functions of the thickness of
characteristic quantum effect accompanying the appearand¢ke normal layer adjacent to the NS boundary, i.e., on the
of Andreev reflectiorf® distancel s between the normal probe N and the supercon-
An analysis of the values given in the previous Sectionducting (S) point contacta. Measurements were made with
for the contributions to the resistance from individual ele-the interferometer ring broken, permitting the use of a four-
ments of the system and curvésand 2 in Fig. 2 implies, contact null method of measureme(see the inset in Fig.

3.1. H,=0. Temperature dependence
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1.00 FIG. 4. Current—voltage characteristic for the smallest distance between the
vy Yy N probe and NS boundagyn the geometnf ys<0.1 um, corresponding to
Q v - 8 v AN A the distance. s for which curve5 in Fig. 3 was measurgdind its deriva-
~ 098F y @ QA Q¥ tive. T=3.2 K, He=0.
S AN
« VL RAATT 2 - o
= 0.96F - 3- OS’&-Q""U the same power law~ T3 and correspond to our previous
T D * ) result for aluminum, obtained in an NS system with a differ-
0.94 C » ent method of measureméenthis fact provides additional
T ¥ 4 confirmation of the role of the temperature dependence of the
. ..' . phase-breaking length in determining the temperature depen-
25 30 35 dence of the conductance of a metal layer as a whole within
T, K the rangeér<Lys<L, under conditions of multiple An-

dreev reflection(see Ref. 2
FIG. 3. Dependence of the rise of the resistance of aluminum near the Figure 4 shows the current—voltage characterigtizve
R&uggi%gr;ﬁ'ing . Fig. 1) on the distance between the N probe and the 1) measured at a temperature of 3.2 K and corresponding to
¢ caseb5 in Fig. 3, and its derivativécurve 2). It is seen that
there are no nonlinear effects associated with the contact

3a), which eliminated the contributioRg,+ RI". . of the con- ~ Over a wide range of currents, including the measuring cur-

tact itself. Also shown for comparison in this figure is the "ent 0.2-0.5 A.

temperature dependence of the resistance of the same alumi-

num (curve 1) measured with the use of only normal probes3-2- He#0

that had been arc-welded on. 3.2.1. Nonresonance oscillations
The curves in Fig. 3Figure 3a and 3b differ only in

scalg demonstrate how the increase of the resistance of th

near-contact layer in the aluminum upon the formation of a

NS boundary evolves as with changibgs. It follows from

a comparison of the curves in Figs. 2 and 3 that the change

resistance(an increase with decreasing temperatwipon

the formation of an NS boundary, observed on both sides of

the point contact, is analogous to the effects observed in 0.02

In measurements of the potential differendeacross
robesV; andV, at a temperature of 3.2 K, depending on
he magnetic fieldH of the wire loop, a component oscilla-
tory in Hg with a period fic/2e)/A is observed, whera is
fhe area in the gap (see Fig. L The amplitude of the

NS systems with pairs of different metals for an arbitrary — __ 0.04F z
area of the NS boundaries and for other positions of the @ ¢ gol A‘_I’ 10.01 ==
probes>?3 The nature of the effect, as we have said, is due to g oI 2 . C_{
the interference of coherent electrons appearing upon An- & Or , T Som, 9 | 5)
. . . T ® Pa . 0 T
dreev reflection, and its value under the conditians>| = 002l # (.253‘. Q. o T
> &1 depends only on the ratids /Lys,le if Lys<L,. & f - A% o} 1-0.01Z
The results given in Fig. 3 again confirm that LPC can -0.04f & © T
be maintained in a pure metal in the investigated temperature ~0.06— , . , ~0.02
range over macroscopic distances, in our case at least 1.5 0 05 1.0 1.5 2.0
mm (L/&;~10), which, as beforé;*? indicates that the H, . mOe

phase-breaking length is of at least that scale.

It also follows from Figs. 2 and 3 that the temperatureF'G- 5. Nonresonance oscillations of the phase-sensitive dissipative compo-

dependences of the resistance of both the indium and alumjent Of the resistance &=3.2 K in the indium narrowingcurvel) and the
resonance oscillations of this componenfat2 K in the aluminum(curve

num, measured on the two Sid?S of the NS boundaiyi the ) tor an interferometer withR, <Ry, as functions of the external magnetic
low-temperature region of the jump and wheére<Lysobey  field.
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oscillatory component, shown by curtef Fig. 5 in relative

units, U/l«<(Ry—Ry=o)/Ry=g, has a value in absolute 12r

units A(U/1) = (Rmax— Rmin)~4.5X 10 1° ), which corre- 1ok

sponds to~2% of the resistance of the indium narrowing, .

R:]“arrSN, with Rin=Ry-o. Figure 6 shows the temperature o 8}

dependence of the differenceA(U/1)=(Ry=03moe =

—Ry—0), which, like the character of the temperature depen- < 6

dence ofd(U/1)/dT (curve 3 in Fig. 2), indicates that a Ny L

domain intermediate state of the indium narrowing is real- - 4

ized on decreasing temperature no earlier thahl K, as is

indicated by the temperature position of the jumps on the 2r

corresponding curves. The same conclusion also follows i

from an independent analysis with the use of the &izg,, ! . ! L
which does not correspond to the condition for the onset of a 25 20 15 10 05 O
domain structure with more than 1 domain in the presence of Trh/T

the self-magnetic field of the current-(L0 Oe), since it is _ 3

not comparable to the size of the domains Tor 3.1 K3 FIG. 7. Temperatw_'e erendence of the amplitude of the phase-s_ensmve
. . . . . _nonresonance oscillations of the conductance from the experimental

The transition of the narrowing to the domain intermediat€yaperd.1113The solid curve is the theo.

state is evidenced by the appearance, at temperatures below 3

K, of magnetotemperature resistance oscillations with a pe-

riod corresponding to the period of oscillations in the criticalfor o= and ¢=0, respectively, withTy,=D/xL2. The
magnetic ﬁeldaAHC(T)NhC/ega , with §4=2\JqR.[H(T)]  apparent disagreement of the experimental results on the pa-
~1 um for 3.0 K (q is the screening radius of the impurity, rameterT,/T= (£7/L)2 with the theory and with each other
andR, (H,) is the Larmor radius™ is eliminated practically completely if the gap that arises in
Let us compare the parameters of the oscillations obthe density of states upon localization by Andreev reflections
served at 3.2 Kcurve 1 in Fig. 5 with the theory and the of the coherent excitations in the normal space between the
presently available results of other authors. The most chalNS boundaries is everywhere taken equal to the energy cri-
acteristic results'>*3on the temperature dependence of theterion T* =D/27xL? for the “dirty” limit from Ref. 25. Fig-
relative amplitude$AR/Ry| of the observed resistive oscil- ure 8b shows the same results as in Fig. 7 but plotted with
lations are collected in Fig. 7, where they are plotted as functhe “Thouless temperature” taken equal to the paraméter
tions of the parametef,/T=(&7/L)? with the values of in the form indicated above, with taken equal in all cases
the “Thouless temperaturesTy, adopted by the authors.
Also shown there is the theoretical curi®@R/Ry|=|Rmax

—R\l/Ry, where R, and Ry are the values of the resis- L/&t
¢ - S 1 3 5 7
tances at the maximum and minimum of the oscillations, 115 —8 —————————
which were obtained in Ref. 24 by a numerical simulation 1101l
. a
21050
= 1.00}
0.95¢
°
* 0.90}
4
- 0.85
15 11
3 | b xx[xx]_; 125
8 10 f?l“ :“"A‘A“ (“‘"‘x _Z
3 T . 0% 20
s 21 & 2.0 2.5 3.0 gz ~~~~~ x5 /73/‘“ P 3
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FIG. 8. Dependence of the resistance of an SNS system on the parameter
T,K L/&; from Refs. 24 and 2%a) and the temperature dependence of the am-
plitude of the nonresonance oscillations of the conductance from Refs. 7, 11,
FIG. 6. Temperature dependence of the difference of the resistances fand 13(see Fig. 7 after modification in accordance with the theory of Ref.
H.=0.3 mOe andH.=0 for an interferometer witlR,<R, (the inset 25 (b); M—the amplitude of the nonresonance oscillations in our experi-
shows the dependence on an expanded scale ment.
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to the distance between the superconducting “mirrors.” It isthe system. These oscillations, which have a resonance
seen that the set of experimental results thus modified formshape, are observed at temperatures @8fK and differ from

a regular relation in the behavior of the amplitude of thethe oscillations measured at 3.2 K. Sinde2aK the resis-
oscillations with respect to the parameTét/T. As it turned  tance of the indium narrowing is already comparable in value
out, this feature follows directly from the results of a theo-to the resistance of the aluminum on the segnaenfsee the

RA)(= w2
R

-1
XIn

retical analysis carried out back in 1968 by Aslamazov, Larinset in Fig. 2 and the phase of the resonance oscillations is
kin, and Ovchinniko Indeed, using the fact that the qua- shifted by 7 with respect to the phase of the nonresonance
macroscopic phase differends the difference between the resonance oscillations is due to features of the phase-
total current and the SQDEVCUVFéﬁNVG find on the basis of coherent interference in the aluminum. The period of these
the analytical expressions for the nondissipative current gscillations, like that of the oscillations observed at 3.2 K, is
1L L of the resistive oscillations has also been observed in other
1- p g—ex;{ - f_ +1 studies(e.g., Refs. 11 and 13n a different geometry of the
T T SNS interferometers(nanostructures and with another
L -2
a(g) ) ' 4) First, as we emphasized before, in the system which we
herel/£.=(T/T)2 anda fficient of the order of investigated the phase-breaking length is either much larger
whereL/&r=( )" andais a coefficient of the order of o the distance between electron injectors, as is the case in
shov-l\—/r]e;ncgirvesgotrc:eztt)r?grd\;\r/]i?htt%éhclzz ri)épgss'o?goirzoﬁ of that distance, as in the aluminum regicnl mm); this is
Ref 24 It 9. % that both ItBX:O d'Nt th . the first necessary condition for the manifestation of quasi-
€l. 2a. [t 1S eaSy 10 see that both resulls predict the exISy ) icle phase-coherent phenomena in the conductance of
?Afiﬁgtgi c%r:; pogsig;'r:‘stgfetﬁgrli%ingﬁ tzznsigz z)éste undamental argument, which was examined in detail in the
not coiLcidé becZuse of the difference of a fagtou/@foe- theory of Ref. 27, is the restriction imposed on the possibility
of establishing a coherent phase difference under these con-
irr?éattlgethzmgl::\ljgefrgl;qthse(;sggait:]orll%Rélei; Cs(;lrcr)(\jvsr?(:)r;d;he playing the role of reservoirs, should, in particular, in the
dashed curve in Fig. 8b. .It is seen .that’ it describes Compallistic transport regimélike the regime in the indium nar-
pletely the position on the temperature scale of all the ex- L L
perimental results presented in Fig. 7, confirming the concluplﬁce’f wherg tf(\jeflnjtehctors a:.e JO'?w Igfet\;t, On? of thte)n i
sion about the relationship of the temperature intervals mad IS IS réquired for the creation of conditions orno return to
Ref. 11 we took into account that the size of the normalflection, under which it is possible to form quasiclassical
region in one of the directions is greater tHgrand does not tra%eCt?['es C;IDI?Z\N'EQ(?rgg electrpns W'th energmiEc
satisfy the ballistic criteriog®, and we were forced to make ~ "*UF (or 7L*); these trajectories connect the two
same curve also gives a correct quantitative estimate of thght phase_ difference betw_een “mirrc_)rs."_lt has been shown
oscillation amplitudéAR/Ry| in the corresponding tempera- that for this to take place in the regime indicated, the aper-
the authors chose fdRy not the resistance of the region glie WavelengFmB (this circumstance was first POi”te‘?‘ qut
between the “mirrors,” as required, but the resistance of thdn Ref. 28. It is not hard to understand that this restriction
whole sample. loses meaning if the role of at least one of the injectors is
the region of observation of which, as an analysis showsS2S€ spl_itting is not required for th(_e formation of a trajectory
most likely corresponds to the region of valubéé>1 connecting the two superconducting “banks.” In our SNS
(T*/T<0.3), i.e., the “dirty” limit, the oscillations pertain- system, where the current is introduced through one of the
shown, are reasonably attributed to the quasiballistic oscilla@ coherent phase difference, both for the indium narrowing,
tion regime,L" /&:~1. For this regime the characteristic which is found in the ballistic regime, and for the aluminum
1= nar "

siparticle dissipative current~(f(cosAy), whereAy is the  oscillations at 3.2 K, it can be assumed that the nature of the
(~sinAy) given in Ref. 25 equal to hc/2e)/A. (The above-mentioned phase inversion
method of measuremept.
unity. the indium narrowing in the domain state, or is of the order
tence of LPC, i.e., nonexponential damping of the osciIIator)}; stems with a large distance between boundaries. The next
tween ¢y in Refs. 24 and 25. The theoretical curve for theditions. It concerns the dimensions of the injectors, which,
rowing) bring about a splitting of the electron beam at the
on the basis of expressidd). (In processing the results of the injector for a hole excitation after the first Andreev re-
a substantial re-evaluation of the Thouless temperatiite superconducting “mirrors” and thereby establish the coher-
ture intervals, except for the values given in Ref. 11, whergure of the injector—reservoir should not exceed the de Bro-
In contrast to the experimental results discusstd? played by one of the superconducting “banks,” since in that
ing to the indium narrowing in the contact at 3.2 K, as was mirrors” (Fig. 1), there is no restriction on the formation of
temperature iST%8=%u, /kgL. The position of the oscilla- €gion, which is in a regime that is close to diffusional.

tion amplitude(the square data point in Fig. Bbalculated Since the characteristic energy scale of the Andreev
with the use of this parameter flr= |_:1narr is also in agree- spectrum~7uvg /L, one can assume that the oscillations ob-
ment with the theoretical curve from Fig. 8b. served at 2 K are due to the fine Andreev spectrum of low-

energy electrons in the aluminum region, since the oscilla-
tions in the narrowing T=3.2 K) do not have a resonance
shape, nor do the conductance oscillations of the normal re-
The oscillations shown by curv2 in Fig. 5 are at first gion (Cu) in the case of a large area of the “mirrors” when
glance surprising from the standpoint of the dimensions othe current is not introduced through a “mirrof”If the

3.2.2. Resonance oscillations
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observed oscillation amplitude is attributed to the resistance The appearance of resonance phase-sensitive oscillations
of the aluminum between the “mirrors,” then, as is seen infor a macroscopic distande between boundaries in the nor-
Fig. 5, the relative amplitude of the oscillations of resonanceamal region of the SNS system is attributed to the contribu-
shape amounts to about 4%, which corresponds to the ratiion of coherent excitations with the Thouless energy, for
E(LAL)/T for the aluminum and not for the narrowing. which the transport regime between the reservoir and the NS
According to the theory of Refs. 27 and 29, the appearancboundaries in the pure metdL£ g.?ab can be ballistic. Since

of oscillations of resonance shape can be expected becauseder these conditions when an NS boundary is used as one
of degeneracy at the Fermi level of transverse modes witlof the electron injectors the appearance of phase coherence

the energies of the Andreev levels does not depend dnas long as. <L ,,, one can assume that
5 the possibility of observation of phase-sensitive effects in the
Sﬁzﬂ[(mﬁ 1)w¥Ayx] conductance of macro;copic SNS systems _is restricted to

2L such values oL for which the normal reflection becomes

(Ay is the macroscopic coherent phase difference betwedpredominant at the NS boundaries. The latter will take place

the “mirrors”), whenA y=(2n+ 1) (¢=0). The degen- for E./T<\E./eg (Ref. 27, which 'co'r'responds, f9L¢
eracy condition thus presupposes an inversion of the phase of * @ndT~2K, to L>10 cm—the limiting scale of inter-
the resonance oscillations with respect to the phase of thgoundary distance for which the appearance of long-range
nonresonance oscillations, which corresponda fo=2n=. ~ Phase coherence is possible at helium temperaturég{

Such an inversion does take place for the oscillations of reso- 10%. ) -
nance shape which we observed. The experimentally observed phase-sensitive quantum

effects in the conductance of an SNS system of pure metals

in the region of not very low helium temperatures with

L/g?a'fv 107 find a completely reasonable explanation in the
CONCLUSIONS framework of the indicated scale of long-range phase coher-

The phase-coherent component of the dissipative eleq?nce due to the contribution of low-energy coherent excita-
ions with energie€ <T,A.
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