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Surface and bulk spin excitations in ferromagnetic semiconductor superlattices
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The propagation of surface and bulk spin excitations in ferromagnetic semiconductor
superlattices consisting of alternating monoatomic layers of two types of cubic Heisenberg
ferromagnets is considered. The Green’s function method is used to obtain the dispersion relations
describing the propagation of surface and bulk spin waves in the superlattices and also the
temperature dependence of the magnetization of the localized spins. The results are integrated
numerically and presented graphically. ©2003 American Institute of Physics.
@DOI: 10.1063/1.1630716#
ce
tic
r

d
ial

te

s
r
d
re

th
in

ei
s
ho
ti
a
cto

in
era-

pins
tor
mic
f

he

n’s
n-
ons
it,

an

l,

cal-

x-
nian

on-

mi
re
f t
The problems of synthesizing and studying superlatti
~SLs! made up of alternating layers of different magne
materials have been attracting a great deal of attention
cently. Such superlattices have new physical properties
fering considerably from those of the constituent mater
themselves.1,2

Research on crystalline magnetic semiconductor ma
als has been widely reported,3–5 while SLs made from these
materials have been studied much less. Surface and bulk
waves ~SSWs and BSWs! in ferromagnetic semiconducto
crystals both with narrow and with wide conduction ban
were considered in Refs. 6 and 7 for all temperatu
T,Tc (Tc is the critical temperature!. Some of the qualita-
tive features of SLs can be explained most easily for
example of a simple cubic structure consisting of alternat
monoatomic planes of different materials.

Examples of the fabrication of short-period SLs, th
experimental study,8,9 and theoretical model calculation
based on the experiments are given in Refs. 10 and 11. T
papers considered the magnetic properties of SLs consis
of layers of magnetic insulators. It is clearly of practic
interest to study SLs consisting of magnetic semicondu
materials.

FIG. 1. Model of a semi-infinite superlattice consisting of alternating ato
layers of two different materials, the localized spins of which are rep
sented by asterisks and circles, while the dots stand for a repetition o
unit cells of the superlattice.
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In this paper we determine the regions of bulk sp
waves, surface optical and acoustic modes, and the temp
ture dependence of the magnetization of the localized s
in semi-infinite simple cubic ferromagnetic semiconduc
SLs. It is assumed that they are made up of monoato
layers of material ‘‘1’’ alternating with monoatomic layers o
material ‘‘2’’ and that each of these atomic layers lies in t
@001# plane~Fig. 1!.

1. HAMILTONIAN OF THE SYSTEM AND THE GREEN’S
FUNCTION FOR LOCALIZED SPINS

In this Section we present calculations of the Gree
function12,13 for localized spins in ferromagnetic semico
ductor SLs and use them to obtain the dispersion relati
for BSWs at low temperatures in the narrow-band lim
where the exchange overlap integralt i j for the conduction
electrons is not taken into account. This approximation c
be used when the relationw!IS holds, wherew is the width
of the conduction band,I is the contact exchange integra
andS is the value of the localized spin.4 In addition, we will
give a relation for the temperature dependence of the lo
ized magnetization of the SL layers.

The total Hamiltonian of the system under study is e
pressed as a sum of three terms: the Heisenberg Hamilto
HM for the localized spins (d and f types!, the Hamiltonian
HE representing the kinetic and Zeeman energies of the c
duction (s) electrons, and the HamiltonianHI of the s–d
(s– f ) interaction:6,7

H5HM1HE1HI , ~1!

HM52
1

2 (
i , j

Ji , jSiSj2(
i

gimBH0Si
z ,

HE5 (
i , j ,s

t i , jais
1 aj s2gemBH0(

i
si

z ,

HI52(
i

I iSisi .

c
-
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For studying the magnetic excitations of the system
introduce two Green’s functions~one for the localized and
one for the free electron spin operators!, which are defined as
Gi , j (t)5^^Si

1(t)uSj
2(0)&& andGi , j8 (t)5^^si

1(t)uSj
2(0)&&.

Using the Fourier transform of the Green’s function
the random phase approximation, we can write the follow
combined equation:6

H v2gimBH02I i^si
z&2

I i
2^Si

z&^si
z&

v2gemBH02I i^Si
z&

2(
d

Ji ,i 1d^Si 1d
z &~v!J Gi , j~v!

1^Si
z&(

d
Ji ,i 1dGi ,i 1d~v!52^Si

z&d i j . ~2!
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Making use of the translational invariance in thexy
plane, we define the Fourier transformation

Gi , j~v!5
1

N (
ki

Gm,m8~v,ki!exp@ ik i~r i2r j !#, ~3!

whereki5(kx ,ky) is a two-dimensional wave vector parall
to the@001# plane, andm andm8 are positive integers num
bering the planes of the lattice, which contain sitesi and j .
The normalization constantN is the number of sites in eac
plane of the lattice.

Supposing that themth layer consists of material ‘‘1’’
and the (m11)th layer material ‘‘2’’ and taking~3! into
account, we obtain from~2! the following system of equa
tions:
H @l1~v!24J1^S1
z&g~ki!#Gm,m8~v,ki!1J^S1

z&@Gm21,m8~v,ki!1Gm11,m8~v,ki!#52^S1
z&dm,m8 ,

@l2~v!24J2^S2
z&g~ki!#Gm11,m8~v,ki!1J^S2

z&@Gm,m8~v,ki!1Gm12,m8~v,ki!#52^S2
z&dm11,m8 .

~4!
of
ns,

he
the
Hereg(ki)5120.5(coskxa1coskya),

l l~v!5v2glmBH02I l^sl
z&22J^Sl 8

2 &

2
I l

2^Sl
2&^sl

z&

v2gemBH02I l^Sl
z&

~ l ,l 851,2; l 8Þ l !,

J1 andJ2 are the exchange interactions between atoms
layer consisting of material ‘‘1’’ and material ‘‘2,’’ respec
tively, and J is the exchange interaction between adjac
atoms of different layers.

The system is periodic in the direction of thez axis with
a lattice constantd52a. According to the Bloch theorem
one can take Gm12;(m11),m8(v,ki)5Gm;(m21),m8(v,ki)
3exp(ikzd).11,14 Then the system of equations~4! can be
written in matrix form:

S l1~v!24J1^S1
z&g~ki! J^S1

z&@11exp~2 ikzd!#

J^S2
z&@11exp~2 ikzd!# l2~v!24J2^S2

z&g~ki!
D

3S Gm,m8~v,ki!

Gm11,m8~v,ki!
D5S 2^S1

z&dm,m8
2^S2

z&dm11,m8
D . ~5!

The dispersion relation describing the propagate
BSWs along the axis of the SL can be obtained from Eq.~5!:

16J1J2^S1
z&^S2

z&g2~ki!24@J2^S2
z&l1~v!

1J1^S1
z&l2~v!#g~ki!1l1~v!l2~v!

22J^S1
z&^S2

z&~11coskzd!50. ~6!

Equation~6! in the particular case when the two mate
als are identical, i.e.,J15J25J, I 15I 2 , ^S1

z&5^S2
z&, simpli-

fies to the three-dimensional dispersion relation for fer
magnetic semiconductor crystals.7

Unlike the dispersion relation of second order inv given
in Ref. 7 for bulk ferromagnetic semiconductors, Eq.~6! is of
a

t

f

-

fourth order. Consequently, the bulk spin-wave spectrum
the SL under study, both in the low- and high-energy regio
has two energy branches instead of one.

The poles of the Green’s function, which determine t
energies of the elementary excitations, are the roots of
following fourth-order equation:

v41c1v31c2v21c3v1c450. ~7!

where

c152w12w224g~ki!~J1^S1
z&1J2^S2

z&!,

c25c11c21w1w214g~ki!@J2^S2
z&~gemBH01I 2^S2

z&

1w1!1J1^S1
z&~gemBH01I 1^S1

z&1w2!#

22^S1
z&^S2

z&@8J1J2g2~ki!2J2~11coskzd!#,

c3524J2^S2
z&g~ki!@w1~gemBH01I 2^S2

z&!1c1#

24J1^S1
z&g~ki!@w2~gemBH01I 1^S1

z&!1c2#

22^S1
z&^S2

z&@8J1J2g2~ki!2J2~11coskzd!#

3@2gemBH01I 1^S1
z&1I 2^S2

z&#2w1c22c1w2 ,

c45c1c214J2^S2
z&g~ki!c1~gemBH01I 2^S2

z&!

14J1^S1
z&g~ki!c2~gemBH01I 1^S1

z&!12^S1
z&^S2

z&

3@8J1J2g2~ki!2J2~11coskzd!#~gemBH0

1I 1^S1
z&!~gemBH01I 2^S2

z&!,

w l5gemBH01glmBH01I l^Sl
z&1I l^sl

z&

12J^Sl 8
z & ~ l ,l 851, 2; lÞ l 8!,

c l5~glmBH01I l^Sl
z&12J^Sl 8

z &!~gemBH01I l^Sl
z&!

2I l
2^Sl

z&^sl
z&.
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We denote the four solutions of equation~7! as vkl ( l
51,4, k5(ki ,kz)). Then the expressions for the Green
function can be written in the form11,14

Gm,m~vk!5(
l 51

4

a1~vk!/~vk2vkl!, Gm11,m11~vk!

5(
l 51

4

a2~vk!/~vk2vkl!, ~8!

a1;~2!~vkl!52^S1;~2!
z &@l2;~1!~vkl!24J2;~1!

3^S2;~1!
z &g~ki!#/)

l 8
~vkl2vkl8! ~ lÞ l 8!.

At low temperatures the local magnetization of themth
layer can be obtained from the relation15,16

mm~T!

mm~0!
512

i

2p
lim
t→0

F (
kPB,Z

3E Gm,m8~vk1 i t!2Gm,m8~vk2 i t!

exp~vk /kBT!21
dvkG . ~9!

Using ~9! and the Dirac relation12

lim
t→0

F 1

vk2 i t
2

1

vk1 i t G52p id~vk!,

we obtain

mm~T!

mm~0!
512(

l 51

4

(
kPB,Z

a1~vkl!

exp~vkl /kBT!21
,

mm11~T!

mm11~0!
512(

l 51

4

(
kPB,Z

a2~vkl!

exp~vkl /kBT!21
. ~10!

2. SURFACE SPIN WAVES IN SEMI-INFINITE
FERROMAGNETIC SEMICONDUCTOR SUPERLATTICES

It is known that surface effects influence the characte
the behavior of magnetic systems and can substantially
the magnetic properties of materials.17,18 In some cases this
leads to the formation of a macroscopically ordered struc
even at temperatures above the critical temperature in
bulk of the sample. Of particular interest is the study
surface excitations in different infinite or semi-infinite ma
netically ordered systems. These studies have been ca
out for insulating magnetic SLs in the framework of th
Heisenberg exchange model,19,20 and it was shown that in
addition to the bulk spin excitations there are also surf
ones. The amplitudes of surface spin excitations are in p
ciple localized on the surface or near it and fall off wi
distance from the surface into the interior of the system.17,21

Acoustic SSWs have a constant phase, while optical SS
have a phase change of 180° in going from one laye
another.

We assume that the surface layer in the semi-infin
ferromagnetic semiconductor SL consists of a materialr (r
51,2) and the second layer, of a materialr 8 (r 8Þr , r 8
51,2). Then, by analogy with the procedure used to obt
~4!, we can write the following system of equations for t
surface layer and the layers neighboring it:
f
er
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he
f
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5
@ls~v!24Js^Ss

z&g~ki!#G1,m81J^Ss
z&G2,m8

52^Ss
z&d1,m8 ,

@l r 8~v!24Jr 8^Sr 8
z &g~ki!#G2,m81J^Sr 8

z &~G1,m81G3,m8!

52^Sr 8
r &d2,m8 ,

@l r~v!24Jr^Sr
z&g~ki!#G3,m81J^Sr

z&S 11
1

xDG2,m8

52^Sr
z&d3,m8 ,

~11!

wherex5exp(2ikzd),

ls~v!5v2grmBH02I s^ss
z&2J^Sr 8

z &2I s
2^Ss

z&^ss
z&/

~v2gemBH02I s^Ss
z&!.

Using Eqs.~6! and ~11! with allowance for the relation
coskzd5(x1x21)/2, we obtain a dispersion relation linear
g(ki) for the SSWs:

ls~vs!~x11!^Sr
z&2l r~vs!^Ss

z&24^Ss
z&^Sr

z&

3@Js~11x!2J#g~ki!50, ~12!

wherex5x(vs) is the root of the cubic equation

d1x31d2x21d3x1d450, ~13!

d152J2Js
2^Ss

z&2^Sr
z&2^Sr 8

z &,

d25^Sr
z&@l r 8~vs!Js^Ss

z&2ls~vs!Jr 8^Sr 8
z &#

3@l r~vs!Js^Ss
z&2ls~vs!Jr^Sr

z&#2J2Js~3Js22Jr !

3^Ss
z&2^Sr

z&2^Sr 8
2 &,

d35@l r 8~vs!^Ss
z&^Sr

z&~Js2Jr !1Jr 8^Sr 8
z &~^Ss

z&l r~vs!

2^Sr
z&ls~vs!!#@Js^Ss

z&l r~vs!2Jr^Sr
z&ls~vs!#

2J2~3Js
21Jr

224JsJr !^Ss
z&2^Sr

z&2^Sr 8
z &,

d452J2~Js2Jr !
2^Ss

z&2^Sr
z&2^Sr 8

z &.

Equation~13! was obtained by eliminatingg(ki) from
Eqs.~6! and~11! and then transforming them with respect
x. In the casex.1 the roots of Eq.~13! describe acoustic
surface modes, forx,21, optical modes, and foruxu51,
BSWs.17

3. QUANTITATIVE RESULTS AND THEIR DISCUSSION

In this Section we present numerical calculations ba
on the theoretical results obtained. The dependence
v/6J1^S1

z& on g(ki) given in Fig. 2a for the bulk materials
‘‘1’’ and ‘‘2’’ was obtained by the method described in Re
7. Bulk spin waves propagating in the SL along thez axis
appear in the region@0;p/d# of the wave vectorkz . Using
dispersion relation~6!, we can in the same way construct th
BSW bands for the SL under consideration~see Fig. 2b!. It is
seen that the BSW region is observed in two frequen
ranges, low and high. The width of the BSW region in a S
depends on the transverse component of the wave vector
exchange interaction between localized spins, and thes–d or
s– f exchange interaction with the spins of the conduct
electrons. With increasing exchange interaction between



th

1007Low Temp. Phys. 29 (12), December 2003 Tanriverdiyev et al.
FIG. 2. The bulk spin-wave regions for the materials ‘‘1’’ and ‘‘2’’ which make up the superlattice~a!, and for a ferromagnetic semiconductor SL wi
J/J152.5 ~b! for the following parameter values:g1mBH0 /J1^S1

z&50.3, g25ge50.4g1 ; ^S1
z&5^S2

z&51; ^s1
z&5^s2

z&50.5; J2 /J152; I 1 /J1530; I 2 /J1

525.
o
h

n
liz
g
d

d

spin
al
ns.
de-
layers of different materials making up the SL, the width
the bands increases. In addition, they are shifted to hig
energies as the exchange coupling becomes stronger. I
case when the exchange interactions between the loca
spins and the spins of the conduction electron differ stron
in materials ‘‘1’’ and ‘‘2,’’ then the gap between the allowe
regions increases strongly.
f
er
the
ed
ly

Selecting those roots of equation~13! which satisfy the
conditionsx.1 andx,21, corresponding to acoustic an
optical SSWs, and then taking their dispersions~12! into
account, one can construct curves describing the surface
waves~see Fig. 3!. It is seen that the acoustic and optic
SSWs appear both in the low- and high-frequency regio
The number of acoustic and optical branches can vary
ve re
tic
FIG. 3. Dispersion curves for surface spin waves in a semi-infinite ferromagnetic semiconductor superlattice. The shaded part is the bulk spin wagion,
and the parameters not pertaining to the surface were chosen in accordance with Fig. 2b. a! For the case when the surface consists of material ‘‘1’’: acous
branchesa, d, e, f , andg correspond to values of the ratioI s /J1532, 29, 32, 29, 10; the optical branchesb andc to I s /J1529, 10; b! for the case when
the surface consists of material ‘‘2’’: acoustic branchesx, y, q correspond to the valuesI s /J1532, 29, 24; optical branchesz, p, u, v, w to I s /J1532, 29,
32, 29, 24, respectively. In all cases we took^Ss

z&5^S1
z&5^S2

z&, Js5Jr (r 51,2).
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pending on the choice of parameter values. For the param
values indicated in Fig. 3, if a material with a weakd–d or
f – f exchange interaction is found at the boundary, then
the low-frequency region only acoustic modes appear~Fig.
3a!, while in the opposite case, only optical modes app
~Fig. 3b!. In addition, the optical spin branches lie in th
space between BSW bands. If thes–d (s– f ) contact ex-
change interaction in the layers found at the boundary
strongly different from that inside the SL, the curves cor
sponding to the SSWs are strongly separated from the B
bands.

Figure 4 shows the temperature dependence of the l
magnetization in the high-temperature limit. The fourt
order equation~7! is relatively easily solved if it is assume
that g15g25ge , ^S1

z&5^S2
z&, ^s1

z&5^s2
z&, and I 15I 2 . Tak-

ing the roots of equations~7! and ~8! and expressions~10!
into account and then performing the summation over
first Brillouin zone (0<kx<p/a,0<ky<p/a,0<kz<p/d),

FIG. 4. Temperature dependence of the magnetization of localized spi
a superlattice for the caseg1mBH0 /J1^S1

z&50.05; g15g25ge ; J/J1

50.5; ^S1
z&5S2

z&51, ^s1
z&5^s2

z&50.5; branchesa andb correspond to the
values I 1 /J15I 2 /J1512, and branchesc and d to valuesI 1 /J15I 2 /J1

58. The solid curve gives the magnetization of the spins of a laye
material ‘‘1,’’ and the dashed curve that for material ‘‘2.’’
ter

n

r

is
-
W
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-

e

one can construct the temperature dependence of the ma
tization. The magnetization is significantly larger in the la
ers of the material with the stronger exchange between lo
ized spins, and at high temperatures it naturally tends tow
zero. The magnetization of the layers also increases w
increasing exchange interaction between ions belonging
different layers of the SL. In addition, with weakening of th
s–d (s– f ) interaction the local magnetization also d
creases and tends toward zero at lower temperatures.
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Low-temperature magnetic properties of the monoclinic magnet RbDy „WO4…2
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The temperature dependence of the magnetic susceptibility along the principal magnetic axes
of rubidium–dysprosium tungstate RbDy(WO4)2 is measured in the temperature interval
0.5–300 K. Strong anisotropy of the susceptibility is observed at all temperatures in that range.
At TN50.8 K the susceptibility along all three magnetic axes exhibits a sharp anomaly
due to the phase transition to a magnetically ordered state. At 0.5 K the measured field dependence
of the magnetization along all three axes demonstrates a metamagnetic orientational phase
transition in the directions of the magnetic axesy andz. Another type of anomaly of the magnetic
susceptibility is observed at temperatures of around 5, 8, and 50 K. Analysis shows that
these anomalies correspond to structural phase transitions in this compound. ©2003 American
Institute of Physics.@DOI: 10.1063/1.1630717#
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INTRODUCTION

Double molybdates and tungstates of the ty
MR(XO4)2 , where M is a monovalent alkali-metal ion, R
a rare-earth ion, and X is molybdenum or tungsten, form
wide class of substances, including a number of fami
with different symmetry of the crystal structure, from tetra
onal to triclinic. This class is of interest in connection with
number of features due to the low symmetry of the crys
lattice, the small value of the exchange, the significant c
tribution from the dipole–dipole interaction of the magne
ions, the low dimensionality of the magnetic structure, a
the competition between magnetic and electric interactio
which determines the energy spectrum of the magnetic
and its features.

The layered structure and the strong electron–pho
interaction, together with a degenerate or quasidegene
electronic ground state, make these compounds structu
unstable; they typically exhibit several structural phase tr
sitions induced by weak external fields~temperature or mag
netic!, often due to the cooperative Jahn–Teller effect. F
such structural transitions, as a rule, a lowering of the sy
metry of the system and a rearrangement of the energy s
trum of the magnetic ion occur, and that should be reflec
in features in such properties as the magnetic susceptib
A peculiarity of the structural transitions in these systems
the rather low~in the present case, monoclinic! symmetry of
the initial high-temperature state.

SAMPLES AND EXPERIMENTAL TECHNIQUE

The compound RbDy(WO4)2 investigated in the presen
study is a representative of the double alkali–rare-earth tu
1001063-777X/2003/29(12)/5/$24.00
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states; at room temperature it has monoclinic symmetry,
structural to KY(WO4)2 ~Ref. 1!, space groupC2h

6 , with the
following unit cell parameters:a510.66 Å, b510.45 Å,
c57.569 Å, monoclinic angleb5130°278 ~Refs. 2 and 3!.
The unit cell contains four molecules. It should be noted t
at a temperature of 820 °C~the melting point of
RbDy(WO4)2 tmelt51120 °C) the crystal undergoes a pol
morphous transformation from thea to theb modification.3

Figure 1 shows a fragment of the crystal structure
RbDy(WO4)2 at room temperature.1 It is seen that the mag
netic ions Dy31, which are surrounded by oxygen octahed
form planes which are separated by Rb2 planes, which in
turn are surrounded by oxygen polyhedra. Thus the struc
of the magnetic ions is substantially two-dimensional just
crystallographic reasons. The ground state of the Dy31 ion is
6H15/2. In the crystalline field of monoclinic symmetry th
degeneracy is lifted, and the multiplet is split into eig
Kramers doublets.

Samples of the RbDy(WO4)2 single crystals were grown
by crystallization from the flux at a programmed rate of co
ing, and also by a modified Czochralski method. The sin
crystals grown were transparent, yellow in color, and na
rally faceted. The samples were oriented with the aid of
x-ray diffractometer.

The magnetic properties of the RbDy(WO4)2 single
crystal were investigated in the temperature range 0.5–30
in magnetic fields up to 20 kOe.

The temperature dependence of the principal values
the magnetic susceptibility of the RbDy(WO4)2 single crys-
tal were investigated in the temperature range 0.5–300 K
the temperature region 1.8–300 K we used the Fara
9 © 2003 American Institute of Physics
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method with self-compensation and the possibility of rot
ing the magnetic field relative to the sample, making it p
sible to find the directions of the magnetic axes of the cr
tal. In the temperature region 0.5–4.2 K the susceptibi
measurements were made by induction methods and
with the use of a vibrating magnetometer.4 The temperature
was regulated by pumping on3He vapor. The magnetizatio
along the principal magnetic axes was investigated us
a vibrating magnetometer in static magnetic fields up
20 kOe.

EXPERIMENTAL RESULTS

A study of the angular dependences of the magnetic
ceptibility of the RbDy(WO4)2 single crystal in two mutu-
ally perpendicular planes made it possible to determine
directions of the principal magnetic axes of th
RbDy(WO4)2 crystal. The magnetic axisy coincides with
the crystallographic axisb. The magnetic axesx andz lie in
the plane perpendicular to theb axis, and thez axis is in-
clined to thec axis by an anglef512°.

Figures 2 and 3 show the temperature dependence o
magnetic susceptibilityx along the principal magnetic axe
of the RbDy(WO4)2 single crystal in the temperature rang
0.5–300 K.

It is seen that RbDy(WO4)2 has strongly anisotropic
magnetic properties at all temperatures in this range. T
anisotropy is due to the effect of the low-symmetry cryst
line field on the Dy31 ions.

The temperature dependence of the inverse magn
susceptibility 1/x, shown in Fig. 3, can be separated in
several temperature regions. In the interval 300–50 K
1/x(T) curves are well described by straight lines, i.e., th
obey the Curie–Weiss law:x i5Ci /(T2Q i). One notices
the different signs of the Curie–Weiss constantsQ i for the
different magnetic axes. This attests to a different chara
of the spin–spin interaction along the different magnetic
rections: ferromagnetic along they axis, and antiferromag

FIG. 1. Fragment of the crystal structure of RbDy(WO4)2 ~Ref. 1!.
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netic along thex andz axes. At 50 K a sharp kink appears o
the 1/xx(T) and 1/xy(T) curves, and the anisotropy betwee
they andz axes vanishes. In the interval 50–5 K the Curie
Weiss law is obeyed, as before, but with different interact
constants. In the region 5–10 K two more anomalies of
magnetic susceptibility are observed, at 5 K and around 8 K.
The y–z anisotropy reappears, and the Curie–Weiss l
with new constants holds down to;2 K. Finally, below he-
lium temperatures~Fig. 2!, at Tmpt50.8 K, the susceptibility
along all three magnetic axes exhibits a sharp anomaly t
cal for a phase transition to a magnetically ordered state.
transition temperature is determined from the maximum
the derivativedx/dT. This value is in good agreement wit
the heat-capacity data.5 Above the temperature of the trans
tion to the magnetically ordered state, in the region 1–2
broad maxima ofx are observed along all three magne
axes.

We also investigated the field dependence of the mag
tizationM of the RbDy(WO4)2 single crystal along the prin

FIG. 2. Temperature dependence of the principal magnetic susceptibi
of the RbDy(WO4)2 single crystal in the temperature range 0.5–300 K.

FIG. 3. Temperature dependence of the inverse magnetic susceptibiliti
the single crystal RbDy(WO4)2 in the temperature range 0.5–300 K.
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cipal magnetic axes over a wide range of temperatures.
ure 4 shows the results for a temperatureT50.5 K. When an
external magnetic field is imposed along the magnetic axey
and z the magnetic moment increases rapidly and goes
saturation. The saturation moment along these axes ha
proximately the same value'224 G. Along the magnetic
axisx theM (H) curve remains linear to the maximum fiel
around 20 kOe, and the value of this moment remains sm
in comparison to the values for the other axes all the way
the highest magnetic fields used in the experim
(M y(z) /Mx;24 at 20 kOe!. No hysteresis ofM (H) is ob-
served. Above 4 K the dependence of the magnetization
the applied external magnetic field has a typically param
netic character.

DISCUSSION OF THE RESULTS

Since above helium temperatures the field dependenc
the magnetization does not reveal the presence of a mag
cally ordered state, and the temperature dependence o
susceptibility is described satisfactorily by the Curie–We
law, one can say that the sample is found in a paramagn
state. In that case the susceptibility anomalies~and, hence,
the rearrangement of the energy spectrum of the Dy31 ion!
are due not to magnetic but to structural phase transition
should be noted that the transition at 5 K is confirmed
measurements of the heat capacity6 and EPR spectra.7 Struc-
tural studies are needed to determine the symmetry of
low-temperature phase. The anomaly in the 8K region is
parently also due to a structural transition, which is obser
in optical and thermal measurements,6,8,9 but it is much less
pronounced, apparently because it entails a much weake
arrangement of the energy spectrum. The transition in the
K region has not been observed before.

Although RbDy(WO4)2 is paramagnetic at all tempera
tures above 2 K in therange investigated, the magnetic cha
acteristics responsible for the transition to the magnetic
ordered state at 0.8 K are determined by the tempera
region below 5 K, i.e., below the last structural transitio
From the data on the temperature dependence of the pr
pal magnetic susceptibilities in this region, one can find
constants in the Curie–Weiss lawx5Ci /(T1Q i):

FIG. 4. Field dependence of the magnetization along the principal mag
axes of the RbDy(WO4)2 single crystal at 0.5 K.
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Cx50.000362 cm3 k/g, Cy50.00556 cm3 k/g,

Cz50.0025 cm3 k/g,

Qx522.3 K, Qy520.6 K, Qz520.8 K.

Using these data and the relation

Ci5@Ngi
2mB

2S~S11!#/3k, ~1!

whereN is the number of spins per unit volume,mB is the
Bohr magneton,S is the effective spin, equal to 1/2, andk is
Boltzmann’s constant, we can estimate the principal val
of the g factors:

gx50.6, gy52.38, gz51.59.

These values differ substantially from the experimen
values obtained in the EPR studies, both ours:gx50.8, gy

58.7, gz52.65 and the estimated values obtained in Ref
It should be noted that the EPR data attest to the presenc
two nonequivalent magnetic centers, rotated in theyz plane
by an angle close to 45°. The presence of two nonequiva
centers is characteristic for this class of crystals, which h
a crystal lattice with four rare-earth ions in the unit cell.

A difference between theg factors obtained from sus
ceptibility and EPR measurements is generally not surp
ing, since all the occupied energy levels of the magnetic
contribute to the magnetic susceptibility, while the EPR ch
acteristics are determined predominantly by the propertie
the lowest doublet of the cobalt ion. In the present case
apparently means that the end levels of the dysprosium
are not very high-lying and give a substantial contribution
the susceptibility. Unfortunately, in our case relation~1!,
from which theg factors were determined, ceases to ho
exactly ~it is valid under the condition that only the lowe
Kramers doublet of those arising in the splitting of the6H15/2

state of the Dy31 ion under the influence of the spin–orb
interaction and the crystalline field is occupied!, and the es-
timates obtained for theg factors can only be regarded a
rough estimates. For an exact calculation of the magn
susceptibility in this case one needs to know the structure
the spectrum of the dysprosium ion, and that requires opt
studies.

The transition to the magnetically ordered state occur
T50.8 K. The transition occurs to an antiferromagne
state, since the negative values of the Curie constantQ i in-
dicate an antiferromagnetic character of the exchange in
action along all three magnetic directions. A characteris
feature of the temperature dependence of the principal va
of the magnetic susceptibility tensor of RbDy(WO4)2 is the
presence of broad maxima ofx i(T) above the transition tem
peratureTmpt. Generally speaking, such maxima are char
teristic for low-dimensional magnets, although the quest
of low dimensionality of this magnetic system requires sp
cial examination, particularly since the Curie constantsQ i

obtained are not very different.
The low value ofTmpt indicates a small value of the

exchange interaction between the Dy31 ions, and it can be
assumed that the contribution of the dipole–dipole inter
tion to the magnetic properties of this compound should
appreciable.

The energy of the magnetic dipole–dipole interacti
between nearest neighbors can be estimated with the us

tic
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the standard equation:Edd522Zg2mB
2/R3, whereZ54 for

the a plane,g'2, andR'4 Å is the distance between neigh
boring ions. The estimated value ofEdd is around 0.3 K.
With this value an estimate of the exchange interaction fr
the value ofTc in the molecular field model gives

J/k'Tc /@Zs~s11!#'0.27.

We see that the contribution of the dipole–dipole int
action to the spin–spin interaction is rather large. Unfor
nately, the lack of data on the low-temperature structure
RbDy(WO4)2 does not permit a more precise calculation
the dipole–dipole contribution to the Dy–Dy interaction.

Let us consider the field dependence of the magnet
tion of RbDy(WO4)2 in the ordered state. As we have sa
the magnetization along the magnetic axisx is small com-
pared to that alongy andz, indicating that the moments lie
in theyz plane, which according to the experiment is rotat
by 12° relative to the crystallographic planebc. When a
magnetic field is imposed along the magnetic axesy andz,
one observes a rapid nonlinear growth of the magnetiza
with saturation in fields of around 10 kOe for they axis and
6 kOe for thez axis. A magnetic-field-induced orientation
phase transition occurs. In an antiferromagnet, dependin
the relationship between the exchange energyEE and the
anisotropy energyEA , this can be either a spin-flop trans
tion (EE>EA) or a metamagnetic transition (EE,EA). In a
metamagnet the orientation of the magnetic moments is
idly specified by the anisotropy fields, and the orientatio
phase transition occurs by hops of the magnetic mom
from one allowed position to another when the energy of
external magnetic field exceeds the exchange field. In
case the transition can be either second-order~the magneti-
zation changes continuously, and there is no hysteresis! or
first-order~there is a jump in magnetization, and hysteresi
observed!; see, e.g. Refs. 10 and 11. The second-order t
sition occurs below the ordering temperature but above
triple point, at which it gives way to a first-order transitio
The shape of the sample and its finite size lead to dema
tizing fields, which smear the picture, so that the transition
a given temperature occurs not at a point but in an interva
fields on account of the demagnetizing factors. The width
the interval in which the metamagnetic phase transition
curs through a mixed state consisting of a mixture of regi
of the flipped and unflipped phases is determined by
geometry of the sample. The demagnetizing factors can
estimated from the experimental data (dH/dM54pNi).
They are found to beNy'2.5 andNz'1.6. Unfortunately,
however, since the shape of the samples was irregular
multifaceted, far from the simple bodies for which the d
magnetizing factors can be calculated~ellipsoids, cylinders,
planes!, we cannot make any estimates of the field interv

Based on all we have said and in view of the presenc
strong single-ion anisotropy due to the low symmetry of
crystalline field, we assume that the observed transition
metamagnetic. Judging from the form of theM (H) curves,
the proximity of the temperature at which it is observed
the magnetic ordering temperature and the absence of
hysteresis, we can assume that it is a second-order trans

The existence of a significant magnetic moment alo
both they and z directions and the practical absence of
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moment along thex axis indicate that the moments of th
sublattices lie in theyz plane. Further, the fact that the be
havior of M (H) is about the same and the values of t
saturation magnetization are the same along they andz axes
suggests that the projections of the moment along these m
netic axes are equal. No kind of collinear magnetic struct
can account for this. Consequently, the magnetic struc
realized in RbDy(WO4)2 must be noncollinear, with mo
ments lying in theyz plane. This means that the moments
the sublattices deviate from the magnetic axes~bothy andz)
by an appreciable angle. Taking into account that
RbDy(WO4)2 lattice contains two macroscopically non
equivalent ions rotated by an angle of'45° ~at four ions per
unit cell! and the absence of a spontaneous moment in
compound, we can explain the experimental data on the fi
dependence of the magnetization by a planar four-subla
noncollinear model~the alternative version, a two-sublattic
model with canted sublattices, is contradicted by experim
since in that case one should observe a nonzero spontan
magnetic moment in one of the directions!. The circumstance
that the saturation magnetization is possibly the same in
y and z directions allows one to assume that the cant
angle of the sublattices is close to 45°, which is consist
with the EPR data.

Thus an analysis of the susceptibility and magnetizat
data makes it possible to determine that the magnetic st
ture of RbDy(WO4)2 is a noncollinear antiferromagneti
structure. The magnetic moments lie in theyz plane, devi-
ated by 12° and rotated by an angle of around 45° to one
the principal magnetic axesy or z ~Fig. 5!. This conclusion
does not agree with the conclusions of Ref. 12, wher
collinear magnetic structure with the antiferromagnetic v
tor directed along the crystallographic axisb was proposed.
However, such a structure disagrees with the magnetiza
experiment. We believe that there were two reasons for

FIG. 5. Proposed magnetic structure of RbDy(WO4)2 .
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mistaken conclusion of Ref. 12: the chosen method of ca
lating the dipole sums13 in principle ignored the noncol
linearity of the moments, and the authors used parame
and estimates of the interactions for the structural ph
above the final, lowest-temperature structural transition a
K, since the measurements were made only down to 4.2

CONCLUSIONS

We have studied the magnetic properties of
RbDy(WO4)2 single crystal in the temperature range 0.
300 K in magnetic fields up to 20 kOe. We determined
directions of the principal magnetic axes. We observ
strong anisotropy of the magnetic properties due to the s
metry of the environment of the Dy31 ion. We determined
the Curie constants and the Curie–Weiss parameters fo
low-temperature region~1–5 K!; these indicate a magneti
phase transition and attest to the antiferromagnetic chara
of the interaction along all three magnetic axes.

At TN50.8 K RbDy(WO4)2 undergoes a magneti
phase transition to an antiferromagnetic state. We h
shown that there is an appreciable contribution from
dipole–dipole interaction.

In the magnetically ordered region the imposition of
magnetic field along the magnetic axesy andz induces ori-
entational phase transitions, which are tentatively identifi
as metamagnetic. The fact that there is practically no m
netic moment along thex axis indicates that the moments l
in the yz plane.

In addition to the magnetic phase transition, structu
phase transitions are observed at temperatures of 5, 8, an
K. Interestingly, above the observed structural phase tra
tion at 50 K the exchange interaction along they axis be-
comes ferromagnetic.
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Phase diagram of a spin-1 non-Heisenberg antiferromagnet
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The phase transitions in temperature of an anisotropic antiferromagnet with a biquadratic
exchange interaction are investigated. The conditions for realization of a quadrupolar phase in
the study are determined, and the critical temperatures of the transition to the
paramagnetic phase are found. The phase diagram are constructed for different relations among
the material constants. ©2003 American Institute of Physics.@DOI: 10.1063/1.1630718#
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INTRODUCTION

The study of magnets with antiferromagnetic orderi
has always attracted great interest from both theorists
experimentalists.1–9 This is primarily because the technic
implementation of the experimental studies on antiferrom
nets is considerably simpler than for ferromagnets. As a r
the Heisenberg model is used for describing antiferrom
netically ordered systems. However, there are a numbe
materials whose magnetic properties cannot be explaine
the framework of that model. Such substances include, e
GdMg, EuS, and CrBr3 ~Refs. 10–13!. In Refs. 10 and 12 it
was conjectured that the magnetic properties of these c
pounds can be explained by taking the fourth-order~e.g.,
biquadratic! exchange interactions into account.

Interest in systems in which the influence of the biqu
dratic exchange interaction is substantial came up quite s
time ago.6–8 This interest arose, first, because no
Heisenberg ferromagnets can have a quadrupolar phase
acterized by tensor order parameters. This is a clear exam
of the manifestation of the quantum properties of such s
tems. The non-Heisenberg character of the exchange inte
tion can be described by the following Hamiltonian:7

H52
1

2 (
n,m

@JSn•Sm1K~Sn•Sm!2#, ~1!

where J and K are the bilinear and biquadratic exchan
constants, respectively.

Such a Hamiltonian permits description of a wider cla
of phenomena than the Heisenberg model. In particula
has been shown7–9 that ferromagnetic, antiferromagneti
and quadrupolar phase states can form, depending on
relationship of the exchange constants in~1!.

For a 3D ferromagnet, whenJ.0 and K.0, a ferro-
magnetic phase (J.K) and a quadrupolar phase (K.J) can
exist. In a ferromagnet with a negative biquadratic inter
tion constant (K,0) a ferromagnetic, quadrupolar, o
quadrupolar–ferromagnetic phase can be realized.7,14

This raises the question of what phases can be real
in a non-Heisenberg antiferromagnet, i.e., whenJ,0 and
KÞ0. The goal of this study is to examine this question
the framework of spin-wave theory.

The nature of the magnetism in two-dimensional s
tems is of fundamental interest, since it differs from the m
1011063-777X/2003/29(12)/5/$24.00
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netism of three-dimensional systems. It is known that ther
no long-range magnetic order at any finite temperature in
isotropic two-dimensional magnet.15 The question of stabili-
zation of long-range magnetic order in non-Heisenberg
romagnets was studied in Refs. 16–18. However, as fa
we know, the question of the stabilization of long-range ma
netic order in a two-dimensional non-Heisenberg antifer
magnet has not been investigated. This question is the
ject of the present study.

ANTIFERROMAGNET WITH ‘‘EASY PLANE’’ ANISOTROPY

Let us consider the question of the existence of a q
drupolar~Q! phase in an antiferromagnet with single-ion a
isotropy ~SA! of the ‘‘easy plane’’ type for the caseK.0.
The antiferromagnet is two-sublattice, with equivalent su
lattices, and the magnetic ion has spinS51. We choose the
coordinate system such that theXOZ plane coincides with
the basal plane of the system. The Hamiltonian of suc
system can be written in the form

H52
1

2 (
n,m

@JSn•Sm1K~Sn•Sm!2#1
b

2 (
n

~Sn
y!2, ~2!

whereb.0 is the single-ion anisotropy constant. In Ham
tonian~2! each bond is counted twice, and the summation
over z nearest neighbors.

In the exchange part of Hamiltonian~2! we separate the
mean field and the additional fieldsB2

p (p50,2) due to the
quadrupole moments; we then obtain the one-site Ham
tonianH0(n):

H0~n!52H̄Sn
z2B2

0O2n
0 2B2

2O2n
2 1

b

2
~Sn

y!2, ~3!

where

H̄5S J1
K

2 D ^Sn
z&; B2

05
K

6
q2

0; B2
25

K

2
q2

2;

O2n
0 53~Sn

z!22S~S11!; O2n
2 5

1

2
@~Sn

1!21~Sn
2!2#;

q2
05^O2n

0 &, q2
25^O2n

2 & are the quadrupolar order paramete
Here and below we use the notationJ5Jz, K5Kz, wherez
is the number of nearest neighbors.
4 © 2003 American Institute of Physics
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In separating the mean field and the additional quad
pole fields, we assume, as in Ref. 19, that in the first sub
tice Sn

x51/2(Sn
11Sn

2), Sn
y51/2i (Sn

12Sn
2), Sn

z , and in the
second sublattice one can make the following substitut
Sm

x →Sm
x , Sm

y →2Sm
y , Sm

z →2Sm
z .

Solving the one-site problem with Hamiltonian~3!, we
determine the energy levels of the magnetic ion,

E15
b

4
2B2

02x, E05
b

2
12B2

0, E215
b

4
2B2

01x

~4!

and the eigenfunctions of the one-site Hamiltonian

C~1!5coswu1&1sinwu21&, C~0!5u0&,

C~21!52sinwu1&1coswu21&, ~5!

where x25H̄21(b/41B2
2)2, u i & are the eigenfunctions o

the operatorSz ( i 51, 0,21),

cosc5Ax1H̄

2x
, sinw5Ax2H̄

2x
.

Using the basis of eigenfunctions~5! of the magnetic

ion, we construct the Hubbard operatorsXn
MM85Xn

a(M8M )

[uCn(M )&^Cn(M 8)u which describe the transition of th
magnetic ion from the stateM 8 to the stateM . Here
a(M 8M ) are the root vectors determined by the algebra
the Hubbard operators.20 The spin operators are related to t
Hubbard operators as

Sn
15&@cosw~Xn

101Xn
021!1sinw~Xn

012Xn
210!#,

Sn
z5cos 2w~Xn

112Xn
2121!2sin 2w~Xn

1211Xn
211!,

Sn
25~Sn

1!1. ~6!

In studying the phase states of the system we use
method of bosonization of the Hubbard operators.21 The ba-
sic idea of the method is to construct the Bose analog
Hamiltonian~2!. The first step consists in the diagonalizati
of the one-site Hamiltonian and representation of the s
operators in terms of Hubbard operators. Then the Hubb
operatorsXn

a are associated to pseudo-Hubbard opera
X̃n

a , which are related to the Bose creation and annihilat
operators as follows:22,23

X̃n
11512an

1an2bn
1bn ; X̃n

005an
1an ;

X̃n
21215bn

1bn ; X̃n
105~12an

1an2bn
1bn!an ;

X̃n
015an

1 ; X̃n
1215~12an

1an2bn
1bn!bn ;

X̃n
2115bn

1 ; X̃n
0215an

1bn ; X̃n
2105bn

1an . ~7!

Here thea’s are Bose operators corresponding to t
transition of an ion from state 1 to state 0 and vice versa,
the operatorsb correspond to the transition from state 1
state21 and vice versa.

As we have said, for a certain relationship of the ma
rial constants in~2! an antiferromagnetic or quadrupola
phase is realized in the system. From the expressions~6!
relating the spin operators and Hubbard operators one
obtain equations for the order parameters forT→0:
-
t-

:

f

he

f

in
rd
rs
n

d

-

an

^Sn
z&'cos 2w, q2

0'1, q2
2'sin 2w. ~8!

The system of equations~8! has two solutions:$1%. ^SN
z &

5A12(b/4J)2, q2
051, q2

25b/4J, which corresponds to an
antiferromagnetic phase;$2%. ^Sz&50, q2

051, q2
251, corre-

sponding to a quadrupolar phase (b>4J). As can be seen
from the solutions of system~8!, the realization of a Q phase
in an antiferromagnet does not depend on the values of
biquadratic exchange interaction constants but is determ
solely by the single-ion anisotropy constant and the bilin
exchange interaction constant. It is easy to see that^Sz&
,1.

Let us assume that the relationship between the SA
Heisenberg exchange constants is such that an antiferrom
netic phase, corresponding to solution$1% is realized in the
system. Using expressions~7!, we rewrite~6! in terms of the
Bose operators and write Hamiltonian~2! in the form

H ~2!5(
k

~E02E1!ak
1ak1(

k
~E212E1!bk

1bk

1
1

2 (
k

S J1
K

2 Dgk~ak
1a2k

1 1aka2k!

1
1

4 (
k

Kgk~ak
1a2k

1 1aka2k2bk
1b2k

1 2bkb2k

12bk
1bk!, ~9!

wheregk5(coskx1cosky1coskz)/3 is the structure factor o
a 3D antiferromagnet orgk5(coskx1coskz)/2 is the struc-
ture factor for a 2D system.

In Eq. ~9! we have kept terms only to second-order in t
creation and annihilation operators. Diagonalizing th
Hamiltonian by means of au–v transformation, we get

H ~2!5(
k

«a~k!ak
1ak1(

k
«b~k!bk

1bk , ~10!

where«a(k) and «b(k) are, respectively, the spectra of th
low-frequency and high-frequency magnons, which have
form

«a~k!

5AFb4 1~J1K !~12gk!GFb4 1~J1K !~11gk!G ,
«b~k!5A@2J1K~12gk!#@2J1K~11gk!#. ~11!

We now assume that the relation between the SA
exchange interaction constants is such that a quadrup
phase is realized in the system, i.e.,^Sn

z&50, q2
051, q2

251;
in that case a degeneracy of the excited energy levels oc
(E05E21). In this phase the Hamiltonian~2!, written in
terms of the magnon creation and annihilation operators,
the form
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H ~2!5(
k

~E02E1!ak
1ak1(

k
~E212E1!bk

1bk

1
1

2 (
k

S J1
K

2 Dgk~ak
1a2k

1 1aka2k12ak
1ak

1bk
1b2k

1 1bkb2k12bk
1bk!1

1

4 (
k

Kgk~ak
1a2k

1

1aka2k22ak
1ak1bk

1b2k
1 1bkb2k22bk

1bk!.

~12!

Diagonalizing Hamiltonian~12! by a u–v transforma-
tion, we obtain the magnon spectra in the Q phase. Here
must take into account that the energy levels of the magn
ion are degenerate in the Q phase. Because of this, the s
tra of thea andb magnons are the same:

«a~k!5«b~k!

5AFb2 1K~12gk!GFb2 1K~11gk!12JgkG .
~13!

As was shown in Refs. 7, 9, and 24, in an isotrop
non-Heisenberg ferromagnet a Q phase can be realized fo
uJu,uKu. Analysis of expression~13! shows that the exis
tence of a Q phase is also possible in an anisotropic n
Heisenberg antiferromagnet forb>4J.

However, it was shown in Ref. 9 that if the exchan
interaction constants are related asJ52J cosu,
K52J sinu, uP@2p/2;0#, then the Q phase is not realize
in an isotropic non-Heisenberg antiferromagnet.

Let us consider an isotropic non-Heisenberg antifer
magnet described by Hamiltonian~1!, assuming thatJ,0
andK.0. In this case we do not impose such rigid restr
tions on the exchange interaction constants as in Ref. 9.

In this case the system of equations~8! has two solu-
tions: $1%. ^Sn

z&51, q2
051, q2

250, which corresponds to a
antiferromagnetic phase;$2%. ^Sz&50, q2

051, q2
251, which

corresponds to a Q phase.
Let us assume that the system is found in the antife

magnetic phase. The spectra of the low- and high-freque
magnons in this case are written in the form

«a~k!5~J1K !A12gk
2,

«b~k!5A~2J1K !22K2gk
2. ~14!

We consider the solution corresponding to the Q pha
The magnon spectra obtained from Eq.~13! for b50 have
the form

«a~k!5«b~k!5AK~12gk!@K~11gk!12Jgk#. ~15!

Spectrum ~15! becomes nonphysical~imaginary! if
gk,2K/(2J1K). This indicates the impossibility of real
izing a quadrupolar phase in an isotropic non-Heisenb
antiferromagnet and confirms the numerical results of Re
since the magnon dispersion relation~15! does not hold for
arbitrary values of the wave vectork. This allows us to state
that the Q phase does not exist in an isotropic n
Heisenberg antiferromagnet for any relationship of the
change constants.
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PHASE TRANSITIONS IN TEMPERATURE

To determine the temperatureTN of the transition from
the antiferromagnetic to the paramagnetic phase, we cons
the order parameter̂Sn

z&:

^Sn
z&5

1

N (
n

^12an
1an&. ~16!

Expression~16! can be rewritten as

^Sn
z&512

1

~2p!d E
2p

p ~uk
21vk

2!ddk

expS «a~k!

T D21

2S~0!, ~17!

whered is the dimensionality of the system;uk and vk are
the parameters of the Bogolyubov transformation,uk

21vk
2

5(E02E1)/«a(k); S(0) are the zero-point vibrations
which are determined by the expression

S~0!5
1

~2p!d E
2p

p

vk
2ddk. ~18!

In the case of an isotropic antiferromagnet the zero-po
vibrations are independent of the value of the exchange
teractions, andS(0)50.078. In the case of a 2D anisotrop
antiferromagnet the zero-point vibrations are dependent
the value of the exchange interaction~a change inK from 0
to 1.5J will cause the value ofS(0) to increase from 0.167 to
0.177!. In a 3D antiferromagnet the zero-point vibrations a
almost a factor of 2 smaller than in a 2D antiferromagnet~a
change inK from 0 to 1.5 will cause the value ofS(0) to
increase from 0.075 to 0.077!.

The antiferromagnetic–paramagnetic phase diagram
the two-dimensional and three-dimensional anisotropic a
ferromagnets in the variablesK –T are presented in Fig. 1.

To determine the temperatureTQ of the transition in an
anisotropic antiferromagnet from the quadrupolar to
paramagnetic phase, we consider the order parameterq2

2:

q2
25

1

N (
n

^123an
1an&. ~19!

FIG. 1. Antiferromagnetic-paramagnetic phase diagram of an anisotr
non-Heisenberg antiferromagnet in the variablesK –T (K is the biquadratic
exchange constant andT is the temperature~in units of J) (b/J50.02):
1—the line of the antiferromagnetic-paramagnetic phase transition for a
system;2—the line of the antiferromagnetic-paramagnetic phase transi
for a 3D system.
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In Eq. ~19! we have taken into account that^an
1an&

5^bn
1bn& in the Q phase because of the degeneracy of

energy levels (E05E21).
Expression~19! can be rewritten as

q2
2512

3

~2p!d E
2p

p ~uk
21vk

2!ddk

expS «a~k!

T D21

2q~0!, ~20!

where

q~0!5
1

~2p!d E
2p

p

vk
2ddk

are the zero-point vibrations in the Q phase.
The zero-point vibrations in the Q phase are smaller t

in the antiferromagnetic phase: for a 2D system a chang
K from 0 to 1.5J will increase the value ofq(0) from 0.016
to 0.037; for a 3D system the zero-point vibrations, as in
antiferromagnetic phase, are almost a factor of 2 smaller t
in the 2D case; increasingK from 0 to 1.5J increasesq(0)
from 0.009 to 0.022.

The quadrupolar–paramagnetic phase diagrams of
and 3D anisotropic antiferromagnets in the variablesK –T
are shown in Fig. 2.

CONCLUSION

The goal of this study was to explore the possibility
realization of a quadrupolar phase in a non-Heisenberg a
ferromagnet with spin 1. The studies showed that in an
isotropic non-Heisenberg antiferromagnet with ‘‘easy plan
anisotropy the appearance of a quadrupolar phase is pos
for b>4J, independently of the value of the biquadra
exchange interaction. In isotropic 2D and 3D no
Heisenberg antiferromagnets the quadrupolar phase is no
alized under any conditions. Analogous results were obtai
by a numerical simulation in Ref. 9. It should be noted, ho
ever, that in the present study the value of the excha
interaction constant was not so rigidly restricted as in Ref

FIG. 2. Quadrupolar-paramagnetic phase diagram of an anisotropic
Heisenberg antiferromagnet in the variablesK –T (K is the biquadratic ex-
change constant andT is the temperature~in units of J) (b/J55): 1—the
line of the quadrupolar-paramagnetic phase transition for a 2D sys
2—the line of the quadrupolar-paramagnetic phase transition for a
system.
e
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Using expressions~17! and ~20!, we constructed phas
diagrams of 2D and 3D anisotropic non-Heisenberg anti
romagnets for different values of the biquadratic exchan
interaction constant. In comparing the phase diagrams of
2D and 3D antiferromagnets~Fig. 1!, one notices that the
temperature of the transition from the antiferromagnetic
the paramagnetic phase for a 2D antiferromagnet is almo
factor of 2 lower than for the 3D system. This is due to t
fact that fluctuations in the 3D systems are significan
smaller than in 2D systems, and that affects the value of
Néel temperature. The temperature of the transition from
quadrupolar to the paramagnetic phase~see Fig. 2! is practi-
cally the same for 2D and 3D antiferromagnets. Such a w
dependence of the transition temperature on the dimens
ality of the system can be explained, we believe, by the
cumstance that the quadrupolar phase is ‘‘less ordered’’ t
the antiferromagnetic phase. This ‘‘disorder’’ is due to t
fact that the magnetizations of the sublattices equal zero
to the specific structure of the ground-state wave functio
which in the quadrupolar phase are a superposition of
statesu1& and u21& of the operatorSz ~see expression~5!,
with cosw5sinw51/&). The small difference in the phas
diagrams in the quadrupolar phase is due to the fact that
zero-point vibrations are larger for 2D systems than for
systems.

Thus the dimensionality of the system has a substan
influence on the temperature of the transition to the param
netic phase only in the antiferromagnetic phase.

The phase diagram of a 3D isotropic non-Heisenb
antiferromagnet in the antiferromagnetic phase is similar
that of a 3D anisotropic non-Heisenberg antiferromagn
The small differences in the phase transition temperatures
due to the differences in the zero-point vibrations and
value of the single-ion anisotropy.
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ELECTRONIC PROPERTIES OF METALS AND ALLOYS

High-temperature quantum size oscillations of the conductivity in thin metal films
I. V. Kozlov*

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, pr. Lenina 47, 61103 Kharkov, Ukraine
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The longitudinal electrical conductivity of a thin conducting film in the presence of electron and
hole groups of charge carriers is calculated by the Kubo method under conditions such that
the carrier motion is spatially quantized. It is shown that in the case of elastic scattering on
impurities there are quantum high-temperature oscillations of the conductivity which are
relatively insensitive to the temperature smearing of the Fermi level. ©2003 American Institute
of Physics. @DOI: 10.1063/1.1630719#
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1. INTRODUCTION

The quantum size effect~QSE! in thin films has been
well studied both experimentally and theoretically~see Ref.
1 and the literature cited therein!. In spite of this, severa
experimentally observed phenomena have not been give
exhaustive theoretical explanation. For example, experim
tal studies of the QSE in bismuth2–5 find evidence of the
presence of quantum size oscillations of the conductivity
T@DE (DE is the distance between adjacent subba
formed by the size quantization, andT is the temperature in
energy units!, while at the same time the theoretical calcu
tion ~see Refs. 6 and 7! predicts that they should be strong
attenuated. Interestingly, a similar situation also arises in
case of magnetic quantization, as is attested to by a serie
experimental studies of the Shubnikov–de Haas~SdH! effect
in bismuth ~see Refs. 8–10 and references cited there!.
These high-temperature oscillations cannot be explaine
the framework of the usual theory of the SdH effect~see,
e.g., Ref. 11!.

In this paper we consider a mechanism for the appe
ance of quantum high-temperature oscillations~QHTOs! in
the presence of an elastic scattering potential. This me
nism, which was proposed in Ref. 12 for semiconduct
placed in a quantizing magnetic field, consists in the follo
ing. In the case of two valleys, the electron density of sta
has a feature at values of the energy corresponding to
bottom of a subband~i.e., the point of the subband with th
lowest value of the energy for the electron valley and
highest energy for the hole valley!. The intensity of interval-
ley scattering increases substantially when the energies
responding to the bottom of any two subbands in the diff
ent valleys coincide. This condition of a maximum in th
scattering intensity will be sensitive to changes in the po
tion of the subbands. As the quantization conditions are
ied ~i.e., the magnetic field strength in the case of quanti
tion by a magnetic field or the thickness of the sample in
case of the QSE! the subbands from the different valleys w
shift along the energy scale with different rates, periodica
‘‘overtaking’’ one another. In the case of valleys with diffe
1011063-777X/2003/29(12)/5/$24.00
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ent signs of the charge carriers the subbands will be shi
in opposite directions. Of course, this condition must hold
the region of temperature smearing of the Fermi level.

This mechanism is also used to explain the hig
temperature oscillations in bismuth in a quantizing magne
field ~the case of two valleys with different signs of th
charge carrier was studied in Refs. 13–15! and in the case of
a quasi-two-dimensional dispersion relation.16,17

2. STATEMENT OF THE PROBLEM

We consider a thin metal film with mirrorlike bound
aries,z50 and z5Lz , and two groups of charge carrier
electron and hole. For simplicity we shall assume that
Fermi surface consists of two pockets with a quadratic d
persion relation in each, i.e., the energy« of the charge car-
riers in the electron«e and hole«h valleys is equal:

«e5
px

21py
2

2me
1aen

2,

«h5«OL2
px

21py
2

2mh
2ahn2, ~1!

whereme,h are the masses of the electrons and holes, res
tively, «OL is the value of the band overlap, and

ae,h5
p2\2

2me,hLz
2 .

We shall take into account only the scattering on a sh
range impurity, the effective radius of which is much smal
than the de Broglie wavelength of an electron on the Fe
surface, and assume that the impurity centers are unifor
distributed over the volume of the film with a densitynimp .
For simplicity we shall assume that the matrix elements
the impurity potential operator responsible for transitio
within the electron and hole groups and for intervalley tra
sitions are of the same order of magnitude, i.e.,

V̂ee.V̂hh.V̂eh . ~2!
9 © 2003 American Institute of Physics



i
e

ile

e

y
y
d
a
he

rit

e
9
0

in
im
ri

ri
o

u-
s:

er

c-

h

or

f.

r,

n

n
t,
of

ag-
nce

t

ov

on

1020 Low Temp. Phys. 29 (12), December 2003 I. V. Kozlov
A severalfold difference in the values of these quantities w
not qualitatively influence the result but will only affect th
amplitude ratio of the various modes of oscillation wh
preserving the qualitative picture of the QSE.

3. CONDUCTIVITY AT ZERO TEMPERATURE

We write the expression for the conductivity in th
form18

sxx5
2p\

T
e2E

2`

`

dE f0~E!~12 f 0~E!!

3^Tr v̂xd~Ĥ2E!v̂xd~Ĥ2E!& imp , ~3!

where f 0(E) is the Fermi–Dirac distribution function,Ĥ
5 «̂1( iV( r̂2Ri) is the energy operator with the impurit
taken into account~the impurity contribution to the energ
operator is equal to the sum of the potentials of the in
vidual impurity centers, which are randomly distributed
the pointsRi), the summation in the trace Tr is done over t
one-electron complete quantum set (n,Px ,Py), and the angle
brackets denote averaging over the distribution of impu
centers.

In averaging over the distribution of impurity centers w
use the standard diagram technique, given, e.g., in Ref. 1
in more detail for the case of an elastic impurity in Ref. 2
Simple estimates show that in expression~3! the contribu-
tions containing ‘‘crossing’’ diagrams~see Fig. 1b! can be
neglected.20 The contribution of expressions of the form
Fig. 1c, which contain the velocity operator between the
purity potential operators generated by the same impu
center, also turn out to be negligible~the contribution can be
neglected after averaging the expression over the impu
coordinate!. This makes it possible to replace the average
the product of delta functions over the distribution of imp
rity centers in expression~3! by the product of the average

^v̂ id~Ĥ2E!v̂ jd~Ĥ2E!& imp

5 v̂ i^d~Ĥ2E!& impv̂ j^d~Ĥ2E!& imp .

The latter can be represented in the form^d(Ĥ2E)& imp

5 i /2p (ĜV
1(E)2ĜV

2(E)), where

ĜV
6~E!5K 1

E2Ĥ6 id
L

imp

5
1

E2 «̂2Ŝ6~E!
~4!

is the total Green’s function, the quantityŜ(E)

5^ŜR(E)& imp by definition~see Refs. 19 and 20! is the self-
energy part averaged over the impurity distribution,

ŜR
6~E!5V̂R1V̂RĜV

6~E!V̂R1..., ~5!

FIG. 1. Examples of the diagrams taken into account in the averaging
the distribution of impurity centers~a!; a ‘‘crossing’’ diagram~b!; a diagram
in which the velocity operator leads to vanishing of the corresponding c
tribution after averaging over the position of the impurity center~c!.
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V̂R is the potential operator of an individual impurity cent
at the pointR, and

Ĝ6~E!5
1

E2 «̂6 id
~6!

is the Green’s function without the impurity taken into a
count.

In evaluating the series~5! we can use the analogy wit
the expression for theT̂6 operator:

T̂R
6~E!5V̂R1V̂RĜ6~E!V̂R1... . ~7!

It follows from the explicit form of the Green’s function~4!,

~6! that the relationĜV
6(E)5Ĝ6(E2Ŝ6(E)). ThenŜR

6(E)
can be expressed through the equation

ŜR
6~E!5T̂R

6~E2S6~E!!. ~8!

In solving equation~8! we can assume that the operat

Ŝ6(E) is diagonal:Ŝ6(E)5S6(E) Î , where Î is the unit
operator.

For the operatorT̂6(E) the expression proposed in Re
21 is valid ~with a correction for the form of the spectrum
~1!!:

Tnm
6 ~E!5t6~E!wn* ~R!wm~R!, ~9!

t6~E,R!5
S

12SGq
6~E,Z!

,

whereR5(X,Y,Z) is the coordinate of the impurity cente

wn~r !5
1

2p\
A 2

Lz
e

i
\Pxxe

i
\Pyy sinS pnz

Lz
D ,

n5~n,Px ,Py!, ~10!

is the eigenfunction of the unperturbed energy operator«̂,

S5E V~r !c0~r !d3r ~11!

is the renormalized strength of the impurity~see Refs. 16 and
21!, c0(r ) is determined by Dyson’s equation

c0~r !511E Gcl~r ,r 8!V~r 8!c0~r 8!d3r 8,

V(r ) is the impurity potential, andGq
6(E,Z) is the Green’s

function after subtraction of the singular contributio
Gcl(r ,r 8);1/ur2r 8u and is given by the following relation in
the coordinate representation:

G6~E;r ,r 8!5(
n

wn~r !wn* ~r 8!

E2«n6 id

5Gcl~r2r 8!1Gq
6~E,Z! ~12!

(Gcl(r ,r 8) is equal to the real part of the Green’s functio
G6(E;r ,r 8) ~6! without the quantization taken into accoun
andLz→`; Ref. 21!. In the case under consideration, that
a short-range impurity, the dependence ofGq

6(E;r ,r 8) on
ur2r 8u can be neglected, but in contrast to the case of m
netic quantization considered in Ref. 21, there is depende
on thez component of the coordinater5r 8.

It follows from the definition of the Green’s function tha

er
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Gq
6~E,z!5Ge

6~E,z!1Gh
6~E,z!, ~13!

where the subscriptse andh indicate whether the summatio
in ~12! is done only over the electron valley or only over t
hole valley. Taking into account the explicit form of the e
ergy spectrum~1! and the definition of the Green’s function
we can writeGh

6(E,z)52Ge
7(«OL2E,z)ue→h . After sub-

stituting wn(r ) in the explicit form~10! into expression~12!
and using Poisson’s formula@the divergent contribution o
the zeroth harmonic is renormalized byGcl(r2r 8)], we ob-
tain

Ge
6~E,z!57

2p2ime

Lz~2p\!2AE

ae
F172(

k51

`
i

AEb0
e

e6 ib0
eAE

6 (
k52`

`
i

AEubz
eu

e6 i ubz
euAEG , ~14!

whereb0
e,h52pk/Aae,h, bz

e,h5(2p/Aae,h)(k1z/Lz).
In making the transition toS6(E) we must perform the

average ofT̂R
6(E) over theZ coordinate of the impurity cen

ter. The series in formula~14! contains a singularity with
respect toz, and therefore in the expansion in the sm
parameter 1/nF;Aae /«F, Aah /(«OL2«F)!1 (nF is the in-
dex of the highest-numbered subband that overlaps the F
surface! it is more convenient to leave the singular part in t
denominator of expression~9!. The off-diagonal matrix ele-
ments of the operatorTmn

6 (E) after averaging overZ are
smaller by a factor of 1/nF than the diagonal ones for bot
the monotonic part and oscillatory part, and they can be
glected. In solving Eq.~8! it is sufficient to use the approxi

mationŜR
6(E)'T̂R

6(E2Scl
6), whereScl

6 is the nonquantum
monotonic part ofS6(E), since the last terms of the expa
sion are small in the parameter\/t«F , \/t(«OL2«F)!1. In
the equation for the conductivity, ReScl can be taken into
account by a simple renormalization of«F :

«F⇒ «̃F5«F2ReS6~ «̃F! ~15!

~as is shown in Refs. 20 and 22!. From here on,«F will be
understood to mean the latter, renormalized quantity.
Im Scl

6 in the argument of theT matrix leads to the Dingle
factor.

Let us consider expression~3! for T50 with allowance
for the renormalization~15! of «F . After some transforma-
tions the impurity potential will appear in expression~3! only
in the combination

1

t~E!
5

i

\
@S1~E!2S2~E!#, ~16!

which plays the role of the relaxation time~in the framework
of the approximations made, this is the same as the me
of the quantum kinetic equation22!.

Conductivity oscillations not due to scattering on imp
rities ~i.e., oscillations that survive whent(E) is replaced by
a constant in the expression for the conductivity! which arise
in evaluating the trace Tr in formula~3!, have the same fre
quency as in~16! but a substantially smaller amplitude
which, after calculation of~3! is smaller in order of magni-
tude by a factor of 1/nF

2 than the monotonic part of the con
ductivity, and they can be neglected. The reason for th
l

mi

e-

e

od

ir

smallness is that the velocity operatorv̂x appears under the
Tr sign in expression~3!, and its eigenvalues are close
zero in the vicinity of the pointsp5(0,0,6pF) which deter-
mine the oscillation frequency. Therefore expression~3! can
be replaced by its classical analog, the quantization be
taken into account only in the evaluation of expression~16!.
At T50 the conductivity will be proportional to the relax
ation time:

sxx;t~«F!. ~17!

To make the resulting expression for the conductiv
less awkward, we shall restrict discussion to the limiting ca
of a weak impurity with a scattering amplitude much le
than the de Broglie wavelength at the Fermi level. Then

1

t~E!
5

1

t0
S 11 (

k51

`

Rk
e~E!1 (

k51

`

Rk
h~E!D , ~18!

where

Rk
e~E!5

1

2pk
Aae

E
expS 2

pk\

2t0AaeE
D sinS 2pkAE

ae
D ,

~19!

Rk
h~E!5

1

2pk
A ah

«OL2E

3expS 2
pk\

2t0Aah~«OL2E!
D sinS 2pkA«OL2E

ah
D .

It follows from the assumptions made earlier that(k51
` Rk

e,h

;1/nF!1, i.e., the oscillatory part of the relaxation time
much smaller than the classical partt0 . Thus the expression
for the conductivity can be written in the form

sxx5sclS 11 (
k51

`

Rk
e~«F!1 (

k51

`

Rk
h~«F!D 21

'sclS 12 (
k51

`

Rk
e~«F!2 (

k51

`

Rk
h~«F!

12 (
k,l 51

`

Rk
e~«F!Rl

h~«F!D , ~20!

where in the terms of second-order smallness in 1/nF we
have kept only the contributions responsible for the QHTO
scl is the classical part of the conductivitysxx .

4. CONDUCTIVITY AT FINITE TEMPERATURE

The Fermi–Dirac distribution function appears in e
pression~3! for the conductivity only in the combination

1

T
f 0~E!~12 f 0~E!!52

] f 0~E!

]E
.

Thus we can write

sxx5E S 2
] f 0~E!

]E DF~E!dE, ~21!

whereF(E) is a function ofE that is independent ofT. At
T50

sxxuT505F~«F!, ~22!
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which makes it possible to obtain the explicit form ofF(E)
from the dependence of the conductivity on«F ~20!. After
that it remains only to substitute it into expression~21!, the
evaluation of which will give the temperature dependence
the conductivity. The derivation given here is analogous
the calculation of the temperature dependence of the ther
dynamic potentialV in Ref. 11.

The nonclassical part of the conductivity atT50 in for-
mula ~20! behaves as an oscillatory function of«F . At a
certain value«F5Ek,l

Ek,l5«OL

ahk2

ahk21ael
2 , ~23!

the conditionkDEh
F5 lDEe

F is satisfied, wherek and l are
integers. Here

DEe
F52A«Fae, DEh

F52A~«OL2«F!ah ~24!

is the distance between adjacent subbands with posit
close to the Fermi level in the electron and hole valle
respectively. That is, at«F5Ek,l the frequency of the con
ductivity oscillations~for one of the harmonics! as a function
of «F goes to zero, which leads to a softer than exponen
temperature dependence. In the calculation of the temp
ture dependence of the conductivity we shall distinguish t
limiting cases: the energy levelEk,l lies far outside the limits
of the temperature smearing of the Fermi level, making
possible to neglect the unequal spacing of the energy s
trum, and the opposite limiting case withuEk,l2«Fu!T,
when the unequal spacing determines the region of en
values that gives the main contribution to the integral~21!.
Substituting the expression~20! for the conductivity into the
integral ~21!, we obtain

sxx5scl1sh1se1 (
k,l 51

`

~sk,l
2 1sk,l

1 !, ~25!

wherescl is the monotonic part of the conductivity,

se52sxx
cl (

k51

`
1

2pk
Aae

«F
CS 2p2kT

DEe
F D

3expS 2
pk\

t0DEe
FD sinS 2pkA«F

ae
D , ~26!

sh52sxx
cl (

k51

`
1

2pk
A ah

«OL2«F
CS 2p2kT

DEh
F D

3expS 2
pk\

t0DEh
FD sinS 2pkA«OL2«F

ah
D . ~27!

Expressions~26! and ~27! agree with the results of Refs.
and 7:

sk,l
6 57scl

1

4p2kl
Aae

«F
A ah

«OL2«F
CS 2p2TS k

DEe
F

7
l

DEh
FD DexpS 2

pk\

t0
S k

DEe
F 1

l

DEh
FD D

3cosS 2pA«F

ae
62p lA«OL2«F

ah
D , ~28!
f
o
o-

ns
,

al
ra-
o

it
c-

gy

where

C~x!5
x

sinhx
.

Expressions~26!–~28! for se,h andsk,l
2 are given for anyT,

the contributionsk,l
1 is determined by expression~28! if at

least one of the following two conditions is met:

T!uEk,l2«Fu, ~29!

T!min$ae
1/4Ek,l

3/4, ah
1/4~«OL2Ek,l !

3/4%. ~30!

Condition ~30! describes the region nearT50 in which the
temperature dependence ofsk,l

1 can be neglected.
In the opposite case, when the condition

T@uEk,l2«Fu ~31!

holds along with at least one of the inequalities

T@ae
1/4Ek,l

3/4, T@ah
1/4~«OL2Ek,l !

3/4, ~32!

the expression forsk,l
1 will have the form

sk,l
1 52scl

1

8p2klT
A ae

Ek,l
A ah

«OL2Ek,l

3
1

Ak/AaeEk,l
3 1 l /Aah~«OL2Ek,l !

3

expS 2
p\

2t0
S k

AaeEk,l

1
l

Aah~«OL2Ek,l !
D D

3cosS 2pkAEk,l

ae
12p lA«OL2Ek,l

ah
2

p

4 D . ~33!

The oscillation frequency of the contributions~26!–~28!,
as in the caseT50, is determined byt(«F) ~but the coeffi-
cients of proportionality in formula~17! for TÞ0 will be
different for different harmonics!. The oscillation frequency
of contribution~33! is determined byt(Ek,l) and is not nec-
essarily a combination of the frequencies of the lo
temperature contributions~26! and ~27!.

In formulas ~25!–~28! and ~33! and in conditions~29!
and ~31! one can restrict consideration to the case of sm
k,l , since the quantum oscillations are exponentially s
pressed by the Dingle factor as these indices increase.

CONCLUSIONS

We have shown that the presence of an elastic sh
range impurity can give rise to high-temperature oscillatio

Unlike the case of valleys with the same type of char
carrier, when QHTOs would be expected only at values
DE at the Fermi level which are close to multiples, in th
case of two types of charge carriers the high-tempera
character of the oscillations is manifested at any values
DEe and DEh , reaching a maximum amplitude at value
which are multiples. Indeed, the presence of electron
hole valleys leads to a difference in the signs in the tempe
ture factor and in the argument of the cosine in formula~28!,
i.e., the contributionsk,l

1 will be simultaneously higher-
temperature and higher-frequency in comparison with
contributions~26! and~27! ~as in the case of magnetic qua
tization; see Refs. 13–15!. In the case of two groups o
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charge carriers of the same type those signs will be the sa
and the high-temperature oscillations will be low-frequen
~see Ref. 16 for the case of magnetic quantization, where
role of the two groups of charge carriers is played by regi
near the extremal cross sections!.

Because of the unequal spacing of the size-quant
energy spectrum, the condition of multiples,lDEe5kDEh ,
can be satisfied only in regions of momentum space wh
are characterized by an energyEk,l . The latter, together with
«F , can determine the frequency and amplitude of the s
oscillations and the character of the temperature depend
of the conductivity. Here the frequency of the QHTOs ne
not be a combination of the frequencies of the lo
temperature modes of oscillation.
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Rate of exciton scattering and exciton absorption in crystals with LO-phonon
dispersion
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The Ridley–Babiker relation for the LO-phonon energy is used to obtain an exact formula for
the exciton scattering rate in the one-phonon approximation. The effect of LO-phonon
dispersion on the frequency and temperature dependence of the exciton attenuation is studied
theoretically for models of polar crystals with large and small exciton radii. It is shown
that the role of LO-phonon dispersion is essentially different in processes with phonon absorption
and phonon emission. For some fixed frequency interval, it is established that the effect of
dispersion on exciton scattering changes with temperature. The TlBr and ZnS crystals are used as
models for illustrations. ©2003 American Institute of Physics.@DOI: 10.1063/1.1630720#
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1. INTRODUCTION

The exciton–phonon interaction is one of the most i
portant factors affecting device performance through the
citon mobility, intrasubband and intersubband scatter
rates,1 etc. The scattering of excitons by polar optic
phonons largely governs a number of properties of semic
ductor materials2,3 and plays a dominant role in energy di
sipation processes.4

Usually the special case in which the bulk optical mod
are dispersionless has been considered, i.e., the longi
nally polarized optical~LO! and transversely polarized opt
cal ~TO! waves are assumed to propagate at fixed frequ
cies vLO and vTO regardless of their wavelength~the
Einstein approximation!.

For a real material, however, due to anisotropy of
macroscopic electric field produced by the polarization,
phonon modes exhibit dispersion, which is associated w
the fact that different wave vectors vibrate at different f
quencies, i.e., with the dependence of frequency on the
magnitude and direction of the phonon wave vector.

The neglect of dispersion in continuum models leads
the situation where all LO modes are degenerate.5,6 Without
dependence on the wave vector it is impossible to match
frequencies of LO modes across an interface. More fun
mentally, without dispersion it is impossible to construc
quantum theory of vibrational fields.7

It is well established that the LO-phonon dispersion s
nificantly changes the low-frequency asymptotics of
conductivity8 and can play the most important role in low
dimensional structures, especially for polaron mobility in 1
conductors.9 In Ref. 10 it was indicated that dispersion of th
phonon energy may wash out the oscillation in the ang
resolved photoemission spectrum for a strongly coup
electron–phonon system.

In spite of these investigations, however, the essen
properties of the exciton scattering by phonons are not f
understood yet. Though the microscopic characteristics
1021063-777X/2003/29(12)/4/$24.00
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the scattering rate for dispersionless optical modes are
well established, the treatment of this quantity taking in
consideration the finite width of the bulk LO phonon band,
our knowledge, has not been carried out before for conc
models of dispersion.

The main purpose of this paper is to present the res
of calculations of the effect of LO-phonon dispersion on t
frequency and temperature dependence of the exciton att
ation in polar crystals, using the Ridley–Babiker relation7 as
the model for the LO-phonon dispersion.

Our final goal is to propose an exact analytical formu
for the exciton scattering rate, which is simple enough to
used for calculations of various quantities related to
exciton–LO-phonon scattering in crystals with a large a
small exciton radii.

The rest of the paper is organized as follows. The ba
formulas for the task are presented in Sec. II. Section II
devoted to discussing the results, and Sec. IV contains
conclusions.

2. BASIC FORMULAS

It is supposed that an exciton, moving coherently in
phonon environment, can be described with a Bloch wa
Then, in the case of weak exciton–phonon coupling, the o
phonon scattering processes play the most important rol

We will use a quadratic approximation for the depe
dence of the exciton energy on quasimomentum, while
the dispersion of long-wavelength bulk LO modes we ad
the Ridley–Babiker relation7 in the form:

V2~q!5V0
22\2q2vL

2, ~1!

whereV0 is the zone-center phonon energy with moment
q50, vL

25c11/r, c11 is the optical-mode elastic constan
andr is the reduced mass density.

We will consider the exciton–polar-LO-phonon intera
tion within a bulk-phonon model in which the usual Fro¨hlich
interaction with LO phonons of the material is assumed.11 If
4 © 2003 American Institute of Physics
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one treats the divergence of the lattice polarization a
source of induced potential, then in the case of independ
interaction of an electron and hole with the lattice~as with a
continuum!, the coupling function for Wannier excitons in
teracting with LO phonons may be chosen in the followi
form, similar to these given in Refs. 12 and 13:

GLO~q!5A2pe2

V
S 1

«`

2
1

«0
D AVLO~q!

q
@~1

1ae
2q2!222~11ah

2q2!22#. ~2!

Here M5me1mh , me is the electron mass andmh is the
hole mass,a i5(r ex/2)(mi /M ), i 5e, h, andr ex is the exci-
ton radius. In other words, expression~2! describes the inter
action of an electron–hole dipole with the lattice via its p
larizability.

An exciton colliding with phonons is damped with
probability G that can be calculated by means of the ima
nary part of mass operator.11 Substituting Eqs.~1!, ~2! of the
present paper into Eq.~2! of Ref. 13 and integrating over a
angles and phonon momenta, we obtain in the one-pho
approximation the following exact formula for the excito
scattering rate:

G6~v,T!52AMV0

e2

\
S 1

«`

2
1

«0
D

3

12dLS q6

q0
D 2

Uq6

q0
S dL6A12dLS q6

q0
D 2D U

3F 1

F11be
2S q6

q0
D 2G2 2

1

F11bh
2S q6

q0
D 2G2G 2

3H 1

expF V0

kBT
A12dLS q6

q0
D 2G21

1
1

2
7

1

2J ,

~3!

whereG1 describes processes with phonon creation andG2

the processes with phonon annihilation (G11G25G), and

S q6

q0
D 2

52F\v2E0

V0
2dL6A11dL

222dL

\v2E0

V0
G ,
~4!

b i5a iq0 , q0
25MV0 /\2, dL5MvL

2/V0 , ~5!

E0 is the exciton band bottom energy.
The frequencies should satisfy the following condition

7V0<\v2E0<V0F1

2 S qmax

q0
D 2

7A12dLS qmax

q0
D 2G .

~6!

They are due to the inequalities 0<q6<qmax, which, in
turn, arise from the energy conservation law. The upper s
in Eq. ~6! is for the G1 processes. The valuedL can be
a
nt

-

-

on

:

n

considered as a parameter describing the dispersivene
the Lth mode of optical lattice vibrations in a polar crysta
Putting qmax52q0, one finds the limits of variation for the
dispersion parameter: 0<dL<1/4. Though for any crysta
the value ofdL is quite definite, to show the effect of th
phonon dispersion it was assumed to vary. In the case w
phonon dispersion is neglected (dL50), Eq. ~3! can be re-
duced to the form known from earlier works~see, for ex-
ample, Ref. 14!.

To illustrate the effect of LO-phonon dispersion on t
frequency and temperature dependence of the exciton da
ing, we have chosen TlBr and ZnS crystals as the model.
selected crystals seem to have the most contrasting pa
eters~see Table I!.

3. DISCUSSION OF RESULTS

The frequency dependence of exciton damping for T
and ZnS crystals is shown in Figs. 1 and 2. The calculati
were performed at room temperature (T5300 K), for which
the effect of the dispersion is most pronounced. As is s
from the figures, the frequency dependence of the damp
represents a simple two-hump curve~in accordance with the
processes involving the absorption and emission of the
phonons in the crystal!, separated from each other by th
frequencyV0 .

The exciton scattering starts at the frequency (E0

2V0)\21 and rises with increasing difference in the effe
tive masses of electron and hole. This rise is restrained by
decrease of the exciton–phonon coupling with increas
wave vectorq, when the phonon wavelength becomes le
than the exciton radius. Competition of these factors res

TABLE I. Values of physical parameters for ionic crystals.

Comment: *Ref. 16; ** Ref. 17. The values of the constantc11 are given
using the room-temperature data of Ref. 18.

FIG. 1. Frequency dependence of the exciton damping for TlBr crysta
room temperature for different values of the LO-phonon dispersion:dL50
~1!, dL51/4 ~2!.
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in the appearance of the damping maximum. The weaken
of the coupling is especially appreciable for crystals w
large exciton radii~such as TlBr! and is poorly manifested
for crystals with smaller exciton radii~such as ZnS!, for
which the maximum of the exciton–phonon coupling is d
placed to shorter wavelengths or even may go far outside
frequency limits for one-phonon processes.

Though the free excitons exist only at\v.E0 , the ex-
citon scattering~as is seen from Figs. 1 and 2! takes place
below the exciton band bottom as well. To avoid any misu
derstanding, it is necessary here to keep in mind thatG(v)
describes the attenuation both of really existing free excit
and of excitons with renormalized energy in a mass-oper
denominator. Thus at photon energies exceeding the exc
band bottom energy, the scattering occurs on free exci
~which scatter by photon absorption with phonon emissio!,
whereas at lower photon energies, the annihilation of a p
ton can occur only upon exciton creation with simultaneo
phonon absorption to compensate the lacking photon ene

A more realistic case is realized when the finite width
the bulk LO phonon band is taken into account~curves2 in
Figs. 1 and 2!. The effect of LO-phonon dispersion on th
exciton scattering differs significantly for processes invo
ing phonon absorption and emission. Whereas in proce
with a phonon absorption, an increase of the phonon dis
sion results in both a reduction of the exciton scattering r
and a shift of its maximum to the short wavelength side,
processes with phonon emission, on the contrary, a faster
of exciton attenuation and a shift of its maximum to t
long-wavelength side have been established.

The shift of the attenuation maxima is more considera
for crystals with small exciton radii~ZnS; Fig. 2!, whereas
the change in intensities is more essential for crystals w
large exciton radii~such as TlBr!. For the former, the maxi-
mum is generally poorly pronounced. Such a behavior c
responds to weakening of the exciton–phonon coupling
the frequency interval where the phonon wavelength exce
the exciton radius.

As a rule, the exciton scattering in the crystal gradua
increases with temperature,15 but the character of this growt
depends on various circumstances.

We take into account only the dispersion factor. The
sults of the calculations of the scattering rate versus temp

FIG. 2. Frequency dependence of the exciton damping for ZnS cryst
room temperature for different values of the LO-phonon dispersion:dL50
~1!, dL51/4 ~2!.
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ture for the TlBr and ZnS crystals are shown in Figs. 3 and
The calculations were carried out for some fixed frequenc
with the LO-phonon dispersion taken into account~curves1,
3, 6! or without it ~curves2, 4, 5!.

For both crystals, in the frequency regionv<(E0

1V0)\21 we have found thatG→0 at T→0. That corre-
sponds to the usual theoretical predictions.15 But in the range
\v2E0>V0 the damping becomes a finite quantity at ze
temperature, owing to the nonvanishing contribution of t
processes with phonon emission.

Let us now consider the role of the dispersion factor
the temperature dependence of the exciton scattering in m
detail. Comparing to the dispersionless case, one finds
depending on the frequency, the manifestation of dispers
with temperature behaves in two opposite ways: taking

at

FIG. 3. Temperature dependence of the damping for the TlBr crysta
energies\v2E0 equal to:20.9V0 ~1, 2!; 1.3V0 ~3, 4!; 1.1V0 ~5, 6!. With
a phonon dispersiondL51/4 ~1, 3, 6! and without it~2, 4, 5!.

FIG. 4. Temperature dependence of the damping for the ZnS crysta
energies\v2E0 equal to:20.5V0 ~1, 2!; 2.43V0 ~3, 4!; 1.5V0 ~5, 6!. With
a phonon dispersiondL51/4 ~1, 3, 6! and without it~2, 4, 5!.
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LO-phonon dispersion into account stimulates either a
crease or an additional increase of the exciton scattering
For example, in the vicinity of the maximum of the LO
phonon absorption, at energies\v2E0520.9V0 for TlBr
and at\v520.5V0 for ZnS, taking the dispersion into ac
count results in a reduction of the attenuation~compare
curves1 and 2!. On the wings of the absorption range, b
ginning with the energy\v2E0>20.7V0 for TlBr and
\v2E0>0.2V0 for ZnS, on the contrary, the dispersion e
hances the damping.

The opposite tendency~to that described above! is de-
veloped in the vicinity of the phonon emission maximu
~curves5 and6 in Figs. 3 and 4!. It is especially appreciable
at the energies\v2E051.1V0 for TlBr and at \v2E0

51.5V0 for ZnS, at which the contribution from an LO pho
non band is the greatest~Figs. 1 and 2!. Simultaneously, on
the wings with phonon emission, the finite width of the bu
LO phonon band leads to a reduction of exciton attenua
~curves3 and4!. For TlBr crystals this occurs at frequencie
v>(E011.3V0)\21 and for ZnS at v>(E0

12.43V0)\21.
The growth of exciton scattering with temperature is a

proximately uniform for most frequencies from the on
phonon interval, both with and without allowance for th
dispersion. Such a tendency is well maintained for crys
with large exciton radii. However, for crystals with the sm
exciton radii, there was found a frequency interval in whi
the damping behaves sharply versus temperature when
finite width of the LO phonon band is taken into account.
low temperatures within some frequency interval it results
a phenomenon of increasing attenuation for the dispers
less model and further, beginning with some critical tempe
ture Tcr , in an attenuation exceeding that obtained with d
persion taken into account~see curve3 in Fig. 4!. For the
ZnS crystalTcr5170 K.

We have previously studied similar problems using
cosine law for the phonon dispersion.13 Here, we have found
the same trends for the temperature dependence of the
tering as well. The difference appears only in theG(v)
curves due to the specifics of the edges of the Brillouin zo
It seems that the approach based on the LO phonon dis
sion model chosen here is more suitable for ionic crys
with weak and moderate coupling.

4. CONCLUSIONS

Using the Ridley–Babiker relation for the LO-phono
energy, we have obtained in the one-phonon approxima
-
te.
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an exact analytical formula for the exciton scattering rate
allows one to study theoretically the effect of LO-phon
dispersion on the exciton damping for polar crystals w
large and small exciton radii.

We have found the role of LO-phonon dispersion to
different in processes with phonon emission and phonon
sorption. Namely, with the phonon dispersion taken into
count the maximum in the case of LO-phonon emission
shifted towards the direction of the exciton band botto
which results in an increase of the absolute magnitude of
damping. At the same time, the maximum in the case
LO-phonon absorption is decreased and shifted to sho
wavelengths. Such frequency dependence is more
nounced for crystals with a large exciton radii.

For crystals with small exciton radii, a frequency inte
val has been found for which the exciton scattering beha
ambiguously with temperature when a phonon band is ta
into account. At low temperature it results in a phenomen
wherein the damping without phonon dispersion, which
dominant at first at some frequencies, with increasing te
perature becomes equal to or even smaller than the dam
with the dispersion taken into account.
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1M. C. Tatham, J. F. Ryan, and C. T. Fozon, Phys. Rev. Lett.63, 1637
~1989!.

2P. A. B. Miller, D. S. Chemla, D. J. Eilenbergeret al., Appl. Phys. Lett.
41, 679 ~1982!.

3T. Hiroshima, Solid State Commun.68, 483 ~1988!.
4A. M. Kosevich, Physical Mechanics for Real Crystals@in Russian#,
Nauk. Dumka, Kiev~1981!.

5K. Huang and B.-F. Zhu, Phys. Rev. B38, 13377~1988!.
6H. Gerecke and F. Bechstedt, Phys. Rev. B43, 7053~1991!.
7B. K. Ridley and M. Babiker, Phys. Rev. B43, 9096~1991!.
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Heat capacity of solid solutions of deuteromethane in krypton. Nuclear spin conversion
in CD4 molecules

M. I. Bagatskii,* V. G. Manzhelii, D. A. Mashchenko, and V. V. Dudkin

B. Verkin Institute for Low Temperature Physics and Engineering of the National Academy of Sciences
of Ukraine, 47, Lenin Avenue, 61103 Kharkov, Ukraine
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A study is made of the heat capacity of the binary solid solutions (CD4)0.01Kr0.99 ~in the
temperature intervalDT50.9– 7 K) and (CD4)0.05Kr0.95 (DT50.7– 20 K) and of the ternary solid
solutions (CD4)0.01Kr0.988(O2)0.002 (DT50.7– 11 K) and (CD4)0.05Kr0.948(O2)0.002 (DT
50.8– 4 K). The contribution of the rotational subsystem to the heat capacity of the solutions is
separated out. The influence of temperature, oxygen impurities, and the interaction between
the deuteromethane molecules on the effective conversion rate is studied. The energy differences
between the lowest-lying levels of the nuclear spin speciesA andT of deuteromethane is
determined, and the effective characteristic conversion times are found. Rapid conversion of
isolated CD4 molecules is observed in CD4– Kr solutions. It is shown that in the CD4– Kr
solutions, as in CH4– Kr solutions, a hybrid mechanism of conversion is dominant at low
temperatures (T,1.4 K), and the ‘‘bottleneck’’ governing the conversion rate is the
intermolecular effective octupole–octupole interaction and the related probability of transfer of
the conversion energy to phonons. ©2003 American Institute of Physics.
@DOI: 10.1063/1.1630721#
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INTRODUCTION

Studies of the physical properties of solid solutions
methane and deuteromethane in krypton can yield infor
tion about quantum effects in the rotational motion of is
lated and mutually interacting spherical rotors in a crys
lattice for different rotational quantum parameters of t
rotors.1 The mass difference of the methane and deu
omethane molecules (MCH4

/MCD4
50.8) is relatively small,

while their moments of inertia (I CH4
/I CD4

50.508), the total

nuclear spins of theA, T, and E species of the CH4 (I
52, 1, 0) and CD4 (I 54, 2, 0) molecules, and the magnet
moments of the light atoms (mD /mH50.306) differ strongly.
Therefore, the substitution of the CH4 molecule in CH4– Kr
solutions by CD4 molecules has a relatively weak effect o
the translational subsystem and a substantial effect on
energy spectrum and physical properties of the rotatio
subsystem at helium temperatures, where the manifesta
of quantum effects are maximal.

Deuteromethane and methane form single-phase s
solutions with krypton at concentrationsn,70 mole% deu-
teromethane andn,80 mole% methane.2 This permits study
not only of the behavior of isolated rotors but also the int
action between rotors.

A clear quantum effect manifested on the macrosco
level is conversion—transitions between theA, T, and E
nuclear spin species of the CH4 and CD4 rotors. Conversion
establishes a thermodynamic equilibrium between the s
cies. The study of conversion in solid methane and in so
solutions of methane in rare gases has been the subject
1021063-777X/2003/29(12)/8/$24.00
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large number of experimental papers~see Refs. 2–6 and th
literature cited therein!, and the main regularities of the con
version in methane have been established. There is a s
theoretical paper, by Berlinsky and Nijman,7 in which it is
hypothesized that the dominant mechanism of conversio
pure solid methane at low temperatures is a hybrid mec
nism. According to Ref. 7, the maximum conversion rate
determined by the simultaneous intramolecular magnetic
teraction between protons and the intermolecular octupo
octupole~OO! interaction between nearest-neighbor metha
molecules in the lattice. The intramolecular interaction mix
the nuclear spin states and the intermolecular OO interac
brings about transitions between rotational states, with
transfer of the conversion energy to the lattice. Recently
first experimental confirmation of the dominance of the h
brid mechanism of conversion of CH4 molecules atT
,2.5 K in Kr–CH4 solutions has been obtained.3 According
to the theory,7 the conversion rate in clusters of CH4 mol-
ecules is significantly higher than the conversion rate of i
lated CH4 molecules~singles!. This is the prediction that was
confirmed in Ref. 3. Since the rotational constant of the C4

molecule is approximately half as large as that of the C4

molecule, an influence of conversion on the physical prop
ties of CD4– Kr solid solutions can be expected at low
temperatures than in CH4– Kr solutions.

Up until our previous paper8 ~see below! there was no
convincing proof that conversion is observed in solid deut
omethane and solid solutions containing deuteromethane2,5,6

There was the idea that because of the relatively small m
netic moment of the deuteron, conversion in CD4 occurs
8 © 2003 American Institute of Physics
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very slowly and does not show up in real experiments.2,5,6

We know of only one paper9 devoted to measurement o
the heat capacity of pure deuteromethane in the reg
0.15–4 K in which the authors proposed that at temperatu
below 0.25 K the increase in the thermal relaxation time i
sample of solid CD4 after the heating of the calorimeter wa
turned off was possibly due to conversion of the CD4 mol-
ecules.

We recently published a brief communication of the
sults of studies of the heat capacity of a solid solution of
CD4 in Kr and of the same solution doped with 0.2% O2 in
the temperature interval 0.7–1.6 K.8 In that paper the obser
vation of nuclear spin conversion of CD4 molecules in a
krypton matrix was reported.

In the present study the research mentioned above8 is
extended to solutions with lower concentrations of deu
omethane~1% CD4 in krypton and a solution of 1% CD4 in
Kr doped with 0.2% O2) and to temperatures up to 20 K.

The main goal of the studies of Ref. 8 and the pres
study is the calorimetric investigation of nuclear spin conv
sion of deuteromethane molecules in CD4– Kr solid solutions
and in the same solutions doped with 0.2% O2. Also, the
information obtained in this study about the heat capa
and low-energy part of the rotational spectrum of t
CD4– Kr solid solution is of independent interest.

We note that the heat capacity of solid solutions of d
teromethane in rare gases has not been measured previ

EXPERIMENT

In this paper and in Ref. 8 we studied the heat capa
of the binary solid solutions (CD4)0.01Kr0.99 ~in the tempera-
ture interval DT50.9– 7 K) and (CD4)0.05Kr0.95 (DT
50.7– 20 K) and of the ternary solid solution
(CD4)0.01Kr0.988(O2)0.002 (DT50.7– 11 K) and
(CD4)0.05Kr0.948(O2)0.002 (DT50.8– 4 K). The measure
ments were made in a vacuum adiabatic calorimeter10 by the
pulsed heating method. A gaseous mixture with a speci
impurity concentration was prepared at room temperat
The amount of the substance in the samples~around 0.4
mole! and the concentration of the components of the so
tions were determined fromPVT data with an error of 0.2%
The gases used had the following compositio
CD4—isotopic purity 99%, chemical purity 99.20%
(N2—0.50%, O2—0.20%, CO—0.10%, and Ar,0.01%);
Kr—purity 99.79% ~Xe—0.2%, N2—0.01%, O2 and Ar
,0.01%); O2—purity 99.99% (N2,0.01%). A solid solu-
tion was obtained in the calorimeter atT'85 K by the con-
densation of the gaseous mixture to the solid phase. T
ensured a uniform composition of the solution and a rand
distribution of the components of the solution. Before t
start of the measurements the calorimeter with the h
switch closed was cooled to a temperature of;0.5 K. Cool-
ing the calorimeter with the samples from a temperature
1.3 K required about 1 day~as was the case for (CH4)nKr12n

samples3,4!, which is many times longer than the coolin
time in experiments with pure Kr. This indicates that t
cooling of Kr samples containing a deuteromethane or m
ane impurity is accompanied by strong heat release. After
heat switch was opened, the calorimeter temperature
creased for 3 h~at a ratedT/dt that decreased in time! to
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;0.7 K. The heat capacity was measured as the tempera
changed at a rate of 1023– 1024 K/min. The increase of the
sample temperatureDTi during a single measurement of th
heat capacity was around 10% of the initial temperatureTi .
The heating timeth was varied from 2 to 6 min. The effec
tive time tm of one measurement of the heat capacity,tm

5th1te , wherete is the time required to achieve a near
steady rate of change of the calorimeter temperature from
time the heating was turned off, varied from 50 to 10 min
temperatures in the range from 0.7 to 20 K, respective
After the first series of measurements of the heat capacit
the temperature region 0.7–2.5 K subsequent series of m
surements were made several times at temperatures a
1.3 K. A time of 4–5 h was required to achieve the necess
rate of change of the calorimeter temperature for the star
the measurements, 1023– 1024 K/min. The results of the
measurements~at the timestm indicated in Table II! were
reproducible and did not depend on the temperature pre
tory of the sample. The error of measurement of the h
capacity of the solutions was 6% at 0.8 K, 2% at 1 K, 1%
2 K, and 0.5% above 4 K.

We note that what we call the heat capacity in this pa
is the derivative of the heat transferred to the system w
respect to temperature, regardless of whether or not the
tem is in equilibrium.

From the total heat capacityCsol of the Kr–CD4 binary
solutions, under the assumption that the translational and
tational motions of the molecules are independent~as in the
case of the Kr–CH4 solutions3,4! we determined the rota
tional componentCrot5Csol2Ctr , whereCtr is the transla-
tional component.Ctr is written asCtr5CKr1DCtr , where
CKr is the heat capacity of pure krypton andDCtr is the
change in the translational heat capacity as a result of
introduction of the lighter deuteromethane impurity in t
lattice. DCtr was calculated by the method proposed
Peresada11,12 without the change in the force constants tak
into account, for a ratio of mass of the impurity particles a
matrix mCD4

/mKr50.25. We made a preliminary measur

ment of the heat capacity of pure krypton,CKr , in the tem-
perature range 0.7–20 K, and the results were in good ag
ment with the results of Refs. 13 and 14. The limiting val
of the Debye temperature forT→0 K, u0571.6 K, agrees
within the experimental error limits with the
values u0571.7 K13 and u0571.9 K.14 In the case of
the ternary solutions the heat capacityCrot is written as
Crot5Csol2(CKr1DCtr)2Crot(O2) , where Crot(O2) is the heat

capacity due to the rotational motion of the oxygen m
ecules. Crot(O2) was taken into account with the use of th

data of Ref. 15 on the heat capacity of Kr–O2 solid solu-
tions.

A detailed analysis of the behavior ofCrot(T,n) was
done in this study in the temperature region below 1.4 K.
T51 K the Crot(T,n) contribution toCsol amounts to 40%
for a molar concentration of CD4 of n51%, 97% for n
55%, 54% for n51% ~with 0.2% O2), and 92% forn
55% ~with 0.2% O2).
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TABLE I. Experimental values of the heat capacityCsol at equilibrium vapor pressure for the binary solid solutions (CD4)0.01Kr0.99 and
(CD4)0.05Kr0.95 and of the ternary solid solutions (CD4)0.01Kr0.988(O2)0.002 and (CD4)0.05Kr0.948(O2)0.002.
ar

fo
b

of

K,
for
RESULTS OF THE MEASUREMENTS. DISCUSSION

The experimental values of the heat capacityCsol at
equilibrium vapor pressure for the solid solution studied
presented in Table I.

It is most convenient to discuss the experimental data
the heat capacity of the rotational subsystem normalized
e

r
y

the deuteromethane concentrationn in the solution and the
universal gas constantR: CR5Crot /(nR). The quantityCR

defined in that way is the reduced heat capacity of a mole
rotors. The temperature curves ofCR are presented in Figs. 1
and 3 in the temperature regions 0.7–20 K and 0.7–2
respectively. The values of the rotational heat capacity
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the equilibriumCR,eq and the high-temperatureCR,high distri-
butions of the nuclear spin species of CD4, calculated from
the energy spectrum of CD4 in the crystalline field of
krypton16 ~see Fig. 2!, are shown by the solid and dashe
curves in Fig. 1. Also shown by the dotted curve in Fig. 1 a
the values ofCR,eq calculated for free CD4 molecules with
allowance for the energy levels up to rotational quant
numberJ514, inclusive.17 Since the energy spectrum give
in Ref. 16 contains only the levels withJ51 andJ52 and
partially with J53 andJ54 ~see Fig. 2!, comparison of the
experimental heat capacitiesCR with the calculated values
CR,eq and CR,high is correct only for temperaturesT
,2.2 K. CR,eq was calculated under the assumption of f
conversion, when the characteristic conversion timest
!tm , and over a timetm a close to equilibrium distribution
of species can be established.CR,high was calculated unde
the assumption that conversion is absent, and the h

FIG. 1. Normalized rotational heat capacityCR5Crot /(Rn) (n is the
molar concentration of CD4 , and R is the universal gas constan!
of the solid solutions (CD4)0.01Kr0.99(n); (CD4)0.05Kr0.95(h);
(CD4)0.01Kr0.988(O2)0.002(m); (CD4)0.05Kr0.948(O2)0.002(j). The calculated
values:~ ! and~ ! are obtained from the spectrum of Ref. 16~see
Fig. 2! for the equilibrium and high-temperature (xA :xT :xE515:54:12)
distributions of the nuclear spin species of CD4 , respectively;~•••••! is
calculated from the spectrum for the free CD4 molecule17 with allowance for
the energy levels up to rotational quantum numberJ514, inclusive.

FIG. 2. Energy spectrum of the rotational motion of the free CD4 molecule17

and the CD4 molecule in the crystalline field of krypton for theA, T, andE
nuclear spin species.16 J is the rotational quantum number,« is the energy
~the degeneracies of the levels are shown in parentheses to the right!.
e

t

h-

temperature equilibrium concentration ratio of the nucle
spin species of free CD4 molecules (xA :xT :xE515:54:12)
is preserved.

It is seen in Fig. 2 that the energy spectra of the nucl
spin species of the CD4 rotor are very different. At tempera
tures below 1.4 K and with rather rapid conversion the dom
nant contribution to the rotational heat capacityCR of weak
solutions of deuteromethane in krypton comes from tran
tions between the lowest levels of theA («0A50 K) and T
(«0T54.7 K) species of the molecules, with a change
energy«AT5«0T2«0A . In the experiment this contribution
to the heat capacityCR is determined by the number of mo
ecules that have undergone transitions from levelA ~0 K! to
level T ~4.7 K! over the timetm of a single measurement o
the heat capacity. In the case of rapid conversion (t!tm) the
experimental values of the heat capacityCR correspond to
the equilibrium state of the system. In the limiting case
complete absence of conversion the concentration ratio
the species correspond to the high-temperature distribut
and CR5CA,R1CT,R1CE,R , where the heat capacitie
CA,R , CT,R , and CE,R are determined only by transition
within each species. In the latter case the heat capacity fo
experimentally is substantially lower than the equilibriu
heat capacity.

In Ref. 8 we reported the observation of nuclear sp
conversion of CD4 molecules in a krypton matrix. The con
version in the CD4– Kr samples~as in the CH4– Kr samples!
is manifested first of all in strong heat release on cooling
the calorimeter with the samples to the minimum tempe
ture of the experiment. This effect cannot be due to deco
position of the solution, since the experimental values of
heat capacitiesCR are reproducible~at equal values oftm)
and do not depend on the temperature prehistory of
sample. Analysis of the time dependence of the tempera
of the sample after calorimetric heating makes it possible
principle to estimate the characteristic conversion tim
However, because of experimental difficulties~primarily the
nonideal adiabaticity of the calorimeter! such estimates hav
a very large error. More-reliable quantitative informatio
about the conversion can be obtained from analysis of
results of the heat-capacity measurements~see below!.

From an analysis of the characteristic temperature
concentration behavior of the reduced heat capacitiesCR of
the solutions with 1% and 5% CD4 in Kr and of the same
solutions doped with 0.2% O2, one can draw the following
qualitative conclusions.

1. There are a number of facts attesting to the influe
of conversion on the heat capacity. AtT51.4 K the experi-
mental values of the normalized heat capacityCR of the
rotational subsystem of the solutions (CD4)0.05Kr0.95 and
(CD4)0.01Kr0.99 are larger by factors of 16 and 1.6, respe
tively, than the valuesCR,high calculated from the spectrum
of CD4 in the crystalline field of krypton16 for the high-
temperature distribution of nuclear spin species of the C4

molecules~see Fig. 1!. The introduction of 0.2% O2 into the
solution (CD4)0.05Kr0.95 had an insignificant effect on th
experimental values ofCR . In the solution (CD4)0.05Kr0.95

the experimental values ofCR are close to the valuesCR,eq

calculated for the equilibrium distribution of the specie
This last argument is valid because the rotational energy
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els with J51 for the solutions with 5% and 1% CD4 coin-
cide within the error limits~see Table II below!.

2. In the region of temperatures below 1.4 K the hyb
mechanism of conversion proposed by Berlinsky a
Nijman7 is dominant in the binary solutions Kr–CD4 studied
here~as in Kr–CH4 solutions!. The evidence for this is: first
the strong concentration dependence of the heat capacityCR

of the binary solutions Kr–CD4, due to the rapid rise in the
conversion rate with increasing CD4 concentration~and, ac-
cordingly, with increasing number and size of the clusters
CD4 molecules in the solutions!, and second, the strong in
crease in the heat capacityCR in the binary solution
(CD4)0.01Kr0.99 when a 0.2% oxygen impurity is introduce
to that solution, due to acceleration of the conversion rate
matrix-isolated CD4 molecules in the lattice of krypton with
an oxygen impurity.

3. A comparison of the experimental heat capacitiesCR

of the Kr–CD4 solutions and these same solutions doped
small concentrations of oxygen allows us to obtain inform
tion about the temperature dependence of the conver
rates in the investigated solutions. With increasing tempe
ture above 1.4 K the values ofCR for the solution with 1%
CD4 in Kr and this same solution with 0.2% O2 ~see Figs. 1
and 3! rapidly come closer together, which attests to an
crease in the rate of conversion of CD4 molecules isolated in
the krypton lattice with temperature. This is apparently d
to the contribution to the conversion made by the CD4 rota-
tional energy levels lying above the level withJ51. An
analogous contribution to the conversion has been obse
previously in solid methane,18 in CH4– Kr solid
solutions,3,4,18, and in CH3D–Ar solutions19 at higher tem-
peratures. ForT<1.4 K in the solid solutions with 5% CD4
and in the solution with 1% CD4 and 0.2% O2 this contribu-
tion is small compared to the rapidly occurring conversi
brought about by the hybrid mechanism and the oxygen
purities.

4. At T.2.5 K over the effective timetm of one heat-
capacity measurement a close to equilibrium distribution

TABLE II. Parameters determining the heat capacity of the rotational s
system in the binary solid solutions (CH4)nKr12n ~Ref. 4! and (CD4)nKr12n

and ternary solid solutions (CH4)nKr12n20.002(O2)0.002 ~Refs. 3 and 4!, and
(CD4)nKr12n20.002(O2)0.002 at temperaturesT,1.4 K.

Note: «AT is the energy difference between the lowest levels of theA andT
species of the methanes (CH4 , CD4); tm is the mean characteristic time fo
one heat-capacity measurement;t is the effective characteristic time fo
conversion of the methane molecules,K8 is the ratio of the number of CD4
(CH4) molecules that have undergone a transition from the state«0A to the
state«0T during the timetm in the real experiment, to the correspondin
number for the equilibrium distribution of the nuclear spin species of C4

(CH4).
d

f

of

y
-
on
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-

e

ed

-

f

the nuclear spin species of deuteromethane is achieved i
the solutions studied. This follows from the fact that forT
.2.5 K the heat capacitiesCR in the investigated binary and
ternary solutions are all the same. The O2 impurities have no
effect on the heat capacitiesCR of the Kr–CD4 solutions~at
an appreciable rate of conversion! only in those cases whe
an equilibrium distribution of the species is achieved ove
time tm in the absence of oxygen.

Let us now turn to a more detailed analysis of the resu
obtained at temperatures below 1.4 K, where the experim
tal heat capacityCR is determined by the number of CD4

molecules that over the timetm of one heat-capacity mea
surement have undergone a transition from the lowest le
of the A species («0A) to the lowest level of theT species
(«0T) with an energy change«AT5«0T2«0A . We recall that
before the experiment the samples were held for about a
at the lowest temperature of the measurements in order
the overwhelming majority of the CD4 molecules would be
in the ground state of theA species. The changes of th
populations of the levels withJ.1 ~see Fig. 2! can be ne-
glected, since they are relatively high-lying. In the case
rapid conversion, when thermodynamic equilibrium can
established over the timetm , one has for a mole of rotors

CR,eq5~«AT /T!2~g1 /g0!exp~2«AT /T!/

~11~g1 /g0!exp~2«AT /T!!2, ~1!

whereg0 andg1 are the degeneracies of the levels of theA
andT species, respectively. The ratio

K85CR /CR,eq ~2!

is equal to the fraction of CD4 molecules from the case of th
equilibrium distribution that in the real experiment have u
dergone transition from the lowest level of theA species to
the lowest level of theT species over the timetm of a single
heat-capacity measurement.

For optimal description of the experimental heat capa
ties CR at T,1.4 K we varied two parameters:«AT andK8.
The values which we determined for«AT andK8 are given in
Table II together with the values of«AT andK8 for CH4– Kr
solutions.3,4 In Fig. 3 the lines show the heat capacitiesCR

FIG. 3. Normalized rotational heat capacity of the solid solutio
(CD4)0.01Kr0.99(n); (CD4)0.05Kr0.95(h); (CD4)0.01Kr0.988(O2)0.002(m);
(CD4)0.05Kr0.948(O2)0.002(j). The curves show the heat capacitiesCR cal-
culated for a two-level system with the use of expressions~1! and ~2! and
the values of«AT andK8 given in Table II.
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which we calculated using expressions~1! and ~2! and the
values obtained for«AT and K8. The values of«AT for the
solutions studied are in good agreement with the theore
value «AT54.7 K ~Ref. 16! and the value«AT54.75 K ob-
tained by the method of inelastic neutron scattering in
CD4– Ar solid solution with a CD4 concentration of less tha
1% atT52 K.20 The value«AT54.8 K for the solution with
1% CD4 and 0.2% O2 in Kr is 37% smaller than the valu
«

AT,free
57.67 K for the free CD4 rotor.17 In the case of CH4

molecules in a Kr matrix«AT511.7 K3,4 and is 23% lower
than the value«AT,free515.12 K for the free CH4 rotor. The
difference of the ratios («AT,free2«AT)/«AT,free for CH4

~23%! and CD4 ~37%! is due to the larger value of the rota
tional quantum parameter of the CH4 rotor.1 The larger the
rotational quantum parameter of the rotor, the less influe
the crystalline field has on its spectrum.

In the case of a solution with 1% CD4 at temperatures
below 1.4 K we could not satisfactorily describe the expe
ment with the use of equations~1! and ~2! with a constant
value ofK8. At temperatures near 1 K for«AT54.8 K ~the
value obtained for the solution with 1% CD4 and 0.2% O2),
we haveK850.1. With increasing temperature the value o
tained forK8 increases monotonically, approaching the va
K851. As we have said, this is due to the increase in
conversion rate with increasing temperature.

A comparison of the heat capacities at temperatures
low 1.4 K for solutions containing 1% CD4 with and without
impurity oxygen permits estimation of the influence of t
oxygen impurity on the effective conversion rate of CD4

molecules. We recall that at such temperaturesCR is propor-
tional to the number of molecules that have converted o
the time tm . Thus the increase ofCR for the solution with
1% CD4 upon the admixture to that solution of an oxyg
impurity is due solely to the contribution of the CD4 mol-
ecules in which conversion was stimulated by the magn
field of the O2 molecules. The probability of conversion of
CD4 molecule decreases with increasing distance from i
the nearest oxygen molecule. We shall assume that ove
measurement timetm those CD4 molecules found at a dis
tancer<r eff,O2

from the nearest oxygen molecule will hav
undergone conversion. We denote byNeff,O2

the number of
lattice sites within a sphere of radiusr eff,O2

. For a random
distribution of oxygen molecules, the fraction of lattice sit
around which there is not a single O2 molecule in a volume
containingNeff,O2

sites is given by (12nO2
)Neff,O2. Then the

fraction of CD4 molecules from the case of the equilibriu
distribution which convert over a timetm as a consequenc
of the influence of oxygen will be

KO2
512~12nO2

!Neff,O2'12exp~2nO2
Neff,O2

!, ~3!

at low concentrations (nO2
!1) of the O2 impurity. Hence

Neff,O2
52 ln~12KO2

!/nO2
. ~4!

We note that if the conversion is brought about only a
consequence of the influence of the O2 impurity, then K8
5KO2

. In cases when the conversion is due to some in
pendent mechanisms, e.g., the hybrid (Khyb) and impurity
(KO2

), then
al

a

e

-

-
e
e

e-

r

ic

o
he

a

e-

K85Khyb1~12Khyb!KO2
. ~5!

We recall that for the solution with 1% CD4 at T;1 K a
value K85Khyb>0.1 was found. For the solution with 1%
CD4 and 0.2% O2 (K850.55) we obtain with the use o
expressions~4! and ~5! the valuesKO2

>(0.5520.1)/(1
20.1)50.5 andNeff,O2

'350. For an fcc lattice with lattice
parametera53.6310210 m this corresponds to a valu
r eff,O2

5(3Neff,O2
/16p)1/3a52.75a;1029 m. FornO2

!1 the
value ofNeff,O2

depends weakly onnO2
, and one can use th

value obtained forNeff,O2
to estimateKO2

for different small
concentrations of oxygen.

For the solution with 5% CD4 a fractionK850.85 of the
CD4 molecules from the case of the equilibrium distributio
convert over a timetm544 min ~see Table II!. The introduc-
tion of 0.2% O2 to that solution leads to an increase inK8 to
0.95, in satisfactory agreement with the estimate for this
lution, K850.93 ~if it is assumed that KO2

50.503 and
Neff,O2

5350).
The closeness of the experimental values ofCR to CR,eq

in the solution with 5% CD4 at T,1.4 K is unexpected.
According to the hybrid mechanism of conversion the rate
conversion of CD4 molecules in clusters is substantial
higher than for isolated molecules. For a random spatial
tribution of impurities in the lattice the relative number
rapidly converting CD4 molecules in the clusters is 46%. Th
contribution of these molecules to the heat capacity is s
stantially less than the values ofCR,eq. Let us mention some
possible reasons for this discrepancy.

1. An appreciable contribution to the heat capacityCR

can be made by clusters formed by impurity molecules fou
a distance apart greater than the distance between nea
neighbor CD4 molecules,a/21/2, wherea is the lattice con-
stant.

2. It can be assumed that because of the energy bene
forming small clusters, their concentration in the soluti
with 5% CD4 may be substantial higher than for a rando
distribution of impurities. We note that because of the larg
amplitude of the zero-point orientational vibrations of t
CH4 molecules the energy of interaction of impurity mo
ecules and the energy benefit of forming cluster in metha
krypton solutions should be less.

Following Ref. 4, with the use of theK8 values obtained
~for the characteristics times of the experiment,tm) we esti-
mate the characteristic timest for conversion between the
lowest states of theA andT species of the CD4 molecule in
the investigated solutions forT,1.4 K. The following ex-
pression was obtained in Ref. 4:

t52tm/ln~12K8!. ~6!

The conversion rate depends on the mutual position of
CD4 molecules and the distribution of the paramagnetic2

impurity molecules. Therefore,t in expression~6! is a uni-
fied average conversion time.

As we have said, for a solution with 1% CD4 in Kr
without an O2 impurity atT.1 K the value ofK8 is strongly
temperature dependent. This means that the conversio
matrix-isolated CD4 molecules ~the fraction of which is
89%! is due to a new mechanism and depends strongly
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temperature. The characteristic of the temperature de
dence oft for this solution in the intervalT51 – 2 K can be
determined~formally! with the use of Eq.~6!. Such an esti-
mate is possible because forT<2 K the contribution to the
heat capacityCR from energy levels lying above the leve
with J51 is less than 10%. If we assume that all the co
version mechanisms are independent, thenK85Kc1(1
2Kc)KT , whereKc is determined by the contributions to th
conversion from all temperature-independent mechani
andKT is the contribution to the conversion from the mech
nism causing the temperature dependence of the conve
rate. SinceKc5Khyb50.1 for the solution with 1% CD4 in
Kr, one hasK185CR1

/CR,eq50.110.9KT , whereCR1
are the

normalized experimental values of the rotational heat cap
ity of this solution. For the solution with 1% CD4 and 0.2%
O2 in Kr, we haveKc5Khyb1(12Khyb)KO2

50.55 andK28

5CR2
/CR,eq50.5510.45KT , whereCR2

are the normalized
experimental values of the rotational heat capacity of
solution with 1% CD4 and 0.2% O2. By equatingCR,eq from
the expressions forK18 and K28 , we determined KT8
5(0.55CR1

20.1CR2
)/(0.9CR2

20.45CR1
). The temperature

dependence oft andtT calculated with the use ofK8 andKT8
for the timestm according to Eq.~6! is shown in Fig. 4. It is
seen that in the case of the solution with 1% CD4 in Kr the
effective characteristic conversion timetT decreases rapidly
with increasing temperature in the interval 1–2 K. At tem
peratures of around 1 K the hybrid mechanism of conversio
is dominant, and the rate of conversion of isolated CD4 mol-
ecules is substantially lower than the rate of conversion
clusters of CD4 molecules (t,tT). For T.2 K (t'tT) a
new mechanism of conversion, causing its temperature
pendence, becomes dominant.

The values oft calculated according to Eq.~6! in the
temperature region below 1.4 K for the other solutions st
ied are given in Table II along with the data of Ref. 4 f
solutions with different concentrations of methane and
methane and oxygen in krypton.

In the solutions with 5% CD4 and CH4 in Kr the average
conversion rate of the CD4 molecules is 6 times higher tha
for the CH4 molecule~see Table II!. This is an important and
unexpected result.

We have shown above that in CD4– Kr solutions atT

FIG. 4. Temperature dependence of the effective characteristic conve
timest ~d! andtT ~* ! for the solution (CD4)0.01Kr0.99.
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,1.4 K the hybrid mechanism of conversion is dominan7

According to the theory,7 the conversion rate is governed b
the intramolecular magnetic interaction between nuclei of
light atoms of the molecules and the intermolecular effect
octupole–octupole interaction between rotors in the latti
The intramolecular magnetic interaction between deuter
is significantly smaller than that between protons, since
magnetic moment of the deuteronmD50.306mH . We note
that in CD4– Kr solutions conversion can also be broug
about as a consequence of the relatively small magn
quadrupole–quadrupole interaction between deuterons21,22

On the whole, the intramolecular magnetic interaction b
tween deuterons is smaller than that between protons.
should lead to a decrease of the conversion rate. Howe
the role of factors which accelerate the conversion of deu
omethane molecules must also be taken into account.
cause of the smaller amplitude of the zero-point orientatio
vibrations and the larger effective electric octupole mom
in the ground state, the noncentral interaction of the C4

molecules with rare gas atoms and other CD4 impurity mol-
ecules is larger than the analogous interaction of the m
quantum molecules CH4. This, in particular, should enhanc
the effective octupole–octupole interaction of the CD4 mol-
ecules in the clusters and increase the probability of tran
of the conversion energy to the crystal lattice. Thus
higher conversion rate of the CD4 molecules as compared t
CH4 molecules in dilute solid solutions of deuterometha
and methane in krypton at low temperatures means that
‘‘bottleneck’’ governing the conversion rate is the interm
lecular octupole–octupole interaction and the related pr
ability of transfer of the conversion energy to the phonon

In solutions with 1% CD4 and CH4 doped with 0.2% O2
the effective conversion rate of the CD4 molecules is smaller
by a factor of 3.5 than for the CH4 molecule~see Table II!.
At the same time, it was shown above that in solutions w
5% CD4 or CH4 the conversion rate of the CD4 molecules,
due to the hybrid mechanism, is noticeably larger than
conversion rate of CH4 molecules. The conversion rate o
isolated rotors in these solutions with an added oxygen
purity is determined by the intermolecular magnetic inter
tion between the deuterons of the CD4 molecules~or the
protons of the CH4 molecules! and the electronic magneti
moment of the O2 molecules. Since the magnetic moment
the deuteron is smaller by a factor of three than that of
proton, the magnetic interaction between CD4 and O2 mol-
ecules is substantially smaller than that between CH4 and
O2, and the influence of the oxygen molecules on the c
version of CH4 molecules is stronger.

We have mentioned above that in the ground state
noncentral interaction of the CD4 molecules with the rare ga
atoms and other CD4 impurity molecules is larger than th
analogous interaction of the more quantum CH4 molecules.
This, in particular, should lead to a larger dilatation of t
lattice near the CD4 molecules and larger changes in th
energy spectra of rotors in clusters of CD4 molecules. There-
fore, orientational octupole glasses should form at lower c
centrations of CD4 molecules and higher temperatures in t
CD4– Kr solutions than in the analogous case of solutio
containing CH4. We are planning to do low-temperatur
calorimetric studies of (CD4)nKr12n solid solutions with

ion
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larger deuteromethane concentrations in the future, with
goal of finding and investigating octupole glasses.

CONCLUSION

Solid solutions of methane isotopes (CH4 and CD4) in
krypton are convenient for studying the low-temperature
namics of an ensemble of spherical rotors with different
tational quantum parameters1 in the crystalline field. Quan-
tum effects in the behavior of the subsystem of rotors
dominant at temperatures below 2 K, when as a consequ
of conversion the physical properties of the rotational s
system are determined mainly by transitions between
lowest levels of the nuclear spinA and T species of the
rotors with different energies«AT . The main goal of the
present study was to conduct a calorimetric investigation
the nuclear spin conversion of deuteromethane molecule
CD4– Kr solid solutions. The information obtained in the
studies about the heat capacity and the low-energy part o
rotational spectrum of CD4– Kr solutions is of independen
interest.

In the present paper and in our previous paper8 we have
measured the heat capacity of solid solutions with 1%
5% CD4 and of these same solutions doped with 0.2% O2, in
the temperature region 0.7–20 K. The contributionCR of the
rotational subsystem to the heat capacity of the solutions
separated out. We have investigated the influence of temp
ture and of oxygen impurities and clusters of deuterometh
molecules on the effective conversion rate.

The main results of this study are as follows.
1. Strong heat release is observed as the solid solut

of CD4 in Kr are cooled at low temperatures, attesting
nuclear spin conversion of the CD4 molecules.

2. The heat capacityCR of the rotational subsystem i
solutions with 5% CD4 in Kr at T,1.5 K is close to equi-
librium and is more than an order of magnitude greater t
the heat capacity calculated under the assumption that
version is absent. This is also an argument in favor o
manifestation of the conversion of CD4 molecules.

3. At low temperatures (;1 K) in the binary solutions
Kr–CD4, as in the Kr–CH4 solutions,3,4 the hybrid mecha-
nism of conversion is dominant.7 This is indicated by the
strong concentration dependence of the heat capacityCR in
the binary solutions Kr–CD4.

4. It has been found that the rate of conversion of C4

molecules in solid Kr is larger than for CH4 molecules. This
effect is explained by the larger noncentral interaction of
CD4 molecules in the ground state with other CD4 molecules
and with Kr atoms and, accordingly, the higher probability
transfer of the conversion energy to phonons.

5. We have estimated the effective characteristic con
sion timet of CD4 molecules isolated in the Kr lattice fo
conversion stimulated by the paramagnetic impurity oxyg
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The rate of such conversion of CD4 molecules is noticeably
smaller than for CH4 molecules, since the magnetic mome
of the deuteron is less than the magnetic moment of
proton.

6. We have determined the energy differences«AT of the
lowest levels of the nuclear spinA andT species of deuter-
omethane.
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Influence of a boron oxide admixture on the magnetic and electrical properties of the
high- Tc superconductor Bi 1.7Pb0.3Sr2Ca2Cu4Oy

V. V. Jgamadze, R. G. Kokhreidze, N. G. Margiani, A. N. Mestvirishvili, S. V. Odenov,
N. A. Papunashvili, G. A. Tsintsadze,† and G. A. Shurgaia

Institute of Cybernetics of the Academy of Sciences of Georgia, ul. S. E´uli 5, 380086 Tbilisi, Georgia*
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Fiz. Nizk. Temp.29, 1363–1365~December 2003!

The influence of an admixture of boron oxide B2O3 on the magnetic and electrical properties
of a high-Tc superconducting ceramic with the nominal composition Bi1.7Pb0.3Sr2Ca2Cu4Oy

is investigated. A nonmonotonic dependence of the critical temperatureTc (r50) and magnetic
susceptibility on the boron concentration is found. ©2003 American Institute of Physics.
@DOI: 10.1063/1.1630722#
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The influence of admixtures and substitutions of diffe
ent elements on the magnetic and electrical properties
bismuth-containing high-Tc superconductors~HTSCs! has
long been a subject of research.1,2 Nevertheless, no system
atic study of the influence of a boron oxide admixture on
phase formation processes and superconducting properti
HTSC materials of the system Bi–Pb–Sr–Ca–Cu–O has
been done. An element with a small ionic radius, such
boron, can be introduced into a HTSC of the Bi system in
form of an admixture and not at as an element substitu
for a structure component.

Below we present some preliminary results of a study
the magnetic and electrical properties of boron-oxide do
ceramic samples with the nominal compositi
Bi1.7Pb0.3Sr2Ca2Cu4BxOy , wherex50, 0.1, 0.3, 0.5, 0.7, and
1.0. The samples were synthesized in a medium of air by
standard solid-phase technology from oxides and carbon
of the corresponding elements. The powder was heat tre
for 30 hours at 850 °C. The tabletized samples were h
treated for 10 hours at 840 °C. Boron oxide was added
only to the initial stock but to the superconductor powd
obtained in the course of the solid-phase reaction. The res
of the study were quite similar for both variants, and so
shall present the results of the measurements only for
first.

The temperature dependence of the magnetic suscep
ity x(T) of the synthesized samples was studied in a fie
cooling regime~in a magnetic fieldH510 Oe), and the tem
perature of the start of the superconducting transitionTcm

was determined from the magnetic measurements. The
perature dependence of the resistivityr(T) was measured by
a four-contact method. The dependence of the magnetic
ceptibility on the field and on the amount of boron in t
samples was measured at 77 K in magnetic fields from 0
kOe. An x-ray phase analysis~XPA! of the samples was don
on a DRON-1.5 diffractometer (CuKa radiation!.

Figure 1 shows the temperature dependence ofx(T) for
samples of the concentration series Bi1.7Pb0.3Sr2Ca2Cu4BxOy

(x50 – 1). On all the curves except that for the sample w
1031063-777X/2003/29(12)/2/$24.00
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x51 a two-step transition is observed, indicating the pr
ence of two superconducting phases in the samples: 2
(Tc5110 K) and 2212 (Tc580 K). It is seen in Fig. 1 that
the relative contribution of the 2223 phase decreases w
increasing boron content, and that of the 2212 phase
creases in the regionx50.1– 0.7. The start of the high
temperature superconducting transition withTcm15107 K,
corresponding to the 2223 phase, remains unchanged
the entire range of boron concentrations in the samplesx
50 – 1). The temperature of the start of the low-temperat
superconducting transitionTcm2 , determined as the point o
the kink, is due to the 2212 phase. The dependence ofTcm1

and Tcm2 on the boron concentration in the samples is d
scribed by curves1 and2, respectively, in Fig. 2. It is seen
thatTcm2 depends on the boron concentration in a nonmo
tonic way and has a plateau in the intervalx50.3– 0.7. For
the sample with boron concentrationx51 the fall of the
magnetic susceptibility due to the presence of the 2212 ph
is not observed.

Ther(T) curves of the samples correspond to a meta
type of conductivity. Here the resistivity in the normal sta
r~300 K! is practically independent of the boron concent
tion in the samples and corresponds to a value 3–4 mV•cm.

The dependence of the temperature of the end of
superconducting transitionTc(r50) on the boron concentra
tion is given by curve3 in Fig. 2. It is seen that a B2O3

admixture lowersTc(r50) in a nonmonotonic way. A weak
maximum ofTc(r50) of the doped samples is observed
x50.5, and as the boron concentration is increased furthe
x51 the value ofTc(r50) falls sharply to 75 K. From the
dependence on the boron concentration of the low-freque
susceptibility x measured in a static magnetic fieldH
52.5 kOe~curve4 in Fig. 2!, we see that it initially declines
slightly ~at x50.1) and then even increases to a maximum
x50.5. A sharp decrease ofx is observed when the the boro
concentration is increased tox51. A comparative x-ray
phase analysis of the Bi1.7Pb0.3Sr2Ca2Cu4BxOy samples with
x50, 0.5, and 1.0 confirmed the presence of two superc
ducting phases in the samples: 2223 and 2212. As a resu
6 © 2003 American Institute of Physics
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the admixture of B2O3 to the initial stock at thex50.5 level,
the relative contribution of the 2223 phase decreases and
of the 2212 phase increases. The XPA was unable to re
any auxiliary phases associated with the boron.

Thus the preliminary data presented in this paper on
influence of a B2O3 admixture on the magnetic and electric
properties of HTSC ceramics attest to nonmonotonic dep
dence on the boron concentration for the zero-resistance
peratureTc(r50), for the temperature of the start of th
superconducting transition from the magnetic measureme
Tcm2 , which is associated with the 2212 phase, and for
magnetic susceptibilityx. In the concentration series o
samples in the interval of boron concentrationsx50.3– 0.7
one observes growth ofTc(r50) andx and a constant value
of Tcm2 . Further increase in the boron concentration tox
51 leads to a sharp decrease in the superconducting vo
fraction in the sample and a decrease inTc(r50) and x.
Here the transition corresponding to the 2212 phase is
manifested in the magnetic measurements. The start of
superconducting transition associated with the 2223 ph
and the resistivity of the samples in the normal state
independent of the boron concentration. The data prese

FIG. 1. Temperature dependence of the magnetic susceptibilityx for
Bi1.7Pb0.3Sr2Ca2Cu4BxOy samples with differentx: 0 ~1!, 0.1 ~2!, 0.3 ~3!,
0.5 ~4!, 0.7 ~5!, 1.0 ~6!.
hat
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here do not yet permit drawing definitive conclusions ab
the structural role of boron in the synthesized samples.
cause of their small ionic radius, boron ions can enter in
stitial sites of the lattice, where they primarily affect th
concentration of carriers~holes!. On the other hand, boron in
an auxiliary phase can alter the microstructure of B
containing ceramics, and that could influence the characte
the intergrain contacts and the critical current. The ques
of the structural role of boron in a Bi-containing superco
ducting system is a subject for further research.

†Deceased.
*E-mail: vakhtang7@rambler.ru

1D. M. Ginzberg~ed.!, Physical Properties of High-Temperature Superco
ductors@in Russian#, Mir, Moscow ~1990!.

2Yu. D. Tret’yakov and E. A. Gudilin, Usp. Khim.69, 3 ~2000!.

Translated by Steve Torstveit

FIG. 2. Concentration dependence of the superconducting propertie
Bi1.7Pb0.3Sr2Ca2Cu4BxOy samples: the start of the superconducting tran
tion Tcm1 , corresponding to the phase 2223~1!; the start of the supercon
ducting transitionTcm2 corresponding to the 2212 phase~2!; the end of the
superconducting transitionTc(r50) ~3!; the magnetic susceptibility a
H52.5 kOe~4!.
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Nobel Prize of 2003 awarded for ‘‘Pioneering contributions to the theory
of superconductors and superfluids’’

V. L. Ginzburg A. A. Abrikosov A. J. Leggett
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The fact that the Nobel Prize has again been awarded
work in low-temperature physics should lend authority
low-temperature research in the physics of today. The No
Laureates in physics for 2003 are the Russian Academic
Alexei A. Abrikosov and Vitaly L. Ginzburg and the English
man Anthony J. Leggett. The announcement by the No
Committee stated that the prize was awarded to three sc
tists who had made an outstanding contribution to our und
standing of two phenomena of quantum physics
superconductivity and superfluidity. All three winne
worked fruitfully on the problems of superconductivity an
superfluidity over a period of several decades. In addition
extremely important original work, each is the author o
number of monographs and review articles that are use
thousands of research studies. Abrikosov, Ginzburg,
Leggett are members of academies of sciences and pr
nent physical societies of a number of countries, and e
has repeatedly won prestigeous awards. The fact that
year’s Nobel Prize was awarded for ‘‘pioneering’’ work is
confirmation of the fundamental character of their discov
ies, each of which led to new fields of physics research
to a multitude of technical applications. It gives us pleas
to point out that one of the laureates, Academician V.
Ginzburg, served as a member of the Editorial Board of
journal Low Temperature Physicsfrom 1975 to 1991. The
staff of Low Temperature Physicscongratulates the new No
bel Laureates and warmly wishes them good health and
tinued creativity.
9711063-777X/2003/29(12)/2/$24.00
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A BRIEF CHRONOLOGICAL ACCOUNT OF THEIR
PIONEERING WORK

In 1950 Ginzburg and L. D. Landau created a pheno
enological theory of superconductivity. They wrote the f
mous Ginzburg–Landau equations for the order param
on the basis of the theory of second-order phase transit
with allowance for inhomogeneities created by magne
fields. The theory made a number of important predictio
later confirmed experimentally, about the critical values
the magnetic fields and current in thin-film superconducto
The Ginzburg–Landau theory has since proved to be of
nificant value in many fields of physics, including partic
physics. This theory is widely used today for describing t
properties of superconductors in practical applications, e
at high magnetic fields or when fluctuations of the ord
parameter in time are taken into account.

In 1953, on the basis of Ginzburg–Landau theory w
anisotropy taken into account, Abrikosov put forth the id
of type-II superconductors. He constructed a theory of
magnetic properties of superconducting alloys, introduc
the concept of two critical fields and a ‘‘mixed’’ state with
vortical structure of the currents—‘‘Abrikosov vortices.
Without Abrikosov vortices the modern physics of superco
ductivity, including the applied side, would be inconceivab
Later Abrikosov and L. P. Gor’kov developed a theory
superconductors containing magnetic impurities and p
dicted the phenomenon of gapless superconductivity. A
the discovery of high-Tc superconductors, which have a pr
nounced type-II superconductivity, Abrikosov’s theory h
© 2003 American Institute of Physics
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been widely used in research on these materials and in
development of new technologies.

In 1972 Leggett constructed a theory of an anisotro
superfluid which has sharply different properties from tho
of isotropic superfluid systems—superfluid4He and ordinary
superconductors. Leggett’s general theory of spin dynam
of an anisotropic superfluid Fermi liquid has played a dom
nant role in the identification of the phases of superfluid3He.
It has explained the unexpected results of NMR experime
in superfluid3He and has made it possible to determine
he

c
e

cs
-

ts
e

quantum states of theA andB phases and the structure of th
order parameter of these phases. Leggett showed tha
appearance of anomalous low-temperature phases of li
3He is due to the breaking of spin–orbit symmetry. His d
covery that in the condensed state, several forms of sym
try can be broken simultaneously is very important for u
derstanding the complex phases in other systems as w
e.g., in liquid crystals, particle physics, and cosmology.

Editorial Board
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Fluctuation conductivity and critical currents in YBCO films
A. L. Solovjov,* V. N. Svetlov, and V. B. Stepanov
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of Ukraine, pr. Lenina 47, 61103 Kharkov, Ukraine
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A comparative analysis of the results obtained in measurements of the fluctuation conductivity
and of the critical current densityj c(T) in YBa2Cu3O72y films containing various
numbers of defects is carried out for the first time. It is found that the value and temperature
dependence of the fluctuation conductivity are interrelated with the values and
temperature dependences of the critical current and resistivity of the samples. It follows from
measurements of the fluctuation conductivity that the variation of these temperature
dependences is directly related to the variation of the number of defects and, hence, the number
of pinning centers in the films studied. It is shown that in films containing practically no
defects thej c(T) curve completely follows a model givingj c(T) in high-Tc superconductors with
low-angle grain boundaries between crystallization blocks. On the other hand, if the sample
has a specific defect structure that is formed under certain conditions inc-oriented epitaxial high-
Tc superconducting films, one observes a sharp increase inj c and in the slope of thej c(T)
curve. © 2003 American Institute of Physics.@DOI: 10.1063/1.1630712#
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INTRODUCTION

The mechanism for the scattering of normal carriers
high-Tc superconductors~HTSCs!, like the mechanism for
superconducting pairing in them, is still not completely cle
Moreover, the minimum of the differential conductan
dI/dV at zero bias observed in tunnel experiments, which
due to the decrease in the density of states in the super
ductor atT,Tc , is also observed in HTSCs atT@Tc ~Ref.
1!, whereTc is the temperature of the superconducting tra
sition of the sample. From this result it has been conjectu
in a number of papers that with increasing temperature
superconducting gapD(T) does not decrease to zero atT
5Tc but retains a finite value even atT@Tc ~Ref. 1!. This
effect, which has come to be called the pseudogap, has
observed by all the known experimental methods in ma
HTSC systems.1 A review of the existing theories of th
pseudogap is given in Ref. 1; the conclusions of the theor
like the experimental results, are extremely contradicto
However, the idea that the pseudogap arises as a result o
formation of fluctuating Cooper pairs atT@Tc has gradually
come to prevail.1–5 At present the possibility of fluctuation
pairing in HTSCs at temperatures much higher thanTc is
widely discussed in the literature.4–10 At the same time, the
dynamics of quasiparticles in HTSCs atT!Tc is also ex-
tremely peculiar.11,12To elucidate the possible connection b
tween the pseudogap and the quasiparticle dynamic
HTSCs, one must study the various properties of the sa
9731063-777X/2003/29(12)/9/$24.00
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sample both in the pseudogap regime and belowTc . With
this goal we have studied the fluctuation conductivity a
critical currents of c-oriented epitaxial films of
YBa2Cu3O72y ~YBCO!.

One of the manifestations of the pseudogap in HTSC
anomalous temperature dependence of the longitudinal re
tivity rxx(T). It is well known13–15 that rxx(T) in YBCO
systems atT@Tc is proportional toT over a wide range of
temperatures. However, when the temperature is lowe
rxx(T) ultimately deviates downward from a linear depe
dence at a certain characteristic temperatureT* 0@Tc , giv-
ing rise to an excess conductivity

s8~T!5s~T!2sN~T!, or

s8~T!5@rN~T!2r~T!#/@rN~T!r~T!#. ~1!

Here r(T)5rxx(T) is the measured resistivity, andrN(T)
5aT1b is the normal-state resistivity of the sample e
trapolated to the low-temperature region. The linear tempe
ture dependence of the resistivity of HTSCs can be explai
in the ‘‘nearly antiferromagnetic Fermi liquid’’~NAFL!
model,15 which also explains the anomalous temperature
pendence of the Hall coefficient,RH;1/T. According to the
NAFL model, the linear dependence ofrxx(T) at high tem-
peratures can be considered to be a reliable sign of the
mal state of the system, which is characterized by stability
the Fermi surface and, consequently, stability of the norm
carrier scattering intensity.
© 2003 American Institute of Physics
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Usually the excess conductivity is interpreted as the fl
tuation conductivity~FC!17 predicted by the Aslamazov–
Larkin theory,16 and it is standard practice to use Eq.~1! to
calculates8(T) from experiment.17–23It has been shown17,23

that such a practice is justified for an optimally doped YBC
system, at least in the temperature intervalTc,T,Tc0

510565 K, where Tc0 is the maximum temperature t
which the data follow fluctuation theory. Studying the F
yields information about the scattering and superconduc
pairing mechanisms as the temperature approachesTc . The
question of whether the excess conductivity in HTSCs
T.Tc0 can be interpreted entirely as fluctuation conductiv
is the subject of further research by the authors and is bey
the scope of the present paper.

An important characteristic of HTSCs in the superco
ducting state is the current-carrying capacity or critical c
rent density j c . It has been shown in a number o
papers1,24–29 that this property is largely determined by th
presence of various structural distortions in the sample wh
act as effective pinning centers26 because of the exception
ally short coherence lengthj~0! in HTSCs.24 The presence o
defects and the nature of the contacts between them
determine both the value and the temperature dependen
j c ~Refs. 25–29!. While there have been quite a few studi
devoted to the investigation of the critical currents in HTS
~see, e.g., the reviews28,29!, the number of theoretical mode
that have been considered in detail~e.g., in Ref. 27! is rela-
tively small. According to those models, the experimenta
measured temperature dependence of the critical current
sity of a HTSC can be written in the formj c(T)5 j c(0)(1
2T/Tc)

s, where j c(0) is the maximum value of the critica
current density obtained by extrapolation of the experime
data toT50, and the exponents is determined by the type o
disorder responsible for the pinning of isolated Abrikos
vortices on structural defects in the sample. For example
temperatures sufficiently close toTc , for pinning due to spa-
tial variations ofTc (dT pinning! the theory givess57/6,
while for pinning due to variations of the mean free path
the charge carriers (d l pinning!, s55/2.28

Depinning of Abrikosov vortices in HTSC films28 is one
of the factors decreasingj c in comparison with its maximum
possible value, which corresponds to a pair-breaking cur
density j 05cw0 /(12)p2lL

2j), where w05hc/2e is the
magnetic flux quantum,lL is the London penetration dept
of the magnetic field, andj is the coherence length in th
superconductor. At the same time, the critical currents
YBCO films are at least an order of magnitude higher than
the analogous single crystals26 and much higher than in poly
crystalline HTSCs. This is most likely due to the specifics
the structural defects of the crystal lattice in films as co
pared to single crystals,26,30 whereas in polycrystalline
HTSCsj c(T) is limited by the presence of intergrain Josep
son contacts of various types. In the latter case the valu
j c is exceptionally low,24–29and the temperature dependen
of j c(T) is governed by that of the Josephson currentj m(T)
flowing through the contacts. For example, dependen
of the form j m(T)} j c(0)(12T/Tc) and j m(T)} j c(0)
3(12T/Tc)

2 are calculated in the framework of Ginzburg
Landau theory for contacts of the superconductor–insulat
superconductor~SIS! and superconductor–normal meta
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superconductor ~SNS! types, respectively.25,31,32 For a
complex contact of the superconductor–normal met
insulator–superconductor~SNIS! type a dependencej m(T)
} j c(0)(12T/Tc)

3/2 was obtained,32 which is analogous to
the temperature dependence of the pair-breaking currenj 0 .
However, despite the considerable number of papers dev
to the study ofj c in HTSCs, it remains difficult to answer th
question of howj c(T) should behave in modern YBCO ep
itaxial films prepared by pulsed laser deposition,33 in which
defects form in a very specific manner.3,26 In addition, in our
view there is a clear lack of systematic research on the
multaneous influence of defects onj c and on the properties
of the sample forT.Tc .

1. SAMPLES AND EXPERIMENTAL RESULTS

The films were prepared by pulsed laser deposition
SrTiO3(100) substrates.34 This method33 ensures a reproduc
ible growth of c-oriented epitaxial films of YBCO, as wa
monitored from the x-ray spectra. It is known26,33 that the
defects arising in pulsed-laser-deposited YBCO films
formed mainly as a result of a possible deviation of the pla
of the substrate from the crystallographic directi
SrTiO3(001) during the film growth. Obviously, the large
the angle of deviationq, the greater the number of defect
As was shown in Ref. 26, the deposition of films on SrTiO3

substrates specially cut with a deviationq510° in the@010#
direction ~we shall call these ‘‘films with defects’’! leads to
the appearance of numerous defects of various types, w
penetrate through the entire thickness of the film. These
primarily translational boundaries, multiple disruptions
the order of alternation of the CuO2 conducting layers, which
lead to distortion of the dimensions of the unit cell, a
so-called extended defects with a structure 20–30 Å wi
All defects, especially translational boundaries, are effec
pinning centers. It has been found that a large fraction of
defects in such films are aligned along a direction paralle
one of the boundaries of the film. Such a one-dimensio
structure of the defects is responsible for the strong ani
ropy of the resistivity, critical current, magnetic flu
penetration,26 and FC3 observed in such films, depending o
whether the measurements are made along the defec
perpendicular to them. In particular, the FC measured in
direction perpendicular to the defects has an extremely pe
liar temperature dependence.3

Figure 1 shows the temperature dependence of the re
tivity rxx of samples W136 (Tc'86.1 K) and W154 (Tc

'88.2 K). The resistive measurements were made by
standard 4-probe scheme. The parameters of the sample
given in Table I, whered0 is the film thickness. We note tha
in the analysis of the FC the value ofTc was determined by
extrapolation of the resistive transition to its intercept w
the temperature axis. This approach gives higher values oTc

than extrapolation ofj c(T) to zero; this circumstance is re
flected in the Table I. Both films are close to optimally dop
~OD! YBCO systems, as is confirmed by the high values
Tc , but they contain different numbers of defects. As can
seen in Fig. 1, W136 exhibits resistive behavior similar
that observed in well-structured OD YBCO films, name
the dependence ofrxx(T) is linear aboveT* 0516062 K
and is described well in the temperature region 160–300
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by an expression of the formrN(T)5aT1b ~dashed line in
Fig. 1!. In accordance with the ideas of the NAFL theo
this field dependence, extrapolated into the low-tempera
region, gives the values ofrN(T) used for calculatings8(T)
from Eq. ~1!. It should be stressed, however, that bo
rxx(100 K) anddr/dT measured in experiment are consi
erably larger than the valuesrxx(100 K)'150 mV•cm and
dr/dT'0.5 mV•cm/K typical for YBCO films not contain-
ing defects.17,20–22 This result, together with the extreme
high critical current density and certain features of the te
perature dependence of the FC, considered below, is an
dication that the sample does contain some defects.
means that the angle of deviationq of the substrate from the
direction SrTiO3(001), although small, is not zero.

In contrast to the film W136, the film W154 exhibit
resistive behavior typical for OD films with a large numb
of defects.3 As can be seen in Fig. 1, the resistivity of th
sample is much higher. Above 280 K therxx(T) curve devi-
ates upward from the linear dependence~dashed line in Fig.
1! because of the enhancement of the electron–electron
teraction in HTSC systems of this kind at hig
temperatures.15 At the same time, the linear dependence
rxx(T) is shifted appreciably to lower temperatures, and
value ofT* 0 , indicated by an arrow in Fig. 1, is of the orde
of 12061 K in this case. Such a decrease of the pseudo
region can be explained by the fact that defects prevent
formation of fluctuating Cooper pairs, thus lengthening
region of linear behavior ofrxx(T).3 The strong influence o
defects and, as a consequence, the presence of a large
ber of effective pinning centers, is confirmed by the s
larger values of the critical current density in comparis
with the sample W136~Fig. 2! and, as will be shown below

FIG. 1. Temperature dependence of the resistivity of samples W136~1! and
W154 ~2!; the dashed line shows the extrapolation of the resistivity in
normal states to the low-temperature region; the arrows indicate the
peraturesT* 0 for each sample.
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by the different temperature dependences of the FC. Sinc
the films were grown under identical conditions, we assu
that the angle of deviationq of the substrate from the
SrTiO3(001) direction in this case is larger than for th
sample W136. On the other hand, this angle is still less t
10°, since for ‘‘films with defects’’ a valueT* 0'10762 K
is obtained,3 which indicates a much stronger influence
structural distortions in samples of that kind.

Figure 2 shows thej c(T) curves for the samples studied
The critical current was determined from the current–volta
~I–V! characteristics as the value of the current at which
voltage reaches 1mV. We also studied the temperature d
pendencej c(T) for a sample W62 which contained pract
cally no defects, as was confirmed by the minimal values
the resistivity~see Table I! and critical current measured i
this case. As a consequence, it was possible to investi
j c(T) practically to helium temperatures. We note that t
value rxx(100 K)'150 mV•cm measured for sample W6
is typical for YBCO films without defects.17,20–22

In accordance with the theory, the experimental data
be approximated by the expressionj c(T)5 j c(0)(1
2T/Tc)

s ~the solid curves in Fig. 2!, where the adjustable
parametersj c(0) ands were optimized according to a leas
squares fit. A careful analysis shows thatj c(0)5(0.0029
60.0003)3107 A/cm2 and s51.4360.02 for sample W62,
j c(0)5(0.460.02)3107 A/cm2 and s51.7860.01 for
sample W136, andj c(0)5(1.9760.03)3107 A/cm2 and s
51.7760.01 for sample W154. Figure 2 shows the follow
ing general tendency in the behavior of the critical curre
in YBCO films: the larger the resistivity of the film, th
larger is j c . We attribute this behavior to an increase in t
number of defects and, hence, pinning centers in the film26

Importantly, the value ofs increases also. It must be admi

m-

FIG. 2. Temperature dependence of the critical current densities for sam
W62 ~d!, W136 ~j!, and W154~m!; the solid curves show the calculatio
according to the equationj c(T)5 j c(0)(12T/Tc)

s with the parameters
j c(0) ands designated in the text.
TABLE I. Parameters of the samples.
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ted that without having data from a structural analysis of
samples, which generally requires special equipment tha
expensive and complex, one cannot with complete certa
attribute the observed differences in the behavior ofj c(T)
andrxx(T) to defects alone unless there are data from so
other studies that shed light on this question. In our case
other study was a measurement of the temperature de
dence of the fluctuation conductivity, the interrelationship
which with structural defects of YBCO films has been an
lyzed comprehensively in Ref. 3. Unfortunately, therxx(T)
curve of the sample W62 was measured only in the inte
Tc,T,100 K, which did not permit us to determinerN(T)
and to obtain the dependences8(T) in that case.

2. THEORY

It is known35,36 that the effective dimensionality of th
electron subsystem of layered superconductors is determ
by the relationship between the coherence length along tc
axis, jc(T)5jc(0)(12T/Tc)

21/2, and the distanced be-
tween conducting layers. Far fromTc one hasjc(T)!d, and
two-particle tunneling between layers cannot occur. In t
case the fluctuating pairs~superconducting Cooper pairs b
low Tc), like the normal carriers, are located in the CuO2

planes, forming a two-dimensional~2D! electronic state.
Near Tc one hasjc(T).d, and the Josephson interactio
between pairs is realized throughout the volume of the
perconductor~3D region!. The change in the electron dimen
sionality~2D–3D crossover! occurs at the temperatureT0 for
which jc(«0)'d,17 or

jc~0!'d«0
1/2, ~2!

and should lead to a change in the temperature depend
of both the fluctuation conductivity and the critical curren
Here «5 ln(T/Tc

mf)'(T2Tc
mf)/Tc

mf is the reduced tempera
ture, T c

m f is the critical temperature in the mean fie
approximation,18 andd'11.7 Å is the distance between th
CuO2 conducting layers in YBCO.

There are two fluctuation contributions tos8(T). The
direct contribution, which was given a theoretical foundati
by Aslamazov and Larkin~AL !,16 arises as a result of th
spontaneous formation of Cooper pairs created by fluc
tions aboveTc , and is dominant in the 3D fluctuation con
ductivity region nearTc .35 An additional contribution, intro-
duced by Maki and Thompson~MT!36 in a development of
the AL theory, is interpreted as being the result of an int
action of preformed fluctuating pairs with normal charge c
riers and is governed by the pair-breaking processes
particular sample. The MT contribution depends on the li
time tw of fluctuating pairs and is dominant in the region
2D fluctuations, especially in the case of well-structur
samples, i.e., in the case of weak pair-breaking.36

As was shown in Refs. 3, 6, and 17, in all HTSC sy
tems, independently of the presence or absence of def
the FC forT,T0 is always described by the equation of A
theory:

sAL8 5$e2/@32\jc~0!#%«21/2, ~3!

which determines the FC in any three-dimensional system
the 2D region, on the contrary, the temperature depende
of the FC depends substantially on the structural inhomo
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neities of the sample. As was shown in Ref. 17, in the
sence of magnetic field thes8(T) curves of YBCO films
with good structure are always described in the regionT0

,T,Tc0 by the MT contribution of Hikami–Larkin~HL!
theory35

sMT8 5
e2

8\d~12a/d!
lnF d

a

11a1~112a!1/2

11d1~112d!1/2G«21. ~4!

In the presence of structural inhomogeneities in the film6 the
temperature dependences8(T) is determined by the
Lawrence–Doniach~LD! model37

sLD8 5@e2/~16\d!#~112a!21/2«21, ~5!

which is a particular case of the general HL theory. In t
presence of strong structural distortions in the sample
particular, in ‘‘films with defects,’’s8(T) is determined by
Eq. ~5! but with d'35 Å, a fact which we believe is a con
sequence of a more intense scattering of fluctuating pairs
defects.3 In Eqs. ~4! and ~5! the coupling paramete
a52jc

2(T)/d252@jc(0)/d#2«21, and the pair-breaking
parameter

d51.203~ l /jab~0!!~16/p\!@jc~0!/d#2kBTtw . ~6!

The factor 1.203(l /jab), where l is the mean free path
and jab is the coherence length in theab plane, takes into
account the clean-limit approximation introduced in t
theory by Bieri, Maki, and Thompson~BMT!38 under the
condition that nonlocal effects can be neglected. In the c
for investigating the FC a scale factorC was introduced to
take into account the random distribution of the current
the sample in the presence of structural distortions.18–23 As
was shown in Refs. 3, 6, and 17, in YBCO films theC factor
has different values in the regions of 3D and 2D fluctuatio
and for any films the ratioC* 5C3D /C2D'1.8, which re-
flects the fact that the effective volume of the sample in
region of 2D fluctuations is smaller by approximately a fa
tor of two.17 In addition, the better the structure of th
sample, the closer isC3D to unity.3,17

Thus the 2D–3D crossover leads to a change in the c
acter of the interaction of fluctuating pairs~MT–AL cross-
over! and, as a consequence, to a change in the temper
dependence of the FC, allowing us to determine«0 to suffi-
cient accuracy and, with the use of Eq.~2!, to obtain reliable
values forjc(0). According to theory,35 MT–AL crossover
occurs at the temperature whered'a, which gives

«05~p\!/@1.203~ l /jab~0!!~8kBTtw!# ~7!

and allows one to determinetw if all the remaining param-
eters of the sample are known. Unfortunately, neitherl nor
jab(0) has been measured in a fluctuation conductivity
periment. To solve the problem, we introduce the notat
@1.203(l /jab)#5b.17 We assume as before thattw(T);1/T
~Refs. 20–23!, and we estimatetw(100 K) under the as-
sumption that twT5const. When these assumptions a
taken into account, Eq.~7! can be written as

twbT5~p\!/~8kB«0!5A«0
21, ~8!

where A5(p\)/(8kB)52.988310212 s. Now the param-
etertw(100 K)b is also determined from the measured v
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ue ofT0 and can be used for analysis of the FC. Thus in t
case the only remaining adjustable parameter for fitting
theory to the experiment is theC factor.

By virtue of the smallness ofj c nearTc the change in the
temperature dependence of the critical currents at the 2D
transition has either been attributed to measurement erro
has gone unnoticed.27,30 In the overwhelming majority of pa
pers the main attention is devoted to a comparison ofj c(T)
with the expressionj c(T)5 j c(0)(12T/Tc)

s for T!Tc and
a comparison ofs with the theory.28,29 A quadratic depen-
dence of j c(T) is characteristic for polycrystalline sample
and the first thin films, which probably had a granular stru
ture also.25,29A dependencej c(T)}(12T/Tc)

3/2 is observed
in epitaxial YBCO thin films with good structure.39 The qua-
dratic dependence ofj c(T) in polycrystalline samples can b
explained by the formation of intergranular contacts mai
of the SNS type.24–27 In the case of modern YBCO films
attempts to link the observedj c(T) curves to the formation
of the corresponding type of Josephson contacts have le
poor agreement with the high critical current density o
served in such films.26,27,39As a result, it has long been im
possible to obtain a complete picture of the behavior ofj c(T)
in high-quality epitaxial HTSC films. The situation was cla
fied considerably with the appearance of a model for
temperature dependence of the critical currents in HTS
with low-angle grain boundaries~LGBs! between the crys-
talline blocks.27,30

According to the LGB model, an epitaxial film is divide
over its whole thickness into a system of crystalline bloc
which are slightly disoriented in theab plane. The LGBs
between these blocks form periodic chains of edge dislo
tions, the distance between which depends on the mu
misorientation angleu of the blocks and is determined by th
well-known Frank formula d(u)5uBu/2 sin(u/2)'uBu/u,
where uBu is the modulus of the Burgers vector, which
equal in order of magnitude to the lattice constant. It is tak
into account in the theory that, because of the short co
ence length in HTSCs, the inequalityd(u)@jab(T) holds for
the LGBs over a wide temperature interval. Near a perio
chain of parallel edge dislocations~a dislocation wall!,
within a region with a width of several coherence leng
jab(T), a local suppression of the superconducting order
rameterc occurs by virtue of the proximity effect, and, as
result, the critical current density through the grain boun
aries is lowered substantially as compared toj 0 , even at
misorientation anglesu for which the nonsuperconductin
region around the cores of the edge dislocations do not
overlap and do not form a continuous insulating or norm
~metallic! barrier. On the other hand, the plastically d
formed insulating cores of linear edge dislocations lyi
along a LGB, as was noted above, can act as effective
ning centers for Abrikosov vortices and thereby promote
increase inj c , especially in the case of parallel orientation
the vortices and dislocations. In this case the tempera
dependence of the critical current through the LGB has
form

j c~ t,u!5~ j 0~ t !/2!@G1
2~ t,u!14#21/2. ~9!

Here t5(12T/Tc), and G1 is the transparency of th
grain boundary, which depends substantially on the crit
s
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misorientation angleuc above which the averaged potenti
across the grain boundary begins to exhibit angular and t
perature dependence:

uc~ t !5~2g/p!~ uBuAt/jab!, ~10!

where g is a dimensionless coefficient determined by t
spatial distribution of the inhomogeneous order parame
around the edge dislocation:g5p/4 under the condition
d(u)52jab(T); in general one hasg;1.

According to Ref. 27, foru,uc(t), i.e., far fromTc , the
parameterG1 is independent oft andu, so that the tempera
ture dependence of the critical current~9! coincides with the
temperature dependence of the pair-breaking currentj c(t)
; j 0(t);t3/2. For u.uc(t) the parameterG1;t21/2. In this
case under the conditionG1.2 relation~9! implies that the
critical current has a quadratic dependence ont: j c(t);t2. It
should be noted that nowG1;u, so that the critical curren
j c should fall off with increasing misorientation angle a
u21. Thus the theory27 predicts a transition from a depen
dencej c(t);t3/2 to a dependencej c(t);t2 in the region of
small t, where the critical angleuc(t) becomes smaller than
the misorientation angleu. If this does not occur~if u is
small! then the dependencej c(t);t3/2 will be maintained at
all temperatures.

With increasing u the width of the superconductin
channels between the insulating cores of the edge disl
tions decreases, vanishing atu'30° ~Ref. 27!. Then a con-
tinuous insulating barrier arises along the grain bounda
and that corresponds to a transition to the regime of a
sephson SIS contact, with a linear dependencej c(t);t,
which, as far as we know, has never been observed in HT
films. However, if for some reasonsG1@1 as before, then
the theory29 for u,uc(t) gives a dependencej c(t);t5/4,
whereas foru.uc(t), i.e., nearTc , a dependencej c(t)
;t2, analogous to the dependence of the critical curr
through a contact of the SNS type, should be realized in
case also.

3. ANALYSIS OF THE RESULTS

A log–log plot of j c(t) is shown in Fig. 3. The solid
lines are the equationj c(T)5 j c(0)(12T/Tc)

s plotted for
each sample with the same values of the parametersj c(0)

FIG. 3. Temperature dependence of the critical current densities for sam
W62 ~s!, W136 ~h!, and W154~,! in double logarithmic coordinates; the
straight lines are plots of the equationsj c(T)5 j c(0)(12T/Tc)

s for each
sample with the same values of the parametersj c(0) ands as in Fig. 2; the
dashed line is a plot ofj c(T);t2. The arrows indicate the temperaturest0

for samples W154 and W136 andtc for sample W62.
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ands as in Fig. 2. It follows from Fig. 3 that with increasin
critical current density through the sample the slope of
j c(T) curves~here equal tos) in the regionT,T0 , whereT0

was determined from the FC measurements, increases
s'1.43 for sample W62 tos'1.78 for samples W136 an
W154 but remains less than the values52 predicted in Ref.
25 for contacts of the SNS type. As the temperature
proachesTc there is a change in slope, which, significant
occurs in different directions: the slope decreases for
films with large values ofj c ~samples W136 and W154! and
increases for the film with the small value ofj c ~sample
W62!.

Such a temperature dependence of the critical cur
density in sample W62 is in complete agreement with
LGB model27 for small anglesu. It follows from the plot that
in the low-temperature regionj c(T);t1.4360.02 ~the lower
solid line in Fig. 3!, which is close to the theoretically pre
dicted dependencej c(T);t3/2. As Tc is approached, the de
pendencej c(T) deviates to larger values ofs and, within
experimental error, approaches a quadratic lawj c(T);t2

~the dashed line in Fig. 3!. These error limits are shown i
the figure and are mainly due to inaccuracy in the deter
nation of j c nearTc . The measurement error forTc does not
exceed the size of the symbols denoting the experime
data points in Fig. 3 and are therefore not shown separa

According to Ref. 27, at the temperaturetc where the
slope of the experimental curves changes froms53/2 to s
52, the critical angleuc(T) is equal to the maximum grain
boundary angle on the percolation paths of the supercurr
this makes it possible to estimate the value of the charac
istic misorientation angles of the single-crystal blocks in
film. In the present casetc'0.133~see Fig. 3!. Assuming, in
analogy with Ref. 27, thatuBu'a'4 Å, jab(0)'12 Å, and
g'p/4 and using Eq.~10!, we findu<uc(tc)'3.7°, which
corresponds to a distance between edge dislocationsd(uc)
'66 Å@jab(0). This value ofu is only slightly higher than
the valueu52.5° from Ref. 27, whereasj c(0) is almost a
factor of 53102 smaller. The reason for such a large disp
ity is probably the difference in the transparencies of
grain boundaries, which can be estimated fort.tc by com-
paring j c(t)50.00273107t3/2 A/cm2 with the pair-breaking
current density, which forlL(0)51500 Å is equal toj 0(t)
53.63108t3/2 A/cm2 ~Ref. 27!. Using Eq. ~9! for u
<uc(t), we obtainG1'6000, which, as expected, is 50
times larger than the valueG1512 found in Ref. 27.

Proceeding in a similar way for the samples W136 a
W154, we obtainG1'45 @ j c(0)50.3993107 A/cm2# and
G1'10 @ j c(0)51.973107 A/cm2#, respectively. Thus a
first glance the decrease of the transparency of the g
boundaries in these films is accompanied by an appreci
increase in the critical current density. However, such beh
ior does not fit in with the LGB theory. As noted above, t
increase in the critical current density is accompanied b
simultaneous increase in the slope of thej c(t) curves~Fig.
3!, which, on the contrary, according to Ref. 27, should d
crease with decreasingG1 to a values55/4 far fromTc and
increase tos52 on approach toTc . In our case everything
works exactly the opposite:s'1.78 far from Tc and de-
creases tos'1.5 nearTc. In addition, the theory27 attributes
the change in slope of thej c(t) curves to an increase in th
e
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angleu. As is seen in Fig. 3, for samples W136 and W1
this angle, which is determined by the deviation ofj c(t)
from a linear dependence, has a valueu<2°, i.e., it is
smaller by almost a factor of two than for the sample W6
According to Ref. 27, for such misorientation angles o
should observe a dependencej c(t);t1.5 and not j c(t)
;t1.78, the value that follows from the experiment. In add
tion, we assume that for films W136 and W154 the estim
for the coefficientG1 suggested in the LGB model does n
correspond to the real situation, since, in our view, it is ha
to explain howj c(0) can increase by more than 2.5 orders
magnitude in comparison with sample W62 for the sa
decrease in the grain-boundary transparency.

Summarizing the results, we can state that the obser
increase in the critical current density in samples W136 a
W154, as we have said, is due to an increase in the num
of pinning centers in the films.26 We note that such a poss
bility is not excluded by the theory.27 However, in our case
we attribute this increase not to an increase ofu but to the
formation of the above-described specific structural defe
of the crystal lattice in films W136 and W154, which arise
a result of an increase in the angle of deviationq of the plane
of the substrate from the SrTiO3(001) direction.3 It should be
noted that, in spite of the fact that the films W136 and W1
actually show the same dependencej c(t), the value ofj c is 5
times larger for sample W154. It is logical to suppose th
this difference is due to different numbers of defects in
films. This hypothesis is confirmed by both the apprecia
increase in the resistivity of sample W154 in comparis
with W136 and by the decrease in the resistive region
pseudogap behavior~Fig. 1! and also by the results presente
below from a study of the fluctuation conductivity in the
samples.

For analysis of the FC it is extremely important to d
termine Tc

m f correctly, since outside the critical fluctuatio
regions8(T) is a function only of«(T2Tc

m f)/Tc
m f ~Ref. 35!.

We determineTc
m f by extrapolation of the linear part of th

s822(T) curve to its intercept with the temperature axis.18 In
this caseTc

m f.Tc and is just the temperature at which the F
region separates from the region of critical fluctuations17

The data points in Fig. 4 shows822(T) for samples W136
and W154. In each figure one can clearly see the 3D reg
described by a straight line, the extrapolation of which to
temperature intercept givesTc

m f'88.85 K ~W136! and
'89.76 K ~W154!. The 2D–3D crossover temperatureT0 is
indicated in Fig. 4 by the arrows. AboveT0 , where the 2D
fluctuation regime is realized, the points deviate to the ri
of the straight line for sample W136, indicating the presen
of an MT contribution tos8(T).17 However, in comparison
with OD films not containing defects,17 this deviation is con-
siderably less. For sample W154 aboveT0 the experimental
points deviate to the left of the straight line, which is cha
acteristic for the LD model and is directly related to th
presence of structural distortions in the sample.3,6

Figure 5 showss8(T) for the samples W136. The
MT–AL ~2D–3D! crossover is clearly seen at ln«0

'22.67, from which we can determine the values«0

'0.06925 andT0'95.0 K. Knowing«0 and assuming tha
d511.7 Å, it is easily found from Eqs.~2! and ~8! that
jc(0)53.0860.01 Å and tw(100 K)b'4.329310213 s.
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Using the parameters found, we can compare the experim
tal data with the theory both below and aboveT0 . As ex-
pected, nearTc the temperature dependence ofs8(T) is de-
termined by the 3D contribution of AL theory@Eq. ~3!#
~curve2 in Fig. 5! with C3D50.52. AboveT0 , up to ln«c0

'21.84 (Tc0'103 K) the dependences8(T) is described
well by a fluctuation contribution of the MT type@Eq. ~3!#
~curve 1! with C2D50.292. In the framework of the ap
proach we have developed to the analysis of the FC
HTSCs,3,6,17 the presence of a fluctuation contribution of t
MT type is an indication that the number of defects direc
in the CuO2 planes is relatively small.3,6 This accords with

FIG. 4. Temperature dependence ofs822 for samples W136~a! and W154
~b!; the straight lines show the extrapolations of the 3D region, the interc
of which with the T axis determineTc

m f ; the arrows denote the 2D–3D
crossover temperatureT0 .

FIG. 5. Comparison of a plot of lns8 versus ln« ~points! for sample W136
(Tc

m f588.85 K) with the fluctuation theories:1—the MT contribution
(C2D50.262,d511.7 Å), 2—the AL ~3D! contribution (C3D50.52).
n-

in

the ideas that defects primarily destroy the conduction in
CuO chains.26,27,30As a result, the temperature dependen
of the FC~Fig. 5! is, on the whole, the same as it should
in OD YBCO films,17 and the temperature region in whic
s8(T) follows fluctuation theory is rather large:Tc02Tc

'14 K. The influence of defects in this case is manifested
a considerably smaller absolute value ofs8(T), as a result of
which the factorC3D decreases in magnitude to 0.52. W
recall that in OD YBCO films not containing defects one h
C3D[1.17 Nevertheless,C* 5C3D /C2D'1.80 as before,
confirming the universality of this ratio for HTSCs.3,6,17Thus
analysis of the FC clearly reveals the presence of defect
the film, the influence of which on the properties of th
sample in the present case is much greater than in W62
at the same time, considerably less than in W154.

As expected, for sample W154 thes8(T) curve is typi-
cal for ‘‘films with defects’’ ~see Fig. 6!. The 2D–3D cross-
over, indicated by the arrow, is clearly seen in the figure
ln «0'22.97, from which we find«0'0.0513 and T0

'94.4 K. Knowing«0 and assumingd511.7 Å, it is easily
found from Eqs.~2! and ~8! that jc(0)52.6560.01 Å and
tw(100 K)b'5.843310213 s. Using the parameters found
we can compare the experimental data with the theory b
below and aboveT0 . As before, nearTc the excess conduc
tivity s8(T) is determined by the 3D contribution of AL
theory@Eq. ~3!# ~curve2 in Fig. 6!, but the absolute value o
s8 is practically a factor of 4 smaller than for W136, and,
a consequence,C3D50.128. Above T0 , however, up to
ln «c0'22.17 (Tc0'100 K), s8(T) is described by the LD
model @Eq. ~5!# ~curve3 in Fig. 6!, but with d535 Å. Ac-
cording to Ref. 3, such a temperature dependence of the
arises as a result of strong structural distortions in
sample, and the formal increase ofd to 35 Å reflects the fact
that the intensity of scattering of fluctuating pairs in the 2
region in this case is three times higher because of the e
of defects. As a result, the temperature region in wh
s8(T) follows fluctuation theory,Tc02Tc'10 K, in this
case is 4 K smaller than in the sample W136 and, as w
mentioned above, the region of pseudogap behavior on
rxx(T) curve is also diminished strongly, andT* 0 ap-
proachesTc .

Nevertheless, the MT contribution@Eq. ~3!# calculated

ts

FIG. 6. Comparison of a plot of lns8 versus ln« ~points! for the sample
W154 (Tc

m f589.76 K) with the fluctuation theories:1—the MT contribu-
tion (C2D50.071, d511.7 Å), 2—the AL ~3D! contribution (C3D

50.128),3—the LD contribution (C50.225,d535 Å).
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using the values ofjc(0) andtw(100 K)b determined above
with very smallC2D'0.071 intersects the experimental da
precisely at the crossover temperatureT0 ~curve1 in Fig. 6!.
Here, as expected, the ratioC* 5C3D /C2D'1.80. In accor-
dance with the conclusions of Refs. 3 and 17, this re
confirms the correctness of the FC analysis. However, as
be seen in Fig. 6, aboveT0 the experimental points lie fa
below curve1, indicating the presence of defects directly
the CuO2 planes3 in this case. It should be stressed that t
observed temperature dependence ofs8 arises only in the
case when the defects in the HTSC film are formed a
result of an increase of the angle of deviationq of the sub-
strate plane from the SrTiO3(001) direction.3 Thus analysis
of the FC indicates rather convincingly that defects hav
strong influence on the properties of the W154 film and,
our view, confirms the hypotheses made above as to the
cisive influence of defects and the related pinning centers
the increase in the critical current density in such films.

The values of the 2D–3D crossover temperatureT0 ob-
tained from the FC analysis for samples W136 and W154
indicated by arrows in Fig. 3~in units of T0 /Tc5t0). With
allowance for the experimental error, these temperatures
relate rather well with the temperatures corresponding to
deviation of j c(T) from the linear dependence. In our view
this result confirms the hypothesis made above that the
crease in slope ofj c(T) in such films is due to the realizatio
of a 3D electronic state of the HTSC system nearTc . In this
temperature region the coherence length in the film, b
along thec axis and, especially, in theab plane, becomes
very large and ceases to be sensitive to defects. In a sm
flow of the vortices~the ‘‘r flow’’ regime! the distribution of
the current over the cross section of the sample beco
uniform, and, as a result, a dependencej c(T)}t3/2 is real-
ized, as in narrow channels.40 Unfortunately, the small num
ber of experimental points nearTc does not permit a con
vincing confirmation of this conclusion. A definitive answ
to this question will no doubt require more careful measu
ments, especially in this temperature interval.

With the results obtained we can now return to a disc
sion of certain aspects of the pseudogap behavior
HTSCs.1–5 As we have said, it is assumed in a number
papers1,12 thatD(Tc)/D(0)'0.6 ~see, e.g., Fig. 5 of Ref. 12!,
and the minimum of the density of states is also observed
T@Tc . This raises the question: why, then, does the criti
current always decrease to zero asT approachesTc ~Fig. 2!
and vanish in the pseudogap region while the fluctuat
Cooper pairs, which are presumably responsible for the
pearance of the pseudogap atT.Tc , follow fluctuation
theory6,17 to at leastT'105 K, which is at minimum 15 K
aboveTc? Moreover, in a temperature interval of the ord
of 5 K aboveTc a 3D electronic state, in which fluctuatin
pairs interact throughout the volume of the superconduc
is realized in the films. In the framework of the pseudog
approach it would be logical to hope that the critical curre
might be detected at least in this temperature region. In
ality, however, this does not happen. One of the poss
reasons for such behavior, in our view, is critical fluctuatio
which destroy the phase coherence of the pairs at the tra
tion throughTc . In all probability, by virtue of the smallnes
of bothj(T) and the total number of carriers in HTSCs,1 the
lt
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phase coherence aboveTc
m f is no longer completely restored

despite the relatively long lifetime of the fluctuating pairs.6,17

Nevertheless, the nonlinearity of the current–voltage cha
teristics of the films studied arises forT<T* 0 and increases
monotonically asT decreases toTc ; this, we believe, can be
adjudged to be additional evidence of the existence of p
formed pairs in the pseudogap regime. In this connection
should also note Ref. 8, which reported the observation o
coherent current of bosons with charge 2e in YBCO films at
temperatures at least 30 K aboveTc . The authors note tha
this current is carried by a very small number of coher
bosons~fluctuating pairs! against the background of a larg
number of incoherent states. If this is true, then the criti
fluctuations nearTc can completely destroy the cohere
states, and aboveTc

m f the sensitivity of the usual methods o
measurement may be insufficient for detection of the criti
currents. This question will undoubtedly require a more ca
ful study.

CONCLUSION

We have for the first time carried out a comparati
analysis of the results obtained in measurements of the fl
tuation conductivity and of the critical currents i
YBa2Cu3O72y films containing different amounts of defect
An interrelation between the value and temperature dep
dence of the FC and the values and temperature depende
of the critical current and resistivity of the samples is r
vealed and established. It follows from measurements of
FC that the change in these values and dependences i
rectly linked to a change in the number of defects and, hen
of pinning centers in the films studied; these defects a
predominantly as a result of a deviation of the plane of
substrate from the SrTiO3(001) crystallographic direction
Thus analysis of the FC is a relatively simple and extrem
effective method of obtaining reliable information about t
presence of defects and their influence on the propertie
HTSC films, especially in the case when for some reason
not possible to carry out a structural analysis. In this a
proach one can also understand the results of measurem
of j c(T) in the samples studied.

We have shown that in practically defect-free film
~sample W62! the dependencej c(T) completely follows the
LGB model,27 exhibiting a slopes'3/2 far from Tc and s
'2 nearTc . From the temperaturetc at which the change in
slope occurs we determined the angle of mutual misorie
tion of the blocks,u<uc(tc)'3.7°, which corresponds to
distances between edge dislocationsd(uc)'66 Å@jab(0)
and a grain-boundary transparency ofG1'63103. As ex-
pected, the angle of mismatch in the given case is small,
accordingly the transparency is extremely large.

At the same time, the increase of the slope of thej c(T)
curve and the sharp increase of the critical current den
observed in samples W136 and W154 cannot be explaine
the LGB model. The slope ofj c(T) predicted by the theory
s55/4, does not correspond to experiment, and the sm
values of the grain-boundary transparency cannot accoun
the high values ofj c(0) observed in the experiment. It i
shown that in that case the observed behavioral relations
in HTSC films is explained by the different numbers of d
fects in the samples. It should be noted that as the numbe
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defects in the film increases, the value and slope ofj c(T)
increase rapidly, and the maximum valuej c(0)51.97
3107 A/cm2 with a slope s'1.78 observed in sampl
W154, for which the influence of defects was most p
nounced. We assume on the basis of the data obtained
the physics of the processes which determine the value
temperature dependence ofj c in such samples is completel
different from that in well-structured films and, as FC ana
sis shows, is due to the specifics of the structure of the
fects formed inc-oriented epitaxial HTSC films.26

In closing the authors thank A. I. Akimenko for valuab
comments in a discussion of the results of tunneling exp
ments in HTSCs.

*E-mail: solovjov@ilt.kharkov.ua
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Antiferromagnetic correlations in superconducting YBa 2Cu3O6¿x samples from optical
absorption data; comparison with the results of neutron and muon experiments
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Narrow-band spectral features demonstrating a high sensitivity to the development of the
pseudogap state are detected in metallic films of YBa2Cu3O61x with Tc'51 and 74 K. Attention
is focused on the temperature behavior of the exciton–bimagnon bandA13J ('2.15 eV)
and the exciton–two-magnon bandA14J ('2.28 eV); these bands arise as a result of phase
separation into insulating and metallic regions. By comparing the optical results with
published data on the temperature behavior of the muon depolarization rate and the integrated
intensity of the~p,p! magnetic resonance it is shown for the first time that all three
independent techniques give the same observed temperature dependencef (T/Tc) of measured
quantities both in the normal and superconducting states. The established correlation of
the optical, neutron, and muon data is analyzed from the standpoint of the formation of stripe
ordering and the compatibility of antiferromagnetic order and superconductivity. ©2003
American Institute of Physics.@DOI: 10.1063/1.1630713#
-
on
th
an
,
e
y
it

w

ti
A

a

i
ov
in
n
th
et
th

m
h
e
a
th

pe

a
it

ly-
ted

d-

of
was
on-
nd
a
ch-

ere
sults
per-
In
on,
ne
nge
he
, by

and
l

on-
n-
ide
for
to

the
the

in
1. INTRODUCTION

The antiferromagnetic~AF! correlations and stripe or
dering in copper oxides are the subject of lively discussi
in the physics of high-temperature superconductivity. In
stripe ordering picture a phase separation into insulating
metallic regions~stripes! occurs in metallic YBCO samples
and the insulating stripes are responsible for the developm
of the AF correlations. The most fruitful approach to stud
ing the question of the interrelationship of superconductiv
and AF correlations consists in a comparison of the data
the independent experimental techniques. In this paper
analyze published data from neutron1 and muon2 spectros-
copy and the data of our measurements of the absorp
spectra of thin films of YBCO with different doping levels.
comparison of the results is carried out for both the norm
and superconducting states.

The main motivation for such a comparative analysis
as follows. First, none of the techniques mentioned ab
can be said to be completely self-sufficient for construct
the complex picture of the development of AF correlatio
and stripe ordering in cuprate HTSCs. For example, for
normal and superconducting states of YBCO the interpr
tion of the muon spectroscopy data and their relation to
neutron results are not completely clear~see the discussion in
Refs. 2 and 3!. Second, in the studies known to us, the co
parative analysis with the neutron spectroscopy data
been done using the temperature behavior of only the p
intensity of the~p,p! resonance~see, e.g., Ref. 4, where
comparison was made with the temperature behavior of
low-frequency conductivity in YBCO!. Detailed and very
complex neutron measurements of the temperature de
dence of the integrated intensity of the~p,p! resonance have
been done only in Ref. 1~the authors used the results in
description of the temperature behavior of the heat capac!
9821063-777X/2003/29(12)/11/$24.00
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and, in our view, have not yet been fully utilized in the ana
sis of the results of other experiments. It should also be no
that the very nature of the~p,p! resonance has been consi
ered in the framework of various models.5 Third, although
the sensitivity of the interband transitions to the formation
the pseudogap and superconducting states of YBCO
shown in Refs. 6 and 7, direct evidence of the interrelati
ship of interband transitions and the AF fluctuations a
stripe ordering is needed, which will come primarily from
comparison with the data of neutron spectroscopy—a te
nique widely used in the study of AF fluctuations.

Based on what we have said, it is not clear whether th
is a single consistent temperature dependence of the re
of the three techniques listed above in the normal and su
conducting states of cuprate HTSCs, including YBCO.
this regard a comparative analysis of the optical, neutr
and muon data is undoubtedly of interest and will allow o
to track the development of AF coherence of the short-ra
order upon cooling of metallic YBCO samples, including t
regions of stripe ordering and the superconducting state
three independent techniques.

In the present study we have investigated the interb
transitions at energies\v.Eg . The existence of an optica
gap Eg'1.4– 1.9 eV, separating thepd-hybridized valence
band and the upper Hubbard band with a large relative c
tribution of thed orbitals of copper, is one of the fundame
tal features of the electronic structure of copper-ox
HTSCs.8 In these compounds the gap creates conditions
interband transitions with charge transfer from the oxygen
the copper: Cu21O22→Cu1O2. In doped copper-oxide
HTSCs the gap in the metallic phase is preserved upon
appearance of holes in the valence band all the way to
optimal doping level with the maximum value ofTc

('0.15 holes per CuO2 plane!.
In connection with what we have said, we note that
© 2003 American Institute of Physics
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nonmagnetic superconductors, e.g., those based on Ba–K–
Bi–O, the optical gap ('2 eV) exists only in the insulato
phase and is of the nature of a charge-density wave,
upon doping it is rapidly destroyed in an insulator–me
transition.9

The preservation of the optical gap over a wide dop
range makes it possible to pose interesting problems in
spectroscopy of charge and spin correlations in copper-o
HTSCs. Thus it has turned out that most of the research
the optical properties of cuprate HTSCs has been done
the intraband transitions with\v,Eg , especially in the re-
gion '0.01– 0.1 eV, which corresponds to the energy sc
of both the spin pseudogap of the normal phase and
superconducting gap. At the same time, at the interband t
sitions, where the photon energy is considerably larger t
the superconducting pairing energy, a nontrivial effe
wherein the optical spectra are sensitive to superconduct
has been observed10 ~various theoretical models have be
proposed11 to explain this effect!.

There are two main methods that have been most
tively developed in recent years for the region of interba
transitions: absorption spectroscopy, and resonance Ra
scattering. In both cases the samples are investigated u
the absorption of light with energy near and aboveEg . Both
methods make it possible to distinguish the spectral feat
due to the excitation of magnons~bimagnons! either in the
process of optical absorption or in Raman scattering. In
Raman scattering case in YBCO the bimagnon band du
the creation of two interacting magnons lies at\v2m

'3000 cm21 ~Refs. 12 and 13! ~which corresponds to an
energy of 2.7J, whereJ is the exchange coupling for th
spins of Cu21 in the CuO2 plane!, which will be denoted
below as the 3J band of Raman scattering. In the absorpti
case a band has been detected at an energyEg1\v2m

'2.15 eV; this band, denoted below as theA13J band, has
been attributed to an electron–bimagnon transition.6 It has
been shown that these bimagnon features in the absorp
and scattering spectra weaken rather rapidly with doping
room temperatures. At the same time, it has been establis7

that in metallic YBCO films theA13J absorption band and
the new ‘‘magnon’’ features appear as the temperature
lowered.

In this paper we establish with a high degree of reliab
ity a correlation between the optical absorption data at in
band transitions with the participation of the magnon s
system, the behavior of the integrated intensity of
magnetic~p,p! resonance, and the muon relaxation rate
the entire existence region of the pseudogap state and s
conducting phase. Such a correlation reveals features o
development of AF ordering of the short-range order both
the normal phase of stripe ordering and in the supercond
ing phase. It is shown that in regard to its sensitivity to A
correlations, interband optical spectroscopy is comparabl
neutron and muon spectroscopy. We analyze the appear
of stripe ordering in the pseudogap state, the preservatio
this ordering in the superconducting phase, and the coe
ence of the AF and superconducting gaps. The main find
of this paper are briefly stated in the Conclusion.
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2. SAMPLES AND MEASUREMENT TECHNIQUES

In this study we have measured the optical absorpt
spectra of thin YBa2Cu3O61x films with doping indices cor-
responding to both the insulating phase,x'0.3– 0.35, and
the metallic phase,x'0.8 andx'0.5.1! The YBCO films of
thicknessl'2300 Å had thec orientation with respect to the
SrTiO3 substrates. We measured the absolute absorp
spectra~optical densitya l , wherea is the absorption coef-
ficient! at 300 K and also the temperature variations of
spectra on cooling of the films from 300 to 20 K. The d
ference spectraD(a l )5a l (T)2a l (T0) were measured in a
temperature scan, whereT0 is the initial temperature of the
measurements. The difference spectra made it possibl
reliably reveal very small temperature variations of the a
sorption coefficient,D(a l )50.005, at the level of absolut
values '2.5. The absorption spectra were reconstruc
from the transmission spectral data on the assumption
the variations of the reflection coefficient upon variation
the temperature are small,DR!Da. In the interval 1.4–3
eV, where such an approximation is well fulfilled,14 the spec-
tra were taken with a step'331023 eV. Measurements o
the temperature difference spectra make it possible to re
fine spectral anomalies in the absorption, including those
to the formation of a superconducting phase both in
Y- and Bi-type samples.6,10

We also note the following. In the interband transitio
region, in addition to the equilibrium spectra we also inve
tigated various sorts of photoinduced~nonequilibrium! ef-
fects, e.g., reflecting the accumulation of nonequilibriu
holes15 and the suppression of two-magnon scattering
photodoping.16 The light doses for the appearance of pho
induced phenomena in cuprate HTSCs are approxima
101521016 photons/cm2. In this paper the absorption spe
troscopy is done with small light doses not causing photo
duced changes.

3. INSULATING PHASE

Let us first consider the absolute absorption spectr
a l (v) of an insulating film withx'0.3 and compare it with
the excitation spectrumR2m(v) of the bimagnon band in the
Raman scattering experiments. The behavior ofR2m(v) de-
scribes the dependence of the intensity of the maximum
the bimagnon 3J band on the incident light energy\v i .
According to theoretical calculations,17 the maximum of the
bimagnon band lies a distanceD\v'2.71J'0.33 eV ~or
3.14J if the Oguchi quantum correction is taken into a
count! from the excited photon energy\v i , where J
'0.12 eV is the exchange energy of the copper spins in
CuO2 planes. In a rough approximation the energy of t
bimagnon for a square lattice with spinss51/2 can be as-
sumed equal to 3J. This quantity is obtained as the diffe
ence of the total energy of two noninteracting magnons at
Brillouin zone edge, 2\vm52zJs54J (z54 is the number
of nearest neighbors! and the bimagnon binding energyJ.
We note that the valueD\v'0.33 eV is typical for copper-
oxide HTSCs.

Figure 1a shows the absorption spectruma l (v) ob-
tained here and the spectrumR2m(v) from Ref. 12. The data
are presented for 300 K, which corresponds to the reg
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near the Ne´el temperatureTN . It is seen that the absorptio
spectra have three maxima, which we denote asA ~1.75 eV!,
A13J ~2.06 eV!, and A18J ~2.65 eV!. We also observed
these bands at a temperature of 400 K, i.e., in the regio
short-range AF order. According to the analysis of Ref. 7,
maximumA is an edge lying at an energy close to the g
Eg , and is shifted slightly on doping because of the chan
in Eg . It is seen in Fig. 1a that the absorption peaksA
13J and A18J correlate well with the maximaR2m

1 and
R2m

2 in the excitation spectrum of the Raman scattering.
the low-temperature Raman scattering experiments of Bl
berg~see the discussion in Ref. 18! a weak feature at energ
Eg was observed in addition to the peaksR2m

1,2 shown in the
figure.

Thus there is a direct correlation between the spec
features ofa l (v) andR2m(v), indicating that the interband
transitions with charge transfer are due to the AF subsys
of the insulator. In particular, based on the theoreti
analysis,18 it can be said that theA13J peak in the absorp
tion spectra corresponds to the threshold energy of the in

FIG. 1. Optical absorption spectruma l (v) of an insulating film
YBa2Cu3O61x (x'0.3) and the excitation spectrum of the two-magn
scattering bandR2m(v) ~Ref. 12! of an insulating sample of YBa2Cu3O6 at
300 K ~a!; temperature variations of the absorption spectra on cooling o
insulating film YBa2Cu3O61x (x'0.3) from 280 K. For visual clarity the
spectra for 80 and 146 K have been shifted upward by 0.14 and 0.1, re
tively ~b!.
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band transition with the formation of an electron–hole p
and the additional excitation of a bimagnon. The fact that
distance between theA andA13J bands agrees rather we
within the experimental error limits with the bimagnon e
ergy attests to the fact that the influence of the excha
interaction of an optically excited ion with the environmen
the finite width of the exciton band, and the noncollinear
of the AF sublattices at the position of theA13J band can
be neglected. To isolate these contributions requires spe
studies, as has been shown in papers with class
antiferromagnets.19 As is seen in Fig. 1a, the bimagnon R
man scattering band is excited most efficiently at the p
A18J in the region 2.7 eV, when the fermions are fou
above the bottom of their bands. This is justified theoretica
in Ref. 18 as a manifestation of the so-called triple resona
in the Raman scattering spectra.

Let us now track the behavior of the peaks in thea l (v)
spectra as the sample is cooled. We observed enhanceme
the A, A13J, and A18J bands as the temperature w
lowered from 400 to 300 K, i.e., in the region of the sho
range AF order. Data for the temperature region of the lo
range AF order are given in Fig. 1b in a plot of the differen
spectrumD(a l )5a l (T)2a l (280 K). It is clearly seen tha
the three spectral features indicated,A, A13J, and A
18J, are affected most strongly by the temperature va
tions.

As the temperature is lowered, theA band narrows, so
that a minimum appears on the difference spectra~described
in Refs. 6 and 7 by the temperature difference of two Ga
sians! near 1.6 eV. On the short-wavelength side of theA
band this minimum is expressed very weakly. That is p
sible if theA band has a long non-Gaussian short-wavelen
wing, e.g., because of the opening of a magnon band
width '2J in the absorption process. In this case the diff
ence spectra will not have a deep short-wavelength m
mum.

The width of the electron–bimagnon bandA13J in the
phase of long-range AF order varies weakly with tempe
ture, but its intensity increases noticeably, as does the in
sity of theA18J component. On cooling below a characte
istic temperatureTg560– 70 K the variations cease, as w
mentioned previously.6,7 For illustration of what we have
said, Fig. 2 gives the temperature behavior of the absorp
near 1.6 eV on the long-wavelength wing of theA band. The
transition to the temperature-independent part belowTg oc-
curs extremely sharply. Let us point out immediately th
such a sharp kink on the temperature dependence of
exciton–magnon absorption is a characteristic property
low-dimensional AF insulators and occurs whenkBTg

'DAF , whereDAF is the value of the AF gap.20 This ques-
tion will be discussed in more detail below.

For a film with a somewhat larger doping index (x
'0.35) theA band lies at 1.77 eV, while theA13J band is
at 2.12 eV. For this film all the main traits of the pictu
discussed above are retained. Both films, which are fo
near the boundary of the insulator–metal transition, ha
localized hole carriers. According to the data of Ref. 2
the activation energy for the mobility in these films
Ea'0.18 (x'0.3) and 0.03 eV (x'0.4).
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4. METALLIC PHASE

Let us now consider the temperature variations of
absorption spectrum in the same spectral interval for m
films with Tc'74 and 88 K~ortho-I phase! and with Tc

'51 K ~ortho-II phase! in the normal and superconductin
states. For 300 K the absorption spectra of metallic films
the region of interband transitions were analyzed in Ref
including their change with doping.6 This analysis showed
that upon doping, i.e., with decreasing correlation length
the AF fluctuations, theA and A13J components rapidly
weaken ~especially theA13J component!, and for films
with Tc>70 K one can say that the bands are absent. In
Raman spectra the bimagnon band in YBCO also begin
weaken rapidly with doping, and it is not seen for samp
with Tc'70 and 88 K.13

Before presenting the data on the temperature evolu
of the spectra with a small temperature step, let us cons
the difference spectrum over a wide temperature ra
D(a l )5a l (70 K)2a l (200 K), which demonstrates the un
usual physical picture that is central to our discussion. T
spectrum for the film withTc'74 K is shown in Fig. 3. The
wideband~continuous! weakening of the absorption,D(a l )
,0, over the whole spectral interval 1.6–3.0 eV, with
maximum valueD(a l )'20.17, was discussed in Ref. 6 an
will not be considered here.

More interesting is the fact that, appearing against
background of the wideband temperature variation are c
ponents which are characteristic for the insulating phase:
A band ~1.8 eV!, the A13J band ~2.15 eV!, and theA
18J band~2.8 eV!. Besides these bands, which appear a
grow stronger as the temperature is lowered, a new com
nent,A14J, which is absent in the spectra of the insulator
both room and low temperatures, is observed at 2.28 eV
appearance in the metallic ortho-I phase of YBCO was fi
detected earlier in this cycle of measurements.22 There, how-
ever, detailed temperature measurements over a wide en
interval were not made, and the behavior of this compon
on doping was not investigated. We first observed the app

FIG. 2. Temperature variations of the intensity of the long-wavelength w
of the excitonA absorption band, measured at 1.6 eV for an antiferrom
netic film YBa2Cu3O61x (x'0.3).
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ance of theA13J andA14J bands on cooling of films of
the ortho-II phase withTc;50 K, as is illustrated in the inse
in Fig. 3. The amplitudes of these components in the cas
the ortho-II phase are smaller by a factor of 1.5–2 than
the ortho-I phase.

The spectrum in Fig. 3 is formed in the normal sta
This is illustrated by measurements of the temperature
ference spectra at fixed frequencies of 2.03 and 2.21 for
film with Tc'74 K ~see Fig. 4!. The signal at a frequency o
2.03 eV, as is seen in Fig. 3, follows the variations of t
continuous~background! component, but the signal at th
frequency 2.21 eV sums the variations of the backgrou
component and theA13J andA14J peaks, which overlap
at that frequency. We see that the curves diverge on coo

g
-

FIG. 3. Difference spectrum of the absorption of metallic film
YBa2Cu3O61x on cooling from 170–200 K to the regionT,Tc . The main
figure is for the sample withTc'74 K, the inset for the sample withTc

'51 K.

FIG. 4. Temperature variations of the absorption intensity for a metallic fi
of YBa2Cu3O61x with Tc'74 K at fixed frequencies of 2.03 eV~d! and
2.21 eV~s!. The energy 2.03 eV corresponds to the background compo
of the spectrum, while 2.21 eV is the region of theA13J and A14J
resonances. The divergence of the curves demonstrates the appeara
these resonances.
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the curve for the frequency 2.21 eV lying higher, indicating
strong increase of theA13J and A14J components. The
curves begin to diverge nearT* '150 K, which corresponds
to the temperature of formation of the pseudogap state in
spectrum of AF excitations~see the neutron spectroscop
data1!, and this divergence increases with further decreas
temperature. AtTg565– 70 K, somewhat below the supe
conducting transition (Tc'74 K), the temperature variation
stop rather abruptly.

Figure 5 shows the temperature evolution of the wh
spectral patternD(a l )5a l (T)2a l (190 K) in the region
2.0–2.4 eV for the film withTc'74 K. It is clearly seen tha
theA13J resonance, which is characteristic for an AF ins
lator, and a new resonance,A14J, appear near 160 K
Analogous curves were obtained for the film withTc

'88 K, where these resonances arise at a lower tempera
T* '120 K. Importantly, the film withTc'88 K also has a
temperature-independent part of the absorption curve aT
,Tg565– 70 K. The existence of an approximately equ
characteristic temperatureTg for the AF film and for the
films with Tc'74 and 88 K is evidence of the coexistence
AF and superconducting gaps.

Thus metallic films of YBCO on cooling are ‘‘shifted’
toward AF ordering, and the AF spectral features arising
the pseudogap state are preserved in the supercondu
phase.

5. DISCUSSION OF THE RESULTS

5.1. Features in the optical spectra

Insulating phase. The componentsA, A13J, and A
18J are characteristic of the insulating phase with sho
range and long-range AF ordering. The low-energyA com-
ponent lies near the edge of the optical gap and can
classed as an excitonlike feature. Analysis of the Raman s
tering data showed that in a number of cuprates the sca
ing bands nearEg can be attributed to the existence
Zhang–Rice excitons~Ref. 23!.2! The absorption spectrum o

FIG. 5. Difference spectra of absorption, demonstrating the appearan
the A13J andA14J resonances on cooling of a YBa2Cu3O61x film with
Tc'74 K.
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such an exciton24 is most intense in the AF phase, when t
Cu–O–Cuatomic configuration is close to 180°, and it ca
move, weakly perturbing the AF ordering.

Recently there has been heightened interest in the s
of copper monoxide CuO, which is an antiferromagnet (TN

;230 K) with strong interband transitions involving charg
transfer. It has been shown25 that these transitions are als
coupled to the magnon spectrum. In CuO, as in cupr
HTSCs, a strong excitonlike band is observed at 1.8 eV
the edge of the optical gap.25 As in our case, the continuou
component of the interband transitions in CuO in the N´el
phase weakens with decreasing temperature.

By virtue of momentum conservation, the excitons form
ing theA band, which are found at the bottom of the excit
band, interact most strongly with~are scattered by! long-
wavelength magnons, which are thermically populated
kBT.DAF . Therefore theA band is very sensitive to a
change in temperature.

For classical antiferromagnets withdd transitions in the
magnetic ions the existence of an exciton band has long b
established, and exciton–magnon and exciton–bimag
satellites are also observed.19,26 For example, in classical an
tiferromagnets with Mn21 ions (d5 shell,s55/2) the purely
exciton bands~single-iondd transitions! are sometimes ex
tremely weak because they are parity- or spin-forbidd
while the exciton–magnon and exciton–bimagnon satell
are well expressed. In cuprates (d9 shell,s51/2) for electron
dipole pd transitions theA band becomes dominant again
the background of the pronounced exciton–bimagn
A13J band.

In Ref. 18 a microscopic picture was given for the cr
ation of magnons at interband transitions in cuprates.
cording to those calculations, at theR2m

2 excitation peak of
the Raman spectra at energiesEg18J the creation of an
electron–hole pair occurs wherein the electron and hole
their conduction bands have approximately equal energ
'4J ~Ref. 18!. In that transition there is a large probabilit
of creation not only of an electron and hole but also of t
simultaneous appearance of two magnons at the edge o
magnetic Brillouin zone~each with energy 2J), which are
bound into a bimagnon. It can be said that theA18J absorp-
tion band is formed through the relaxation of band fermio
with the emission of magnons. If the energy of the incide
light lies in the region of theR2m

1 peak, which coincides with
theA13J resonance, then an electron and a hole will app
with zero kinetic energies, and, in addition, the creation o
bimagnon will occur.

A bimagnon is also observed in the absorption spectr
the infrared~IR! region for E,Eg . Here the direct optical
excitation of a bimagnon (bimagnon1phonon) occurs. For
example, according to the data on the IR optical conductiv
and absorption spectra of the insulating phase, the bimag
band in a number of cuprates (YBa2Cu3O6, La2CuO4, and
Sr2CuO2Cl2) is located at an energy of'3J.27,28

Phonons can make a certain contribution to the form
tion of the A, A13J, and A18J absorption bands. It is
known from the Raman scattering data that the transfe
charge along the Cu–O–Cu direction in the CuO2 plane
~scattering geometryB1g) is strongly coupled with the mag
netic excitations, but the efficiency of charge transfer in
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diagonal direction~scattering geometryB2g) is determined
not only by the magnetic contribution but also to a sign
cant degree by the interaction of the interband transition w
phonons.29 The bimagnon scattering spectrum is most
tense in theB1g geometry.

As the temperature is lowered in the AF insulating pha
the intensity at the maxima of theA, A13J, and A18J
absorption bands increases in both the short-range and l
range AF ordering phases. ForT.TN (TN'250– 300 K)
their observation can be linked to the existence of magn
correlations of the short-range order with correlation leng
j. For magnetic excitations with wavelengthsl,j and en-
ergies\v larger than a certain boundary energyG5hc/j
51.16&Ja/j, wherea is the distance between copper spi
and c is the spin-wave velocity, the spin-wave picture r
mains valid forT.TN , and the damping of the spin excita
tions is insignificant.30 For YBCO with x'0.3 ~Ref. 31! the
width of the neutron scattering peakDq'0.032~in units of
2p/a) can be used to estimate the correlation length, wh
is <15a'60 Å at 200 K. The result isG>10 meV, and so
the thermal magnons with energies nearkBTN;30 meV and
wavelengthslT5hc/kBT'25 Å are rather good for the
spin-wave approximation. The quantityG can be regarded a
an effective AF gap for short-range order. Since light abso
tion takes place over a time;10215 s, while the lifetime of
the magnetic fluctuationsj/c is much longer (;10213 s),
the experiment diagnoses a quasistatic picture of the sh
range AF ordering.

In the Néel phase the further enhancement of theA, A
13J, and A18J components occurs, with a simultaneo
weakening of the long-wavelength wing of theA component
on account of its narrowing; see Fig. 2. The behavior of
excitonicA absorption band is dictated by the interaction
the exciton with magnons near the real spin gapDAF . For
classical two-dimensional AF crystals it was long ago sho
experimentally and theoretically that the width of the excit
bands is shaped by the factorT exp(2DAF /kBT), which re-
flects the number of magnons near the gapDAF ~Ref. 20!. As
a result, the exciton band in magnetically ordered crys
narrows with decreasing temperature, and its intensity at
maximum increases. However, forkBT<DAF the broadening
of the bands~in the general case the behavior of the in
grated intensity! is blocked by the exponential factor, whic
leads to an almost threshold character of the transition of
absorption intensity to the temperature-independent p
Such a temperature behavior of the exciton bands has
observed, for example, in the quasi-two-dimensional
crystal @NH3(CH2)2NH3#MnCl4 and the quasi-one
dimensional AF crystal CsMnCl3•2H2O. For theA band in
YBCO the above-indicated temperature dependence
been verified for the regionT,TN ~Ref. 7! on the assump-
tion that this band is described by a Gaussian contour. A
seen in Fig. 2, such behavior of the intensity of the lon
wavelength wing of theA band, with a sharp transition to th
temperature-independent part, occurs atTg5DAF /kB

'60– 70 K. This makes it possible to estimate the value
the spin gapDAF'6 meV in a YBCO sample withx'0.3,
which agrees with the results of other studies. For exam
for the acoustic magnon modeDAF'2.32JA2axy ~Ref. 32!,
where axy51.531024 is the anisotropy parameter fo
h
-

e

g-

ic
s

-

h

-

rt-

e
f

n

ls
e

-

e
rt.
en

as

is
-

f

e,

YBCO,33 which givesDAF'55 K for J50.12 eV. A close
value for DAF in YBCO is obtained, for example, from th
data of Ref. 34. BelowTg there occurs a ‘‘freezing’’ not only
of the exciton bands but also of the exciton–bimagnonA
13J band, which is genetically related to it. In other word
at temperatures below the gap temperatureDAF /kB the ther-
mal magnetic excitations do not destroy the sublattice m
netizations, and theA and A13J bands no longer chang
with temperature.

In the region 60 K,T,TN in the AF phase with long-
range order the amplitude of theA13J band increases with
decreasing temperature at a rateD(a l )/a lDT'0.8
31023 K21 ~in the interval 60–200 K!, although the half-
width 0.06 eV remains practically unchanged. Consequen
a growth of its integrated intensity occurs, like that observ
for the electron–magnon absorption in classical antifer
magnets, e.g., in FeCO3 ~Ref. 26!. The integrated Raman
scattering intensity for the 3J two-magnon band in theB1g

geometry in cuprates behaves in the opposite way: it
creases with decreasing temperature. A fall of the integra
intensity of the two-magnon Raman scattering band is a
observed in classical antiferromagnets.26 The decrease in the
intensity in Raman scattering experiments in EuBa2Cu3O6,
La2CuO4, and PrBa2Cu3O7, for example, occurs primarily
on account of a severalfold narrowing of the band as a re
of a decrease of the magnon damping.29,35,36Such a compari-
son suggests that the 3J bimagnon Raman scattering band
significantly more sensitive to the magnon damping than
the exciton–bimagnonA13J absorption band, the area o
which is proportional to the oscillator strength of the tran
tion. It can be assumed that theA13J band follows the
temperature behavior of the mean magnetization, i.e., the
order parameter, unlike the Raman scattering, which prim
rily follows decay processes involving magnons.

Metallic phase. With increasing doping indexx and the
transition to the metallic phase at 300 K, theA and A13J
bands begin to weaken rapidly; this can be attributed t
decrease in the correlation lengthj;1/Ax and a decrease o
the mean fluctuation magnetization^M &. Since mobile car-
riers increase the degree of noncollinearity of the AF sub
tices, the decrease of the exciton–bimagnon band can als
considered to be a consequence of an increase in the no
linearity of the lattices over the correlation length.19 A peak-
shapedA band is detected in samples withTc<50 K (x
<0.5). According to the neutron data,37 in samples withTc

'50 K the correlation lengthj'10 Å at 300 K. In samples
with largex, whenjc,jT and the ‘‘instantaneous’’ magne
tization can be assumed zero, theA and A13J bands are
absent at room temperatures.6 In the Raman scattering spec
tra the bimagnon band weakens rapidly with doping;13 this
may be attributed to an increase in the damping of the m
nons as as result of their interaction with free carriers. In
room-temperature absorption spectra the band near 2.8
due to interband transitions, is nevertheless present, sinc
optical gap is preserved.

An important point for our further discussion is the fa
that, as can be seen in Figs. 3 and 5, when the metall
samples are cooled belowT* theA andA13J bands and an
additionalA14J band appear clearly, and the temperatu
dependence of theA18J band is even stronger than in th
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insulating phase. A result, we are compelled to attribute
onset of these bands to the appearance of a fluctuationa
order parameter.

5.2. Comparison with the neutron and muon spectroscopy
data. Pseudogap and superconducting states

The temperature data of optical, neutron, and muon
periments for YBCO samples with differentTc is discussed
below. To establish the correlation between the data of th
three independent experiments we have presented the
Figs. 6a and 6b and 7 in the reduced coordina
f(T)/f(Tc). Plotted along the abscissa is the temperatur
units of Tc , and along the ordinate—the results of tempe
ture measurements normalized to their value atTc .

These figures show the following data: 1! the intensities
I 3J and I 4J of the A13J andA14J absorption component
~we are actually discussing the temperature dependenc

FIG. 6. Correlation of optical, neutron, and muon data for superconduc
samples of YBa2Cu3O61x with Tc568– 74 K. The intensity of theA13J
andA14J resonances: data of the present study~d, m!; the integrated~h!
and peak~n! intensities of the magnetic~p,p! resonance at 34 meV from
the inelastic neutron scattering data;1 the behavior of the muon spin relax
ation rate~s! according to the data of Ref. 2. The temperature variation
the regionT,T* , which includes the pseudogap and superconducting st
~a!, and in the regionTc,T,T* ~b!.
e
AF
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the integrated intensities, since the half-width of the band
slowly varying!; 2! the peak intensityI res of the magnetic
~p,p! resonance near 40 meV, measured in the neu
experiments,1 and also the mean square fluctuational ma
netic moment̂ mres

2 & associated with this resonance; 3! the
ratesl of muon-spin relaxation2 due to the magnetic field
around the muon~the dynamic Kubo–Toyabe factor!.

Figure 6a and 6b shows the results for YBCO sample
the ortho-II phase with the following values of the superco
ducting transition temperature:Tc'74 K ~absorption data!,
Tc'68 K (x50.6; neutron data!, and Tc'70 K (x50.67;
muon data!. Figure 6a shows the data for a wide temperat
interval, from '250 to '10 K, including both the
pseudogap state (Tc,T,T* ) and the superconducting sta
(T,Tc), and Fig. 6b shows the region from'250 K to Tc

on an expanded scale.
Figure 7 shows the results for the ortho-I phase w

Tc'88 K ~absorption data! andTc'82 K (x50.8; neutron
data!. The temperature interval corresponds to'200– 10 K.
~In Refs. 2 and 3 the data from muon measurements ofl(T)
are given only for the ortho-II phase withx'0.67 and the
overdoped compoundx'0.95).

Before discussing the figures, let us briefly remark on
essentials of the neutron and muon measurements. The
servation in the neutron experiments of a narrow magn
~p,p! resonance, which reflects the development of comm
surate AF fluctuations, is an important result in the phys
of HTSCs. This resonance has been registered
YBa2Cu3O61x , with two CuO2 planes per unit cell,1 and
also recently in Tl2Ba2CuO61d ~Ref. 5!, with one plane per
cell. This suggests that the given magnetic resonance ma
a general feature of cuprate HTSCs. On cooling the re
nance arises for an acoustic mode at energies some
higher than the energy of the spin pseudogap. For exam
for YBCO with Tc'74 K the value of the spin pseudogap
'26 meV in the superconducting phase, while the resona
is at 37 meV; for the sample withTc'82 K the pseudogap is

g

n
es

FIG. 7. Correlation of the optical and neutron data for superconduc
samples of YBa2Cu3O61x with Tc581– 88 K. The intensity ofA13J and
A14J resonances according to the data of the present study~d, m!; the
peak intensity of the magnetic~p,p! resonance at 39 meV according to th
inelastic neutron scattering data1 ~n!.
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30 meV and the resonance is at 39 meV.38 The intensity
I res(v) of the resonance is directly related to the imagina
part of the magnetic susceptibilityx9(v);I res(v). Using
the fluctuation dissipation theorem, one can obtain the m
square fluctuational magnetic moment by integrating o
the resonance contour:

^mres
2 &53/~2p!E d~hv!x res9 ~v!/@12exp~2hv/kT!#,

as was done in Ref. 1. Figure 6a shows the temperature
pendence of bothI res(T)/I res(Tc) ~unfilled triangles! and
^mres

2 &(T)/^mres
2 &(Tc) ~unfilled squares! for x'0.6. At 35 K

the absolute values are^mres
2 &5(0.0660.04)mB

2 per cell.1 It
was difficult to measure the temperature dependence^mres

2 &
3(T) for the sample with indexx'0.8 ~Fig. 7!, since the
magnetic resonance aboveTc at these indices is rather wea
and therefore only the behavior of the peak intensity
shown in Fig. 7.

In the muon experiments,2 polarized muons were embed
ded in YBCO samples and the relaxation of their spin po
ization, P(t)5GKT(t)exp@2l(T)t#, was measured in zer
magnetic field. The Kubo–Toyabe relaxation functi
GKT(t) reflects the existence of randomly oriented sta
magnetic fields from the nuclear dipoles and depends we
on temperature, while the exponential factor describes re
ation due to the additional magnetic field from the electr
spins around the muon. The normalized temperature de
dencel(T)/l(Tc) in Figs. 6 and 7 is shown by the unfille
circles; here the absolute value ofl for T,Tc was
'0.012ms.

We can now turn to a more detailed analysis of the d
in Figs. 6 and 7. Let us first point out that as the tempera
is lowered, the rise of theA13J and A14J resonances a
T5T* , the increase in the parameterl, and the growth of
both the integrated and peak magnetic resonance intens
are well correlated with one another. The observed ag
ment at temperatures belowT/Tc'2.3 ~ortho-II phase! and
T/Tc'1.5 ~ortho-I phase!3! suggests an interpretation as t
development of AF correlations in the pseudogap region
that case the short-range AF order should be characterize
rather large correlation lengths and a slight noncollinearity
the lattice, since theA, A13J, andA14J components are
manifested, in the same way as theA andA13J components
exist in the insulating phase atT.TN . It should also be
noted that the half-widths of theA13J andA14J bands in
the metal, equal to approximately 0.06 eV, are practica
equal to the half-width of theA13J band in the AF insulator
phase. It is also seen in Figs. 6 and 7 that in the super
ducting state the optical, muon, and integrated neutron
demonstrate a sharp decrease in the rate of growth of
signalsI 3J , I 4J , l, and^mres

2 & with temperature, with a clea
tendency toward saturation. Thus the AF fluctuations are
served in the superconducting phase, where they coexist
the superconducting condensate.

Figure 6 shows rather unambiguously that in the en
temperature regionT,T* , including in the superconductin
state, the results analyzed here satisfy the scaling relatio

I 3J,4J

I 3J,4J~Tc!
'

^mres
2 &

^mres
2 &~Tc!

'
l~T!

l~Tc!
5 f S T

Tc
D , ~1!
y

an
r

e-

s

r-

c
ly
x-
n
n-

a
re

ies
e-

n
by
f

y

n-
ta
he

e-
ith

e

where forT,Tc the functionf (T/Tc)'const within the er-
ror limits of the three techniques.

Since the AF fluctuations can be attributed to stri
ordering,39 let us consider the optical data from that point
view. That the development of AF fluctuations occurs in t
regime of phase separation into insulating and metallic
gions is evidence of the simultaneous appearance of thA
13J resonance for interacting magnons~a bimagnon! and
the A14J resonance, which can be attributed to magno
that do not interact with each other. The resonanceA14J
arises in a natural way if the AF region is divided by metal
regions ~which are antiphase charged domain walls in t
framework of the stripe model; see, e.g., Ref. 40!. As was
shown theoretically in Ref. 40, the value of the exchan
energy through such a wall is only;0.1J, which sharply
curtails the interaction of magnons created in neighbor
insulating AF stripes~the A14J resonance!. If the AF re-
gions are long ‘‘vertical’’ quasi-one-dimensional stripes, th
the spin-wave velocity~exchange energy! along the stripes
will be the same as in the ordered AF phase~this situation is
apparently realized in cuprates40!. In this case bimagnons
with energy 3J can be excited within the same insulatin
region. Then the correlation length along these stripes,j i ~for
T,T* ,Tc), must be rather large~several tens of angstroms!
in order to give the same picture of the opticalA and A
13J signals as in the phase of long-range AF ordering or
the fluctuation phase of short-range order aboveTN . In ad-
dition, even in the superconducting state the transition of
optical signals to a temperature-independent part occurs
as abruptly and at approximately the same temperatureTg as
in the AF insulator phase. This circumstance can be in
preted as evidence of the existence of an AF gap in the
stripes, this gap coexisting with the superconducting gap
the sample. The transverse AF correlation length can
small, j'!j i , spanning only a few lattice constants. Fro
the width of the ~p,p! resonance peak, which evident
tracks the shorter correlation length, one can estimatej' .
Such an analysis40 shows that the distance between inte
phase boundaries is 4–5 lattice constants in the copper
system.

It is possible that the formation of theA14J band con-
tains contributions from multimagnon processes and fr
magnetic quantum fluctuations, the manifestation of which
Raman scattering experiments and in IR experiments on
study of bimagnon resonances in cuprate HTSCs was c
sidered in Refs. 27 and 28. For interband absorption the
of these contributions requires a special theoretical tre
ment, especially for stripe ordering.

In the neutron experiments an important piece of e
dence for the stripe structure is the appearance of inela
peaks corresponding to neutron scattering on the AF fluc
tions incommensurate with the lattice period.41

As to the interpretation of the behavior ofl(T) and its
connection with the development of the stripe structure, t
question has not yet been definitively answered. In the g
eral case, by analogy with the nuclear magnetic resona
the dynamic relaxation time is usually written asl(T)
5gm

2 ^B2&t/@11(vt)2#, wheregm is the gyromagnetic con
stant for the muon,̂ B2& is the mean square value of th
fluctuating transverse components of the magnetic field,
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t is their mean correlation time, which is strongly tempe
ture dependent.42 As the temperature is varied, one can o
serve a maximum of l(T) when vt'1, e.g., in
La22xSrxCuO4, which has been interpreted as the appe
ance of a spin glass state.42 As is seen in Fig. 6, no suc
maximum is observed. Behavior ofl(T) analogous to tha
shown in Fig. 6 has also been observed in studies of ant
romagnetism in borides,43 small AF clusters in the heavy
fermion system URu2Si2 ~Ref. 44!, and the dynamics of the
stripe structure in La22xSrxCu12yZnyO4 ~Ref. 45!. Such an
analogy indicates thatl(T) is sensitive to the developmen
of antiferromagnetism and stripe structure. In this regard
rather good agreement of the behavior ofl(T) and^mres

2 &, it
seems to us, merits a special analysis.

In the framework of the stripe picture it is especia
interesting to examine muon experiments with compou
based on heavy fermions. In the superconducting mate
URu2Si2 in the low-temperature phase of weak antiferr
magnetism forT,TN517.5 K one observes an increase ol
with a subsequent rather rapid transition to the temperat
independent part.44 Such behavior occurs on the ‘‘doorstep
of the superconducting transition atTc51.2 K. Comprehen-
sive studies44 show that in this compoundl(T) reflects the
behavior of small AF clusters. In that case, as was es
lished a comparatively long time ago,46 a gap feature with a
value of approximately 65 cm21 appears in the spectrum o
spin excitations belowTN . All these processes take place
a coherent metallic phase observed belowT'50 K.46 Thus
the indicatedl(T) dependence reflects phase separation
URu2Si into AF and metallic regions.

Another point that we think merits discussion is the d
ferent temperature trend of the peakI resand integrated̂mres

2 &
intensities of the~p,p! resonance. As is seen in Fig. 6, in th
pseudogap state atTc,T,T* both intensities have the sam
temperature dependence. BelowTc , however, the peak in
tensity continues to increase with decreasing temperat
while the temperature variation of the integrated intens
decreases sharply. The difference becomes especially no
able if the neutron data are normalized to their value atTc ,
as is done in Figs. 6 and 7. This difference can be explai
by different temperature dependence of the peak inten
and width of the~p,p! resonance. If it is assumed that in th
region Tc,T,T* only the intensity changes, while th
width of the resonance remains practically unchanged, t
one would expect the same trend ofI res and ^mres

2 &. If a
strong narrowing of the resonance occurs belowTc , then the
integrated intensity will have weaker temperature behav
than the peak intensity. In fact it is seen from the data of R
1 that the half-width of the resonance peak decreases
more than a factor of two as a result of the transition to
superconducting phase~the authors of Ref. 47 estimate
\g'10 meV at 20 K!. The decrease ing can be attributed to
the effect wherein the lifetime of AF fluctuations increases
the superconducting phase. In YBCO with a Zn impurity48

when the superconductivity is suppressed and the dyna
stripe structure is pinned, a broadening rather than a narr
ing of the magnetic resonance peak at the superconduc
transition is observed.49

Let us say a few words about the nature of the carrier
the stripe state. As we have said, the optical spectrum of
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insulating phase atx'0.3– 0.35 near the insulator–met
transition is formed under conditions in which localized ca
riers exist. It is known that localized carriers destroy the A
phase on account of their thermal promotion to the mobi
level.19,50 These localized carriers can have an apprecia
polaron ~polaron–magnon! component of the spectrum.51,52

As a result, under conditions of phase separation one
assume the coexistence of two types of particles: heavy
larons in the bulk of the insulating regions, and light ferm
ons in the conducting regions. In IR experiments on YBCO52

such a coexistence is reflected in the two components of
spectra of the optical conductivity, which are most pr
nounced forT,T* . We are talking about the rather narro
Drude component of the light carriers, which lies in the e
ergy region below 500 cm21, and also an asymmetric, wid
polaron component, with a maximum near 1200– 2000 cm21

~0.15–0.25 eV!. These two components are also observ
simultaneously for Bi and La cuprates.52 In the optical ab-
sorption spectra of YBCO nearEg the band near 1.5 eV
which reflects the degree of metallization of the system
enhanced with doping.6 It is further enhanced with decreas
ing temperature in the region belowT* . This band coexists
with the A, A13J, andA14J components, apparently als
reflecting the coexistence of light hole carriers in the meta
regions and heavy hole carriers in the AF regions.

6. CONCLUSIONS

1. On cooling of metallic superconducting YBCO film
both weakly doped and close to optimally doped, bands
pear in the absorption spectra: anA band~at '1.8 eV, close
to the optical gapEg with charge transfer!, an A13J band,
and anA14J band, whereJ'0.12 eV is the exchange in
teraction constant. These bands arise in the temperatur
gion Tc,T,T* , which is known in the literature as th
region of the pseudogap state in the spectrum of magn
excitations.

2. It is found that forT,T* , including the supercon-
ducting state, the temperature behavior of the integrated
tensitiesI 3J,4J of the A13J and A14J absorption compo-
nents is very well correlated with the neutron data on
temperature evolution of the mean square fluctuational m
netic moment̂ mres

2 & associated with the~p,p! resonance and
also with the data on the muon dynamic spin relaxat
l(T). The behavior of the optical, neutron, and muon data
the reduced coordinates satisfy scaling relation~1! in the
form of a function f (T/Tc) which in the superconducting
phase depends weakly on temperature and is close to u

3. The discussion has shown that belowT* there is a
growth of the antiferromagnetic correlations with the form
tion of a stripe state of AF~insulating! and metallic stripes.
For samples withTc'70 and 88 K the phase separation te
peratures areT* '2.3Tc and 1.5Tc , respectively. The AF
correlations and stripe state are preserved in the super
ducting state. The optical data suggest that in the super
ducting state there is an AF gap of about the same value a
the insulator.

4. The observed absorption componentsA and A13J
are attributed to a manifestation of exciton and excito
bimagnon resonances, which exist both in the AF-orde
insulator and in the stripe state. The componentA14J ap-
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pearing in the stripe state is attributed to the excitation of t
magnons which interact weakly with each other across a c
ducting antiphase domain wall.

5. The A, A13J, and A14J components, which are
located near the fundamental Hubbard gap with charge tr
fer, can be used efficiently for diagnostics of the stripe
dering in both the normal and superconducting phases
terms of its sensitivity to AF correlations, optical spectro
copy of theA13J andA14J resonances is comparable
neutron and muon spectroscopy.

Optical studies of the behavior of these components
magnetic field are undoubtedly of interest. First, a magn
field causes noncollinearity of the AF sublattices, whi
should have a substantial influence on the integrated inte
ties of these bands; second, a magnetic field, dependin
its strength, has different effects on the stripe and superc
ducting states and also on the magnetic~p,p! resonance.38,53

Optical experiments with a magnetic field allow one to ma
more-informative use of the ‘‘magnetic’’ components of t
absorption at interband transitions for studying t
pseudogap, stripe, and superconducting states in coppe
ides.
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Stable superconducting structures of the metal–insulator–metal type are made using niobium
nitride. A comparison of the measured current–voltage characteristics with the theoretical
curves calculated with allowance for possible fluctuations in the transparency of the insulating
spacer layer shows that the potential barrier formed as a result of the oxidation of NbN
is quite uniform. The possibility of making niobium nitride Josephson junctions for
superconducting micro- and nanoelectronics is discussed. ©2003 American Institute of Physics.
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The most important question facing microelectron
right now is the creation of quantum devices with nanome
dimensions. A European Union analysis of the developm
of of nanoelectronics in the next 10 years1 points out that of
all the proposed schemes, superconducting fast sin
quantum logic, the basic element of which is a Joseph
junction, has the highest rate~100 GHz and higher! and the
least power dissipation~1 mW per element!. At the same
time, superconducting micro- and, even more so, nanoe
tronics have not found wide use. The authors of the revie1

surmise that the main obstacle lies in the need for cooling
niobium junctions down to a temperature of the order of 4
which requires either liquid helium or a three-stage cryo
frigerator. Replacing the pure niobium by niobium nitrid
the superconducting transition temperature of which is tw
as high, allows one to go to a temperature of the order o
K, so that two-stage cryorefrigerators may be used.1 If such a
transition comes to pass it will radically advance superc
ducting electronics, but, according to Ref. 1, the present-
technology of fabricating tunneling structures based on n
bium nitride remains insufficiently developed. The goal
our research is to create stable metal–insulator–metal j
tions based on NbN and to interpret the measured curre
voltage characteristics.

The analysis of the corresponding experimental cur
was directed primarily toward elucidating the nature of t
insulating layer that forms as a result of the oxidation
NbN. From an applied standpoint, the main problem in c
ating Josephson junctions is to obtain sufficiently unifo
and reproducible tunnel barriers. It should be noted that
properties of ultrathin insulating spacer layers form
through an oxidation reaction of one of the electrodes di
quite strongly from one another. For example, it has b
found experimentally and confirmed theoretically2 that SiO2

layers thermically grown on the silicon surface already ha
all the properties of the bulk material at thicknesses of
order of 0.8 nm and are rather uniform over thickness.
9931063-777X/2003/29(12)/3/$24.00
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the contrary, barriers of aluminum oxide formed at roo
temperature come out much more disordered. As was sh
in Ref. 3, the formation of an oxide layer leads to hybridiz
tion of its electronic states with states of the electrodes, a
result of which conducting channels appear within the oxi
leading to a local decrease of the barrier parameters
hence, to a substantial scatter in the barrier heights. Stud4

with an atomic force microscope have shown that this sca
in the barrier heights is more important than the variations
the thickness of the insulator. As far as we know, no analy
of the spatial distribution of the probability of tunnelin
through the barrier formed as a result of the oxidation of o
of the metallic electrodes has yet been done; such an ana
is the main goal of this paper.

We studied film structures of the injector–insulato
superconductor type, in which a film of lead 300–500 n
thick or a film of a molybdenum–rhenium alloy MoRe wa
used as the injector, and the material to be investigated w
thin ~around 100 nm! layer of niobium nitride. The layers
were formed by the reactive cathode sputtering of a niobi
target in an atmosphere of argon and nitrogen, with a sub
quent deposition of the compound obtained on a heated
phire substrate. The tunnel barrier was created by ther
oxidation of the NbN, after which a lead or MoRe film wa
deposited on top. The current–voltage characteristicsI (V) of
the samples and their derivatives with respect to volta
were measured by the four-probe method with the use of
standard technique of detection of harmonics at temperat
from 1.5 K to room temperature. The normal-state resista
RN of the structures was 0.1–1V.

Let us now turn to the form of the current–voltage cha
acteristic in the region of voltages equal to the sum of
energy gaps of the superconducting facings. The stand
theory of tunneling in structures formed by two superco
ductors S1 and S2 separated by an insulating layer I procee
from the assumption of a uniform barrier with a very lo
transparencyT and predicts sharp growth of the current
© 2003 American Institute of Physics
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the vicinity of the sum of the two energy gaps,V* 5(DS1

1DS2
)/e.5 We indeed observed a rise of the currentI , but

over a rather wide range of voltages, which may be due, fi
to the finite transparency of the potential barrier separa
the two conductors. Further, following Ref. 6, we shall a
sume that the insulating layer with the repulsive poten
V(x) is very thin, and we shall therefore describe it by t
parameter

Z5kFE V~x!dx/«F , ~1!

where thex axis is directed along the normal to the barri
and kF and «F are the Fermi wave vector and energy. T
transparency of such a junction in the normal N state has
form6

T51/~11Z2!. ~2!

The authors of Ref. 6 calculated the shape of the differen
conductances of N–I–S junctions for any values ofZ.
Analogous calculations for the current–voltage characte
tics of S–I–S heterostructures were done in Ref. 7. There
multiple Andreev reflection processes at barrier biases
than V* were not taken into account. This means that
quantitative conclusions of Ref. 7 are actually restricted
voltages in the immediate vicinity ofV* , but, as was men
tioned above, it is that region that we will be interested
below.

A new circumstance that will be taken into account
the present paper is the influence of nonuniformity of
tunnel barrier on the shape of the current–voltage charac
istics of an S–I–S junction. We assume that the effectiven
Z of the barrier is different at different points of the structu
under study, and we introduce the corresponding distribu
function

F~Z!5
1

Z1A2p
expF2

1

2 S Z2Z0

Z1
D 2G . ~3!

HereZ0 is the mean value ofZ, andZ1
2 is the variance of the

distribution. By varying both parametersZ0 and Z1 in the
normal distribution law~3!, one can describe arbitrary distr

FIG. 1. Distribution functionF(Z) @Eq. ~3!# of the parameterZ @Eq. ~1!#
describing the effectiveness of the potential barrier at values of the pa
eterZ15Z0 , Z0/2, Z0/5, andZ0/20. The inset shows the dependence onZ1

of the normalized conductance of the tunnel junction in the normal st
The calculations were done for a mean valueZ054.
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butions of the barrier characteristicsZ, and, by comparing
them with the measured curves, establish the degree of
uniformity of the tunnel junction. We note that distributio
~3! can easily be written as a function of the transparencT
of the insulating spacer layer by using the relation~2! be-
tween these two quantities. The distributionsF(Z) used in
this study are shown in Fig. 1.

At finite temperature, the final expression for th
current–voltage characteristic of an S–I–S structure wit
nonuniform potential barrier, which follows from the resul
of Ref. 7, has the form

J~V!5(
Z

FN~Z!2N~0!eVfAJ~11Z!2

3E
2`

`

f 0~E!
dE

2p E
0

2p

dwH g~E!

g~E!1~112Z!2

Q~E22D2
2!Q@~E2eV!22D1

2#

1
g2~E!21

g2~E!2~112Z2!2 Q~E22D2
2!Q@D1

22~E2eV!2#J .

~4!

Here

f 0~E!5@ f ~E2eV!2 f ~E!#,

g~E!5h~E!2p~E!cosw,

h~E!5
E~E2eV!

A~E22D2
2!@~E2eV!22D1

2#
,

p~E!5
D1D2

A~E22D2
2!@~E2eV!22D1

2#
,

Q(z) is the Heaviside step function,f (E) is the Fermi dis-
tribution function, N(0) and vF is the electron density o
states and the electron velocity at the Fermi level, andD1

FIG. 2. Calculated value of the tunnel currentI , normalized to the value of
the current at 6 mV, versus the applied voltageV in the case of the distri-
bution functionF(Z) shown in Fig. 1. The circlets show the correspondi
experimental data for an NbN–I–Pb junction. In the the calculations, a
the experiment, the temperature was 4.2 K, and the values of the en
gaps at that temperature areDNbN52.95 meV andDPb51.25 meV. The
inset shows the original current–voltage characteristic of an NbN–I–
tunnel junction.
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andD2 are the values of the energy gaps for the two sup
conducting electrodes. Below we shall restrict discussion
the case of zero temperature.

Figure 2 shows the results of the calculations using
formulas given above with the parameterZ054, which gives
the best fit of the calculated curves to the current–volt
characteristics of one of the NbN–I–Pb tunnel junctio
Figure 2 demonstrates the influence of the degree of non
formity of the potential barrier on theI (V) curve for
N1– I– N2 and S1– I– S2 junctions. A comparison of the mea
sured and calculated curves in Fig. 2b indicates that in
samples the scatter in the barrier parametersZ1 is of the
order of unity, which is much less than the mean valueZ0 .
Thus in this case we are dealing with rather small fluct
tions over the thickness of the potential barrier.

In closing we note that in the course of the present st
ies we were able to make tunnel junctions based on niob
nitride with quite reproducible electrical characteristic
Moreover, a comparison with the theoretical calculatio
generalizing the conclusions of Ref. 7 to the case of poss
inhomogeneities of the insulating layer shows that the bar
formed as a result of the oxidation of NbN is rath
r-
to

e

e
.
i-

ur

-

-
m
.
s
le
r

uniform over thickness. This indicates that the proble
posed in the aforementioned review1—the creation of
Josephson junctions capable of operating with a two-st
cryorefrigerator—may actually be solved with the use of n
bium nitride.
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Phase-sensitive quantum effects in the Andreev conductance of an SNS system
of metals with a macroscopic phase-breaking length
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A study is made of the dissipative component of the electron transport in a doubly connected
AndreevS–N–S~indium–aluminum–indium! interferometer with elastic mean free
pathsl el in the metals of around 100mm and a macroscopic phase-breaking lengthLw that is
two or more orders of magnitude larger thanLw in disordered nanostructures, including
two-dimensional ones. The studies are done under conditions not studied before in such
interferometers:m̄, l el (m̄ is the transverse size of the NS boundaries!. At helium temperatures the
samples are found to exhibit new phase-sensitive effects of a quantum-interference nature.
Conductance oscillations with a periodF0 /A (F0 is the flux quantum andA is the aperture area
of the interferometer! are observed in the non-domain~normal! state of the indium narrowing
near the NS boundary. In the domain intermediate state of the narrowing, magneto-temperature
resistive oscillations are observed, with a period 2F0 /jHc(T)

2 (jHc(T) is the coherence length

in a magnetic field close to critical!. At sufficiently low temperatures (T'2 K) the conductance of
a macroscopic N region of the system has an oscillatory component of resonance shape
which undergoes phase inversion relative to the phase of the nonresonance oscillations. An
explanation for the effects is suggested in terms of the contribution to the Josephson current from
coherent quasiparticles with energies of the order of the Thouless energy. The temperature
behavior of the dissipative transport in a pure normal metal near an isolated NS point contact is
investigated. ©2003 American Institute of Physics.@DOI: 10.1063/1.1630715#
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1. INTRODUCTION

Our previous experiments1–4 with SNS structures base
on pure metals established that even at not very low hel
temperatures the dependence of the normal conductivit
the structures on the coherent phase difference of the su
conducting ‘‘banks’’ can be preserved at distancesL between
the NS boundaries several orders of magnitude larger
the sizeL of the normal spacer layers in disordered SN
nanostructures, where quantum interference effects in
dissipative transport were first observed and continue to
widely studied.5–13 The typical scaleL for such structures is
of the order of 1mm and is limited by the phase-breakin
lengthLw , which for nanostructures is a quantity of the sam
order. In metals with an electron elastic mean free pathl el

;102 mm the phase-breaking length is at least 103 times
larger than in nanostructures withl el;0.01mm ~in systems
with a two-dimensional electron gasl el&1 mm). The reason
is apparently that at static defect densities leading to s
values of l el as in nanostructures, inelastic processes co
into play in the scattering on these objects, limitingLw . At
low defect densities in pure metals the contribution of su
processes is unimportant. The macroscopic value ofLw in
pure metals allows one to increase the spatial region
which the long-range phase coherence~LPC! is investigated,
expanding the interval of valuesL/jT.1 from values of the
order of 100 in nanostructures to 102 in systems with pure
metals.

In addition, we note that the coherence lengthjT
d

9961063-777X/2003/29(12)/8/$24.00
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5A\D/kBT (D is the diffusion coefficient! in the ‘‘dirty’’
~diffusion! limit can be expressed in terms of the coheren
lengthjT

p in the ‘‘pure’’ limit jT
p[jT

bal5\vF /kBT:

jT
d5@~1/3!l eljT

bal#1/2, l el!jT
bal.

It follows that the temperature regionsTp andTd which de-
termine the values ofL/jT in the pure and dirty samples wit
distances between NS boundariesLp andLd, should be con-
nected by the relation

~Tp!2

Td 53
\vF

kBl el
d S Ld

LpD 2F ~L/jT!p

~L/jT!dG2

. ~1!

~We are presupposing that the phase-breaking lengthLw in
each case is not less thanLp or Ld.) This means that the
same values of the parameterL/jT5AT/Ec (Ec is the gap in
the density of states!,14 characterizing the same behavior
the phase-coherent phenomena in the two limits, can be
alized at very different temperatures—much higher for
pure systems. For example, in pure samples withl el@1 mm
this parameter at 2 K is of thesame order of magnitude as i
diffusional samples withl el;0.01mm at T&0.1 K, for
Lp/Ld;10. ~It will be shown below that the shift of the
temperature regions of analogous behavior of the pha
coherent effects for 2DEG samples withl el;1 mm ~Ref. 11!
and 3D samples withl el;0.01mm in the caseL3D/L2D;1
also corresponds to relation~1!.!

Thus a manifestation of phase-coherent phenomena
L/jT.1, which implies the existence of LPC under cond
tions of an exponentially small~in magnitude! proximity ef-
© 2003 American Institute of Physics
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fect for the main group of electrons, which are excitatio
with energy«;T, in ultrapure structures can be observed
macroscopic scales even at not very low helium tempe
tures; this effect may be of extremely topical interest
solving the problem of extracting quantum information fro
various quantum systems via macroscopic channels, for
ample.

Generally speaking, the first indications of a long-ran
~not purely exponential in the parameterL/jT) influence of a
superconductor on the conductivity of a normal metal b
dering are directly contained already in the results of exp
ments on structures with an isolated NS boundary, wh
such an influence has been noted at distances from
boundary corresponding to valuesL/jT;5 – 10.15,16 The in-
terference effects subsequently observed in doubly conne
SNS systems containing disordered metals~nanostructures!
with smallLw have also been studied until recently in a ran
of L/jT not exceeding the values indicated above. Howe
experiment shows that the manifestation of phase-cohe
phenomena in doubly connected SNS systems is not lim
to this interval of values of the parameterL/jT , and the
presently available results on the behavior of phase-cohe
phenomena in that interval~see Fig. 7! have been interprete
in different ways; it is therefore necessary to expand
study of these phenomena, especially under condition
different L/jT ratios unrealizable in disordered nanostru
tures.

In the present study we have investigated the temp
ture and phase-sensitive features in the behavior of the
ductance of SNS systems formed by the contact of two p
metals with l el'100 mm, aluminum ~in the normal state!
and indium, in an interferometer geometry forL/jT'102

under the conditionsL,l el@jT5jT
p . Under these conditions

all three dimensions of the normal spacer layer of the S
system are so much greater than the typical microscopic
tial parameters associated with the proximity effect that
contribution of a supercurrent due to the main group of c
riers with energies«;T can be completely ruled out.

2. EXPERIMENTAL TECHNIQUE

Figure 1 shows a diagram of the overall layout and
equivalent circuit for the measurements~inset! of the inves-
tigated doubly connected system of two metals in cont
aluminum and indium. After the transition of the indium
the superconducting state, the system acquires an SNS
figuration of the ‘‘Andreev interferometer with cavity’’ type
The area of the cavity between the aluminum girder
32 mm in cross section! and the indium strip, soldered a
pointsa andb, wasA5ab3h'3 mm315 mm.

Unlike the SNS system which we studied previously
Refs. 3 and 4, which used copper and had wide soldered
contacts with a characteristic dimensionm̄ which could not
increase the contact resistanceRcont, since m̄@ l el , in the
present study the current regime was realized through c
tactsa and b with a significant distributed~Sharvin! resis-
tanceRSh, which usually arises for characteristic contact
mensions smaller thanl el ~Ref. 17!. Contacts of such a siz
were formed by spot welding the indium to the aluminu
used in the present study. Here, as we have repeatedly
firmed in previous studies, the direct welding of ultrapu
s
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materials with ratios of the resistances at 300 and 4.2 K
RRR*104 ( l el'100 mm) brings about a close to zero ba
rier heightz in the contacts, which corresponds to a tran
mission coefficientt5(11z2)21'1 ~Ref. 18;zÞ0 for tech-
nologies that do not partially or completely destroy the ox
layer or other kinds of contamination on the surface of
metals!.

The characteristic dimensions of the contactsa and b
~see Fig. 1! can be estimated by noting that forl el.m̄ the
total current through a contact of two metals in the norm
state should be related to the contact areaAcont by the
expression18

I NN52n~«!e2vFAcontUSht[USh/RSh, ~2!

wheren~«! is the density of states in one of the metals of t
contact, andUSh is the voltage drop across the distribute
resistanceRSh. Choosing aluminum as the 3D part of th
system, with a normal conductivity of sN

5(1/3)e2vFn(«) l el , and taking into account thatI NN

5 j AlAAl5 j contAcont ( j Al and j cont are the current density in
the aluminum and in the contact, respectively!, we obtain
from ~2! the area over which the two metals touch:

Acont5~1/6!~ l el
Al/LAl !~UAl/USh!A

Al. ~3!

Here AAl'4 mm2 is the cross section of the aluminum
girder, LAl'1.5 mm is the length of the corresponding pa
of the Al between one of the contacts, e.g.,a, and the mea-
suring probeV2 (ac in Fig. 1!, with a potential difference
across this part equal toUAl5I NNRAl, whereRAl is the re-
sistance of that part, measured independently in the c
when the second contact is excluded. By measuring the v
ageU across the probesV1 andV2 in this scheme, one can
find the voltage drop across the distributed resistance as

USh5U2I NN~RAl1Rnarr,N
In !,

FIG. 1. Schematic illustration of the SNS interferometer and the equiva
circuit of the measurements~inset!. The shaded region is the bulk part of th
indium.
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whereRnarr,N
In is the resistance of the indium narrowing in th

normal state in the near-contact region~see the inset in Fig
1!. Measurements of the quantities necessary for evalua
Acont gave the following results:RAl'4310210 V; RSh

'1.131028 V; Rnarr,N
In '1.731028 V. In accordance with

~3! we find that the characteristic ‘‘spot’’ sizem̄ in contactsa
and b could be around 25mm, which corresponds to th
inequalityl el.m̄ which gives rise to an additional distribute
resistance of the residual type, which in our experiment
ceeds the resistance of the N-metal segmentac of the system
by two orders of magnitude.

After the contacts were formed, the indium narrowing
contactb was thinned~by drawing! so that the resistance o
the interferometer branchesdb f and da f ~inset in Fig. 1!
were in a relationRdb f@Rda f (Rdb f5Rb,narr

In ;1023 V). The
measuring current was introduced to the system through
mal probes, one of which,I 1 , was mounted in the indium
outside the narrowing region and the second,I 2 , was in the
aluminum. For resistances of contactsa and b obeying the
above relation, practically all of the conduction curre
flowed along the loop I 1–indium narrowing–contac
a–aluminum–I 2 . The possibility of regulating a macro
scopic phase difference is preserved.

The macroscopic phase difference in the interferome
was controlled by an external magnetic fieldHe produced by
a rectangular wire loop glued directly on the face of t
aluminum girder and carrying a currentI He

. The planes of
the loop and interferometer cavity were parallel to ea
other, the cavity lying along the axial line of the loop,
position convenient for calculation of the value of the fie
produced in the cavity by the loop. For compensation
external fields the sample with the loop was placed in
closed superconducting shield. The normal~copper! probes
V1 and I 1 were soldered to the indium, andV2 and I 2 were
spot welded to the aluminum. The potential difference acr
the probesV1 andV2 was measured to an error of(0.5 – 1)
310212 V or better by a device utilizing a thermomagne
superconducting modulator,19 which made it possible, in par
ticular, to study the effects down to 0.1% in the conducta
of anN region of macroscopic dimensions. The error for t
measurements of the working currents and temperature
0.01–0.001%.

3. RESULTS AND DISCUSSION

3.1. HeÄ0. Temperature dependence

Figure 2~curves1 and2! shows the temperature depe
dence of the potential differenceU, divided by the working
current (I'0.5 A) introduced to the system through prob
I 1 and I 2 of the interferometer~Fig. 1! in the caseRcont

a

!Rcont
b . At the transition through the critical temperature

the bulk part of the indium,Tc
In53.41 K, where an NS

boundary appears, a jumplike increase in the resistance o
part cae of the system is observed; this jump is like th
which was first observed by the authors in 198815 and is a
characteristic quantum effect accompanying the appear
of Andreev reflection.20

An analysis of the values given in the previous Sect
for the contributions to the resistance from individual e
ments of the system and curves1 and 2 in Fig. 2 implies,
ng
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first, that the resistance jump nearTc
In and the subsequen

change in the resistance of the system in the tempera
interval down to;1.8 K can only be due to the resistance
the indium narrowing (RSh is independent of temperature
and RAl!Rnarr,N

In ). A comparison of the values of the resi
tance of the indium narrowing in the NN state ('1.7
31028 V at T53.5 K) and for the NS configuration of th
system ('3.431028 V at T53.2 K) indicates a twofold in-
crease in the resistance of the narrowing.

According to the microscopic theory,21,22 such an in-
crease in the normal resistance upon the onset of And
reflection, due to the twofold increase in the cross section
electron scattering on normal-metal impurities located wit
the coherence lengthjT

p of the NS boundary~of the order of
10 mm for In atT'3 K), can take place under the conditio
L;jT

p , whereL is the dimension of the metal layer reckone
from the boundary. A simple estimate of the dimensions
the narrowing with the use of the valuesRRRIn'43104,
Acont, andRnarr

In shows that the size of the narrow bounda
region of indium,Lnarr ~i.e., the distance from the ‘‘spot’’ to
the place of the transition to the bulk part of the indium
where an NS boundary arises forT,Tc

In) is of the order of
10 mm, i.e., comparable tojT

p . Thus the conclusion of the
theory that a twofold increase in resistance will occur up
the onset of Andreev reflection under the conditionsLNS

;jT has apparently found its first direct confirmation. Pr
viously the largest resistance increase that we had been
to observe did not exceed 60%.23

Curves2–5 in Fig. 3 show the results of measuremen
of the conductance on the opposite side from contacta, on
the normal aluminum side, as functions of the thickness
the normal layer adjacent to the NS boundary, i.e., on
distanceLNS between the normal probe N and the superc
ducting ~S! point contacta. Measurements were made wit
the interferometer ring broken, permitting the use of a fo
contact null method of measurement~see the inset in Fig.

FIG. 2. Temperature dependence of the resistance of the indium narro
at the contacta of the interferometer forRcont

a !Rcont
b ~curves1 and2! and its

derivative~curve 3!. Curves1 ~s! and 2 ~m! are the measurements at th
minimum (He50) and maximum (He50.3 mOe), respectively, of the re
sistive oscillations observed at 3.2 K. The jump on curves1 and 2 corre-
sponds to a twofold increase in the resistance of the indium narrowing w
the NS boundaries appear~the values include the distributed resistance
the contact!.
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3a!, which eliminated the contributionRSh1Rnarr
In of the con-

tact itself. Also shown for comparison in this figure is th
temperature dependence of the resistance of the same a
num ~curve1! measured with the use of only normal prob
that had been arc-welded on.

The curves in Fig. 3~Figure 3a and 3b differ only in
scale! demonstrate how the increase of the resistance of
near-contact layer in the aluminum upon the formation of
NS boundary evolves as with changingLNS. It follows from
a comparison of the curves in Figs. 2 and 3 that the chang
resistance~an increase with decreasing temperature! upon
the formation of an NS boundary, observed on both side
the point contacta, is analogous to the effects observed
NS systems with pairs of different metals for an arbitra
area of the NS boundaries and for other positions of
probes.2,23The nature of the effect, as we have said, is due
the interference of coherent electrons appearing upon
dreev reflection, and its value under the conditionsLw@ l el

@jT depends only on the ratiosjT /LNS,l el if LNS,Lw .
The results given in Fig. 3 again confirm that LPC c

be maintained in a pure metal in the investigated tempera
range over macroscopic distances, in our case at leas
mm (L/jT'102), which, as before,1–4,23 indicates that the
phase-breaking length is of at least that scale.

It also follows from Figs. 2 and 3 that the temperatu
dependences of the resistance of both the indium and al
num, measured on the two sides of the NS boundarya, in the
low-temperature region of the jump and wherejT,LNS obey

FIG. 3. Dependence of the rise of the resistance of aluminum near
boundary~in regionac, Fig. 1! on the distance between the N probe and
NS boundary;He50.
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the same power law (;T3.5) and correspond to our previou
result for aluminum, obtained in an NS system with a diffe
ent method of measurement.2 This fact provides additiona
confirmation of the role of the temperature dependence of
phase-breaking length in determining the temperature de
dence of the conductance of a metal layer as a whole wi
the rangejT,LNS,Lw under conditions of multiple An-
dreev reflection~see Ref. 2!.

Figure 4 shows the current–voltage characteristic~curve
1! measured at a temperature of 3.2 K and correspondin
case5 in Fig. 3, and its derivative~curve2!. It is seen that
there are no nonlinear effects associated with the con
over a wide range of currents, including the measuring c
rent 0.2–0.5 A.

3.2. HeÅ0

3.2.1. Nonresonance oscillations

In measurements of the potential differenceU across
probesV1 and V2 at a temperature of 3.2 K, depending o
the magnetic fieldHe of the wire loop, a component oscilla
tory in He with a period (hc/2e)/A is observed, whereA is
the area in the gaph ~see Fig. 1!. The amplitude of the

FIG. 5. Nonresonance oscillations of the phase-sensitive dissipative com
nent of the resistance atT53.2 K in the indium narrowing~curve1! and the
resonance oscillations of this component atT52 K in the aluminum~curve
2! for an interferometer withRa!Rb , as functions of the external magnet
field.

he

FIG. 4. Current–voltage characteristic for the smallest distance betwee
N probe and NS boundary~in the geometryLNS<0.1 mm, corresponding to
the distanceLNS for which curve5 in Fig. 3 was measured! and its deriva-
tive. T53.2 K, He50.
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oscillatory component, shown by curve1 of Fig. 5 in relative
units, U/I}(RH2RH50)/RH50 , has a value in absolut
units D(U/I )5(Rmax2Rmin)'4.5310210 V, which corre-
sponds to'2% of the resistance of the indium narrowin
Rnarr,SN

In , with Rmin[RH50. Figure 6 shows the temperatu
dependence of the differenceD(U/I )5(RH50.3 mOe

2RH50), which, like the character of the temperature dep
dence ofd(U/I )/dT ~curve 3 in Fig. 2!, indicates that a
domain intermediate state of the indium narrowing is re
ized on decreasing temperature no earlier than'3.1 K, as is
indicated by the temperature position of the jumps on
corresponding curves. The same conclusion also follo
from an independent analysis with the use of the sizeLnarr,
which does not correspond to the condition for the onset
domain structure with more than 1 domain in the presenc
the self-magnetic field of the current (;10 Oe), since it is
not comparable to the size of the domains forT.3.1 K.3

The transition of the narrowing to the domain intermedi
state is evidenced by the appearance, at temperatures be
K, of magnetotemperature resistance oscillations with a
riod corresponding to the period of oscillations in the critic
magnetic field,DHc(T);hc/ejH

2 , with jH'2AqRL@Hc(T)#

;1 mm for 3.0 K (q is the screening radius of the impurit
andRL(Hc) is the Larmor radius!.1,3

Let us compare the parameters of the oscillations
served at 3.2 K~curve 1 in Fig. 5! with the theory and the
presently available results of other authors. The most c
acteristic results7,11,13 on the temperature dependence of t
relative amplitudesuDR/RNu of the observed resistive osci
lations are collected in Fig. 7, where they are plotted as fu
tions of the parameterTTh /T[(jT /L)2 with the values of
the ‘‘Thouless temperatures’’TTh adopted by the authors
Also shown there is the theoretical curveuDR/RNu5uRmax

2RNu/RN , where Rmax and RN are the values of the resis
tances at the maximum and minimum of the oscillatio
which were obtained in Ref. 24 by a numerical simulati

FIG. 6. Temperature dependence of the difference of the resistance
He50.3 mOe andHe50 for an interferometer withRa!Rb ~the inset
shows the dependence on an expanded scale!.
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,

for w5p and w50, respectively, withTTh5D/pL2. The
apparent disagreement of the experimental results on the
rameterTTh /T5(jT /L)2 with the theory and with each othe
is eliminated practically completely if the gap that arises
the density of states upon localization by Andreev reflectio
of the coherent excitations in the normal space between
NS boundaries is everywhere taken equal to the energy
terion T* 5D/2pL2 for the ‘‘dirty’’ limit from Ref. 25. Fig-
ure 8b shows the same results as in Fig. 7 but plotted w
the ‘‘Thouless temperature’’ taken equal to the parameterT*
in the form indicated above, withL taken equal in all case

for

FIG. 7. Temperature dependence of the amplitude of the phase-sen
nonresonance oscillations of the conductance from the experime
papers.7,11,13The solid curve is the theory.24

FIG. 8. Dependence of the resistance of an SNS system on the para
L/jT from Refs. 24 and 25~a! and the temperature dependence of the a
plitude of the nonresonance oscillations of the conductance from Refs. 7
and 13~see Fig. 7! after modification in accordance with the theory of Re
25 ~b!; j—the amplitude of the nonresonance oscillations in our exp
ment.
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to the distance between the superconducting ‘‘mirrors.’’ It
seen that the set of experimental results thus modified fo
a regular relation in the behavior of the amplitude of t
oscillations with respect to the parameterT* /T. As it turned
out, this feature follows directly from the results of a the
retical analysis carried out back in 1968 by Aslamazov, L
kin, and Ovchinnikov.25 Indeed, using the fact that the qu
siparticle dissipative current (; f (cosDx), whereDx is the
macroscopic phase difference! is the difference between th
total current and the supercurrent,26 we find on the basis o
the analytical expressions for the nondissipative curre
(;sinDx) given in Ref. 25

RDx5p/2

RN
5F12

1

p

L

jT
expS 2S L

jT
11D D

3 lnS aS L

jT
D 22D G21

, ~4!

whereL/jT[(T/T* )1/2 anda is a coefficient of the order o
unity.

The curve corresponding to this expression fora52 is
shown in Fig. 8a together with the curve forRDx50 /RN from
Ref. 24. It is easy to see that both results predict the e
tence of LPC, i.e., nonexponential damping of the oscillat
dissipative component in the conductance of an SNS sys
for L/jT@1. The positions of the curves on theL/jT scale do
not coincide because of the difference of a factor of& be-
tweenjT in Refs. 24 and 25. The theoretical curve for t
relative amplitude of the oscillations,uDR/RNu, correspond-
ing to the curve from Ref. 25 in Fig. 8a, is shown by t
dashed curve in Fig. 8b. It is seen that it describes co
pletely the position on the temperature scale of all the
perimental results presented in Fig. 7, confirming the con
sion about the relationship of the temperature intervals m
on the basis of expression~1!. ~In processing the results o
Ref. 11 we took into account that the size of the norm
region in one of the directions is greater thanl el and does not
satisfy the ballistic criterionjT

p , and we were forced to mak
a substantial re-evaluation of the Thouless temperature.! The
same curve also gives a correct quantitative estimate of
oscillation amplitudeuDR/RNu in the corresponding tempera
ture intervals, except for the values given in Ref. 11, wh
the authors chose forRN not the resistance of the regio
between the ‘‘mirrors,’’ as required, but the resistance of
whole sample.

In contrast to the experimental results discussed,7,11,13

the region of observation of which, as an analysis sho
most likely corresponds to the region of valuesL/jT.1
(T* /T,0.3), i.e., the ‘‘dirty’’ limit, the oscillations pertain-
ing to the indium narrowing in the contact at 3.2 K, as w
shown, are reasonably attributed to the quasiballistic osc
tion regime,Lnarr

In /jT;1. For this regime the characterist
temperature isTbal5\vF /kBL. The position of the oscilla-
tion amplitude~the square data point in Fig. 8b! calculated
with the use of this parameter forL5Lnarr

In is also in agree-
ment with the theoretical curve from Fig. 8b.

3.2.2. Resonance oscillations

The oscillations shown by curve2 in Fig. 5 are at first
glance surprising from the standpoint of the dimensions
s
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the system. These oscillations, which have a resona
shape, are observed at temperatures of;2 K and differ from
the oscillations measured at 3.2 K. Since at 2 K the resis-
tance of the indium narrowing is already comparable in va
to the resistance of the aluminum on the segmentac ~see the
inset in Fig. 1! and the phase of the resonance oscillations
shifted byp with respect to the phase of the nonresonan
oscillations at 3.2 K, it can be assumed that the nature of
resonance oscillations is due to features of the pha
coherent interference in the aluminum. The period of th
oscillations, like that of the oscillations observed at 3.2 K,
equal to (hc/2e)/A. ~The above-mentioned phase inversi
of the resistive oscillations has also been observed in o
studies~e.g., Refs. 11 and 13! in a different geometry of the
SNS interferometers~nanostructures! and with another
method of measurement.!

First, as we emphasized before, in the system which
investigated the phase-breaking length is either much la
than the distance between electron injectors, as is the ca
the indium narrowing in the domain state, or is of the ord
of that distance, as in the aluminum region (;1 mm); this is
the first necessary condition for the manifestation of qua
particle phase-coherent phenomena in the conductanc
systems with a large distance between boundaries. The
fundamental argument, which was examined in detail in
theory of Ref. 27, is the restriction imposed on the possibi
of establishing a coherent phase difference under these
ditions. It concerns the dimensions of the injectors, whi
playing the role of reservoirs, should, in particular, in t
ballistic transport regime~like the regime in the indium nar
rowing! bring about a splitting of the electron beam at t
place where the injectors are joined~at least, one of them!.
This is required for the creation of conditions of no return
the injector for a hole excitation after the first Andreev r
flection, under which it is possible to form quasiclassic
trajectories of low-energy electrons with energies«<Ec

;\vF /L ~or \D/2pL2); these trajectories connect the tw
superconducting ‘‘mirrors’’ and thereby establish the coh
ent phase difference between ‘‘mirrors.’’ It has been sho
that for this to take place in the regime indicated, the ap
ture of the injector–reservoir should not exceed the de B
glie wavelengthlB ~this circumstance was first pointed o
in Ref. 28!. It is not hard to understand that this restrictio
loses meaning if the role of at least one of the injectors
played by one of the superconducting ‘‘banks,’’ since in th
case splitting is not required for the formation of a trajecto
connecting the two superconducting ‘‘banks.’’ In our SN
system, where the current is introduced through one of
‘‘mirrors’’ ~Fig. 1!, there is no restriction on the formation o
a coherent phase difference, both for the indium narrowi
which is found in the ballistic regime, and for the aluminu
region, which is in a regime that is close to diffusional.

Since the characteristic energy scale of the Andre
spectrum;\vF /L, one can assume that the oscillations o
served at 2 K are due to the fine Andreev spectrum of lo
energy electrons in the aluminum region, since the osci
tions in the narrowing (T53.2 K) do not have a resonanc
shape, nor do the conductance oscillations of the norma
gion ~Cu! in the case of a large area of the ‘‘mirrors’’ whe
the current is not introduced through a ‘‘mirror.’’4 If the
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observed oscillation amplitude is attributed to the resista
of the aluminum between the ‘‘mirrors,’’ then, as is seen
Fig. 5, the relative amplitude of the oscillations of resonan
shape amounts to about 4%, which corresponds to the
Ec(Lacb

Al )/T for the aluminum and not for the narrowing
According to the theory of Refs. 27 and 29, the appeara
of oscillations of resonance shape can be expected bec
of degeneracy at the Fermi level of transverse modes w
the energies of the Andreev levels

«n
65

\vF

2L
@~2n11!p7Dx#

~Dx is the macroscopic coherent phase difference betw
the ‘‘mirrors’’ !, whenDx5(2n11)p («n

650). The degen-
eracy condition thus presupposes an inversion of the phas
the resonance oscillations with respect to the phase of
nonresonance oscillations, which corresponds toDx52np.
Such an inversion does take place for the oscillations of re
nance shape which we observed.

CONCLUSIONS

The phase-coherent component of the dissipative e
tron transport in doubly connected hybrid systems with p
metals~In and Al! with elastic mean free paths of the ord
of 100 mm and a phase-breaking length of over 1 mm h
been investigated at helium temperatures. The studies w
done in the geometry of an Andreev SNS interferometer w
In in the superconducting and Al in the normal state, with
characteristic size of the NS boundaries less than the m
free path and with the length of the normal region betwe
boundaries comparable to the macroscopic phase-brea
length. In dissipative transport, when the current is int
duced both through one of the NS boundaries and in
arrangement bypassing the boundaries, a number of ph
sensitive effects of a quantum interference nature are
served, which are indicative of the presence of a cohe
component due to Andreev reflections. The effects pertain
to the different regions of the SNS system are separated

Resistive oscillations with a periodF0 /A (F0 is the flux
quantum,A is the aperture area of the interferometer! are
observed, associated with the behavior of the electron tr
port in the indium narrowing at the boundary in the no
domain~normal! state of the narrowing. The appearance
the observed oscillations of a magnetotemperature chara
with a period 2F0 /jHc(T)

2 (jHc(T) is the coherence length i

a magnetic field equal to the critical!, are attributed to the
domain intermediate state.

For T<2 K we have observed resistive oscillations o
resonance shape which undergo phase inversion~a shift by
p! with respect to the phase of the nonresonance oscillati
we attribute their appearance to the macroscopic norma
gion of the system~Al ! and link to the degeneracy at th
Fermi level of transverse modes of the Andreev spectrum
coherent quasi-particles with energies of the order of
Thouless energy.

We have studied the temperature behavior of the ph
coherent component of the transport in a pure metal nea
isolated NS point contact.
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The appearance of resonance phase-sensitive oscilla
for a macroscopic distanceL between boundaries in the no
mal region of the SNS system is attributed to the contrib
tion of coherent excitations with the Thouless energy,
which the transport regime between the reservoir and the
boundaries in the pure metal (l el@jT

bal) can be ballistic. Since
under these conditions when an NS boundary is used as
of the electron injectors the appearance of phase coher
does not depend onL as long asL<Lw , one can assume tha
the possibility of observation of phase-sensitive effects in
conductance of macroscopic SNS systems is restricte
such values ofL for which the normal reflection become
predominant at the NS boundaries. The latter will take pla
for Ec /T,AEc /«F ~Ref. 27!, which corresponds, forLw

→` andT;2 K, to L.10 cm—the limiting scale of inter-
boundary distance for which the appearance of long-ra
phase coherence is possible at helium temperatures (L/jT

bal

;104).
The experimentally observed phase-sensitive quan

effects in the conductance of an SNS system of pure me
in the region of not very low helium temperatures wi
L/jT

bal;102 find a completely reasonable explanation in t
framework of the indicated scale of long-range phase coh
ence due to the contribution of low-energy coherent exc
tions with energiesEc!T,D.
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