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A review of the published results on the adsorption of some simple gases on metal surfaces at
low substrate temperatures (Ts<30 K, down to liquid helium temperatures! is given.
The methods of investigating low-temperature adsorption of gases are briefly discussed. Attention
is focused primarily on the adsorption of hydrogen on transition metals and noble metals.
The results of experimental studies on transition metals include information about the state of the
adsorbed particles~atoms or molecules!, the spectra of the adsorption states, the kinetics of
adsorption–desorption processes, the participation of precursor states in the adsorption mechanism,
the role of various quantum properties of the H2 and D2 molecules, the influence of two-
dimensional phase transitions, the structure of the adsorbed layer~adlayer!, and electron-
stimulated processes. Experimental studies of the adsorption of hydrogen on noble metals
in conjunction with theoretical calculations provide information about the fine details of the
quantum sticking mechanism, in particular, the trapping of molecules into quasi-bound
states and the influence of diffraction by the lattice of surface atoms. Data on the role of the
rotational state of the molecules, ortho–para conversion, and direct photodesorption are examined.
A review of the relatively few papers on the adsorption of oxygen, carbon monoxide, and
nitrogen is also given. ©2004 American Institute of Physics.@DOI: 10.1063/1.1645151#
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INTRODUCTION

1.1. Gas adsorption and its role

The key role of adsorption in a number of importa
processes in technology and in the living world is wide
known. It suffices to mention heterogeneous catalysis, mi
and nanoelectronics, hydrogen fuel storage, hydrogen
brittlement of metals, corrosion, and the assimilation of
mospheric nitrogen by living organisms. Adlayer are, amo
other things, low-dimensional systems, and the study of t
properties is extremely important for basic physics.

For these reasons there is enormous interest in the s
of adsorption processes, and a huge number of both ex
mental and theoretical papers have been published. The
similation of ultrahigh-vacuum technique into experimen
physics in the early 1960s and the development of m
extremely informative surface diagnostic techniques h
made for unprecedented progress in this field. As exam
we can name the methods of temperature-programmed
sorption ~TPD! or thermodesorption spectroscopy~TDS!,
low-energy electron diffraction~LEED!, Auger electron
spectroscopy~AES!, ultraviolet and x-ray photoelectro
spectroscopy~UPS and XPS!, electron energy-loss spectro
copy ~EELS! and its high-resolution version~HREELS!,
scanning tunneling microscopy~STM!, etc.

It would be impossible~and hardly necessary! to cover
all of this immense field in a single review article. We ha
therefore drastically narrowed the scope: First, we cons
only adsorption systems in which the adsorbents~substrates!
are metals and the adsorbates are molecules of simple g
11063-777X/2004/30(1)/26/$26.00
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Second, we concentrate mainly on low-temperature ads
tion, arbitrarily takingTs530 K as the boundary of the ad
sorbent temperature region considered.

There are several features that make low-temperature
sorption particularly interesting. At sufficiently low temper
tures it is possible for weakly bound, physisorbed molecu
to be held on the surface and investigated experimenta
Molecular adsorption states are often encountered in the
of precursor states for dissociative chemisorption. Thus
study of the behavior of molecules in such states is impor
for understanding the mechanism of dissociative adsorpt
which is the key stage in the processes mentioned above.
initial stage is the adsorption of monolayers of molecules
low temperatures, which is also of interest for studying t
growth of cryocrystals. Studies of the phase state of ph
isorbed quasi-two-dimensional layers and of possible isot
effects ~especially topical in the case of hydrogen! also re-
quire experiments at low substrate temperatures and ar
independent interest.

As we have said, there have been an enormous num
of papers devoted to the study of adsorption, and their res
have been summarized in a number of reviews and mo
graphs~see, e.g., Refs. 1–6!. However, this is not the cas
for low-temperature adsorption. We know of only the revie
by Ilisca7 in 1992, devoted to ortho–para conversion of ph
sisorbed hydrogen molecules, and the recently published
view by Panchenkoet al.8 of research on galvanomagnet
size effects on metal surfaces and the use of these effec
study adsorption and processes of ordering of the adsor
layer. A cursory discussion of the problem of low
© 2004 American Institute of Physics
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2 Low Temp. Phys. 30 (1), January 2004 Yu. G. Ptushinskii
temperature adsorption of gases is given in the review
Naumovets.9 It should be mentioned that the number
original papers on low-temperature adsorption of gases
falls far short of the number of papers on the adsorption
gases under ordinary temperature conditions. It is our in
tion to fill this gap in some measure and to discuss rese
results on the low-temperature adsorption of gases with
restriction to a particular technique or surface-sensitive
fect.

1.2. General qualitative ideas about the mechanism of gas
adsorption on metals

Although molecular physisorption is peculiar to low su
strate temperatures, dissociative chemisorption also oc
under these conditions, as will be seen below. It is there
advisable to touch upon the mechanism of dissociative
sorption of molecular gases. The current ideas as to
mechanism of dissociative adsorption are based on the
sults of experimental research using molecular beams~most
often supersonic with a small spread of molecular energi2!
and theoretical quantum-dynamics calculations of the mu
dimensional potential energy surface,1,5,10 though mainly for
hydrogen molecules. Of course, the six-dimensional po
tial energy surface cannot be illustrated, and one often res
to showing two-dimensional sections through it.6

However, for a qualitative interpretation of the expe
mental results and for greater lucidity, one can even us
one-dimensional Lennard-Jones potential diagram, sh
schematically in Fig. 1.11 As it approaches the surface,
molecule first experiences a van der Waals attraction, wh
then gives way to Pauli repulsion due to the overlap of
tails of the Bloch wave functions of the metal and the fill

FIG. 1. One-dimensional potential diagram. Chemisorption:1—direct;
2—via a precursor state;3—activated.Ea is the activation energy for the
transition from the precursor state to a state of chemisorption,Ed is the
activation energy for desorption, andEa8 is the activation energy for adsorp
tion.
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orbitals of the molecule. These two interactions form a sh
low physisorption potential well, which, as the molecule a
proaches still closer to the surface, gives way to a d
chemisorption well. Between these potential wells is a b
rier whose value depends on the mechanism of dissocia
adsorption. One can distinguish three types of barr
1—The barrier is negligible, and the molecule is not held
a state of physisorption but slides into the chemisorpt
well. 2—The barrier is appreciable but does not reach
zero level of energy~the potential energy of the molecule
infinite separation!. The molecule will spend some time in
state of physisorption and with a certain probability will e
ther pass to a state of chemisorption or be desorbed. Th
the mechanism of chemisorption with the participation o
precursor state. Two types of precursor states are dis
guished: above an unoccupied adsorption center~intrinsic!
and above an occupied center~extrinsic!.12 3—The barrier is
higher than the zero level of energy. For passage to a sta
chemisorption a kinetic energy sufficient to overcome t
potential barrier must be imparted to the molecule. This
the mechanism of activated chemisorption.

Harris and Andersson13 considered the transformation o
the electronic structure of a~hydrogen! molecule and a meta
as they approach. The situation is essentially different fo
noble metal~copper! and a transition metal~nickel!. In both
cases the dissociation of the molecule occurs due to
transfer of electrons from the metal to the antibondingsu

orbital of the H2 molecule. Since in the case of copper th
process involves 4s electrons of the metal, the overlap o
their wave functions with the filledsg orbital of hydrogen
forms an activational barrier, and the aforementioned tran
of electrons to thesu orbital can occur only after an activa
tional barrier is overcome. The height of the activational b
rier depends on the properties of the interacting partners.
example, according to Ref. 13, for the H2 /Na system the
barrier height is equal to 0.2 eV, while for H2 /Al it is 1 eV.

A different situation arises in the case of the transiti
metal nickel. Because of the presence of unfilledd states
near the Fermi level, when a molecule approaches su
ciently close to the surface the 3d levels lie below the 4s
levels on the energy scale, and the latter are vacated.
transition of electrons to the compact 3d orbitals prevents
the formation of a Pauli activation barrier, and on clos
approach to the surface the molecule dissociates.

This qualitative picture of the adsorption interaction o
molecule with a metal surface is not specific for low
temperature adsorption and is suitable for the description
adsorption under any temperature conditions. We will stop
this brief description of the adsorption mechanism and t
to a discussion of the techniques used in the experime
study of low-temperature adsorption of gases.

2. METHODS OF STUDY OF LOW-TEMPERATURE
ADSORPTION OF GASES

The general requirements for experimental research
gas adsorption~not only at low temperature! are ultrahigh-
vacuum conditions~residual gas pressure<10210 torr) and
control of the atomic purity and structure of the surface a
of the purity of the gas under study. These are usually mo
tored by the methods of AES, LEED, and mass spectrome
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Let us briefly discuss some of the techniques used to acq
data on the characteristics of the low-temperature adsorp
of gases. Since all of the techniques used for adsorption s
ies are thoroughly described in the literature, we will on
briefly touch on the features of their application in the lo
temperature region.

2.1. The field-emission microscope „FEM… method 14,15

The earliest paper known to the author on the use of
FEM method for studying the mobility of hydrogen on th
surface of a tungsten tip cooled by liquid helium is that
Gomeret al.16 An adlayer of hydrogen was deposited on
region with a sharp boundary on the surface of the tip, a
the advance of this boundary to the uncoated part
tracked. A device of this type has also been used
Medvedev and Snitko in a study of the field emission
hydrogen ions.17 A diagram of this device is shown in Fig. 2
Later Mazenko, Banavar, and Gomer modified the FE
method for measuring the parameters of surface diffusion
observation of the correlation of the fluctuations of the fie
emission current from different parts of the tip.18

The FEM method was also used by Polizotti and Erl
for a comparative study of the adsorption of hydrogen~and
nitrogen! on different faces of tungsten and rhodium, a
though at tip temperatures not lower than 38 K.19

2.2. The low-energy electron diffraction „LEED… method

The LEED method is one of the most informative a
widely used methods for studying the structure of the surf

FIG. 2. Field-emission projector with a cooled tip.17 1—Dewar foot con-
taining liquid helium;2—copper vessel;3—liquid nitrogen;4—foam plastic
thermal insulation;5—molybdenum leads;6—tungsten arch;7—tungsten
tip; 8—luminescent screen;9—titanium pump;10—hydrogen source;11—
manometer.
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and of the adlayer. Figure 3 shows a diagram20 of a low-
voltage electronograph in a glass envelope, created by
dorus for investigating the structure of adlayers atTs;5 K.
Fedorus also developed an electronograph that can
mounted in a metallic Riber ultrahigh-vacuum unit and
intended for operation atTs;5 K.21 An electronograph of a
similar type was made by Stronginet al.22

2.3. Method of galvanomagnetic size effect

Panchenko and co-workers have developed a metho
studying the low-temperature adsorption of gases based
measurement of the magnetoresistance~static skin effect23!
and the Sondheimer oscillations24 in thin single-crystal slabs
of a metal~mainly tungsten!. Figure 4 shows a diagram25 of
a glass ultrahigh-vacuum device designed for studying
static skin effect and equipped with a low-voltage electron
graph.

The method is based on the fact that the scattering
diffraction of conduction electrons on the surface are se
tive to its structure and the structure of the adlayer, and
can therefore assess the structural changes from the vari
of the magnetoresistance during the adsorption process
important feature of the method is its nondestructive char
ter. To become acquainted with the details of this method
recommend the review article cited as Ref. 8.

2.4. Methods of electron spectroscopy 26

Several versions of electron spectroscopy are used
study the low-temperature adsorption of gases: Auger e
tron, ultraviolet and x-ray photoelectron, and electron ene
loss. To determine the physical state and the character o
excitations of gaseous adsorbates at lowTs a particularly
effective method is high-resolution electron energy loss sp
troscopy~HREELS!.27,28

FIG. 3. Glass electronograph with cooled sample.20 1—Sample;2—foot
with liquid helium; 3—hydrogen source;4—thermocouple;5—electron
gun; 6—luminescent screen;7—telescopic photometer.
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2.5. Methods of molecular beam and
temperature-programmed desorption

To determine such parameters of the low-tempera
adsorption as the surface density of moleculesn, the sticking
coefficient S, the spectra of the adsorption states, and
activation energy for desorption, ultrahigh-vacuum equ
ment is used to implement the molecular-beam a
temperature-programmed desorption methods.
molecular-beam method is used in two modifications: wit
source of the effusion or supersonic-nozzle29 type. The latter
has the advantage of a lower energy spread of the molec
in the beam, but it is more complicated to implement beca
of the necessity of several steps of differential pumping.

An extremely refined apparatus with a monoenerge
molecular beam of the nozzle type has been built at Cha
ers University and is described in Ref. 30. The apparatus
been used to study the sticking~and scattering! of normal
gases (n-H2 andn-D2) and also of the para and ortho mod
fications (p-H2 ando-D2) with the goal of elucidating how
the sticking is influenced by the rotational states of the m
ecules. The beams of the latter molecules were obtaine
conversion of the normal gases with the use of a nickel s
cate catalyst at a temperature of 25 K. A single-crystal c
per sample was cooled by helium gas toTs;10 K. The de-
tector of the scattered molecules was a movable ioniza
manometer with a narrow entrance channel, making it p
sible to observe the diffraction of the molecular beam on
surface of the sample. The apparatus had provisions for v

FIG. 4. Device combining the static skin-effect and LEED methods.8,25

1—Glass envelope;2—helium cryostat;3—manometer;4—getter pump;
5,6—sources of adsorbate;7—electron gun;8—grids and luminescent
screen;9—sample;10—thermocouple.
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ing the angle of incidence of the molecular beam over rat
wide limits. Measurement of the sticking coefficient as
function of coverage was done by recording the partial pr
sure of the gas under study in the main chamber with the
of a mass spectrometer during both the gas adsorption
desorption processes.

An extremely original method of measuring the stickin
coefficient and coverage was implemented by Schlicht
and Menzel.31 Those parameters were determined from
increase in pressure during the thermodesorption of adso
particles in a glass bell jar of small volume in which the io
source of the mass spectrometer was placed. The bell jar
separated from the main chamber by a narrow gap with
transmission. This measure improves the sensitivity of
thermodesorption method considerably in comparison w
that obtained when the pressure increase is registered in
main chamber of large volume. After completion of an a
sorption cycle the liquid-helium-cooled sample is moved in
position in front of the entrance of the bell jar and the th
modesorption is carried out. This part of the experimen
apparatus is shown schematically in Fig. 5.31 The gas under
study was delivered to the sample from an effusion sou
The cooling of the sample was done through a copper bl
in contact with the liquid helium.32

Finally, let us briefly discuss the technique used in t
author’s laboratory for studying low-temperature adsorpt
of gases. We have built an ultrahigh-vacuum device of
‘‘black chamber’’ type,33,34 the basic features of which ar
the possibility of forming an effusion molecular beam a
the line-of-sight registration of the desorbed or scatte
molecules. The line-of-sight registration regime elimina
the influence of secondary processes on the chamber w
which distorts the results of the measurements. The line
sight registration regime and the formation of the molecu
beam were achieved by means of a double-walled jac
built into the vacuum chamber; the jacket was cooled
liquid nitrogen and was coated with a freshly deposited t
nium film. This apparatus is shown schematically in Fig. 634

The cooling of the sample was done through a copper
directly in contact with liquid helium poured into the tubula
manipulator. A tungsten tube was tightly fitted on the ro
and the sample was resistance welded to the opposite en
the tube to form a bottom.

FIG. 5. Fragment of the restricted-volume apparatus for accumulation o
desorbed gas.31 1—Sample;2—capacitive ring;3—glass bell jar;4—ion
source chamber;5—filament of the ion source;6,7—parts of the quadrupole
mass spectrometer;8—baffle.
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Let us discuss the definitions of such parameters of
adsorption process as the sticking coefficient~or sticking
probability! S of a molecule, the surface densityn of the
adsorbate~or the degree of coverageu!, and the spectrum o
the adsorption states. The sticking coefficient is the fract
of molecules that stick from the flow incident on the surfa

S5
dn

dt

1

F
, ~2.1!

whereF is the flux density of molecules onto the surface
There are two main methods of measuring the stick

coefficient. One of them is to differentiate the experimen
time dependence of the surface density determined by
thermodesorption method. This method was used, e.g.
Friess, Schlichting, and Menzel.35,36 The second method i
based on measurement of the flux density of molecules s
tered or desorbed by the surface. We shall mention two v
ants of this method. The first was proposed by King a
Wells37,38and is based on measurement of the gas pressu
the chamber under conditions when the molecular beam
incident on the surface of the sample and when the sam
has been moved to the side of the molecular beam zone.
second variant was proposed by Bosov and Chu�kov39 and is
based on continuous measurement of the flux density of s
tered or desorbed molecules through the ion source o
mass-spectrometric detector prior to interaction with
walls of the chamber. The importance of the latter conditi
especially in measurement of the thermodesorption sp
trum, is illustrated by the results of Refs. 40 and 41. T
oxygen thermodesorption spectrum measured under co
tions when the desorbed particles can strike the ion so
not only directly but also after interacting with the wal
contains CO, O2, and CO2 as well as atomic oxygen.40 How-
ever, if the influence of the walls is eliminated, then on
atomic oxygen remains in the spectrum.41

In the method of Bosov and Chu�kov the sticking coef-
ficient is determined from the equation

S~ t !512I ~ t !/I m , ~2.2!

FIG. 6. Diagram of an apparatus with an effusion molecular beam
line-of-site registration.34 1—Sample; 2—source of molecular beam
3—baffle; 4—nitrogen-cooled jacket;5—manipulator;6—titanium evapo-
rator; 7—mass-spectrometric detector.
e

n
:

g
l

he
by

at-
ri-
d
in
is
le
he

at-
a

e
,
c-
e
di-
ce

whereI (t) andI m are the ion currents of the detector at tim
t and after the formation of a saturated adlayer, respectiv
The surface density of molecules is determined from
equation

n~ t !5FE
0

t

S~ t !dt. ~2.3!

The degree of coverageu(t)5n(t)/na , wherena is the den-
sity of surface atoms of the substrate (;1.431015 for the
~110! face of W and Mo!. If this is not specifically stipulated
we shall henceforth useu to mean to number of molecule
per surface atom of the substrate, regardless of whethe
not the molecule is dissociated.

Let us turn to a discussion of the research results on
low-temperature adsorption of gases. We shall concentra
the greatest detail on the results for hydrogen, in less de
on the results for oxygen, and only briefly on those for c
bon monoxide and nitrogen, primarily because of the volu
of published results for these gases but also to reflect
scientific interests of the author. For brevity we use the f
lowing terms used in the literature:adatom for adsorbed
atom,admoleculefor adsorbed molecule,adparticle for ad-
sorbed particle, andadlayer for adsorbed layer.

3. HYDROGEN

Hydrogen is the simplest of the simple gases (H2 , N2 ,
O2 , CO, CO2). The hydrogen atom has only one electr
~the molecule, two!, and that makes it amenable to theore
cal treatment of the adsorption interaction with a metal s
face. Hydrogen is of considerable interest from the sta
point of practical use, as a participant in important cataly
processes~e.g., the synthesis of ammonia!, as a prospective
environmentally clean fuel, etc. The key link in catalysis a
in the dissolution of hydrogen fuel in a solid-state carrier
the dissociative chemisorption of hydrogen. Hydrogen i
topes have a unique mass ratio (D2 is twice as heavy as H2),
making it the most favorable for manifestation of vario
isotope effects.

The study of hydrogen adsorption at low temperature
of both purely scientific and applied interest. It is only f
temperatures close to liquid-helium temperature that hyd
gen can be steadily held in molecular adsorption states o
surface and that one can study the properties of such p
isorbed layers, including phase transitions, isotope effe
and quantum effects in them. In addition, physisorbed m
ecules can act as precursor states for dissociative chemis
tion, and the study of the behavior of molecules in a state
physisorption is very important for understanding the mec
nism of chemisorption.

3.1. Adsorption–desorption processes for hydrogen on the
surface of transition metals

3.1.1. Dissociative chemisorption

An important characteristic of an adsorption system
the state of the adsorbed particles: dissociative atomic
molecular. In particular, only those surfaces on which dis
ciative chemisorption occurs can be catalytically active. T
first papers known to the author on the low-temperat
(Ts;4.2 K) adsorption of hydrogen on tungsten were pu
lished in 1955–1957 by Gomeret al.16,42,43A detailed de-

d
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scription of the experiments and results is given in Ref.
The experiments were done in a field-emission projec
with a tungsten tip cooled by liquid helium. A hydrogen a
layer with a sharp boundary was deposited on one side o
tip, and the propagation of the boundary along the~110!
surface at the end of the tip was followed on a luminesc
screen. At high coverages the motion of the boundary w
observed even atTs,20 K and was attributed to the migra
tion of physisorbed hydrogen molecules along a chemisor
atomic layer. If the initial coverage was substantially low
the motion of the boundary began only atTs>180 K, and
this was most likely surface diffusion of atomic hydroge
Thus the authors of Ref. 16 arrived at the conclusion t
dissociative chemisorption of hydrogen on the clean W~110!
surface occurs at liquid-helium temperature.

Polizotti and Erlich19 arrived at the opposite conclusion
Studying hydrogen adsorption atTs580 K in a field-
emission projector, they observed19 that the change in the
~electron! work functionw110 of the W~110! face ~measured
using a probe orifice! begins only after the averaged wo
function over the whole tip,wmean, has stopped changing
Since the change in work function is caused by adsorpt
those authors19 concluded that dissociative adsorption of h
drogen on W~110! does not occur under those condition
and the delayed change inw110 is due to the creeping o
hydrogen atoms from the peripheral less densely pac
parts of the tip. AtTs538 K the work functionsw110 and
wmeanvary synchronously, but when the tip is heated to 77
w110 returns to its original value with no sign of conversio
of molecular to atomic hydrogen. Thus the authors of Ref.
assert that dissociative adsorption of hydrogen does not
cur on the W~110! surface at low temperature.

It is hard to assess the reasons for such a differenc
the conclusions of Refs. 16 and 19. One can only assume
the character of the change in work function measured fr
the field-emission current from a very small part of the s
face is affected by the high electric field necessary for fi
emission. Although a high field was also present in the
periments of Ref. 16, the characteristic of the adsorption
not judged from the work function but from the motion
the boundary of the adlayer on the field-emission image.
low we give several more arguments in favor of dissociat
adsorption atTs;5 K, based on experiments with macro
rystals in the absence of any electric field.

The thermodesorption spectrum~Fig. 7!44 of the hydro-
gen adlayer formed on the W~110! surface atTs;5 K, in
addition to having the low-temperature peaks belonging
molecular adsorption states~the details of which are dis
cussed below!, also contains two high-temperature pea
~410 and 550 K!, which belong to atomic chemisorption an
have been observed previously by Tamm and Schmidt.45 The
atomic nature of these states has been established by
isotopic exchange method.45,46Granted, it cannot in principle
be ruled out that the atomic chemisorbed phase was for
not in the process of adsorption at 5 K but as a result
conversion of the molecular phase at a higher temperat
However, the results of Ref. 46 prove that that is not
case. If the molecular phase of the adsorption participate
the formation of the atomic phase, then the number of m
ecules in the low-temperature phase of desorption would
.
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substantially smaller in the case when the adsorption oc
on the initially clean surface than in the case of adsorption
a previously formed atomic phase~in the latter case the mo
lecular phase would not be expended on the formation of
atomic phase!. In actuality, the thermodesorption spectra
the two cases were found to be identical.

More evidence for dissociative adsorption of hydrog
on W~110! at Ts;5 K in the initial stage of the process i
given by the character of the dependence of the sticking
efficient on the degree of coverage,S(u). The accumulation
of weakly bound molecules on the surface from the very s
of the adsorption process should be accompanied by an
crease in the sticking coefficient, as was observed by An
ssonet al.30 for the adsorption of H2 on copper, when disso
ciation of the H2 molecules does not occur. The results
experiments on the H2 /W(110) system attest to a decrease
the sticking coefficient with increasing coverage in the init
stage. This is seen in Fig. 8, taken from Ref. 47~for more
details aboutS(u) see below!.

Evidence for a dissociative mechanism of hydrogen
sorption on the W~111! surface atTs;5 K is given by the
results of Refs. 46 and 48. This evidence comes from
isotopic exchange for the high-temperature peaks of the
sorption and the absence of an influence of the subst
temperature on the kinetics of the initial stage of adsorpt
in the interval 5–150 K. If a change in the adsorption mec
nism occurred in going fromTs5150 K to Ts55 K, this
would be reflected in the kinetics of the process. The sta
ment that the adsorption of hydrogen~and deuterium! on the
transition metal ruthenium atTs;5 K is of a dissociative
character in the initial stage of the process was made in
paper by Friess, Schlichting, and Menzel.35 Indirect signs of
dissociative adsorption of hydrogen on Mo~110! at Ts;5 K
can be found in Ref. 49, which will be discussed in mo
detail below.

Thus there are sufficient grounds, in my view, to ass

FIG. 7. Thermodesorption spectrum for hydrogen.44
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that dissociative chemisorption of hydrogen~deuterium! oc-
curs atTs;5 K on the surface of transition metals~W, Mo,
Ru! in the initial stage of the process up until the formati
of a monoatomic layer, after which molecular adsorpti
phases are formed on the metal surface coated by the ch
sorbed monolayer of atoms.

3.1.1.1. Initial sticking coefficient. Information about
the initial sticking coefficientS0 ~for u→0) and the influ-
ence on it of such factors as the substrate temperature an
temperature and pressure~flux density! of the gas being ad
sorbed are of significant interest as a source of informa
about the character of the gas–metal interaction potentia
particular, about the question of which of the versions of
potential in Fig. 1 is realized. Since in the initial stage t
adsorption of H2 on transition metals at low temperatures
dissociative, it is appropriate to examine the data on the
tial sticking coefficient in the Section devoted to dissociat
adsorption. Figures 9 and 10 show the dependence of
initial sticking coefficient on the gas temperature,S0(Tg),

FIG. 8. Sticking coefficient for H2 and D2 versus the degree of coverage.47

FIG. 9. Initial sticking coefficient for D2 on W~110! versus the gas
temperature.47
mi-

the
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in
e
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he

for the systems D2 /W(110) ~Ref. 47! and H2 /Mo(110) and
D2/Mo(110) ~Ref. 49!, respectively. In the case o
D2 /W(110) the dependence is nonmonotonic:S0 decreases
with increasingTg for Tg,200 K and increases forTg

.200 K. This sort of dependence ofS0(Tg) for the adsorp-
tion of D2 on W~110! attests to the presence of two chann
of adsorption: 1! via an intrinsic precursor state, in whic
case the probability of capture to the precursor state natur
decreases with increasing kinetic energy of the incident m
ecule; 2! through an activation barrier, when the probabili
of dissociative chemisorption by overcoming of the barr
increases with increasing kinetic energy of the molecu
Thus two versions of the potential, 2 and 3 in Fig. 1, a
operative in this case.

In the case of adsorption on Mo~110!, both for hydrogen
and for deuterium, a monotonic decrease ofS0 with increas-
ing Tg is observed~Fig. 10!, i.e., dissociative adsorption oc
curs predominantly by the second path—via an intrinsic p
cursor state. It should be noted that this last assertion is
indisputable, and some authors give preference to a stee
effect mechanism, which also explains the decrease ofS0

with increasingTg ~Refs. 50–54!. The essence of the stee
ing effect is that a molecule coming in slowly has more tim
to come to the energetically most favorable configuration
the field of the surface forces. Although this effect is qu
possible, and there is experimental evidence of its impor
role,52–54 the participation of a precursor state in the mech
nism of dissociative adsorption of hydrogen cannot be dis
garded in the calculations. In particular, the results of R
55, discussed below, are evidence of this.

Figure 11, taken from Ref. 55, shows the dependenc
S0 on the flux density of H2 and D2 molecules on W~110!. In

FIG. 10. Initial sticking coefficient for H2 and D2 on Mo~110! versus the gas
temperature.49
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8 Low Temp. Phys. 30 (1), January 2004 Yu. G. Ptushinskii
the case of H2 an appreciable growth ofS0 is observed as the
flux density increases from;531012 to 231014

molecules/cm2s. There appears to be no doubt that the
served variation ofS0 with increasingS0 can occur in the
case when the adsorption mechanism involves the partic
tion of an intrinsic precursor state, and the molecules
journing in the precursor state interact with each other. I
shown in Ref. 55 that when the data on the mobility of2
molecules in the precursor state and the real characteri
of the instrumentation are taken into account, the appro
and interaction of molecules in the precursor state are
tirely possible, and the increase in the sticking coefficien
due to the formation of clusters of a 2D condensed phase
the hindered thermodesorption of molecules from such c
ters. If the elastic reflection of molecules is ignored, t
sticking coefficient can be expressed as follows:11,56

S05F11
nd

na
expS Ea2Ed

kTs
D G21

, ~3.1!

wherena and nd are frequency factors,Ea and Ed are the
activation energies for the transition from the precursor s
to a state of chemisorption and desorption, respectively.
activation energy for desorption of a molecule from a clus
should be larger because of the lateral attractive interac
of the molecules in the cluster. It is see from Eq.~3.1! that an
increase ofEd leads to an increase ofS0 .

As is seen in Fig. 11, for deuterium adsorption such
increase ofS0 with increasing flux density does not occ
~moreover,S0 even exhibits a slight decrease which has
yet been explained!. We assume that the absence of an
crease inS0 for deuterium is the impossibility of forming
clusters of a 2D phase as in the case of hydrogen. This
turn, is explained by the deeper position of the level of ze
point vibrations of the D2 molecule in the physisorption po
tential well, i.e., the deeper potential relief along the surfa
than in the case of H2 . The influence of quantum tunnelin
diffusion in the case of hydrogen also cannot be ruled o
There is no other apparent explanation for the growth of

FIG. 11. Initial sticking coefficient for H2 and D2 on W~110! versus the flux
density of gas molecules.55 1,3—For H2 and D2 , respectively, on the clean
surface;2,4—for H2 and D2 on a surface coated beforehand with a chem
sorbed monolayer.
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initial sticking coefficient with increasing flux density atTs

;5 K on W(110) except an interaction of the molecules
the intrinsic precursor states and, thus, at least for
H2 /W(110) system, such an interaction is operative.

3.1.2. Adsorption –desorption processes in the molecular
phase

3.1.2.1. Adsorption kinetics.To the author’s knowledge
the kinetics of low-temperature adsorption of hydrogen
transition metals has been investigated in our previous s
ies for W and Mo~Refs. 46–49, 55, 57, and 58! and by
Friess, Schlichting, and Menzel for ruthenium.35

Figure 12, taken from Ref. 59, shows the dependenc
the sticking coefficient for H2 on the coverage for a W~110!
surface filled beforehand by a chemisorbed monolayer of
drogen atoms. Such a surface was formed by annealin
;100 K a sample previously saturated with hydrogen atTs

;5 K. TheS(u) curves were obtained at different intensiti
of the molecular beam. The solid curves show the exp
mental dependence55 and the points show the results of
Monte Carlo computer simulation.59 Let us first discuss one
of the curves, e.g, that for the highest flux density,F52
31014 molecules/cm2s. The observed growth of the stickin
coefficient with coverage is explained by an increase in
efficiency of kinetic energy loss by the incident molecule
its collision with a previously adsorbed, weakly bound mo
ecule. This occurs because the masses of the collision p
ners become equal, whereas when striking the clean sur
or a surface coated with tightly bound hydrogen atoms
mass difference is very large and the accommodation co

FIG. 12. Sticking coefficient versus degree of coverage for H2 on the
W~110! surface filled beforehand with a chemisorbed monolayer.59 The solid
curves are experimental, the points are from a Monte Carlo simulation;
densityF @cm22s21#: 0.631013 ~1!, 0.931013 ~2!; 431013 ~3!; 2031013

~4!.
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9Low Temp. Phys. 30 (1), January 2004 Yu. G. Ptushinskii
cient is small. A similar growth of the sticking coefficien
with increasing coverage in a molecular adsorbed phase
observed in our earlier studies47,58 for W~110! and also by
Friess, Schlichting, and Menzel for ruthenium,35 and by
Anderssonet al.30 and by Wilzenet al.60 for adsorption on
copper~the results for copper will be discussed in detail b
low!. We call this the amortization effect.

The subsequent decrease in the sticking coefficient w
increasingu ~Fig. 12! may be due to several causes. One
the main causes is thermodesorption. Evidence for this is
strong dependence of the equilibrium degree of coverage
the gas flux density. In the absence of a deficit of unoccup
adsorption sites, an equilibrium coverage was establis
such that the flux densities of the desorbed and incident m
ecules were equal. In addition, the results of the Monte C
simulation59 with amortization, thermodesorption, and
weak lateral interaction between molecules taken into
count agree satisfactorily with experiment~Fig. 12!, confirm-
ing the conclusion that thermodesorption plays a govern
role in the appearance of the descending branch ofS(u).

An extremely original interpretation of the cause of t
decrease in the sticking coefficient in the region of comp
tion of the first physisorbed monolayer of H2 on the ~001!
surface of ruthenium was proposed by Friess, Schlicht
and Menzel.35 Those authors35 see the decrease in the stic
ing coefficient in the regionu'1 as being caused by a
increase in the lattice stiffness of the molecular adlayer
hydrogen owing to the lateral compression of this layer
comparison with a molecular plane of the hydrogen crys
The driving force of this compression is the rather large d
ference in the binding energy of the molecules with the s
strate in the first and second physisorbed layers (Ed is sub-
stantially larger in the first layer!. Therefore, it is
energetically more favorable for a molecule striking the s
face to ‘‘squeeze’’ into the first monolayer than to be inco
porated in the second layer. This possibility, in turn, is e
plained by the anomalously high compressibility of t
hydrogen layer owing to the large amplitude of the ze
point vibrations of the H2 molecule. Anomalous compress
ibility of the hydrogen crystal was reported in Ref. 61. Fi
ure 13, which is reproduced from Ref. 35, shows the stick

FIG. 13. Dependence of the sticking coefficient of H2 on the degree of
coverage on the Ru~001! surface filled beforehand with a chemisorbe
monolayer.35 D—Ts54.8 K; !—Ts55.5 K; s—adsorption in a second
layer atTs54.8 K.
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coefficient of H2 on Ru~001! as a function of the degree o
coverage. It is seen thatS decreases sharply upon completio
of the first monolayer. In Ref. 35 two peaks were observed
the thermodesorption spectrum, corresponding to the
and second layers, atTs54.8 K. When the adsorption tem
perature was increased to 5.5 K, so that the second layer
not held, one peak remained in the thermodesorption sp
trum, and theS(u) curves in Ref. 35 and in our studies a
qualitatively similar. As we have said, a Monte Carlo sim
lation taking thermodesorption into account but not the co
pressibility of the adlayer gives a satisfactory description
our experimental results,59 although it cannot be ruled ou
that the compressibility effect may have a slight influence
the descending branch ofS(u). To obtain a more reliable
answer to this question we are planning to conduct exp
ments at lower temperature, where several molecular la
will be held.

In comparing the results of our studies for th
H2 /W(110) system55,58,59with the results of Ref. 35 for the
H2 /Ru(001) system, we must address two questions.
first is, why in our case does the measuredS(u) curve extend
to u'1, while in Ref. 35 it extends tou'2. A possible
reason for this difference is that the activation energy of2

desorption from ruthenium (;30 meV35! is substantially
higher than that for tungsten (;15 meV58,59!. Probably the
value ofEd for the second molecular adlayer is also larger
the case of Ru~001! than for W~110!. That may be the reaso
why our experiments do not achieve the density of the fi
adlayer at which the compression effect and the enhan
lattice stiffness of the adlayer can play a substantial role

The second question pertains to the hydrogen thermo
sorption spectra. Both in our studies and in Ref. 35, t
main peaks of desorption of the molecular phase of ads
tion are observed. However, in our case both peaks repre
the desorption of a single physisorbed layer in which
molecules are found in different states.44,57In Ref. 35 each of

FIG. 14. Rate of isothermal desorption of H2 versus time.57 1—Low flux
density;2—high flux density.



o

es
ow

or
e

ux
th

en

f

rm
h

an
th

g
ica
as
ro
tio
in
he
a
f
ea
in

on
th
n
t

e
rg
a
2D
es
e
a

g
te

m
ifi
e

he
igh

inly
t

les

l of

7,
ing
ular
ite
n

ion
ux
om
H

ir
no
sity
l-
of
r

te to

ble

ition

-

10 Low Temp. Phys. 30 (1), January 2004 Yu. G. Ptushinskii
the two thermodesorption peaks represents a separate m
layer.

3.1.2.2. Kinetics of the isothermal desorption ofH2 from
W~110!. Since a change in the flux density of molecul
onto the surface has an influence on the kinetics of the l
temperature adsorption of H2 on W~110!, according to the
principle of detailed balance, one can expect that the des
tion kinetics will also be influenced by the flux density. Th
results of a study of how the value of the molecular fl
density in the formation of a hydrogen adlayer influences
subsequent isothermal desorption atTs;5 K are reported in
Refs. 44 and 57.

Figure 14, taken from Ref. 57, shows the time dep
dence of the rate of isothermal desorption of H2 from
W~110! at Ts;5 K from adlayers formed at flux densities o
;131013 and 231014 molecules/cm2s. It is seen that in-
creasing the flux density sharply suppresses the isothe
desorption: the number of molecules desorbed at the hig
flux density is smaller by approximately a factor of 50 th
for the case of the lower flux density. In Refs. 44 and 57
suppression of the isothermal desorption of H2 is interpreted
as being a consequence of a phase transitions from a 2D
to a 2D condensate in the adlayer. It is known that the crit
size of the condensed-phase nuclei decreases with incre
supersaturation. For this reason one expects that the p
ability of realization of a gas–condensate phase transi
during the time of an experiment increases with increas
flux density, and that is most likely what is observed. T
activation energy for desorption from a 2D condensed ph
should be larger than that for a 2D gas phase because o
lateral attractive interaction of the molecules. This is the r
son for suppression of the isothermal desorption with
creasing flux density.

At a low flux density one observes a fast stage~several
seconds! and a slow stage~hundreds of seconds! of desorp-
tion. At a high flux density only the fast stage of desorpti
is observed. The fast stage involves the desorption of
insignificant number of molecules contained in the seco
molecular layer. The slow stage can be analyzed using
Polyani–Wigner equation in logarithmic form:

logS 2
dn

dt D5 lognd1alogn20.43
Ed

kTs
, ~3.2!

wheren is the surface density,nd is a frequency factor,Ed is
the activation energy for desorption, anda is the order of the
desorption reaction.

Figure 15, taken from Ref. 57, shows the dependenc
the rate of desorption on the density. It is seen that a la
part of the adlayer is desorbed in the first order of the re
tion, which is reasonably ascribed to desorption from a
gas phase. However, in a small interval of densiti
1012– 1013 molecules/cm2, the order of the reaction is clos
to zero. In Refs. 44 and 57 this last result is interpreted
being a consequence of the replenishment of the 2D
phase due to ‘‘melting’’ of islands of the 2D condensa
Apparently, even in the case of a low flux density~during the
formation of the adlayer! islands of the 2D condensate for
near defects of the surface, but they contain a very insign
cant fraction of the total number of molecules in the adlay
no-
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Evidence in favor of this interpretation comes from t
thermodesorption spectra of adlayers formed at low and h
flux densities. Such spectra are shown in Fig. 16.57 It is seen
that for a low flux density the desorbed molecules are ma
found in the 6 K~2D gas! peak and only an insignifican
number of them are found in the 10 K~2D condensate! peak.
In the case of the high flux density the number of molecu
in the 10 K peak was tens of times larger.

Based on the results discussed, a hypothetical mode
the hydrogen adlayer on W~110! at Ts;5 K was proposed in
Refs. 44 and 57. In this model, which is illustrated in Fig. 1
the first molecular layer contains a 2D gas with neighbor
islands of the 2D condensate, and the second molec
layer, in equilibrium with the intense flux, contains a qu
small number of molecules, which very rapidly fly off whe
the incident flux is shut off.

It is of interest to elucidate the character of the transit
from the 2D gas to the 2D condensate with increasing fl
density of molecules onto the surface. Figure 18, taken fr
Ref. 57, shows the total number of isothermally desorbed2

molecules~in fractions of a monolayer! as a function of
the flux density. Up to a flux density of;131014

molecules/cm2s the experimental points fall on the Langmu
isotherm.62 This means that at such flux densities there are
substantial changes in the adlayer. However, at a flux den
of 231014 molecules/cm2s the number of desorbed mo
ecules falls off sharply. Thus there exists a critical value
the flux density~supersaturation! that must be exceeded fo
the phase transition from the 2D gas to the 2D condensa
occur.

We conclude this paragraph by noting that apprecia
isothermal desorption of deuterium atTs;5 K is not ob-
served. We attribute this circumstance to the deeper pos

FIG. 15. Rate of isothermal desorption of H2 versus density on a logarith
mic scale.44,57 On segment AB one hasa'1; on segment CD,a'0.
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11Low Temp. Phys. 30 (1), January 2004 Yu. G. Ptushinskii
of the level of zero-point vibrations of the heavier D2 mol-
ecule in the physisorption potential well.

3.1.2.3. Features of the adsorption kinetics of hydrog
on theMo~110! surface at Ts;5 K. The Mo~110! surface
has an atomic structure that is practically identical to tha
W~110!, but the electronic structure of these metals is som
what different. It is of interest to compare the kinetics of H2

adsorption on these surfaces. Figure 19, taken from Ref.
shows the sticking coefficient of H2 and D2 on the Mo~110!
surface as a function of coverage. The very weak variatio
the sticking coefficient in the initial stage of the adsorpti

FIG. 16. Thermodesorption spectra for low~a! and high ~b! flux
densities.44,57

FIG. 17. Model of a hydrogen adlayer atTs'5 K.57 1—Monolayer of
chemisorbed atoms;2—monolayer of physisorbed molecules in the form
a 2D gas and a 2D condensate;3—polylayer condensation.
n

f
-

7,

of

process~for D2 it is practically constant! is evidence of a
mechanism of adsorption via an extrinsic precursor state,
like that which is observed for W~110! ~see Sec. 3.1.1, Fig
8!. As we have said, the absence of appreciable growth of
sticking coefficient indicates that hydrogen~deuterium! ini-
tially accumulates on the surface in atomic and not molecu
form. One notices a sharp and deep minimum nearu50.5
for hydrogen, which corresponds to a monolayer of che
sorbed atoms.

FIG. 18. Langmuir isotherm.57 j—Experimental points.

FIG. 19. Sticking coefficient for H2 and D2 on Mo~110! versus the degree o
coverage.49,57
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The following explanation for this feature was propos
in Refs. 49 and 57. Up until the layer of chemisorbed ato
is practically complete, the H2 molecules, owing to their
anomalously high mobility on the layer of adatoms, find u
occupied parts of the surface and are dissociatively che
sorbed. Once filled with a chemisorbed monolayer of ato
the surface becomes inert~the unsaturated valence bonds a
exhausted!, and the sticking coefficient falls catastrophical
Since the temperature is low enough for a physisorbed
lecular layer to be held, weakly bound molecules begin
accumulate on the surface, the accommodation impro
and the sticking coefficient increases.

One might well ask why this feature is not observed
the case of deuterium adsorption. We assume that once a
the cause lies in the difference of the quantum propertie
the D2 molecule. The deeper position of the level of zer
point vibrations~in comparison with hydrogen! makes for a
better-developed potential relief and lower mobility of t
molecules. Therefore, D2 molecules begin to accumulate o
the surface even before completion of the chemisor
atomic phase, and that compensates the decrease in the
ing coefficient caused by the lowering of the chemical ac
ity of the surface. We do not rule out the possibility that t
quantum diffusion of molecules plays some role in the f
mation of the feature on theS(u) curve for H2 /Mo(100). To
check this possibility one must lower the sample tempe
ture.

3.1.3. Structure of the hydrogen adlayer at T sÉ5 K

The structure of hydrogen adfilms on the transition m
als W, Mo, and Ni atTs;5 K has been studied by the LEE
method by Fedorus and co-workers.63–68Some of the results
of those studies have been discussed in the review
Naumovets.9 The main and most reliable data pertain to t
structure of an atomic chemisorbed layer, obtained by
nealing a hydrogen adlayer formed atTs;5 K, on the close-
packed~110! faces of tungsten and molybdenum. Adsorpti
at Ts;5 K leads to the formation of an almost complete
disordered layer, although the authors of Refs. 63 and
discern in the diffraction patterns a slight manifestation
some sort of order. As was shown in Refs. 34, 44, 46–
and 57, on the W~110! and Mo~110! surfaces atTs;5 a
monolayer of chemisorbed atoms is formed, with a mole
lar physisorbed layer formed on top of it. An analogous
sult was obtained in Ref. 35 for the adsorption of hydrog
on the surface of ruthenium. Clearly, for such a compo
adlayer it is scarcely possible to interpret the LEED patte
reliably.

Clear and well-interpretable LEED patterns for the s
tem of hydrogen on W~110! are obtained after an adlaye
formed atTs;5 K is annealed at 120–160 K. After the a
nealing the sample was again cooled to 5 K, and the st
turesp(231), (232), and (131) were observed for cov
erages ofu50.5, u50.75, andu51, respectively. Models o
the first two structures are shown in Fig. 20, taken from R
63. Also shown in this figure are the intensities of the refl
tions of these structures as functions of the substrate t
perature. It is seen that an order–disorder phase trans
occurs at temperatures significantly below room temperat
and the transition temperature is higher for the (232) struc-
s
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ture than forp(231), a circumstance which is explained b
the stronger interaction of the hydrogen adatoms in the m
densely packed structure. Lyuksyutov and Fedorus20 did a
detailed study of the order–disorder transitions in the str
turesp(231) and (232); they established that the the tem
perature dependence of the intensities of the correspon
reflections obeys a power law and determined the crit
exponentsb50.13 for p(231) and b50.25 for (232).
For hydrogen on the Mo~110! surface thep(231) structure
was not observed, but only the (232) structure at a degre
of coverageu50.5, and the authors of Ref. 64 proposed
model for such a structure.

Fedorus and co-workers observed an electron-stimula
disordering~ESD! effect in a chemisorbed hydrogen layer
Ts;5 K on the W~110! surface63 and on the Mo~110!
surface,64 and then an electron-stimulated ordering~ESO!
effect64,66 as well. It was shown in Ref. 66 that in both th
ESD and ESO effects the degree of order tends with time
the same level of incomplete ordering, which suggests a
versality of the mechanisms of ESD and ESO. The caus
the incomplete ESD is the competing ESO effect. Typica
in the case of adsorption on W~110! the ESD reaches a sig
nificantly higher degree than in the case of adsorption
Mo~110!.65 This difference can be explained by the substa
tially lower mobility of adatoms on W~110! ~the greater
depth of the potential relief along the surface!. One can dis-
cern a certain analogy between this difference in the beh
ior of hydrogen films on W~110! and Mo~110! and the dif-
ference in the kinetics of hydrogen adsorption on the
substrates.49 The ESD and ESO effects were subsequen
investigated in detail, and a mechanism for them w
proposed.64–69 One of the most likely mechanisms involve
the excitation of vibrational states of the hydrogen adato
which can migrate along the surface, bringing about a hig
mobility of the adatoms. Because of the low mass of
hydrogen atom, high-frequency vibrations are excited, wh
are long-lived because of the inefficient energy excha
with the substrate.69

Let us say a few words about isotope effects in the str
ture of hydrogen adfilms. Adlayers of H, D, and H1D on
W~110! are characterized by the same set of structures:p(2
31), (232), and (131); an isotope effect in the order
disorder phase transitions is not observed: films of H, D, a

FIG. 20. Temperature dependence of the intensity of the diffraction pe
for the p(231) and (232) structures of hydrogen on W~110!;63 the fine
lines show an Ising model calculation.
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H1D disorder at practically the same temperatures.65 How-
ever, a strong isotope effect is observed in the rate of ESD
deuterium films the ESD occurs one-fifth as fast as in hyd
gen films.65,66

A characteristic feature of the ESD of hydrogen and d
terium adlayers is the absence of an energy threshold:
effect occurs even at thermal energies of the electrons.65–68

This is explained by the fact that when the electron stri
the surface, an energy of;5 eV ~the difference between th
vacuum level and the Fermi level of the metal! is released,
and that energy is expended on excitation of vibrations o
adatom. The authors of Ref. 65 point out several signs
quantum diffusion in the molecular phase. It should be no
however, that at degrees of coverageu,1 ~in atoms! prac-
tically all the hydrogen is contained in an atomic chem
sorbed phase, especially for the Mo~110! surface,49 and the
facts observed in Ref. 65 can scarcely be applied to the
lecular phase. In the opinion of the authors of Ref. 65,
conclusion reached in the paper by Di Foggio and Gom70

that tunneling diffusion of hydrogen adatoms on W occurs
Ts,140 K is mistaken.

Some information about the structure of a hydrogen
layer atTs'5 K can be obtained from studies by the sta
skin-effect method.71–79 Since Panchenko and coautho
have recently published a review devoted to galvanom
netic size effects, of which the static skin effect is one,8 there
is no need to present a detailed description of this met
here. However, in order to achieve a certain independenc
this review article we shall not simply refer the reader to t
review8 but will give a brief account of the essence of t
method and the experimental results only insofar as t
pertain to the structure of an adsorbed hydrogen layer.

If a single-crystal slab of a pure metal is cooled to
temperature of;5 K and placed in a sufficiently strong mag
netic field directed parallel to the surface of the slab,
example, the conductivity of the slab will be determined b
narrow subsurface layer~with a thickness of the order of th
Larmor radius!, since the deeper layers will be ‘‘magne
tized.’’ This is a consequence of the fact that electrons c
liding with the surface have the opportunity to propagat
distance of the order of the mean free path, and their con
bution to the conductivity will be the greater the higher t
degree of specularity of their reflection.8

According to the ideas set forth in the article b
Andreev,74 the reflection of conduction electrons by the su
face of a metal is governed by diffraction effects on t
outermost atomic layer. Therefore, the character of the
flection of electrons depends on the structure of this ou
most layer. The reflection of electrons should also be in
enced by the structure of an adsorbed layer. This has b
confirmed in the experiments by Panchenko a
co-workers:23,25,72,74,75the adsorption of a disordered mon
layer ~oxygen! led to a twofold increase in the magnetores
tance of a tungsten slab with a~110! surface.

The influence of an ordered monolayer of hydrogen
the magnetoresistance of a tungsten slab with the~110! sur-
face was investigated in Ref. 25 using a device which co
bined the method of the static skin effect with the LEE
method~Fig. 4!. The LEED method gave the same sequen
of structures with changing coverage as in the papers
in
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Fedorus and coauthors:p(231), (232), and (131).63 In
the process of adsorption at 5 K the diffraction patterns are
smeared out; the reflections become distinct after a brief
nealing toT;200 K. Figure 21, taken from Ref. 25, show
the time dependence of the magnetoresistance of a W~110!
slab after the adsorption of hydrogen atTs;5 K and after
annealing. After adsorption on the cooled substrate the re
tance initially increases, as a result of the random distri
tion of the adatoms, and then decreases, reaching a ce
steady level. This decrease is apparently due to the pa
ordering of the adlayer, while the steady level indicates th
limiting degree of order has been attained. Thus an orde
process occurs even atTs;5 K. After annealing, the initial
part of the curve is nearly the same as before, but then a d
minimum, corresponding to the maximum development
the p(231) structure, appears. After that the resistan
again rises, falls, passes through a second maximum,
reaches the value characteristic for the pure substrate u
the formation of the (131) structure. Thus the leading rol
is played by the symmetry and not by the chemical nature
the surface layer. The analysis of the possible electronic t
sitions between different parts of the Fermi surface in R
25 explains the sharp decrease of the resistance upon
formation of thep(231) structure and its growth upon th
formation of the (232) structure as being due to the switc
ing on of electron–hole transfers.

Since the magnetoresistance of a slab is sensitive to
degree of order in an adsorbed layer, Panchenko and
workers, after studying the dependence of the resistance
slab with a saturated adlayer of hydrogen~deuterium! ad-
sorbed at 5 K on theannealing time in the temperature inte
val 160–190 K, estimated the activation energy and the
fusion coefficient of atomic hydrogen and deuterium.77 The
authors were convinced that the surface diffusion of atom

FIG. 21. Dependence of the magnetoresistance of a W~110! slab on the
exposure time in hydrogen.8,25 s—adsorption atTs54.2 K; d—annealing
to 200 K; the vertical lines are the boundaries of the existence regions o
structures.
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hydrogen on the W~110! face is of a thermally activated
character, contrary to the conclusions of Di Foggio and G
mer that the diffusion of atomic hydrogen was of a quant
nature.70 The activation energy was estimated as 0.33 eV
hydrogen and 0.35 eV for deuterium.

Studies by the static skin-effect method made it poss
for Panchenko and co-workers8,78 to observe the kinetics o
the transition to the first~atomic! layer by hydrogen~deute-
rium! molecules adsorbed in the second layer in the form
an extrinsic precursor state for dissociative chemisorption
was found that the slow decrease of the magnetoresist
on the descending branch of its time dependence contin
after the surface is no longer accessible to the gas. Th
shown for the system H2 /W(110) in Fig. 22, which is taken
from Ref. 8. The authors of Refs. 8 and 78 assumed w
complete justification that the cause of the decrease in
resistance is the increase in the area of the islands of
(131) atomic phase due to the diffusion of molecules
ward the edge of the island and their transition to the fi
layer, accompanied by dissociation. A similar relaxation
the magnetoresistance has also been observed for the sy
H2 /Mo(110), H2 /W(110), and D2 /W(110). Measuremen
of the temperature dependence of the rate of decrease o
resistance allowed the authors of Refs. 8 and 78 to estim
the activation energy for surface diffusion of molecules o
the chemisorbed atomic layer:Em56.460.7 meV for
D2 /W(110), 2.760.5 meV for H2 /W(110), 1.160.2 meV
for D2 /Mo(110), and 0.860.2 meV for H2 /Mo(110). A
significant isotope effect in the surface diffusion was e
plained by the authors of Ref. 8 as being due to the dif
ence in the position of the levels of the zero-point vibratio
of the H2 and D2 molecules, as in the explanations for th
isotope effects in Refs. 44, 49, 55, and 57. It can be thou
that the very small value ofEm for H2 /Mo(110) compared

FIG. 22. Magnetoresistance of a W~110! slab with a fixed density of H2
versus the annealing time at variousTs ~Refs. 8 and 78!.
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to those for D2 /Mo(110) and H2 /W(110) is manifested in
the appearance of a sharp feature on theS(u) curve for the
first system.49,57

Studies by Panchenko and co-workers79 of the adsorp-
tion of deuterium on the W~100! surface by the static skin
effect method revealed certain differences from t
D2 /W(110) system. It was found that relaxation of the ma
netoresistance is not observed after the D2 flux is shut off at
4.2 K. This circumstance was explained by the authors
being due to the absence of islands of the ordered ato
phasec(232) on that surface at 4.2 K. In my opinion th
may also be caused by the hindered surface diffusion of2

molecules over the layer of atomic deuterium on W~100! in
comparison with W~110!. In addition, the value estimated i
Ref. 79 for the activation energy of the ordering process
the atomic phase turned out to be substantially larger than
W~110!: ;0.6 eV as compared to;0.3 eV.77

3.2. Adsorption of hydrogen on noble metals

3.2.1. State of adsorbed particles

As was mentioned in Sec. 1.2, in the interaction of
incident hydrogen molecule with the surface of copper
another noble metal, the presence of the Pauli repuls
gives rise to an appreciable activation barrier on the path
the molecule toward dissociation, and this barrier can
overcome only if the incident molecule has sufficient kine
energy. This fact has been confirmed by many experime
with monoenergetic molecular beams~see, e.g., Refs. 80–
83!. For H2 a kinetic energy.200 meV must be imparted to
the molecules for the adsorption to become noticeabl82

Thus for beams with ordinary thermal energies and at
usual substrate temperatures there is no noticeable adsor
of hydrogen on the surface of copper.

The situation is radically altered in the case of deep co
ing of the sample. Here a state of physisorption becom
stable, and hydrogen accumulates on the surface. The p
isorption of hydrogen~deuterium! on the surface of noble
metals silver and copper upon their cooling by liquid heliu
was first reliably detected by Avouriset al.27 and by Ander-
sson and Harris.28 Using the HREELS method, the authors
those papers27,28 observed a very slight difference in th
spectra of the characteristic energy loss to rotational
rotational–vibrational excitations in physisorbed molecu
in comparison with those in the gas phase. This was evide
that the state of physisorption is close to the state of the
molecule and that the physisorbed molecule behaves a
almost unhindered rotator. Such behavior of H2 molecules
physisorbed on silver has also been observed in Ref. 84

In Refs. 27 and 28 some contradictory data were
tained as to conversion ofo-H2 into p-H2 as a result of
adsorption. In Ref. 27 the conversion ofo-H2 into p-H2 in
the physisorbed state was reported. In Ref. 28, on the c
trary, no appreciableo–p conversion in the physisorbe
layer was observed during the time of the experime
Granted, in a later study85 Svensson and Andersson observ
o–p conversion in a physisorbed layer on the same Cu~100!
surface at a rate of approximately 1 monolayer in 4 min. T
authors did not offer a clear explanation for the cause of
difference in the results of Refs. 28 and 85 but suggested
the Cu~100! samples in Refs. 28 and 85 could someho
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differ in structure or by the presence of impurities. An a
tempt to explain the difference in the rate ofo–p conversion
on different surfaces by invoking a mechanism of virtu
exchange of an electron between the metal and an antib
ing orbital of the molecule was made by Iliska.86

The authors of Ref. 28 found that the relative occup
tions of theo andp states of hydrogen in a physisorbed lay
differ substantially from those in the gas phase: wherea
the gas phase at 300 K the population ratioo-H2 : p-H2 is
equal to 3, in a physisorbed layer this ratio turned out to
1.4. In the opinion of the authors of Ref. 28, this is eviden
of a predominant adsorption ofp-H2 , with j 50, in compari-
son witho-H2 , with j 51.

Andersson and Harris made a more detailed study87 of
the influence of the rotational state of the hydrogen
(n-H2 , p-H2 , D2 , HD! on the sticking probability for a
Cu~100! surface cooled to 10 K. As a measure of the adso
tion they used the intensities of the corresponding peak
the spectrum of EELS and also the change in the work fu
tion. The authors of Ref. 87 found that the ratio of the stic
ing coefficients ofp-H2 andn-H2 equals 1.4, i.e., molecule
with j 50 are adsorbed with a higher probability than a
molecules withj 51. The authors of Ref. 87 also came to t
conclusion that a large part of the kinetic energy of the m
ecule upon impact with the surface is converted into ro
tional energy.

Information about how the rotational state of the incide
hydrogen molecules influences the sticking probability
also found in a number of other papers~see, e.g., Refs
52–54 and 88!, although for higherTs and other substrate
~Pd, Pt, Rh!. Incidentally, the authors of those papers assu
that the influence of the rotational state on the sticking co
ficient is proof of the realization of the dynamic steeri
mechanism50,51and of the unimportant role of adsorption v
a precursor state.

Thus, on the surface of noble metals upon deep coo
a physisorbed film of hydrogen~deuterium! forms which is
in direct contact with the surface atoms of the metal. F
transition metals at helium temperatures, on the other h
first a monolayer of chemisorbed atoms forms on the surf
and then a physisorbed layer of molecules forms on top
that monolayer~Sec. 3.1!.

3.2.2. Adsorption kinetics

3.2.2.1. Dependence of the sticking coefficient on the
gree of coverage. Since in the adsorption of hydrogen o
copper, dissociation of molecules incident at moderate t
mal velocities does not occur, the initial sticking coefficie
~at zero coverage! is very small. The reason for this is th
enormous mass difference of the colliding partners and,
consequence, the small accommodation coefficient. H
ever, as physisorbed molecules accumulate on the surfa
becomes increasingly probable for an incident molecule
collide with a previously adsorbed molecule, which has
equal mass.30,60 Figure 23, taken from Ref. 30, shows th
sticking coefficient of deuterium on the Cu~100! surface at
Ts;10 K as a function of the degree of coverage. In Ref.
the experimental dependence obtained is written in the f

S5S0~12u!1S1u, ~3.3!
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whereS0 andS1 are the sticking probabilities of a molecu
in collision with the clean surface and with a previously a
sorbed molecule, respectively. For the particular syst
D2 /Cu(100) the value ofS1 is approximately 8 times large
thanS0 . In the case of copper this sort of amortization effe
is observed starting at zero coverage, whereas in the ca
the transition metals tungsten and molybdenum this effec
manifested in the region of completion of a chemisorb
atomic phase~paragraphs 3.1.2.1 and 3.1.2.3!.

3.2.2.2. Dependence of the initial sticking coefficient
the energy and angle of incidence of the molecules.Impor-
tant and interesting features of the sticking of hydrogen m
ecules to the copper surface are revealed by studying
influence of the energyEi and angle of incidence of a mo
lecular beam on the initial sticking coefficient. The ma
contribution to the investigation of this question was ma
by group of investigators from Chalmers University of Tec
nology in Göteborg, Sweden. The combination of precisi
experiments with monoenergetic molecular beams of H2 and
D2 and theoretical calculations permitted the authors of R
30 and 89 to create an extremely complete and complex
ture of the interaction of hydrogen and deuterium molecu
with the surface of a metal single crystal.

The authors of Refs. 30 and 89 showed by compari
of the experimental results with the results of theoretical c
culations that the sticking process for a molecule in the p
sisorption potential well cannot be interpreted on the basi
a purely classical model, which predicts that the sticki
coefficient of a light inert particle~in the case of hydrogen
without dissociation! in the limit of zero energy must equa
unity and decrease to zero at an energy of the incident
ticles of several millielectron-volts. However, the experime
shows that the sticking coefficient of hydrogen~deuterium!
on the Cu~100! surface varies from;0.2 to a very small
value in the energy range 0–30 meV, which is approximat
equal to the width of the phonon bands. Such behavior of
sticking coefficient agrees with quantum calculations in
forced-oscillator model~FOM! or in the distorted-wave Born

FIG. 23. Sticking coefficient for D2 on the Cu~100! surface atTs;10 K
versus the degree of coverage.30 Ei is the energy of the incident molecules
andu i is the angle of incidence.
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approximation~DWBA!. At low energies of the molecules
one-phonon process occurs, and at high energies a
tiphonon process. Thus these results attest to the impo
role of the quantum mechanism of sticking for light ine
particles.

According to Refs. 30 and 89, the sticking of molecu
occurs with the participation of a normal and a resona
process. The normal process includes trapping of the par
after the first impact on account of inelastic scattering on
phonon system; this gives a contribution to the so-ca
background sticking. The probability of such sticking d
creases smoothly with increasingEi within the width of the
phonon bands. Figure 24, taken from Ref. 30, shows
experimental dependenceS0(Ei) for an angle of incidence o
42° relative to the normal. TheS0(Ei) curves exhibit a sharp
peak at a molecular energy of;20 meV and a less notice
able peak atEi'25 meV. According to the interpretation o
those authors,30,89the main cause of the peaks is the trapp
of a molecule into a quasibound state on the surface un
resonance excitation of the rotational states of the molec
Probably a transformation of the kinetic energy of the m
ecule into rotational energy occurs here which is accom
nied by a decrease in the translational velocity and makes
a higher sticking probability. Although in itself the excitatio
of rotational states can have a negative effect on the stic
probability,28,52–54 the decrease in the translational veloc
has a greater positive effect.

A molecule in a quasibound state~with positive total
energy! moves rather freely along the surface and can u
mately either stick as a result of excitation of a phonon or
ejected back into the vacuum as a result of diffraction on
lattice of surface atoms of the substrate.30,89 In general dif-
fraction effects, according to Refs. 30 and 89, play an
tremely important role in the mechanism of sticking in t
physisorption potential well. As to the subsequent fate o
physisorbed molecule, it can also be ejected into the vacu
as a result of a thermodesorption process if the subs
temperature is high enough to foster an appreciable des
tion rate. As was shown in Sec. 3.1, thermodesorption h
substantial influence on the sticking coefficient of hydrog
on the surface of tungsten atTs;5 K.

Besides sticking, the authors of Refs. 30 and 89 a
studied the scattering of molecules by the surface and
served a clear correlation of those processes.

FIG. 24. Initial sticking coefficient for H2 on Cu~100! at Ts;10 K versus
the energy of the molecules.30
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3.2.3. Influence of the structure of the surface on adsorption

The Chalmers research group also devoted consider
attention to the influence of the structure of the surface of
crystal on the parameters of the physisorption of hydrog
Experiments and theoretical calculations were carried out
the low-index faces of copper89–92 and aluminum.92 Figure
25, taken from Ref. 89, shows the dependence ofS0 on Ei

for normal incidence of the beam. It is seen that in the ene
range 5–45 meV the initial sticking coefficient~in this case
for deuterium! is substantially larger on the less dense
packed face~110! than on the more densely packed fac
~111! and~100!. DWBA theory for a one-phonon mechanis
of energy transfer from the molecule to the substrate expla
the observed tendency. A comparison of the experime
and theoretical results permits the conclusion89,90 that the
observed differences in the sticking probability on the no
close-packed and close-packed faces are caused by stru
ally specific differences in the molecule–phonon interacti
The transfer of energy is more efficient, and, hence,
sticking is more intense, on a non-close-packed surface,
a larger surface unit cell~and, accordingly, a smaller recip
rocal lattice vector!.

In Refs. 91 and 92 those same authors studied the in
ence of the crystallographic orientation~structure! of the sur-
face on the binding energy of physisorbed H2 and D2 mol-
ecules. It was shown91 that for adsorption on copper th
depth of the physisorption potential well decreases on fa
in the sequence (110)→(100)→(111), a fact which, in the
words of the authors, contradicts the usual concepts of
existing theory. The contradiction is eliminated if the profil
of the electron density and their dynamic response, wh
depend on the face, are taken into account; the latter, in
case of the open~110! face, makes for a larger contributio
to the physisorption potential from the van der Waals attr

FIG. 25. Initial sticking coefficient for D2 on Cu~111! ~d!, Cu~100! ~j!,
and Cu~110! ~m! at Ts;10 K versus the energy of the molecules at norm
incidence.89
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tion than from the Pauli repulsion. In Ref. 92 aluminum
which also has a face-centered lattice, was investigated
substrate as well as copper. In the case of aluminum
influence of the surface structure is more pronounced in
lation to the binding energy. It was found that for the Al~111!
and Al~110! faces the depths of the physisorption poten
well are close to each other and 40% larger than the w
depth for the Al~100! face. For a more rigorous interpretatio
of the effects observed, the authors of Ref. 92 conside
necessary to construct a theory on a more fundamental le

3.2.4. Spectra of excitation of rotational states of
physisorbed hydrogen

In the papers by the Chalmers group significant atten
is paid to the spectra of rotational states of physisorbed
drogen, which were obtained by the HREELS method.85 It
was found that the intensities of the peaks of the charac
istic energy loss to rotational excitation of molecules ofo-H2

( j 51→3) and p-H2 ( j 50→2) molecules physisorbed a
Ts;10 K on Cu~100! are in inverse relation to the ratio o
the densities of these molecules in the gas phase. This e
is explained by an accelerated ortho–para conversion o2

in the adsorbed state as compared to the gas phase.
Very interesting features of the adsorption properties

the H2 molecule have been revealed the research of
Chalmers group in studies of the rotational states of m
ecules adsorbed on the terraced Cu~510! face.93,94 By com-
bining measurements by the HREELS method and calc
tions of the total energy by the density-functional approa
the authors of Refs. 93 and 94 found unusual adsorp
properties of a hydrogen molecule occupying a site abov
copper atom at the edge of a step. The energies of rotatio
vibrational transitions turned out to be close to those for
ideal two-dimensional quantum rotator, and the internal
brations of the molecule are dipole-active and are charac
ized by an extraordinarily small energy. This last circu
stance and also the fact that the Cu–H2 bond length is
shortened considerably while the H–H bond length in
molecule is lengthened are the characteristic signs of che
sorption. However, the fact that the energy of adsorption
the H2 molecule in this state is less than 100 meV is char
teristic of physisorption. The reason that the intramolecu
bond is perturbed, as in the case of chemisorption, while
binding energy of the molecule with the surface is small
seen by the authors of Refs. 93 and 94 as being due to
very high energy of zero-point vibrations of the molecule
the narrow and anharmonic potential well over a cop
atom located at the edge of a step.

Calculations by the authors of Refs. 93 and 94 have a
shown the existence of strong orientational anisotropy, wh
constrains a molecule above a single copper atom on a
to rotate in the plane perpendicular to the direction of
H2– Cu bond. This explains why an H2 molecule in such a
state behaves as an almost ideal 2D rotator. Unlike ads
tion on the smooth Cu~100! face, when an accelerate
o–p-H2 conversion is observed and the adsorption state
parahydrogen are predominantly occupied,85 on the terraced
Cu~510! face one observes a sharp enrichment of the
sorbed layer in orthohydrogen. A similar enrichment was
served in Refs. 93 and 94 at a somewhat higher~up to
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;18 K) temperature. At such a temperature the density
H2 molecules on the terraces becomes negligible, and a
the hydrogen is concentrated at special adsorption s
above copper atoms on the edge of a step.

As is seen in Fig. 26, taken from Ref. 94, the peaks
the electron energy loss spectrum at 31 and 46 meV, wh
according to theoretical calculations, pertain to the 0→2 ro-
tational transitions of the two-dimensional and thre
dimensionalp-H2 rotators, respectively, are present in t
spectrum at a substrate temperature of 10 K. At 16 K
intensity of the 31 meV peak is significantly lower, and at
K this peak has vanished completely, and a pronounced p
at 61 meV, corresponding to the 2D rotational transiti
1→3 for o-H2 , has appeared.

FIG. 26. Characteristic electron energy loss spectra for H2 on Cu~510!.94

Complete monolayer at 10 K~a!; steps coated at differentTs ~b–d!.
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3.2.5. Photodesorption of physisorbed hydrogen

The Chalmers group has also done research on phot
sorption of physisorbed hydrogen under infrared radiati
The desorption of hydrogen from vacuum cryopanels, in
ated by the thermal radiation from the walls of the chamb
was noted quite some time ago.95 Subsequent studies96–98

confirmed the existence of such desorption, and the resul
those studies indicate a nonthermal character of the proc
The authors of Refs. 96 and 98 assumed that the desorp
of a molecule is initiated by a phonon arising upon the
sorption of an infrared photon in the substrate, after wh
the energy of the phonon is transferred to an adsorbed m
ecule.

Another point of view as to the mechanism of photod
sorption was stated in Ref. 99: direct photodesorption
excitation of the molecule from the lowest vibrational lev
in the physisorption potential well to a state of the co
tinuum. Direct proof of the realization of such a mechani
was obtained by the Chalmers group.100,101They did an ex-
perimental and theoretical study of the photodesorption
H2 , HD, and D2 from the terraced Cu~510! surface under the
influence of blackbody radiation. The desorption is sign
cant, since only a few bound states are contained in the s
low physisorption well, the vibrational motion of a molecu
is dipole-active, and the dipole moment of the molecul
surface bond is a highly nonlinear function of th
displacement.102 The calculations showed that the rate of d
sorption initiated by an indirect process involving the ex
tation of phonons in the substrate is several orders of m
nitude lower than that observed in experiment and calcula
for the direct photodesorption mechanism.

Using the HREELS method, the authors of Refs. 1
and 101 had the capability of observing separately the p
todesorption of molecules adsorbed on the flat terraces
on the edges of the steps. It was shown that the proces
desorption from the steps is considerably more intense
from the terraces, and an isotope effect is also obser
deuterium is desorbed at a lower rate than hydrogen.
existence of such an isotope effect is explained by the the
Without going into the details of the theory, we can posit th
the deeper position of the level of zero-point vibrations
the D2 molecule in the physisorption potential well in itse
has an effect on the photodesorption rate. The difference
the rates of photodesorption from the terraces and edge
the steps is partly explained by the larger dipole activity
H2 edge molecules, but additional study is required.101

4. OXYGEN, CARBON MONOXIDE, AND NITROGEN

4.1. Oxygen

The study of the low-temperature adsorption of oxyg
on metals is of significant interest for at least two reaso
First, in interacting with a surface, oxygen, the most act
component of the Earth’s atmosphere, radically alters
properties of the surface~the electronic properties, catalyti
reactions, corrosion, etc.!, and the key stage of this interac
tion is adsorption. As in the case of hydrogen, the mec
nism of dissociative adsorption may be a multistep one
might involve a precursor state—a state of physisorpti
This state is characterized by a very small binding ene
e-
.
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~although larger for oxygen than for hydrogen!, and deep
cooling of the substrate is necessary in order to study it
perimentally. Second, the formation of an adsorbed mo
layer is the initial stage in the growth of an oxygen cryst
and the properties of this adlayer undoubtedly influence
properties of the cryocrystal that will grow.

The low-temperature adsorption of oxygen has been
subject of considerably fewer papers than hydrogen ads
tion. Therefore, this Section of the paper is substantia
shorter in length. We shall mainly discuss the low
temperature adsorption of oxygen on transition metals.

4.1.1. Adsorption on metal films

The earliest study known to the author on the adsorpt
of oxygen under deep cooling of the substrate was done
Rühl,103 who studied adsorption on as-deposited films of M
Mn, Al, In, Ga, Cd, Pb, and Sn with thicknesses of 50–1
Å, cooled to as low as 1.5 K. It was found that the adsorpt
~condensation! of oxygen at low temperatures~from 1.5 to 7
K for the different metals! does not have a substantial effe
on the electrical resistivity of the film. However, increasin
the temperature of the film to some characteristic tempe
ture ~e.g., in the range 20–40 K for Pb! leads to an irrevers-
ible increase in the resistance, which can be explained
being the start of an oxidation process which leads to
effective thinning of the film. Thus at low temperature ox
gen is not chemisorbed on the surface of films of these m
als but forms a layer of physisorbed or condensed molec
oxygen.

Similar results we later obtained by Chottiner a
Glover104 for tin films. Those authors point out104 that in the
condensation of a thick layer of oxygen at 5 K the resistance
of the film increased somewhat, corresponding to the los
metallic conduction by a layer with an effective thickness
0.1 Å ~their Sn film had a thickness of;150 Å). Increasing
the temperature of the film above 13 K led to an irreversi
increase in the resistance owing to the chemisorption of o
gen. The authors of Ref. 104 estimated that this increas
resistance corresponds to eliminating a layer of tin;11 Å
thick from participation in the electrical conduction, and t
activation energy of the chemisorption process is;35 meV.
A slight increase in the resistance of the film at 5 K can be
explained as being due a change in the conditions of sca
ing of conduction electrons on the Sn–O2 interface, since in
the case of physisorption there is practically no exchange
electrons between the adsorbent and adsorbate.

4.1.2. Adsorption on single crystals

4.1.2.1. Spectra of adsorption states.The adsorption of
oxygen on single-crystal tungsten~the ~110! face! at 20 K
was first studied by Leung and Gomer,105 who measured the
thermodesorption spectra for the first time. They showed
at a relatively low exposure the thermodesorption spectr
of an adlayer formed at 20 K does not differ from that o
served after adsorption at 300 K, and oxygen is desor
predominantly in the form of atoms. The desorption
atomic oxygen after adsorption at room temperature has
been observed in our studies.40,41,106With increasing expo-
sure to oxygen at 20 K the authors of Ref. 105 observed
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appearance of low-temperature peaks at 45 K, then at 2
and, finally, at 25 K. The corresponding adsorption sta
will be referred to by the temperature of the peaks. A th
modesorption spectrum of this type is shown in Fig. 27. T
peaks at 45 and 27 K saturate with increasing expos
while the peak at 25 K grows without bound. On the basis
measurements of the work function and electron-stimula
desorption, the authors of Ref. 105 concluded that the 27
25 K adsorption states are almost identical in their proper
and pertain to physisorption and condensation, respectiv
The 45 K adsorption state was attributed in Ref. 105 t
state of weak molecular chemisorption, and it was assum
that it is populated via conversion from a state of physiso
tion as the temperature is raised. A similar point of view
also expressed in the paper by Wang and Gomer,107 but this
interpretation was later acknowledged by Gomeret al.108 to
be incorrect.

To elucidate the nature of the adsorbed particles~atoms
or molecules! on W~110! at Ts;20 K, an experiment was
done using the oxygen iostopes16O2 and 18O2 , and the de-
sorption was observed at 45 K.108 The idea of the experimen
was as follows. If18O2 and then16O2 are adsorbed in se
quence, then under the condition that all of the oxygen
adsorbed in a molecular state, the number of18O2 and 16O2

molecules desorbed at 45 K will be in the same ratio as
number of these molecules adsorbed. The experim
showed, however, that only desorption of16O2 is observed at
45 K. This means that the first portion of the molecu
(18O2) dissociated, and the desorption of chemisorbed o
gen atoms occurs atT.2000 K. However, the authors o
Ref. 108 note that in the given experimental setup one can
rule out that the atomic phase of adsorption was formed
directly during adsorption but as a result of conversion wh
the sample temperature was raised to bring about therm
sorption. That that was in fact not the case is shown by
experiments of Opila and Gomer using photoelect
spectroscopy,109 which we shall discuss below.

The above-described state of the adsorbed oxyge
typical for tungsten, but in the case of platinum Artsyukovi
and Ukraintsev110 observed the conversion of O2 molecules
physisorbed atTs;20 K to a chemisorbed state when th
temperatureTs was raised to 30–40 K. An atomic chem
sorbed state is observed whenTs is increased to 100–160 K

FIG. 27. Thermodesorption spectrum for oxygen from W~110!; adsorption
at 20 K.105 1—Condensation;2—physisorption;3—weak molecular chemi-
sorption.
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We have measured the thermodesorption spectrum
oxygen adsorbed atTs;5 K on different faces of
tungsten.33,34,111The thermodesorption spectra of molecu
oxygen from the W~110!, ~100! and ~112! surfaces33,34 are
similar to each other and are practically the same as
spectrum obtained for W~110! by Leung and Gomer.105 What
is new here is evidence of the absence of oxygen adsorp
states on the tungsten surface with a binding energy less
that for the 25 K state. The spectrum of thermodesorption
oxygen from the W~111! surface is somewhat different from
the spectra discussed above for the W~110!, ~100! and~112!
faces. The difference is that the peak corresponding to w
molecular chemisorption is shifted to 60 K.111An estimate of
the activation energy for desorption for the 25, 27, 45, and
K adsorption states gives 65, 70, 117, and 156 meV, res
tively. We see the cause of the increase in the binding ene
of O2 in the state of weak molecular chemisorption on t
~111! face as being that this face is the least densely pac
and molecules on this face can touch a larger numbe
neighboring W atoms than in the case of the smoother fa
Based on the results discussed above, a hypothetical m
for the layer-by-layer growth of an oxygen cryocrystal w
proposed in Ref. 34 and is illustrated in Fig. 28.

Let us conclude by discussing the results of direct obs
vations by the method of scanning tunneling microscopy
the oxygen atoms and molecules on the surface of a m
cooled to 4 K112 The authors of Ref. 112 observed individu
O2 molecules, clusters of O2 molecules, and also oxyge
atoms adsorbed on the Cu~110! surface atTs;4 K. Figure
29 shows an STM image of a 37337 Å region of the sur-
face, on which one can see an oxygen molecule~the bright
spot! and pairs of oxygen atoms~dark spots!. The authors of
Ref. 112 see these results as proof that a molecular precu
state actually exists on the surface and participates in
mechanism of dissociative adsorption, although some re
papers have cast doubt on the role of the precursor state.50–53

The important fact is that molecules are present on a sur
on which dissociative adsorption occurs.

4.1.2.2. Adsorption kinetics.Let us consider the curve
measured in our laboratory by the molecular-beam met
~Sec. 2.5! for the dependence of the oxygen sticking coe

FIG. 28. Model of an oxygen adlayer atTs;5 K.34 1—Atomic chemisorp-
tion; 2—molecular chemisorption;3—physisorption;4—condensation.
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cient on the degree of coverageu for different faces of
W.33,34,111,113,114

Figure 30, taken from Ref. 34, shows the dependenc
the sticking coefficient onu for different substrate tempera
turesTs for the ~100! and ~110! faces of tungsten. We not
that here and below,u is the number of oxygen atoms pe
atom of the substrate surface. In the case of the W~100!
surface theS(u) curves are characterized by the followin
features. The initial sticking coefficient is independent ofTs

FIG. 29. STM image of oxygen adparticles on Cu~110! at 4 K.112

FIG. 30. Sticking coefficient for O2 versus the degree of coverage.34 a!
W~100!, Ts @K#: 340 ~1!, 200 ~2!, 80 ~3!, 35 ~4!, 5 ~5!; b! W~110!, Ts @K#:
300 ~1!, 80 ~2!, 60 ~3!, 35 ~4!, 5 ~5!.
of

and equal to unity. The initial sticking coefficient is als
independent ofTg . This attests to direct, nonactivate
chemisorption.

In the previous paragraph we presented evidence
oxygen is dissociatively chemisorbed in the form of ato
on tungsten up to a certain coverage atTs.20 K. It seems to
us that the results presented in Fig. 30 attest to the fact
dissociative adsorption of oxygen also occurs at 5 K. It
seen that curves4 and5 in Fig. 30 coincide at coverages u
to one monolayer. That means that in this coverage range
mechanism of adsorption is unchanged on going fromTs

'35 K to Ts'5 K, i.e., the adsorption is dissociative atTs

'5 K also.
Let us now discuss the influence of the substrate te

perature in the range 5–350 K on the kinetics of filling of t
first monolayer. Such data have been obtained forTg

5200 K. It is seen in Fig. 30 that forTs'350 K the sticking
coefficient decreases sharply with coverage, attesting
Langmuir mechanism of adsorption, wherein a molecule
cident on an occupied adsorption center is reflected ba
Lowering Ts leads to a decrease in the slope of theS(u)
curve, which indicates the turning on of a mechanism
adsorption via an extrinsic precursor state, when a molec
incident on an occupied center migrates along the surf
and may find an unoccupied center and be adsorbed. S
qualitative ideas as to the cause of the increased role of
sorption via an extrinsic precursor state asTs is lowered can
be found in our review article;11 these ideas are based on
comparison of the lifetime of a molecule on the surface
respect to the thermodesorption process,t, and the time re-
quired for traversing a certain diffusion path,tm . Since the
activation energy for desorption,Ed , is always larger than
the activation energy for surface diffusion,Em , with de-
creasing temperature the balance of these times chang
favor of diffusion:

t

tm
'expS Ed2Em

kTs
D . ~4.1!

The next feature of the curves shown in Fig. 30 is that a
completion of the first monolayer the sticking coefficient i
creases, approaching unity. This effect, as in the adsorp
of hydrogen~paragraph 3.1.2.1!, is explained by the increas
in the efficiency of kinetic energy loss in the collision of
molecule with the surface as the surface fills with the wea
bound molecular adsorption phase on account of the e
mass of the colliding partners.

The kinetic energy of the incident molecules, while n
affecting the initial sticking coefficient, nevertheless has
substantial influence on the sticking coefficient in the reg
u'1, where the formation of the molecular adsorption pha
begins. The sticking coefficient atu'1 decreases with in-
creasingTg as a result of the decrease in the probability
trapping to a state of physisorption. A qualitatively simil
influence of the energy of the incident particles on the sti
ing probability has been observed, e.g., for nitrogen
W~100! ~Ref. 115! and CO and Ar on Ir~110! ~Ref. 116!
~granted, at significantly higherTs).

The adsorption of oxygen on the W~112! surface atTs

;5 K is characterized byS(u) curves like those shown in
Fig. 30,34 except for substantial differences in the case
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adsorption on the close-packed W~110! surface. As is seen in
Fig. 30, the initial sticking coefficient for W~110! is substan-
tially less than unity and it decreases with increasingTs . The
reason whyS0 is substantially less on the W~110! surface
may be discerned in the fact that the number of broken bo
per unit area on this surface is 1.4 times less than on
W~100! surface.

The decrease ofS0 with increasingTs is a sign of par-
ticipation of an intrinsic precursor state in the dissociat
adsorption mechanism~arguments toward a similar conclu
sion are given in paragraph 3.1.1.1!. In contrast to W~100!
and W~112!, in the case W~110! the signs of adsorption via
an extrinsic precursor state are manifested at room temp
ture. This can be explained by the higher mobility of the2
molecules in the precursor state on the close-packed, sm
W~110! surface. The increase in the sticking coefficient
the W~110! surface foru.1 is similar to the W~100! case
and is explained by the same cause.

We know of no studies in whichS(u) has been measure
for adsorption on a metal atTs;5 K. However, Wang and
Gomer117 have obtained similar curves for W~110! at Ts

>20 K. In their general features these curves forTs;20 K
are similar to that shown in Fig. 30: the values of the init
sticking coefficients are close, and one observes an incr
in the sticking coefficient with increasing coverage. Ho
ever, according to our measurements, the increase ofS with
increasingu does not become noticeable at zero coverage
in Ref. 117, but foru.0.5. The authors of Ref. 117 als
attribute the increase ofS with increasingu to more efficient
kinetic energy loss by the incident molecule in its impact
a previously adsorbed molecule. What is hard to explain
the finding of Ref. 117 thatS increases starting at zero co
erage, when, according to the our data and the data of Go
et al.,107,108 tightly bound chemisorbed oxygen atoms acc
mulate on the surface. The O–W complex is essentiall
unified quasimolecule with a very large mass, and the co
sion of an O2 molecule with it is characterized by inefficien
accommodation.

4.1.2.3. Electron spectroscopy and the state of adsor
particles. Let us discuss the results of several studies us
photoelectron spectroscopy to elucidate the state of adso
particles at low temperatures and also a study using x
absorption-edge fine structure~NEXAFS! for the same pur-
pose. We have already mentioned the paper by Opila
Gomer,109 in which the adsorption of oxygen on W~110! at
Ts526 K was studied by the methods of ultraviolet~UPS!
and x-ray ~XPS! photoelectron spectroscopy. It was foun
that from the start of the oxygen admission only atom
chemisorbed oxygen is formed, and only after saturation
the atomic layer does a layer of weakly bound molecu
oxygen begin to grow~and, with time, saturate!. In the XPS
spectrum one observes two main oxygen peaks, one of w
~530.5 eV! belongs to atomic oxygen and does not unde
any changes~Fig. 31!, unlike the 536 eV peak, which van
ishes from the spectrum after the substrate is heated to 9
~the molecular phase is desorbed!. Based on the fact that fo
the molecular phase a single unsplit peak is observed in
XPS spectrum, the assumption was made in Ref. 109
both atoms of the O2 molecule are found in an identica
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position with respect to the substrate, i.e., the axis of
molecule is oriented parallel to the surface.

We know of several more studies in which the method
photoelectron spectroscopy was used to elucidate the sta
oxygen adsorbed on a metal surface at low temperatu
Schmeisser and Jacobi118 did a UPS study of the adsorptio
of oxygen on the surface of sputtered gallium films. It w
found that at 10 K the oxygen molecules are physisorbed
the first monolayer, and above it several additional O2 mono-
layers can be condensed. WhenTs is increased to 70 K the
O2 molecules are chemisorbed~without dissociation!, and at
300 K the oxygen is bound dissociatively and forms a b
oxide.

The UPS method was used by Jacobiet al.119 in a study
of the adsorption of oxygen on the Ni~100! surface (Ts

520 K). The authors of Ref. 119 showed that at submo
layer coverages, oxygen is adsorbed mainly dissociativ
although physisorbed molecules are also noticeable. With
creasing exposure a layer of physisorbed molecules
formed exclusively atop the chemisorbed monolayer. Th
on the Ni~100! surface the low-temperature adsorption
oxygen occurs in a manner similar to that on the W surfa
~see above!.

A study of oxygen adsorption atTs525 K on the Pt~111!
surface has been done by Lunzet al.120 with the use of XPS
and TPD. The photoelectron and thermodesorption spe
reveal four different states of the adsorbed particles: po
layer condensation~desorption temperatureTd530 K),
physical adsorption (Td545 K), and molecular chemisorp
tion (Td5750 K). The physisorption serves as a precur
state for molecular chemisorption, and the latter, in turn, i
precursor state for atomic chemisorption. The position of
O1s peak in the spectrum of physisorbed oxygen is close
that for the gas phase.

The same adsorption system O2 /Pt(111) was studied by
Ranke121 by the methods of XPS and UPS. In that pape
was also shown that at 20 K oxygen is physisorbed in m
lecular form. As a result of a heating of the substrate to 90
the photoelectron spectrum is transformed, attesting to

FIG. 31. Photoelectron spectrum of adsorbed oxygen.109 The solid curve is
for a saturated layer at 26 K; the dashed curve—heated to 36 K; the do
curve—heated to 90 K; the dot-and-dash curve—clean W.
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lecular chemisorption in the form of O2
2 or O2

22 ~the super-
oxo and peroxo configurations, respectively!. Such states of
the oxygen molecules adsorbed on platinum have been i
tified by calculations from first principles in the local-spi
density approximation.122 In their general features the resul
of Ref. 121 agree with those obtained by the TPD method
Ref. 110.

High-resolution electron-energy loss spectrosco
~HREELS! has been used to study the states of adsor
oxygen atTs<20 K on the surfaces Ni~111! ~Ref. 123! and
Nb~110! ~Ref. 124!. This variety of electron spectroscopy
extremely efficient for identifying physisorbed molecul
from the corresponding characteristics of energy loss to
excitation of intermolecular vibrations. In the study by Bec
erle et al.123 an attempt was made to observe O2 molecules
in a precursor state atTs58 K in the limit of zero coverage
However, this attempt was not successful, apparently
cause of the very short lifetime of molecules in the precur
state and their very low density.

Franchyet al.124 established that atTs520 K at low ex-
posures the oxygen on the Nb~110! surface is chemisorbe
dissociatively, a circumstance that the authors associate
the formation of the oxide NbO. At high exposures a ph
isorbed molecular layer forms above the chemisorbed ato
monolayer, much like what happens on the surface of tu
sten~see above!.

The HREELS method has also been used for study
the resonance scattering of electrons by an oxygen layer
sisorbed on the surface of silver in the studies of Ta
et al.125 and Lacombeet al.126 In particular, in Ref. 126 it is
shown that the angular dependence of the scattered elec
changes at the transition from monolayer coverage
multilayer coverage; this is a consequence of the differ
orientation of the molecules in the monolayer and multila
regimes.

Still another variety of electron spectroscopy
transmission spectroscopy—was used by Shayeganet al.127

to study the state of the adparticles in the adsorption of o
gen on the Ni~111! surface atTs55.5 K. In measuring the
current–voltage characteristic in a retarding field in the sa
ration region one observes current oscillations characteri
the state of the adsorbed layer.128 The form of the spectrum
obtained in Ref. 127 indicates that the O2 molecules are phy-
sisorbed on the surface. Heating of the sample leads to
formation of a chemisorption state; the activation energy
this process is;13 meV. At first glance the results of th
studies of low-temperature adsorption of oxygen on nicke
Refs. 127 and 119 are contradictory: in Ref. 119 the dis
ciative chemisorption of oxygen was observed. It should
taken into consideration, however, that different faces
single-crystal nickel were investigated in Refs. 127 and 1
and, furthermore, the temperature of the sample in Ref.
was substantially higher than in Ref. 127~20 K rather than
5.5 K!. It is quite possible that a temperature of 20 K
sufficient for overcoming the insignificant activation barri
between the states of physisorption and chemisorption.

Important information about the state of adsorbed o
gen can be obtained by the NEXAFS method. Such exp
ments done in synchrotron radiation for the adsorption s
tem O2 /Pt(111) atTs517 K are described by Wurthet al.129
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At a substrate temperatureTs,30 the NEXAFS spectrum
and, accordingly, the intramolecular structure of the adsor
oxygen are almost indistinguishable from the van der Wa
bound solid oxygen, and this is a state of physical adsorp
with van der Waals bonding. When the substrate tempera
is raised to 80 K conversion to a chemisorbed molecu
state is observed, as is attested by the transformation o
NEXAFS spectrum. Because of the involvement of thep*
orbital perpendicular to the surface in the chemisorpt
bond, the corresponding resonance is weak and broade
while the p* orbital parallel to the surface remains unpe
turbed. The results indicate that in both the physisorption
chemisorption states the axis of the O2 molecule is oriented
parallel to the surface. The transition to the state of che
sorption also leads to a change in the magnetic propertie
the O2 molecule, which is manifested in exchange splitti
of thes* resonance. Thus in the case of the low-temperat
adsorption of oxygen on platinum, dissociation of the2
molecule does not occur, as it does in the case of adsorp
on tungsten.

4.1.2.4. Adsorption of oxygen and scattering of cond
tion electrons. Panchenko and co-workers used the sta
skin-effect method not only to study the low-temperature
sorption of hydrogen~Sec. 3.1.3! but also to study the ad
sorption of oxygen.23,25,75,76,130It was shown23 that the resis-
tivity of thin (;0.1 mm) single-crystal slabs of tungsten a
molybdenum with~110! surfaces in a strong magnetic fie
parallel to the surface is anomalously sensitive to the ads
tion of oxygen. The deposition of a disordered monolayer
oxygen leads to a twofold increase in the magnetoresista
In Refs. 75 and 76 it was established that the effect depe
on the crystallographic orientation of the surface of the sl
and for a slab with the~100! surface the resistivity remain
practically unchanged. An interpretation of this difference
the behavior of the resistivity of slabs with the~110! and
~100! surfaces was proposed in Refs. 75 and 76, based
taking into account the electron–hole transfers in the sca
ing of conduction electrons by the surface.

The combined use of the static skin-effect and LEE
methods in a single experimental apparatus25,130 has permit-
ted the establishment of a clear correlation between the
sistance of the slab and the structure of the adsorbed oxy
layer, which is ordered by means of annealing. Figure
taken from Ref. 25, shows the dependence of the magne
sistance of a tungsten slab with the~110! surface on the
oxygen adsorption time; the vertical lines bound the ex
tence intervals of the corresponding structures of the adla
It is seen that the sharp minimum of the magnetoresistanc
achieved at the maximum development of thep(231) struc-
ture, and upon the formation of the (232) structure the
magnetoresistance again increases. Analysis of the electr
transitions in scattering from the corresponding surfa
structures explains the specular character of the electron
tering for thep(231) surface and the diffuse character
the scattering for (232).

A substantially different situation obtains for the adsor
tion of oxygen on the Mo~110! surface.131 On that surface the
p(231) structure does not form, and therefore the dep
dence of the magnetoresistance on the oxygen adsorp
time does not have a sharp minimum like that observed
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the W~110! surface. Thus, as in the case of hydrogen adso
tion ~Sec. 3.1.3!, the static skin-effect method can serve a
nondestructive indicator of the structure of an oxygen
layer.

4.2. Carbon monoxide and nitrogen

Study of the low-temperature adsorption of carbon m
oxide and nitrogen is of interest from the standpoint of e
cidating the mechanism of their adsorption and participat
in important catalytic processes~in particular, in the role of
an adsorption precursor state!, e.g., the oxidation of CO in
automobile exhaust or the synthesis of ammonia, and als
the initial stage of the growth of cryocrystals. We know
only a small number of papers devoted to the study of lo
temperature adsorption of these gases, and so this Se
will be extremely short.

4.2.1. Carbon monoxide

Let us briefly discuss a few of the papers known to us
the low-temperature adsorption of carbon monoxide. Leu
Vass, and Gomer132 have studied the influence of CO adsor
tion on the W~110! surface atTs520 K on the work function
and electron-stimulated desorption. It was shown that
work function increases by 0.6 eV and that electro
stimulated desorption of CO1 ions from the adlayer occurs

Nortonet al.133 have studied the adsorption of CO on t
surface of the noble metals copper and gold atTs520 K by
the method of photoelectron spectroscopy. The spectr
physisorbed CO exhibit only a slight broadening and shift
the 5s, 1p, and 4s levels in comparison with the gas phas
Heating of the substrate to 30 K leads to conversion of
physisorbed to a chemisorbed state, which indicates that
process has a very low activation energy.

The resonance scattering of electrons from a silver s
face coated with a CO adlayer at 20 K has been investig
by Demuthet al.134 It was found that the frequency of inte
molecular vibrations differs little from that in the gas phas

FIG. 32. Magnetoresistance of a W~110! slab versus the exposure time i
oxygen.8,25 d—Adsorption atTs54.2 K; s—annealing to 200 K; the ver-
tical lines are boundaries of the existence regions of the structures illust
in the figure.
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It was also shown that the differences in the electron spe
of the adsorbed and condensed phases of CO permit on
delimit the monolayer and multilayer deposition regimes.

The adsorption of CO on the Ni~100! surface atTs

520 K was studied by Jacobiet al.119 by the UPS method.
Those authors found that on this surface CO is chemisor
in the first layer. This is evidence of a low activation ener
for chemisorption. Information about the dependence of
sticking coefficient of CO on the coverage was also obtain
and it was stated that the sticking coefficient is constant u
a coverage ofu50.9.119 This last result indicates that th
mobility of the CO molecule is very high, and it can ther
fore easily find an unoccupied adsorption center~adsorption
via an extrinsic precursor state!.

Shayeganet al.135 have used the method of transmissi
electron spectroscopy to study the adsorption of CO on
Ni~111! surface atTs55.5 K. The suppression of the elec
tron current in the saturation region of the current–volta
characteristic attests to the formation of a physisorb
layer.128 The authors of Ref. 135 called attention to the fa
that the physisorbed CO is present atTs55.5 K even at sub-
monolayer coverages. This conclusion contradicts the c
clusions of Ref. 119, though it must be taken into consid
ation that in Ref. 119 the temperature was significan
higher. Furthermore, the Ni~100! surface studied in Ref. 119
is less densely packed than the Ni~111! surface investigated
in Ref. 135, making it more favorable for the formation of
chemisorption bond.

Kawai and Yoshinobu have studied the low-temperat
(Ts;20 K) adsorption of CO on the Pt~111! and Ni~100!
surfaces by the method of infrared spectroscopy.136,137 By
comparing the intensity of the different peaks in the spec
those authors136,137 determined the relationship between t
occupations of the adsorption sites~centers! of different
kinds in different stages of the adsorption process and
rived at the conclusion that under conditions of suppres
surface migration of the CO molecules~because of the low
Ts) there occurs not only direct adsorption at energetica
favorable sites but also stimulated occupation of neighbor
adsorption sites in collisions of the incident molecules w
previously adsorbed molecules.

In concluding our review of papers on the low
temperature adsorption of CO we point out the study
Sautetet al.,138 who used the STM method atTs525 K to
observe individual CO molecules adsorbed at different kin
of sites on the Pd~111! surface. Figure 33 shows an STM
image of individual CO molecules. The molecules are se
as protrusions of height;0.25 and;0.15 Å above the sur-
face, which indicates that they are adsorbed at sites of
different types. This interpretation is confirmed by theore
cal calculations of the total energy in the density-function
approximation.

4.2.2. Nitrogen

Research on the adsorption of nitrogen on metals s
faces at low temperatures (Ts<20 K) has been the subject o
a small number of papers known to us.84,119,134,139–142These
are mainly studies using methods of electron spectrosc
Using the XPS method, Grunzeet al.139 observed a signifi-
cant difference in the spectra of N(1s) for nitrogen chemi-
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sorbed and physisorbed on the Ni~100!, Re~0001!, and
W~100! surfaces, while the spectra of physisorbed and g
phase nitrogen are similar. An attempt to detect the nitro
molecule in an intrinsic precursor state above the clean
face was unsuccessful, most likely because of the very
conversion of the N2 molecule from an intrinsic precurso
state to a state of chemisorption. If that is the case, then
activation barrier for the transition to a state of chemiso
tion is very low (<30 meV).

Jacobiet al.119 used an angle-resolved UPS method
study the adsorption of nitrogen on the Ni~100! surface at
Ts520 K. At submonolayer coverages they detected ma
chemisorbed N2 molecules, although there was an ‘‘impu
rity’’ of physisorbed molecules. With increasing exposure
layer of physisorbed molecules was formed. The position
the peaks of the valence levels were shifted by an amo
equal to the change in work function due to the adsorption
the first monolayer. From the fact that chemisorption
present at 20 K, as in Ref. 139, Jacobiet al.119 concluded
that the activation energy for chemisorption of N2 on
Ni~100! is very small.

Schmeisseret al.140 used the UPS method to study th
adsorption of nitrogen on the surface of nickel films atTs

57 K. The photoelectron spectrum shows the character
signs of physisorbed N2 molecules. From the relative inten
sities of the peaks of the 4s, 1p, and 5s levels and the
weakly expressed splitting of the 1p level, those authors
concluded that the molecules are oriented not randomly, a
a gas, but with their axes parallel to the surface.

In several studies the adsorption of nitrogen on the s
face of silver has been studied at lowTs by methods of
electron spectroscopy. Gruyters and Jacobi84 observed inho-
mogeneous inelastic scattering of electrons on the Ag~111!
surface owing to excitation of vibrational and rotation
modes in physisorbed nitrogen molecules. The overlap of
vibrational and rotational modes in the case of nitrogen le
to the formation of structureless inelastic tails of the stret
ing vibrations and their overtones. The coadsorption of nit
gen and hydrogen was also studied.

As in Ref. 84, Demuthet al.134 studied the resonanc
inelastic scattering of electrons from a layer of nitrogen m

FIG. 33. STM image of CO on Pd~111! at 25 K.138
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ecules physisorbed on the surface of a silver film. This sc
tering is due to the formation of a short-lived state of t
negative ion~lifetime <10214 s). An incident electron of
resonant energy is trapped, and after the decay of this s
the N2 molecule is left vibrationally excited. The vibrationa
frequency differs insignificantly from that for the gas phas
Slight differences in the excitation spectrum allow one
distinguish an adsorbed monolayer from a conden
multilayer.

Bartolucci and Franchy141 used the HREELS, TDS, an
LEED methods to study the adsorption of nitrogen on
Ag~110! surface atTs515 K. They observed an ordere
structure matched with the substrate in the first monola
and an unmatched hexagonal structure in the conden
multilayer. For the multilayer they observed a resonance
elasticity scattering of electrons involving the excitation
the N–N bond with the participation of a short-lived state
the negative ion.

Jacobiet al.142 studied the resonance negative-ion sc
tering of electrons from an N2 monolayer adsorbed atTs

520 K on the Al~111! surface. The stretching vibration
were excited by resonance scattering of electrons with
formation of a short-lived state of the negative ion. In ad
tion, the authors of Ref. 142 observed suppression of
mode of stretching vibrations of N2 upon the coadsorption o
0.16 monolayer of water. This effect was attributed
quenching of the negative-ion resonance of the N2 molecules
by the water.

5. CONCLUSION

The main feature of the low-temperature adsorption
gases is the formation and steady maintenance of a p
isorbed layer of molecules~for transition metals this occur
after the formation of a chemisorbed adlayer, while for no
metals it occurs right from the start!. This makes it possible
to study the properties of the physisorbed layer and
mechanisms of its formation.

The most diverse and interesting effects have been
served for the adsorption of hydrogen. The difference of
quantum properties~the levels of zero-point vibrations! of
the H2 and D2 molecules give rise to various isotope effec
particularly in the kinetics of adsorption–desorption pr
cesses on surfaces of W and Mo. This, in turn, is due to
very high mobility of the H2 molecules and the possibility o
formation of clusters or islands of the 2D condensate. I
possible that the anomalously high mobility of the H2 mol-
ecules is the cause of a ‘‘catastrophic’’ drop in the sticki
probability at coverages where the formation of an atom
adsorption phase on Mo~110! is completed. We do not rule
out the possibility that quantum tunneling diffusion is i
volved in this process, and to check this the substrate t
perature should be lowered to<3 K. The strong isotope ef-
fect in the electron-stimulated disordering of the adlayer
also worthy of note. Study of the adsorption kinetics h
yielded considerable information about the role of the p
cursor state and the character of the molecule–surface in
action potential.

Much valuable information has been obtained in t
study of hydrogen adsorption on the surfaces of noble me
with the use of monoenergetic molecular beams and
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methods of electron spectroscopy. It has been establis
that the vibrational–rotational properties of physisorbed m
ecules are similar to the properties of the molecules in
gas phase. It was concluded from the experiments and t
retical calculations that the classical model is inadequate,
it is necessary to employ a quantum model of sticking wh
takes into account the inelastic interaction of the molecu
with the surface with excitation of phonons. Subtle mec
nisms of sticking with the participation of trapping of th
molecule in a quasibound adsorption state in the resona
excitation of rotational states and diffraction on the lattice
surface atoms have been revealed. Substantial differenc
ortho–para conversion on flat and terraced faces of sin
crystals have been found. The amortization effect, wh
leads to an increase in the sticking coefficient with covera
is interesting.

Research results on the low-temperature adsorption
oxygen and, especially, carbon monoxide and nitrogen
much more scarce. For oxygen the set of adsorption st
realized atTs>5 K has been determined. On transition m
als these states are, in order of increasing surface den
atomic chemisorption, weak molecular chemisorption, ph
isorption, and condensation. The initial stage of growth of
oxygen cryocrystal looks the same. For studying the ads
tion of O2 , CO, and N2 the method of photoelectron spe
troscopy is often used, and the state of the adparti
~chemisorption or physisorption! and the orientation of the
molecules relative to the surface have been determined.
lated attempts to observe atoms and molecules adsorb
low temperature by STM should also be mentioned.

So, has it been worth it to ‘‘break the bank’’ in strugglin
with the difficulties of adsorption experimentation at lo
temperatures? This is for the reader to judge, but the au
wishes to answer in the affirmative. Without lowering t
temperature of the sample one could not observe the m
subtle and beautiful effects that enrich our understanding
the mechanism of adsorption phenomena. We think it ad
able to do research at still lower temperatures, especially
hydrogen.

The author is sincerely grateful to N. V. Petrova a
V. S. Manzhara for assistance in preparing the manuscri
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Phenomenological description of the multidomain state of the easy-plane
antiferromagnet NiCl 2
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An analysis is made of the experimental data on the magnetic-field dependence of the
magnetostriction and magnetization of the NiCl2 crystal at its transition from the multidomain
antiferromagnetic state to a uniform state. It is shown that their field dependence is
determined by the mean orientation of the domains, which is characterized by a domain
coalignment parameter. That parameter is used to give a phenomenological description of the
multidomain state of the antiferromagnet NiCl2 . © 2004 American Institute of Physics.
@DOI: 10.1063/1.1645152#
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INTRODUCTION

The antiferromagnetic phase of the layered easy-pl
crystal NiCl2 ~Refs. 1–3! is realized in the form a multido
main state in the entire temperature range of its existence4 In
the multidomain state the antiferromagnetic vectorL is uni-
form in each of the domains, and on passage from one
main to another,L changes direction while remaining in th
easy plane~EP!. By means of an external magnetic field th
crystal can be brought from the multidomain state to a u
form state with L 'H, this transition occurring in fields
much less than the sublattice collapse field:5–7 for T
54.2 K the ratio of the corresponding field strengths
greater than 10. The uniform state has been well studied,
its behavior in a magnetic field satisfies the Ne´el theory8 for
antiferromagnets~AFs!.

In spite of the fact that the NiCl2 crystal is a classic
object in the enormous family of AFs, the nature of its m
tidomain state has not been studied before. The same is
true for other EP crystals belonging to the family of iro
group dihalides. Generally speaking, unlike ferromagn
for which the multidomain state arises because it is energ
cally unfavorable for the sample as a whole to have a m
netic moment, the cause of the formation of a multidom
antiferromagnetic state is not so obvious, since magnet
tion is always absent atH50 both in the uniform and mul-
tidomain states.

In a study of the data on the field dependence of
induced magnetostriction of the NiCl2 crystal7 it was shown
that the multidomain state is ‘‘almost’’ reversible in cycles
imposing and removing a magnetic field. In Ref. 7, w
consideration of the data on the experimental observation
the induced magnetostriction, it was conjectured that the
mation of the multidomain state in NiCl2 is of a magneto-
elastic character. In the multidomain state one observe
complete compensation~for the whole crystal! of the aniso-
tropic magnetostriction of the domains, wherein each of
domains has a spontaneous strain but the crystal as a w
does not. When an external magnetic field is imposed
spontaneous magnetostriction is restored upon the trans
to the uniform state.
271063-777X/2004/30(1)/7/$26.00
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The reversible formation of a multidomain state may
due to the effect of lattice defects, which, moreover, c
promote a multidomain state. The formation of a multid
main state can be brought about by screw dislocations9,10

The essence of such a mechanism of domain formation
duces to the circumstance that the spontaneous strain
mains surrounding a dislocation screen its elasticity, ther
making the multidomain state energetically favorable.

A different mechanism of magnetoelastic formation o
multidomain state was proposed in Ref. 12 on the basis
taking into account the matching of the strains of the surf
of the crystal and the spontaneous bulk strain arising w
antiferromagnetic order is established in the crystal.

One can determine which of the proposed mechanism
preferable by studying the properties of the multidoma
state. For example, in a study of the temperature feature
the behavior of the induced magnetostriction of CoCl2 upon
rearramgement of the domain structure of the multidom
state by a field,13 it was shown that a magnetoelastic mech
nism involving the influence of lattice defects is the dom
nant mechanism for that crystal.

In a study14 of the multidomain state of NiCl2 , the au-
thors analyzed data not only on the induced magnetostric
but also on the dependence of the magnetization on the
plied field strength. In light of the magnetoelastic nature
the formation of the multidomain state, it is of fundamen
imortance to establish the interrelationship between these
servables. It was shown that the field curves of the mag
tostriction and magnetization are in good agreement w
each other, equally reflecting the restructuring of the mu
domain state.

In the present study we have carried out an analysis
the field curves of the induced magnetostriction and the m
netization of the NiCl2 crystal in the field region correspond
ing to the restructuring of the multidomain state. It will b
shown from these curves that the process of transition fr
the multidomain to the uniform state comes about in acc
dance with a magnetoelastic mechanism involving the in
ence of defects. The multidomain state will be described
ing a ‘‘domain coalignment parameter’’~DCP!.
© 2004 American Institute of Physics
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EXPERIMENTAL OBSERVATIONS AND DATA ANALYSIS

Figure 1 shows the reversible~in a cycle of imposing
and removing a magnetic field! component of the field de
pendence of the elongation of the NiCl2 crystal in the basa
plane atT54.2 K in crossed magnetic fields:7 the fieldH i is
directed along the measurement direction~the upper curve in
Fig. 1!, and the fieldH' is perpendicular to the measureme
direction ~the lower curve in Fig. 1!. Both fields lie in the
easy plane. The induced magnetostriction of the crystal in
multidomain state is anisotropic, and it changes sign w
the field direction is changed to the transverse. The cry
lengthens in a fieldH5H i and contracts by the same amou
in a fieldH5H' . At high fields (>10 kOe) a transition to a
uniform ~single-domain! state occurs independently of th
direction of H in the easy plane. The behavior of the ma
netostriction of NiCl2 in the uniform state was studied i
Ref. 15.

The irreversible component of the magnetostriction le
to the hysteresis ‘‘loop’’ observed in cycles of field impos
tion and removal.14 The irreversibility arises because of th
formation of an excess number of domains whose antife
magnetic vectors remain perpendicular to the direction of
imposed field after the field is removed. Naturally this w
give rise to a residual magnetostriction, which has been
served in experiments. In this paper we shall discuss only
reversible component of the magnetostriction, which is of
main interest.

According to the data shown in Fig. 1, the uniform ma
netostriction is restored at fields;10 kOe. At higher fields,
up to the spin-flip fieldH f5129 kOe,16 further straining of
the crystal will occur only on account of the canting of t
sublattice spins toward the magnetic field.15 At fields lower
than 10 kOe the main contribution to the magnetostriction
found to be due to growth in the number~and volume! of
domains with a favorable orientation of spins in them wh
L 'H.

At the very beginning of the process of restructuring
the multidomain state (H→0) the value of the relative elon
gation of the crystal has a quadratic dependence on the
plied field strength:

« i ,'5~« i ,'!s

H2

Hd
2 , ~1!

FIG. 1. Curves of the reversible component of the relative lengthenin
the NiCl2 crystal as a function of the magnetic field strength atT54.2 K for
the magnetic field directions along (H i) and perpendicular to (H') the
direction of measurement.
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where « i ,' is the relative elongation of the crystal in th
direction along the field whenH5H i or perpendicular to the
field whenH5H' ; (« i ,') is the spontaneous magnetostri
tion of the crystal determined from the extrapolation of t
asymptote of the field dependence of the uniform state
H→0, and here (« i)s'2(«')s by virtue of the anisotropy
of the magnetostriction of the uniform state with respect
the direction ofL ; Hd is an empirical parameter which fo
NiCl2 has a valueHd5(3.660.4) kOe.15 Relation ~1! is
plotted for fieldsH i andH' by the dashed curves in Fig. 1
We see that the real trend of the magnetostriction at fie
above ;2 kOe is much slower than the quadratic depe
dence~1!. At such fields the value of the magnetostriction
still far from its value in the uniform state.

Figure 2 shows the field dependence of the revers
part of the magnetizationm(H) of the NiCl2 crystal atT
54.2 K.14 As was shown in Ref. 14, the magnetic suscep
bility for the reversible component of the magnetization
the multidomain state, obtained in field imposition–remov
cycles, atH→0 is half as large as the values for the unifor
state. The irreversible component leads to an increase in
value of the magnetic susceptibility forH→0. According to
the Néel theory, the magnetization of an easy-plane antif
romagnet in a field perpendicular to the hard axis sho
have a linear trend. Indeed, according to the data of Re
the magnetization of NiCl2 in the uniform state is directly
proportional to the magnetic field strength. In Fig. 2 t
dashed line is the straight line along which the magnetiza
of the crystal would proceed forH→0 in the case of a uni-
form state withL 'H. It is seen that the magnetization has
nonlinear dependence on magnetic field in the restructu
process.5,6

Figure 3 shows the field dependence of the ra
m(H)/H according to the data on the magnetization of t
NiCl2 crystal. The ratiom(H)/H is an ascending function in
the entire range of fields. At the start of the restructuring
the multidomain state this ratio is equal to the magnetic s
ceptibility of the multidomain state:xd5m(H→0)/H. In
fields ;10 kOe, when the restructuring of the multidoma
state is almost completed and the further magnetizatio
due solely to the canting of the spins toward the field,
ratio of the magnetization to the field will be equal to th
magnetic susceptibility of the uniform state,xe . It should be

f

FIG. 2. Dependence of the reversible component of the magnetization o
NiCl2 crystal on the magnetic field strength atT54.2 K.
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noted here that the field dependence ofm(H)/H is on the
whole very similar to that of«(H).

The magnetic susceptibility is a differential character
tic and is defined as the derivativex5dm(H)/dH. Figure 4
shows the dependence of the magnetic susceptibility on
applied magnetic field strength according to the data of F
2. We see that the magnetic susceptibility increases rapid
fields up to 3 kOe. This faster growth ofx(H) with field
appears to disagree with the curves for the magnetization
for the ratio m(H)/H, according to which the process o
transition to the uniform state has not gone to complet
even at a field of 10 kOe. Furthermore, thex(H) curve has a
maximum.

To explain the differences in the field dependence of
magnetostriction, magnetization, and magnetic susceptib
we must analyze the experimental data with allowance
the process of restructuring of the multidomain state, answ
ing the question of how these observables change u
changes in the number and orientation of the domains un
the influence of the field. In Refs. 11, 13, and 15 it w
assumed that the domains are oriented in the easy plane
have a continuous distribution over orientations, and the
entation of the domains in the plane was specified in term
the anglew between the magnetization vector of the doma
M5s11s2 , and the magnetic field vectorH, wheres1 ands2

are the magnetic moments of the sublattices, and the

FIG. 3. Ratio of the magnetization to the magnetic field strength,m(H)/H,
as a function of the magnetic field strength.

FIG. 4. Dependence of the magnetic susceptibility on the magnetic
strength in the multidomain state of the NiCl2 crystal.
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mentss1 ands2 and the vectorM all lie in the easy plane~see
Fig. 5!. The vectorH lies in the plane and is directed alon
the X axis. The antiferromagnetic vector, which also lies
the plane, is defined in the standard way in the form of
differenceL5s12s2 . The distribution functionp(w) of the
domains is given as the ratio of the volume of domains w
orientationw to the volume of the crystal, the normalizatio
condition being written in the form

1

p E
2p/2

p/2

p~w!dw51.

As an averaged characteristic for the orientation of
domains we use a parameter which we call the ‘‘dom
coalignment parameter’’~DCP!. Here it must be kept in mind
that the transition from the multidomain state to the unifo
state in a magnetic field ends with the restoration of a u
form state withL 'H. During such a transition it is impos
sible to define uniquely the direction of the vectorsL , since
in a high-symmetry antiferromagnet~such as NiCl2) the di-
rection along the antiferromagnetic vector is physically
distinguishable from the opposite direction. This means t
in defining the mean orientation of the domains in the m
tidomain state, one should approach the direction speci
by the vectorL as a director determining the orientation
the axes along which the vectorsL lie. In the case of an
easy-plane antiferromagnet, where theL vectors lie in the
easy plane, the orientations of such axes will be determi
by the value ofnL52(cos2 w21/2). Accordingly, the aver-
aged characteristic for the orientation of the domains or
DCP will be calculated as

n̄L5
1

p E
2p/2

p/2

2S cos2 w2
1

2D p~w!dw. ~2!

Expression~2! for n̄L characterizes the degree of coalig
ment of the domains in the multidomain antiferromagne
state: atH50 one hasn̄L50 in the multidomain state and
n̄L51 in the uniform state.

ld

FIG. 5. Orientations of the sublattice spin vectorss1 and s2 and of the
magnetizationM of the domain and the antiferromagnetic vectorL with
respect to the magnetic field vectorH.
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We shall show that the mean magnetostriction of
crystal in the multidomain state is directly proportional
n̄L . In fact, in view of the anisotropy of the spontaneo
magnetostriction of the uniform state of NiCl2 ~perpendicular
to L it is equal to«s and alongL it has the opposite sign an
is equal to2«s),

15 we find that the value of the magneto
striction of the multidomain state of the crystal in the fie
direction will be equal to

«5
1

p E
2p/2

p/2

«s~cos2 w2sin2 w!p~w!dw

5
«s

p E
2p/2

p/2

2S cos2 w2
1

2D p~w!dw, ~3!

or

«5«sn̄L . ~4!

Let us establish the connection between the magne
tion and the DCP. We shall assume that the moduli of
vectorss1 ands2 are equal:us15us2u5s. A domain with ori-
entation L 'H (w50) will have magnetizationM5xeH.
When the domain has an arbitrary orientation (wÞ0), M is
not parallel toH, and its value is given byM5xeH cosw.
The magnetization of the crystal arising along the field in
X direction will be equal to

m5
1

p E
2p/2

p/2

xeH cos2 wp~w!dw. ~5!

We see that the value of the mean magnetization is
proportional to the DCP:

m5
1

2
xeH~11n̄L!. ~6!

According to Eq.~6!, the magnetic susceptibility of the mu
tidomain state will have a more complicated relation to
DCP; it can be written in the form

x5
1

2
xeS 11n̄L1H

dn̄L

dH D . ~7!

The magnetic susceptibility depends not only on the value
the DCP but also on on its derivative,dn̄L /dH, which in the
given case determines the rate of change of the mean o
tation of the domains upon a change in magnetic field.
determine the influence of this differential component on
magnetic susceptibility, let us analyze the field depende
of the derivative itself,dn̄L /dH. It follows from ~6! that the
ratio of the magnetization to the field is proportional to t
value of the DCP. The derivative of this ratio will therefo
be proportional to the derivative of the DCP:

d~m/H !

dH
;

dn̄L

dH
. ~8!

Figure 6 shows the field dependence of the field derivative
the ratio of the magnetization to the field strength. We
that this derivative has a maximum in the field regi
;3 kOe. Its position corresponds to the inflection point
the «(H) curve ~Fig. 1!.

Thus the faster growth of the magnetic susceptibi
upon the restructuring of the multidomain state should
e

a-
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e
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e

attributed to its proportionality to the field derivative of th
DCP, the value of which derivative characterizes the rate
restructuring of the multidomain state by the field. The pr
ence of a maximum in this derivative as a function of fie
leads to the formation of a maximum~although not very
pronounced! in the x(H) curve ~Fig. 4!.

PHENOMENOLOGICAL DESCRIPTION OF THE
MULTIDOMAIN STATE

The description of the restructuring of the multidoma
state under the influence of an external magnetic field is d
in accordance with the principle of minimum free energy
the crystal.17 The free energy of the multidomain state
written as a sum of two contributions: the reaction of the s
system to the imposition of a field, taking into account th
the spins in the domains are canted toward the magn
field, and a contribution reflecting the process of restruc
ing of the multidomain state.

The canting of the spins of the domain toward the field
described by the exchange energy and the Zeeman term
value of which per unit cell is given by the expression

E5zI12s1•s22H•~s11s2!, ~9!

wheres1 and s2 are the spin vectors of the sublattices,z is
the number of nearest neighbors, andI 12 is the intersublattice
exchange constant. In Eq.~9! and below the magnetic field i
given in energy units.

For a domain with orientationw ~see Fig. 5! expression
~9! becomes

E5zI12s
2~2 cos2 b21!22Hs cosb cosw. ~10!

Here we assume that the moduli of the vectorss1 ands2 do
not change in the restructuring of the domains,us1u5us2u
5s, and therefore the angles betweens1 andM and between
s2 and M will be the same and equal tob, and the vector
M 'L .

Minimizing ~10! with respect tob, we obtain the depen
dence of the energyE on the orientation of the domain:

E~w!52
H2 cos2 w

2zI12
. ~11!

FIG. 6. Field dependence of the derivative with respect to magnetic fi
strength of the ratio of the magnetization to the magnetic field stren
d(m/H)/dH.
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The crystal-averaged mean energy of reaction of the s
subsystem of a domain to the imposition of a field as a re
of the canting of the spins is given by

Ē52
1

p E
2p/2

p/2

p~w!
H2 cos2 w

2zI12
dw. ~12!

Relation~12! allows us to writeĒ in terms of the DCP as

Ē52
xe

4
H2~ n̄L11!, ~13!

where we have taken into account that, according to the N´el
theory,8 the magnetic susceptibility of of the uniform state
xe51/zI12.

The contribution to the free energy from the term refle
ing the process of restructuring of the multidomain state
written phenomenologically in the form of a power series
the DCPn̄L . We note that such a representation is equival
to the thermodynamic description of the ordered state of
uid crystals.18 Indeed, from symmetry considerations such
phenomenological approach to the description of the fr
energy contribution responsible from the formation of t
multidomain state of an antiferromagnet is possible, since
direction of the antiferromagnetic vector in a high-symme
antiferromagnet is defined only up to a sign, and theref
one can distinguish only an axis that is related to the ori
tation L in the domain: directions ofL along and perpen
dicular to this axis are equivalent. Accordingly, the orien
tion of the L vector and, hence, the orientation of th
domains in the most general form must be described by
orientation tensornik constructed in terms of the directio
cosines of the axis along whichL lies. With the use of the
anglew introduced to characterize the orientation of the d
mains in the plane, the components of the orientation ten
will be nxx5cos2 w, nyy5sin2 w, nxy5sinw cosw.

In the absence of intraplane anisotropy, for the choice
one of the coordinate axes along the field~as in Fig. 5! the
mean values of the off-diagonal components of the orien
tion tensor will equal zero. Also, forH50 the mean values
of the diagonal components of the orientation tensor will
equal to each other; when a magnetic field is imposed, t
values will differ. Therefore, in the case of an easy-pla
antiferromagnet the phenomenological description of
multidomain state can be done with the use of the DCPn̄L .
Such a free energy should also include the energy~13! as a
term. Accordingly, we write the phenomenological expre
sion for the free energy of a multidomain antiferromagne
state in the form

F5an̄L
21cn̄L

31bn̄L
42

xe

4
H2~ n̄L11!, ~14!

wherea, b, andc are phenomenological parameters that
not depend onH.

The equilibrium multidomain state corresponds to
minimum of F. Therefore, the equation of state of a mul
domain antiferromagnet in a field is obtained by setting
derivative of the free energy with respect to the DCP equa
zero:dF/dn̄L50. For free energy~14! this equation of state
has the form
in
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32
xe

4
H250. ~15!

The state withn̄L50, in which the domains are distribute
equiprobably in the plane, will be the equilibrium state f
H50 when the model parameters satisfy the conditio
a.0, b.0, 9c2,32ab.

Let us consider the simplest case of the phenomenol
cal description, when the parametersb50, c50. This ‘‘qua-
dratic’’ model is quite relevant, since it is assumed that
parametera is always positive. This treatment is valid fo
H→0, or, more precisely, forH,Hd , and was used in Ref
15. In this model it is found that the value of DCP is direct
proportional to the square of the magnetic field strength:

n̄L5
xe

8a
H2. ~16!

Substituting~16! into ~4! and ~6!, we find that the magneto
striction during the restructuring of the multidomain state
proportional to the square of the magnetic field strength
that the magnetization is nonlinear and contains the th
power of the field strength. Comparison of~16! with ~1!
allows us to relate the model parametera with the fieldHd :
a5xeHd

2/8. Thus the quadratic model is~quite naturally! in
good agreement with the experimental data forH→0.

In Refs. 12 and 19 an essentially quadratic model~from
the standpoint of the proposed phenomenological theo!
was used in the entire field interval in which the multidoma
antiferromagnetic state exists. It was stated in those pa
that the multidomain state is stabilized by a free-energy c
tribution proportional to the square of the mean magne
striction. It follows from Eq.~4! that the square of the mea
magnetostriction in the multidomain state is proportional
the square of the DCP. Let us analyze the results of
quadratic model on the assumption that it extends over
whole existence region of the multidomain state in respec
magnetic field.

Substitutingn̄L51 into ~18!, we find that the multido-
main state is realized only in the intervalHP@0,Hd#. In this
interval the magnetic susceptibility is described by the
pression

x5
1

2
xeS 113

H2

Hd
2D . ~17!

At the pointH5Hd a ‘‘transition’’ from the multidomain
state to the uniform state occurs. This transition is accom
nied by a jump in the magnetic susceptibility, which has t
behavior shown in Fig. 7. The susceptibility in the multid
main state is shown by the solid curve in Fig. 7, while t
susceptibility of the uniform region is denoted by a so
straight line parallel to the abscissa. The dashed straight
is the susceptibility of the single-domain state forH→0. It is
seen that in the multidomain state asH→Hd the magnetic
susceptibility becomes twice as high as the magnetic sus
tibility of the uniform state, and at the ‘‘homogenizatio
field’’ H5Hd a jump occurs. In this case the DCP is a
increasing function in the multidomain state, its value be
proportional to the field strength:dn̄L /dH52H/Hd

2 , in dis-
agreement with the data of Fig. 6.
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Thus at high fields, and especially in the final stage,
quadratic model disagrees with the experimental curves
sented for the magnetostriction, magnetization, and magn
susceptibility and also for the rate of change of the num
of domains in the NiCl2 crystal~Figs. 1, 2, 4, and 5!. We see
that in the form presented, such a quadratic model canno
extended to the whole field region in which the multidoma
state of the crystal exists. In addition, we know of no oth
antiferromagnets for which the transition to the uniform st
would be accompanied by a jump in susceptibility, and
note that the jump under discussion is similar to the jump
susceptibility at a spin flip.1

However, the quadratic model can be extended to
whole field region in which the restructuring of the multid
main state takes place in the case when the multidomain
arises on account of a magnetoelastic mechanism base
the matching of the elasticity of defects and domains11 if the
inevitable~and even obligatory! scatter of the values of th
parameterHd in that case is taken into account.

Let us analyze the behavior of the magnetic suscept
ity of the multidomain state in the approximation that t
scatter of values of the homogenization fieldHd is described
by a normal distribution, which we write in the form

p~Hd!5
1

A2ps
expS 2

~Hd2H̄d!2

2s
D , ~18!

whereH̄d is the mean value of the homogenization field
the whole crystal, ands is the variance ofHd .

We now note that the magnetic susceptibility of the d
mains without allowance for the scatter ofHd depends on the
value of the applied field: ifH,Hd , then it is described by
expression~17!, while if H.Hd it is a constant and equal t
xe . Accordingly, the magnetic susceptibility of the multid
main state of the whole crystal with allowance for the sca
in Hd will be

x5
1

2
xeF11

3H2

A2ps
E

H

` 1

Hd
2 expS 2

~Hd2H̄d!2

2s
D dHd

1
1

A2ps
E

0

H

expS 2
~Hd2H̄d!2

2s
D dHdG . ~19!

FIG. 7. Graph of the dependence of the magnetic susceptibility on
magnetic field strength,x(H), during the restructuring of the multidomai
state for the ‘‘quadratic’’ phenomenological model.
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Figure 8 shows plots ofx(H) for two values of the
standard deviation,As50.05H̄d and As50.2H̄d . In both
cases thex(H) curve is continuous, and atH,0.5H̄d it will
have a quadratic dependence onH, but now Hd in ~17!

should be replaced byH̄d . In addition, an increase in th
variance leads to a decrease in the height and a broadeni
the maximum. We note that the experimental data onx(H)
for the NiCl2 crystal ~see Fig. 4! with a small but strongly
broadened maximum corresponds to the case of a large
ter in Hd , with As/H̄d;1.

It should be noted, however, that the phenomenolog
model ~14! in its most general form, without any assum
tions about the mechanisms, can also be used to describ
multidomain state. Indeed, by inverting the equation of st
~15! we obtain an expression for the field dependence of
DCP:

n̄L5
H2

Hd
2 2

3

2

c

a S H2

Hd
2D 2

1
1

2 S 9
c2

a2 24
b

aD S H2

Hd
2D 3

, ~20!

which depends on the ratios of the model parametersc/a and
b/a. Using the least-squares method, we determine the f
of the expansion forn̄L(H) from the magnetostriction data
For the field interval from 0 to 4 kOe we obtained the fo
lowing expression for this expansion:

n̄L50.092H220.0054H411.16631024H6, ~21!

in which the values ofH are given in kOe. Comparing~20!
with ~21!, we find that the ratios of the phenomenologic
parameters have the valuesc/a50.45 andb/a51.5 and sat-
isfy the stability requirements of the model~14!.

Relation ~20! for the DCP gives a rather good descri
tion of the process of restructuring of the multidomain sta
The negative sign of theH4 term agrees with the slow
growth of the magnetostriction in fields above 2 kOe a
with the presence of an inflection point on the«(H) curve. In
addition, relation~20! can be used to describe the maximu
on then̄L(H) curve, which means that the trend of the su
ceptibility in this model will correspond to the data of th
experimental observations.

In spite of these rather good results from the pheno
enological model containing the fourth power ofn̄L , it must
be said that relation~20!, obtained by inverting the equatio
of state~15!, is not applicable in the entire interval of field
where the restructuring of the multidomain state of the cr

e

FIG. 8. Field dependence of the magnetic susceptibility,x(H), in the mul-
tidomain state with allowance for scatter of the values of the homogen

tion fieldsHd : As/H̄d50.05 ~1! and 0.2~2!.
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tal takes place, viz., up to fields;10 kOe for NiCl2 . In
addition, and this is important, it is impossible to find a s
isfactory polynomial approximation to the experimental d
for the magnetostriction or for the magnetization in t
whole field interval where the restructuring of the multid
main state takes place. Accordingly, it must be stressed th
quadratic model incorporating the nonuniformity of the h
mogenization fields due to the influence of defects is m
convincing.

CONCLUSION

From experimental data presented for the field dep
dence of the magnetostriction and magnetization of
NiCl2 crystal, we see that a description of the process
restructuring of the multidomain state under the influence
magnetic field can be obtained by introducing an avera
characteristic for the direction of the domains—a dom
coalignment parameter~DCP!. Indeed, as was shown abov
the values of the magnetostriction and magnetization are
portional to the value of this parameter, and the magn
susceptibility depends in addition on the rate of change
this parameter with variation of the applied field. The use
such an averaged parameter makes it possible to describ
interrelationship between the field dependence of the ph
cal observables in the multidomain state.

In addition, with the aid of the DCP one can obtain
phenomenological description of the multidomain state of
antiferromagnet in an external field. Here a phenomenolo
cal expression for the free energy of the multidomain st
can be written in the form of a power series in the DCP.
minimizing this energy, one can determine the equilibriu
state of the DCP for a given magnetic field strength a
hence, determine the characteristics of the multidomain s

In the phenomenological approach it has turned out to
very constructive~from the standpoint of the results ob
tained! to employ a model which is quadratic in the DCP a
which takes into account the nonuniformity of the homo
enization fields for different domains. This approach agr
well with the magnetoelastic mechanism of formation of t
multidomain state, which, as discussed above, requ
matching of the elasticity of the domains and defects. H
the introduction of a scatter in the values of the homoge
zation fields results in continuity of the transition from th
multidomain to the uniform state. It is perfectly obvious th
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such a scatter of the homogenization fields is related to
quality of the crystal, to the degree of perfection of the cry
tal lattice. In our view, it would be extremely interesting
study the restructuring of the multidomain state of crystals
different quality: for perfect crystals the susceptibility pe
should be higher, meaning that the transition to the unifo
state would be more pronounced.
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Size effect in the desorption of excited atoms and molecules from clusters of inert
elements under electron bombardment

É. T. Verkhovtseva,* E. A. Bondarenko, and Yu. S. Doronin

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, pr. Lenina 47, Kharkov 61103, Ukraine
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New channels of desorption of excited atoms and molecules from clusters of argon, krypton, and
xenon under electron bombardment are found by the method of vacuum ultraviolet emission
spectroscopy. The maximum yield of particles is registered in the interval of average sizes of
50–100 atoms/cluster. The regularities and features of the desorption of excited particles
are revealed, making it possible to establish a new desorption mechanism called nonradiative
excimeric dissociation. It is shown that the main stages of this mechanism are: the
formation of molecular centers of the nature of highly excited diatomic excimer molecules in
clusters in the process of self-trapping of high-energyp excitons (n51); the nonradiative
dissociation of these molecules to excited atoms and atoms in the ground state with large kinetic
energies. It is established that the appearance of new channels of desorption of excited
atoms and molecules from clusters under bombardment by electrons is due to features of the
physical properties of clusters in the interval of average sizes 50–100 atoms/cluster, in particular,
to features of the energy spectrum, vibrational frequency spectrum of the atoms, and exciton
energy relaxation. ©2004 American Institute of Physics.@DOI: 10.1063/1.1645153#
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INTRODUCTION

The processes of desorption of neutral excited a
charged particles from solidified rare gases have been stu
by many authors.1–7 However, at the present time the expe
mental data on the desorption of excited particles from c
ters of inert elements are of an incomplete and fragmen
nature and have been interpreted in terms of the well-kno
solid-state desorption mechanisms.8,9 Nevertheless, the siz
dependences of the intensity of the emissions of the cath
oluminescence spectra of argon and krypton clusters in
vacuum ultraviolet~VUV !, first measured by the present a
thors in Ref. 10, attest to the existence of previously
known channels of efficient desorption of excited atoms a
molecules from clusters. It should be noted that in Ref.
we used calculated values of the mean cluster sizes w
were checked against experimental values only in a lim
region of sizes obtained by the electron diffraction meth
However, later studies11,12 of the fcc structure of inert ele
ments have revealed stacking faults of a deformation t
and have demonstrated their governing role in the mec
nism of formation and growth of the crystalline phase. T
observation of stacking faults has made it necessary to
examine the experimental values of the mean size of
clusters in a wide range of sizes, since stacking faults in
ence the width of the diffraction peaks, and the measu
width is used in the Selyakov–Scherrer expression for de
mining the characteristic mean size of the clusters.13 A re-
examination of the mean sizes and, hence, of the type
electronic excitations arising in the clusters under elect
bombardment, has provided the prerequisites for revea
the desorption mechanism and has stimulated new and
tailed studies of the desorption of excited particles from cl
ters of inert elements.
341063-777X/2004/30(1)/17/$26.00
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The goal of the present paper is to establish the regu
ties and features of the desorption of excited atoms and m
ecules from clusters of inert elements under electron bo
bardment and to ascertain the mechanism of desorptio
excited particles. The measurements were made by
method of VUV emission spectroscopy. We studied the f
tures of the VUV spectra of the cathodoluminescence
ArN , KrN , and XeN clusters in the region of atomic reso
nance transitions and the regularities in the size depende
of the intensity of the emissions of the VUV radiation spe
trum of desorbed excited particles.

EXPERIMENTAL EQUIPMENT AND MEASUREMENT
TECHNIQUES

Free clusters of argon, krypton, and xenon were form
during homogeneous condensation of the gas in supers
jets of the rare gases flowing from a conical nozzle into
vacuum chamber. The mean size of the clusters at the p
where the jet was excited by electrons was varied by me
of the pressureP0 and temperatureT0 of the gas at the en
trance to the nozzle. For studying the VUV spectra
cathodoluminescence of the clusters and also of excited
ticles desorbed from clusters, it was necessary to solve
methodological problems. One of them involves choosing
experimental geometry that provides locality of the measu
ments, i.e., the selection of radiation from a region of the
within which the mean cluster size varies insignificantly. F
this a careful diagnostics of the parameters of the jet along
axis and in the transverse direction was carried out. T
parameters of the jet were determined theoretically by me
of two-dimensional calculations of the jet flow of argo
with homogeneous condensation using the code describe
Ref. 14.
© 2004 American Institute of Physics
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The parameters of the gas–condensate system were
culated in the range of pressuresP050.02– 0.5 MPa and
temperaturesT05150– 550 K. It follows from an analysis o
the data that at distances from the exit section of the no
l>30 mm, where the emitting region of the jet to be stud
is a cylinder only 6 mm long and 3 mm in diameter, t
parameters of the gas–condensate system vary insig
cantly, by not more than615%, and the mean cluster siz
by 65%. The main studies of ArN , KrN , and XeN in clus-
ters supersonic jets were therefore done at a dista
l 530 mm, which ensured locality of the measurements.

The other methodological problem was to obtain calib

tion curves relating the mean cluster sizeN̄ (atoms/cluster)
at the site of excitation of the jet by electrons with the valu
of the pressureP0 and gas temperatureT0 at the entrance to
the nozzle at which the measurements were made. The

bration curvesN̄(P0 ,T0) were obtained by an electron di
fraction method on an electronographic device.

Thus the experimental equipment complex on which
measurements of the VUV spectra were made consiste
the following:

1! A spectroscopic device for studying the VUV spec
of the cathodoluminescence of clusters of inert elements
supersonic jet over a wide range of mean cluster sizes
243104 atoms/cluster) and wavelengths~50–250 nm!.

2! An electronographic device for determining the stru
ture, temperature, and mean size of the clusters in a su
sonic jet.

A diagram of the experimental setups is shown in Fig
The spectroscopic device~Fig. 1a! consists of a small-scal
gas-jet VUV source15 and an SP-68 vacuum monochromat
The working principle of the apparatus is as follows. The g
to be studied passes from a high-pressure bottle throug
regulating valve and into a heat exchanger5. After reaching
the specified temperature of the heat exchanger, the g
formed into a jet6 by a conical nozzle4 and flows into a
vacuum chamber1. A cryogenic pump7, cooled with liquid
hydrogen, is used to pump out the jet gas. The gas pres
in the chamber in the pressure of the jet does not exc
1023 Pa. An electron beam with an energy of 1 keV1! and
beam current of 20 mA crosses the jet at a distance of 30
from the exit section of the nozzle in the direction perpe
dicular to its axis. The VUV radiation arising falls on th
entrance slit of an SP-68 vacuum monochromator and is
persed into a spectrum by a diffraction grating2 having 600
lines/mm. After the exit slit of the SP-68 monochromator t
radiation is registered by an FEU-79 photomultiplier3 with
sodium salicylate deposited on the end of it and, in a num
of experiments, a VE´U-6 secondary electron multiplier. Th
output signal of the detectors was recorded by a pu
counting circuit with storage.

In the experiments we used a conical supersonic no
with a throat diameter of 0.34 mm, a cone angle of 8.6°, a
an area of the exit section relative to the throat of 36.7.
we have said, the size distribution of the clusters in the
was varied by means of the pressureP0 and temperatureT0

of the gas at the entrance to the nozzle. The VUV radiat
spectra of supersonic jets of argon, krypton, and xenon w
measured in the interval of pressuresP050.02– 0.3 MPa and
temperaturesT05116– 700 K. The correlation between th
al-
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VUV spectra recorded at differentP0 andT0 and the mean
cluster sizeN̄ at the site of excitation of the jet by the ele
tron beam was established by means of calibration cur
N̄(P0 ,T0) obtained by the method of electron diffraction o
an electronographic device.

The experimental device~see Fig. 1b! on which the elec-
tronographic measurements were made consists of an E´MR-
100M electronograph and systems for forming a superso
gas jet and pumping out the jet material. The two syste
were mounted on opposite windows of the electronogra
chamber. It should be noted that the jet-forming system
the nozzle parameters of the electronographic device w
identical to those used in the spectroscopic device. The
pressure in the electronograph chamber was 531024 Pa
prior to admission of the jet and 1023 with the jet ~at a gas
flow rate of 50 cm3/s at standard conditions!. The jet gas was
pumped out by a cryogenic pump7 cooled by liquid hydro-
gen~see Fig. 1b!. The pump was mounted in the chamber8
and shielded from the thermal radiation of the chamber w
by a copper shield9, which was soldered to a Dewar10
containing the liquid nitrogen. For pumping out the particl

FIG. 1. Diagram of the experimental equipment complexes: spectrosc
~a!, electronographic~b!. 1—Vacuum chamber,2—diffraction grating,
3—radiation detector,4—nozzle, 5—heat exchanger,6—supersonic jet,
7—cryogenic pump,8—chamber, 9—copper shield,10—Dewar, 11—
shield,12—electron beam.
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scattered by anglesu.u theor in the emergence of the ga
from the exit of the nozzle, a copper shield11 soldered to the
hydrogen pump was used. There are two openings in
shield: an electron beam12 with energy 60 keV passe
through the upper opening into the jet zone at a distanc
30 mm from the nozzle exit, and the diffracted electrons p
through the lower opening to the detector. The diffracti
patterns were recorded by electrometric and photogra
means. In the first case a retarding field was used to elimi
a large fraction of the incoherently scattered electrons, s
stantially improving the accuracy of determining the sha
of the diffraction peaks. The photographic registration w
used for precise determination of the position of the diffra
tion peaks.

The diffraction patterns from ArN , KrN , and
XeN clusters formed in the corresponding supersonic
were recorded in the pressure rangeP050.2– 0.6 MPa and
temperature rangeT05150– 200 K in the case of ArN and
KrN clusters and in the rangeP050.08– 0.16 MPa atT0

5200 K for XeN clusters. As an example, Fig. 2 shows
typical diffractogram for the argon clusters studied. Ana
gous diffractograms were obtained from the clusters form
in krypton and xenon jets in the indicated ranges of press
P0 and gas temperaturesT0 . The analysis in Refs. 11 and 1
of similar diffractograms recorded from ArN , KrN , and
XeN clusters in jets shows that the clusters have a crysta
fcc structure with stacking faults of a deformation type.

The lattice parameter of crystalline clusters was usu
found using photographic registration of the diffraction p
terns. The lattice parametera was calculated from the bright
est diffraction rings by the following formula for substanc
with a cubic lattice:13

FIG. 2. Diffractogram of the clusters of an argon jet (P050.6 MPa, T0

5150 K); s54p sinq/l, whereq is the Bragg angle.
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a5dhklAh21k21 l 2, ~1!

where dhkl , the interplane distance for thehkl peak, was
determined from the widely used formula in electronograp

dhkl52Ll/Dhkl , ~2!

whereLl is a device constant (L is the distance from the
sample to the device registering the diffraction pattern, anl
is the electron wavelength! which was determined from the
electronogram of the reference standard TlCl, the correctn
of the use of which is discussed in Ref. 16;Dhkl is the
diameter of the diffraction ring on the electronogram, a
hkl are the indices of the reflecting planes. The relative er
in the determination of the lattice parameter was 0.2%,
the absolute error did not exceed60.010 Å.

The temperature of the crystalline clusters was de
mined from the values of the lattice parameter of the clus
and the data on the temperature dependence of the la
parameter of the substance under study. For this we used
data on the temperature dependence of the lattice param
of island films of solidified rare gases with a size of 4 to
nm,17 which is a typical size for the clusters studied here

In accordance with the theory of x-ray scattering,13 the
characteristic linear mean size of the crystalline cluste
t;N̄1/3, was determined from the formula2

1/t51/t* 21/ts , ~3!

where 1/ts is the broadening due to stacking faults, andt* is
the effective characteristic linear size determined from
total broadening of the diffraction peak with the use of t
Selyakov–Scherrer relation, according to which

t* 5
kLl

~Bhkl
2 2b0

2!1/2

1

cosq
, ~4!

wherek is a constant that depends on the shape of the c
tallites and has a value close to unity~in the case of a spher
k51.07);18 Bhkl is the half-width of the diffraction peak o
the object under study,b0 is the instrumental width of the
electron beam, determined from the half-width of the diffra
tion peaks of the reference standard TlCl;q is the Bragg
diffraction angle. Sinceq52 – 3° in electronographic stud
ies, one can set cosq51. The correctness of the use of th
Selyakov–Scherrer relation for crystalline clusters with t
fcc structure and mean sizeN̄.103 atoms/cluster is based o
calculations done in Ref. 19. According to the theory of R
13

1/ts5$~1.5a1b!/d111% j cosw, ~5!

wherea andb are the density of stacking faults of the ‘‘de
formation’’ and ‘‘twin’’ types; d111 is the distance betwee
close-packed planes, andj cosw is the crystallographic con
stant for the given family of planes, which in the case of t
~111! reflection is equal to 1/4. According to Refs. 11 and 1
the density of stacking faults of the ‘‘twin’’ type in crystal
line clusters of inert elements in the region of mean si
investigated here is small, and we therefore neglectb in Eq.
~5!. The value ofa was calculated from the displacement
the centroids of the~111! and ~220! diffraction peaks~see
Fig. 2! relative to their positions in the defect-free micro
rystal. The latter was found by using the~311! diffraction
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ring of the object under study, the position of the maximu
intensity of which is independent of the presence of stack
faults. The values ofa were calculated according to th
Patterson formula,20 which in the case of diffraction of fas
electrons, because of the smallness of the Bragg angles,
the form21

DDSF /D5G ja* /2, ~6!

where DDSF /D is the relative change in diameter of th
diffraction ring under the influence of the stacking faults,G
is a constant for a given family of planes (hkl), averaged
over all groups of planes@hkl# having the same displace
ment; j is the fraction of the family of planes@hkl# affected
by the stacking faults, anda* is a parameter related to th
density of stacking faults by the relation

a* 5
4p

3)
F1

2
2

3

2p
arctan)~122a!G . ~7!

Three series of experiments were done in this study
the first series we investigated the dependences of the m
cluster size in the jet on the pressureP0 and gas temperatur
T0 at the entrance to the nozzle. For this we measured
diffraction patterns from ArN , KrN , and XeN clusters for
pressuresP0 and temperaturesT0 of the gas in the intervals
given above. Measurements were made at least five time
each flow regime of the jet. By interpretation of the diffra
tion patterns we determined the structure, mean size,
temperature of the cluster and established the dependenc
the mean cluster size on the pressureP0 and temperatureT0

of the gas at the entrance to the nozzle. The relative erro
the determination of the characteristic mean sizet of the
clusters did not exceed 10%.

In the second series of experiments we investigated
features of the VUV cathodoluminescence spectra of AN ,
KrN , and XeN clusters in the wavelength interval 100–20
nm. For this we measured the fine structure of the spectr
the clusters in the region of the atomic resonance transit
1P1→1S0 and 3P1→1S0 in the first and second orders o
diffraction. In addition, we did a recalibration of the valu
of the mean cluster sizes in other VUV radiation spec
which we had obtained previously.10,22

In the third series of experiments we studied the re
larities in the size dependences of the intensities of cer
emissions in the VUV spectra of ArN , KrN , and
XeN clusters. For this we measured the intensityI of the
individual emissions in the VUV spectra of a supersonic
of xenon and also that of the emissions in the regions
atomic resonance transitions in the spectra of jets of ar
and krypton as a function of the gas temperature at
nozzle entrance,T0 , at a constant pressureP0 in the interval
P050.02– 0.3 MPa. In addition, we did a recalibration
the values of the mean cluster sizes in the size depende
of the intensities of other emissions in the VUV spectra
ArN and KrN clusters which we had measured previously
Ref. 10. The accuracy of the measurements of the positio
the features inI /r0(T0) (r0 is the density of atoms at th
entrance to the nozzle! on the scale of temperaturesT0 varied
from 2 to 4 K for different emissions in the VUV spectra
the ArN , KrN , and XeN clusters.
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The VUV radiation of excited atoms and molecules d
sorbed from clusters was separated from the VUV radiat
from particles of the gas phase of the jet with the aid of
law of ‘‘corresponding jets,’’23 i.e., the dependences o
I /r0(T0) ~at P05const) for the emissions from desorbed e
cited atoms and molecules for different pressuresP0 reached
their maxima on the curveP0T0

22.55const, which corre-
sponds to an identical size distribution of the clusters.

RESULTS AND DISCUSSION

Dependences of the mean cluster size on the pressure P0

and temperature T0 of the gas at the nozzle entrance

It follows from the electron diffraction studies that in th
gas flow regimes set by values of the pressureP0 and gas
temperatureT0 in the intervals given above, crystalline clu
ters ArN , KrN , and XeN having the fcc structure with stack
ing faults are formed. The mean cluster size in the jet var
over the limits DN̄ @atoms/cluster#: DN̄Ar52.43103– 5.8
3104, DN̄Kr573103– 1.83105, andDN̄Xe54.23103– 1.5
3104.

As a result of the mathematical processing of the data
established the mean values of the lattice parameterā
55.32660.010 Å for ArN , ā55.68360.010 Å for KrN ,
and ā56.15560.010 Å for XeN . The temperature of the
clusters determined from the value of the lattice parame
and its temperature dependence for island films of solidifi
rare gases17 was found to be 3564 K, 5563 K, and 57
63 K for ArN , KrN , and XeN clusters, respectively. I
should be noted that the values obtained for the tempera
of the clusters of inert elements do not vary outside the e
limits of the measurements in the above-mentioned interv
of mean sizes investigated.

The data obtained on the mean characteristic linear s
t were used to construct calibration curvest(P0) for T0

5const andt(T0) at P05const. As an example, Figure 3a
shows the experimental curves of the mean characteristic
ear size of argon clusters as a function of the pressureP0 at
a constant gas temperatureT05200 K and as a function o
the temperatureT0 at a constant gas pressureP0

50.3 MPa. Analogous curves were obtained for ArN and
KrN clusters at other values of the temperatureT0 and pres-
sure P0 of the gas in the ranges of values investigated.
addition, an analogoust(P0) dependence was obtained fo
XeN clusters atT05200 K. In constructing thet(P0) and
t(T0) curves we used the values of the mean character
linear size determined from the Selyakov–Scherrer rela
~4!, i.e., without allowance for stacking faults and with th
stacking faults taken into account by formula~3!. It follows
from an analysis of the data in Fig. 3 that the curves sho
are well approximated by the expressionst}P0

0.6 and
t}T0

21.5. If it is taken into account that the number of atom
in a clusterN̄}t3, then the value ofN̄ varies with pressure
P0 and gas temperatureT0 as N̄}P0

1.8 and N̄}T0
24.5. We

have also established in this study that clusters of the s
mean size form in the jet at values ofP0 andT0 connected
by the relationP0T0

22.55const~see Fig. 3c!. This power-law
relation is in rather good agreement with the data of electr
diffraction and mass-spectrometric measurements of o
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authors24,25 and confirms the correctness of the theory
‘‘corresponding jets.’’23

From an analysis of the data of Fig. 3a,b it also follo
that the characteristic linear mean size is noticeably affec
by taking stacking faults into account. Therefore in t
present spectroscopic studies we have used the calibr
curves for N̄(P0 ,T0) obtained by the electron diffractio

FIG. 3. Characteristic linear mean sizet of argon clusters as a function o
the pressureP0 at a gas temperatureT05200 K ~a! and as a function of the
temperatureT0 at a pressureP050.3 MPa~b!; dependence of the pressu

P0 on the gas temperatureT0 for argon clusters of identical mean sizeN̄
53800 atoms/cluster~c!; without allowance for stacking faults~j!; with
allowance for stacking faults~d!.
f

d

ion

method with allowance for stacking faults. In constructi
these curves the experimental dependencest(P0) obtained at
different T0 for crystalline clusters of large sizes were e
trapolated to the region of smaller values oft andP0 . Such
an extrapolation is based on the fact that the relati
t}P0

0.6 and t}T0
21.5 obtained in the present experiments f

crystalline clusters of large sizes actually hold over a w
range of cluster sizes, including small ones.23–25Armed with
the calibration curves forN̄(P0 ,T0) over a wide range of
mean sizes (N̄510– 1.83105 atoms/cluster), we recali
brated the values of the mean cluster sizes in the VUV
diation spectra and in the size dependences of the intens
of emissions which we had obtained previously for ArN and
KrN clusters.10,22

Regularities and features of the VUV radiation spectra of
excited atoms and molecules desorbed from clusters
of inert elements

Before turning to an analysis of the VUV spectra of t
cathodoluminescence of ArN , KrN , and XeN clusters, let us
first consider the types of electronic excitations in these c
ters. According to Ref. 26, there exist three types of el
tronic excitations in clusters of inert elements. First are
molecular Rydberg states, for which the radius of the exc
tion is larger than the radius of the cluster, i.e., the electro
found outside the cluster. Rydberg states exist in a ra
wide range of cluster sizes and are manifested in the exc
tion spectra of VUV fluorescence in the form a broad co
tinuum near the ionization limit. The second type of exci
tions includes surface and bulk excitons, for which the rad
of the excitation is smaller than the radius of the cluster. T
energy position of the exciton bands varies weakly with
cluster size and differs only slightly from the position of th
corresponding absorption bands of the crystal. The third t
of excitations include the so-called ‘‘cluster excitons,’’ whic
exist in a range of sizes for clusters with an icosahed
structure (50 atoms/cluster,N̄,500 atoms/cluster). The ra
dius of these excitons is comparable with the radius of
cluster, and the hole is located in a certain icosahedral s
It should be noted that the VUV fluorescence yield of surfa
and bulk excitons of the clusters amounts to several ten
percent, whereas that of ‘‘cluster excitons’’ is less than 1%27

Therefore the main contribution to the radiative decay ch
nel of the excitations in ArN , KrN , and XeN clusters comes
from the surface and bulk excitons.

Figures 4a–6a show the overall form of the VUV radi
tion spectra of argon, krypton, and xenon jets in the wa
length region 100–210 nm, recorded for an atomic compo
tion of the jets and in the presence of clusters in them i
range of mean sizes from 30 to 43104 atoms/cluster. Indi-
cated in the upper left-hand corner of the figures are
wavelengths of the maxima of the bands of surface (s) and
bulk (t,l ) excitons with principal quantum numbern51,18
from the excitation spectra of VUV fluorescence for cluste
of argon (N̄5106 atoms/cluster),27 krypton (N̄5104

atoms/cluster),26 and xenon (N̄5370 atoms/cluster).28 Fig-
ures 4b–6b, 4c, and 5c show the details of the spectra in
region of the resonance lines of the R atoms~R is an atom of
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FIG. 4. Overall form of the VUV radiation spectra of a supersonic jet of argon in the case of an atomic composition of the jet and in the presence os

of various mean sizesN̄ @atoms/cluster# in the jet~a!; spectrum in the region of the resonance linesL1 andL2 in the first order of diffraction~b!; spectrum
in the region of the resonance linesL1 andL2 in the second order of diffraction~c!.
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an inert element! in the first and second orders of diffractio
in the presence of clusters in the jet.

It follows from Figs. 4a–6a that the VUV spectra of th
argon, krypton, and xenon jets of atomic composition con
of two resonance linesL1 and L2 , emitted by the excited
atoms R* (1P1) and R* (3P1). When clusters appear in th
st

jets and grow in size, the character of the spectra chan
together with the atomic resonance linesL1 andL2 there are
band spectra and strong continua. Here the intensity of
lines L1 and L2 increases significantly in comparison wit
their intensity for an atomic composition of the jet. As w
be shown below, the observed growth in intensity of linesL1
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FIG. 5. Overall form of the VUV radiation spectra of a supersonic jet of krypton in the case of an atomic composition of the jet and in the presence oers

of various mean sizesN̄ @atoms/cluster# in the jet~a!; spectrum in the region of the resonance linesL1 andL2 in the first order of diffraction~b!; spectrum
in the region of the resonance linesL1 andL2 in the second order of diffraction~c!.
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and L2 is due to the efficient desorption of excited atom
R* (1P1) and R* (3P1) from the clusters under electron bom
bardment.

A characteristic feature of the VUV spectra given in F
4a–6a is the strong dependence of the intensity distribu
on the mean cluster size. Another feature is the absenc
.
n
of

resonance emission bands of free surface and bulk excit
the energy position of the maxima of which, as we have s
varies weakly with the cluster size. Instead of the emiss
bands of free excitons one observes emissions which,
cording to their characteristic features, can be divided i
two groups. The first group of emissions~see Figs. 4–7 and
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FIG. 6. Overall form of the VUV radiation spectra
of a supersonic jet of xenon in the case of an atom
composition of the jet and in the presence of clu

ters of various mean sizesN̄ @atoms/cluster# in the
jet ~a!; spectrum in the region of the resonance lin
L1 andL2 in the second order of diffraction~b!.
ni
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Table I! include the strong continuaRMn andRMi of local-
ized excitons of the excited excimer molecule type R2* ,
which are excimer molecules formed in the neutral and io
clusters, respectively, in the vibrationally relaxed sta
1,3Su

1 ~Refs. 8–10, 22, 35, and 36!. In addition, in argon
clusters localized excitons are also formed in the partia

vibrationally relaxed stateB1Su
1v8 , radiating the continuum

M3 with a maximum at 109 nm.37 As is seen in Fig. 8, the
c
s

y

size dependences of the intensityI /r0(N̄) of the continua
RMn , RMi , and M3 are characterized by sharp growth
the intensity of the radiation with increasing mean clus
size. The second group of emissions~see Figs. 4–7 and Tabl
I! includes the resonance linesL1 and L2 of excited atoms
R* (1,3P1) and the narrow bandsL18 and L28 adjacent to them,
the molecular bandsM1 of the excimer molecules in the
vibrationally relaxed stateC1Su

1 , and also the emissionsM2
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andM38 of the excimer molecules in the vibrationally excite
states1,3Su

1v and the emissionM3 of excimer molecules in

the partially vibrationally relaxed stateB1Su
1v8 .

It follows from an analysis of the data in Figs. 8 and
that all of the size dependences of the intensityI /r0(N̄) of
the group-II emissions, unlike the group-I emissions, is ch

FIG. 7. Schematic diagram of the potential curves of the ground state
lowest excited states of the R2 molecule and the electronic transitions form
ing the VUV spectrum.
r-

acterized by growth of the radiation intensity with decreas
mean cluster size to a pronounced maximumT2 at mean
sizes in the range of 50–100 atoms/cluster. Here the pos
of the maximaT2 on the I /r0(T0) curves of the group-II
emissions for different pressuresP0 are described by a rela
tion P0T0

22.55const~see Fig. 10 for the illustrative case o
the emissions from argon clusters!, which corresponds to an
identical distribution of clusters over sizes and is confirm
by the theory of ‘‘corresponding jets.’’23 The fact that the
maximaT2 conform to the scaling lawP0T0

22.55const indi-
cates that excited atoms and molecules radiating the grou
emissions are ‘‘genetically’’ related to clusters, i.e., they a
‘‘born’’ in them. On the other hand, it follows from the spec
tra shown in Figs. 4–6 that the group-II emissions are
served at the wavelengths of transitions of free excited ato
and molecules. From these results we conclude that the
cited atoms and molecules emitting the group-II radiating
‘‘born’’ in clusters and are desorbed from them.

Thus on the basis of the foregoing analysis of the exp
mental results we can conclude that the group-II emissi
are radiated by excited atoms and molecules desorbed
ArN , KrN , and XeN clusters under electron bombardment.
this regard the narrow bandsL18 andL28 , which are shifted to
longer wavelengths from the resonance lines~see Figs. 4c,
5c, and 6b!, are of definite interest. It should be noted th
the bandsL18 andL28 have the same character of the depe
dence of the intensity on the cluster size as do the emiss
of the excited particles desorbed from clusters~see Fig. 9 for
the illustrative case of theL18 band of argon!. Furthermore,
the position of the maximumT2 on the I /r0(T0) curves of
the L18 andL28 bands for different pressuresP0 is described
by the relationP0T0

22.55const, which corresponds to a
identical distribution of clusters over sizes~see Fig. 10 for
the illustrative case of theL18 band of argon!. On the basis of
an analysis of the experimental results, the observed ba

nd
TABLE I. Designations of the emissions in the VUV cathodoluminescence spectra of clusters of inert elements.

No. Designation Description
Excited

state

Binding energy, eV@Refs.#

Ar2* Kr2* Xe2*

1 L1 Resonance line of excited atom R* desorbed
from a cluster

1P1

2 L2 Resonance line of excited atom R* desorbed
from a cluster

3P1

3 L18 Narrow band radiated by an atom in the1P1 state,
weakly bound to the surface of the cluster

4 L28 Narrow band radiated by an atom in the3P1 state,
weakly bound to the surface of the cluster

5 M1 Band of the vibrationally relaxed excimer molecule
R2* desorbed from a cluster

C1Su
1 0.056@29# 0.058@30# 0.19 @31#

6 M2 Band of the vibrationally excited excimer molecule R2*
desorbed from a cluster

A3Su
1v

7 M 38 Band of the vibrationally excited excimer molecule R2*
desorbed from a cluster

B1Su
1v

8 M 3 Continuum of the partially vibrationally relaxed excimer
molecule Ar2* localized in a neutral cluster of
argon

B1Su
1v8 .0.15

9 RMn Continuum of the vibrationally relaxed excimer
molecule R2* localized in a neutral cluster

A3Su
1(v50)

B1Su
1(v50)

0.78 @32#
0.74 @33#

0.69 @34#
0.69 @34#

0.52 @31#
0.55 @31#

10 RMi Continuum of the vibrationally relaxed excimer
molecule R2* localized in an ionic cluster

A3Su
1(v50)

B1Su
1(v50)
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FIG. 8. Dependences of the intensityI /r0(T0) at P050.1 MPa~lower scale! or I /r0(N̄) ~upper scale! for emissions in the VUV spectrum for clusters of argo
~a!, krypton ~b!, and xenon~c!; ~ ! shows an extrapolation of the dependence of the intensity curveI /r0(T0) of the 109 nm continuum (M 3); the
shaded region is the contribution to the intensity of theM3 continuum due to radiation from desorbed excimer molecules. The featureT4 reflects the finishing
stage of the condensation of gas in the jet.37
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L18 andL28 can be attributed to radiation from excited atom
that upon desorption from the clusters have time to inte
with surface atoms of the clusters and be localized near
cluster surface. This point of view as to the origin of theL18 ;
andL28 ; bands is also confirmed by calculations of the bin
ing energy of an excited atom Kr* localized near the surfac
ct
e

-

of solid argon. According to the results of those calculatio
the luminescence band of the Kr* atom has a slight shift to
longer wavelengths with respect to the resonance line of
free krypton atom.38

Finally, we should discuss one more interesting res
pertaining to theM3 continuum of argon, with a maximum
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intensity at 109 nm. As is seen in Fig. 8a, the character of
size dependence of the intensity of theM3 continuum and its
features are similar in their general traits to the size dep
dence of the intensity ofRMn continuum for argon cluster
over a wide range of sizes. However, unlike theRMn con-
tinuum, theI /r0(N̄) curve of theM3 continuum has a maxi
mum T2 in the region of mean sizesN̄>100 atoms/cluster,
which is characteristic for excited particles desorbed fr
clusters~see Fig. 8a and 10!. On this basis we can conclud
that a certain contribution to the intensity of theM3 con-
tinuum in the size regionN̄>100 atoms/cluster comes from
the radiative decay of excimer molecules in the partially

brationally relaxed stateB1Su
1v8 desorbed from the argo

clusters.
The identical features in the size dependences of the

tensities of all the emissions from excited particles desor

FIG. 9. Dependences of the intensityI /r0(T0) at P050.1 MPa ~lower

scale! and I /r0(N̄) ~upper scale! for some emissions in the VUV spectrum
of argon clusters.

FIG. 10. Position of the maximumT2 for the group-II emissions and of the
continuum with maximum at 109 nm (M3) for argon clusters on theT0 , P0

plane: 104.8 nm (L1) ~j!; 106.7 nm (L2) ~d!; 105 nm (L18) ~s!; 105.2 nm
(M1) ~.!; 107.5 nm (M 2) ~m!; 109 nm (M 3) ~l!. The straight lines are
described by the lawP0T0

22.55const.
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from clusters is evidence that their radiators have the sa
mechanism of formation. In this regard we should note
following. In the electron bombardment of ArN , KrN , and
XeN clusters the VUV radiation spectra of excited particl
desorbed from the clusters have important distinguish
regularities and features in comparison with the correspo
ing VUV spectra of excited particles desorbed from soli
fied inert elements and also from ArN , KrN , and
XeN clusters under excitation by photons. These regulari
include:

1! sharp growth of the intensities of all emissions in t
spectrum with decreasing mean cluster size, starting in

size regionDN̄>150– 200 atoms/cluster;
2! each emission in the spectrum reaches an inten

maximumT2 in collisions of electrons with clusters of th
same definite size in the range of 50–100 atoms/cluster.

A feature of the VUV spectra of particles desorbed fro
ArN , KrN , and XeN clusters is the presence of the followin
nontrivial emissions in them:

1! resonance linesL1 and L2 of excited atoms
R* (1,3P1);

2! narrow bandsL18 andL28 of excited atoms R* (1,3P1)
localized near the cluster surface;

3! a molecular bandM1 of excimer molecules with a
small binding energy in the stateC1Su

1(1P111S0).
All of the emissions listed in 1–3 are absent in the VU

photoluminescence spectra of argon and krypton clust
which have been studied in a wide range of siz

2 atoms/cluster,N̄,104 atoms/cluster predominantly a
energies of excitation of surface and bulk excitonsn
51,18) and also at the excitation energy 28.17 eV~above the
ionization limit! of Ar30 clusters.8,9,36Only in the VUV pho-
toluminescence spectra of Xe10 clusters is a single resonanc
line of desorbed Xe* (3P1) atoms observed.26

For crystals of argon, krypton, and xenon excited
photons, electrons, and ions,1,3,8,39an analogous situation i
seen. All of the above-listed emissions are absent in th
VUV spectra except for the lines of the desorbed exci
atoms Ar* (1P1 , 3P1). It is well known that the desorption o
atoms occurs from the surface of solid argon and is in
preted in terms of a mechanism of dissociative recombi
tion of an electron with a self-trapped hole Ar2

1 localized
near the surface3,7 and in terms of a mechanism of ‘‘ejectio
from a cavity,’’1 the essence of which is as follows. If soli
argon is excited to an excitonic state, in the process of s
trapping of the excitons a deformation of the lattice occu
with the formation of a cavity around the excitation. Th
formation of the cavity is a consequence of the negative e
tron affinity of solid argon.40,41 If the cavity is formed near
the surface, then the repulsive forces of interaction of
localized excited atom with the atoms surrounding it leads
ejection of the excited atom from the surface of the crys
In this model the desorption of excited particles from t
surface of solid krypton and xenon is not observed beca
of the positive electron affinity of those crystals.40,41

Unlike the case of solid argon, the desorption
Ar* (1P1 , 3P1) from ArN clusters excited in the bulk an
surface exciton bands (n51,18) is strongly suppressed be
cause of the higher temperature of the clusters (T;35 K) in
comparison with the temperature of solid argon.8 On the
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other hand, the desorption of excited atoms Ar* (1P1 , 3P1)
from ionized argon clusters in the process of dissocia
recombination of a self-trapped hole Ar2

1 with a secondary
electron is strongly hindered in clusters because of the h
probability of escape of secondary electrons to outside
cluster.

New mechanism of desorption of excited atoms and
molecules from clusters of inert elements under electron
bombardment

The experimental results discussed above permit on
conclude that a new mechanism exists for the desorptio
excited particles from clusters of argon, krypton, and xen
excited by electrons; this mechanism is realized for clus
in a certain interval of mean sizes but not in solids of in
elements. As will be shown below, this mechanism of d
sorption involves electronic states whose excitation by p
tons is forbidden by selection rules but which can be exc
by electrons. Among such states are highly excited excito
states correlated with the atomic statesnp5(n11)p (n53,
4, and 5 for Ar, Kr, and Xe, respectively!. It should be noted
in this regard that the radius of excitation of the 4p electron
of argon, which changes from 3.81 to 3.44 Å on going fro
the argon atom to solid argon,42 is significantly smaller than
the cluster radius 7.7–9.7 Å for clusters in the size rangeN̄
>50– 100 atoms/cluster, which corresponds to the ma
mum intensity of the radiation from the desorbed partic
under consideration. The same conditions hold for cluster
krypton and xenon.

The essence of the new mechanism of desorption of
cited atoms and molecules from ArN , KrN , and XeN clusters
in a certain range of sizes is as follows. Upon the excitat
of clusters by electrons with energy 1 keV, in the region
sizes where the second and third icosahedral shells are b
ing (13 atoms/cluster,N̄,147 atoms/cluster), in addition
to the molecular Rydberg states, ‘‘cluster excitons,’’ and s
face (n51,18 and 2,28) and bulk (n51,18) s excitons3!

~Refs. 26, 27, and 43!, the higher-energyp excitons can also
arise in the clusters.4! These excitons are found in an ener
region close to the atomic states Ar(3p54p), Kr(4p55p),
and Xe(5p56p), which is confirmed by the observations of
broad band in the energy regions 13–13.8 eV for ArN and
11.1–12.3 eV for KrN in the electron energy loss spectra
argon and krypton clusters withN̄>100 atoms/cluster.45 On
the other hand, for ArN , KrN , and XeN clusters in the inter-
val of cluster sizes considered here the characteristic cha
in which the energy of free excitons relaxes to the low
exciton bands in the case of solids and large cluster
strongly suppressed. This is due to the fact that the en
interval between adjacent free-exciton levels in the bandD,
obtained in the size quantization of the energy inside
exciton band, exceeds the phonon Debye energy\vD in the
investigated size interval.46 As a result of this the one
phonon relaxation process typical for large clusters and
ids is replaced by a slower multiphonon process, and
usual relaxation path for free excitons is blocked. For t
reason a new possibility arises—the self-trapping of excit
from the higher-energyp band (n51), with the formation of
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centers of the highly excited excimer molecule type: R2** .
Thus as a result of the self-trapping of excitons in ArN , KrN ,

and XeN clusters in the investigated size interval (DN̄
,150– 200 atoms/cluster), besides molecular centers of
excimer molecule type in the lowest electronic states, R2* ,
molecular centers of the type R2** , excimer molecules in
highly excited states, can form, with a dissociation lim
R** (np5(n11)p)1R(1S0) (n53, 4, and 5, respectively
for Ar, Kr, and Xe!. The subsequent transitions of R2** to the
repulsive terms of the lower states, R2* , with the dissociation
limits 1P111S0 , 3P011S0 , 3P111S0 , and3P211S0 , lead
to the appearance of atoms in the excited states1P1 and
3P0,1,2 and ground state1S0 with high kinetic energies, suf-
ficient for their desorption from the clusters. Besides the
cited atoms R* (1P1 , 3P0,1,2), excimer molecules in various
states can also be ejected from the clusters: in the exc
weakly bound vibrationally relaxed stateC1Su

1(1P111S0),
in the vibrationally excited statesA3Su

1v(3P211S0) and
B1Su

1v(3P111S0), and in the partial vibrationally relaxed

stateB1Su
1v8(3P111S0).

The excimer molecules in these states radiate the res
tive molecular emissionsM1 , M2 , M38 , and in partM3 ~see
Fig. 4–6!. These molecules arise as a result of collisions
excited atoms formed in the dissociation of R2** and found
in one of the states1P1 , 3P1 , or 3P2 with cluster atoms in
the ground state. The important role of highly excited m
lecular states with the dissociation limit R** (np5(n11)p)
1R(1S0) in the mechanism of desorption of metastable
oms from Ar100 clusters excited by electrons was reported
Ref. 47.

The proposed mechanism of desorption of excited p
ticles from clusters of inert elements, which will be calle
‘‘nonradiative excimeric dissociation’’ below, is confirme
by the following:

1! the results of an analysis of the scheme of the pot
tial energy curves of the excited states for the example of
Ar2 molecule~see Fig. 11!;

2! the detection of the metastable atoms Ar* (3P0,2) by
the time-of-flight technique in the bombardment
Ar100 clusters by a monoenergetic electron beam with l
electron energies.47

Figure 11 shows the scheme of potential energy cur
from Ref. 48 for several excited states of the Ar2 molecule,
with dissociation limits Ar* (3p5 4s)1Ar(3p6 1S0) and
Ar** (3p5 4p)1Ar(3p6 1S0). As we have said, in cluster
of argon~and analogously for krypton and xenon, too! in the
process of self-trapping of a high-energyp exciton a local-
ized molecule Ar2** , with a high binding energy of approxi
mately 1–1.26 eV,49 is formed in one of the highly excited
states with the dissociation limit Ar** (3p5 4p)
1Ar(3p6 1S0), which are found in the energy region 12.91
13.48 eV.

The most probable relaxation process for highly exci
molecular states of argon is nonradiative dissociation.
deed, in examining Fig. 11 one notices the large numbe
intersections between the potential curves of the stable
lecular Rydberg states (Apu4p, Apg4p, Asg4p, Asu4p),
with the dissociation limit Ar** (3p5 4p)1Ar(3p6 1S0),
and the repulsive potential curves of the lower molecu
states (Asu4s, Bsg4s, Bsu4s), with the dissociation limit
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FIG. 11. Energy diagram for desorption by the ‘‘nonradiative excimeric dissociation’’ mechanism. Left: Potential curves of some excited states ofhe argon
molecule with the dissociation limits Ar* (3p5 4s)1Ar(3p6 1S0), and Ar** (3p5 4p)1Ar(3p6 1S0).48 Right: Schematic illustration of the energy regions
the bands of surface (s) and bulk (v) s andp excitons of Ar100 clusters.27,42The relaxation paths of the excitons: in a small cluster~→!, in a large cluster~or
crystal! ~2 2 →!. The bands of bulk excitons withn52,3,4 for large clusters and crystals are not shown in the diagram.
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Ar* (3p5 4s)1Ar(3p6 1S0). Each intersection for state
with the same symmetry is indicated by a dot. When th
points are reached in the process of relaxation of an exci
molecule Ar2** over vibrational levels there can occur tra
sitions from the potential curve of the highly excited bou
state to the potential curve of the less-excited repuls
states. At such a transition the highly excited excimer m
ecule Ar2** dissociates into atoms Ar* (3p5 4s) and
Ar(3p6 1S0), which fly apart with a high kinetic energy. I
the energies of the transitions at the points of intersection
the potential curves in Fig. 11 are taken into considerat
along with the fact that the repulsive terms Ar2* , with the
dissociation limits 1P111S0 , 3P011S0 , 3P111S0 , and
3P211S0 , tend toward asymptotic limits at energies
11.83, 11.71, 11.62, and 11.55 eV, respectively, then the
timated kinetic energies shared between the two atoms in
dissociation of Ar2** varies approximately from 0.2 to 0.7
eV. Since the maximum binding energy of an atom
ArN clusters is;0.05 eV,50 i.e., considerably less than th
estimated values of the kinetic energy of the particles form
in the dissociation of Ar2** , then real conditions for the de
e
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sorption of the excited atoms Ar* (1P1 , 3P0,1,2) and ground-
state atoms Ar(1S0) from the clusters are created.

The desorption channel under discussion was parti
traced for argon clusters by a time-of-flight technique in R
47. The authors of that paper obtained the excitation fu
tions of the metastable atoms Ar* (3P0,2) ejected from
Ar100 clusters and their kinetic energy distribution function
The clusters were bombarded by an electron beam with
electron energy from 5 to 100 eV and monoenergetic
around 1 eV. It should be noted that the experiments w

done in argon cluster beams with a mean sizeN̄
5100 atoms/cluster, which precisely fits the range of si
where the radiation from desorbed excited particles in
spectroscopic experiment had its maximum intensity.
bombarding electron energies of 13.660.5 eV, correspond-
ing to the excitation energy of the high-energyp excitons, a
high yield of metastable argon atoms with kinetic energ
from 0.2 to 1 eV, comparable to the estimated values gi
for them above, was observed. These results are a d
confirmation of the existence of desorption of excited me
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stable atoms Ar* (3P0,2) by the ‘‘nonradiative excimeric dis
sociation’’ mechanism in the electron bombardment
Ar100 clusters.

The following conclusions can be drawn from what w
have said. The desorption of excited atoms and molec
from ArN , KrN , and XeN clusters with a maximum yield o

particles in the size intervalDN̄550– 100 atoms/cluster i
brought about by the ‘‘nonradiative excimeric dissociatio
mechanism. The main forms of desorption of excited p
ticles by this mechanism according to our observations h
by the method of VUV emission spectroscopy are:

1! desorption of excited atoms R* (1P1 , 3P1). Here part
of the atoms escape into the gaseous ‘‘matrix’’ of the jet a
radiate the resonance linesL1 and L2 ~see Figs. 4–6!. An-
other part of the atoms is desorbed from clusters and is
calized near their surface, radiating the bandsL18 andL28 with
a ‘‘red’’ shift of 0.2 nm relative to the resonance lines~see
Figs. 4c, 5c, and 6b!;

2! desorption of excimer molecules in the weakly bou
stateC1Su

1(1P111S0) and in the vibrationally excited state
A3Su

1v(3P211S0) and B1Su
1v(3P111S0), and in the par-

tially vibrationally relaxed stateB1Su
1v8(3P111S0). As we

have said, excimer molecules in these states are forme
collisions of excited ‘‘hot’’ atoms R* (1P1 , 3P1,2) with
ground-state atoms of the clusters. The excimer molec
desorbed from clusters in the states indicated above rad
the experimentally observed emissionsM1 , M2 , M38 , and in
part M3 ~see Figs. 4–8!.

An analysis of the size dependences of the intensitie
the emissions in the VUV spectrum of the desorbed partic
presented in Figs. 8 and 9, shows that the maximum yiel
excited atoms and molecules from the clusters exists

certain size regionN̄550– 100 atoms/cluster. Here an im
portant regularity in the desorption of excited particles
manifested, namely, that the maximum yield of each form
excited atoms and molecules occurs for clusters of the s
definite~for the given form of particles! mean size within the

size intervalN̄550– 100 atoms/cluster.
The observed regularity of the desorption of excited p

ticles is governed by two size effects. The first effect is co
nected with the features of the size quantization of the ene

inside the exciton bands in the regionN̄
,150– 200 atoms/cluster, which lead to a multiphonon p
cess of exciton energy relaxation in the clusters.46 Because of
this the self-trapping of excitons in the clusters can oc
from the high-energyp band (n51) with the formation in
them of centers of the highly excited excimer molecule ty
R2** .

In addition, the subsequent relaxation of R2** over vibra-
tional levels to the points of intersection of the potent
curves of the stable states with the repulsive terms of
lower molecular states also depends on the size of the c
ters, in particular, on the number of atoms interacting w
the excimer, the interaction energy, and the spectrum of
brational frequencies of the atoms in the cluster.51 Theoreti-
cal studies show52 that the relaxation of the excimers Ar2*
over vibrational levels of the potential curves of the lowe
electronic states of1,3Su

1 with binding energy;0.75 eV~see

Fig. 11! in clusters withN̄555 atoms/cluster ends in a redi
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tribution of the vibrational energy within the clusters witho
their fragmentation. Considering that the binding energy
the highly excited excimers Ar2** is 1.3–1.6 times larger
than that of Ar2* in the states1,3Su

1 ~Ref. 49!, the relaxation
of Ar2** over vibrational levels should go to completion
clusters of somewhat larger sizes within the size range c
sidered.

Thus the first size effect due to the size quantization
the exciton energy governs the initial stage of the desorp
process—the formation of highly excited excimers R2** with
a dissociation limit R** (np5(n11)p)1R(1S0) embedded
in the ArN , KrN , and XeN clusters. The second size effec
which is due to the size dependence of the rate of relaxa
of the vibrational energy of R2** , leads, in the final stage o
the desorption process, to the nonradiative dissociation of
excimers R2** into atoms R* (1P1 , 3P0,1,2) and R(1S0) with
high kinetic energies sufficient for their desorption from t
clusters.

Consequently, the formation of localized highly excite
excimer molecules R2** in the process of self-trapping ofp
excitons and their subsequent dissociation are the m
stages of the new mechanism of desorption of excited at
R* (1P1 , 3P0,1,2), excimer molecules R2* (C1Su

1), and vi-
brationally excited molecules R2* (1,3Su

1v) from electron-
excited ArN , KrN , and XeN clusters in the size rangeDN̄
>50– 100 atoms/cluster. The ‘‘nonradiative excimeric diss
ciation’’ mechanism explains not only the fact that deso
tion occurs but also its basic regularities.

However, an examination of the size dependences of
intensity of the emissions in the VUV spectra of desorb
particles~Figs. 8 and 9! reveals not only regularities com
mon to all the emissions but also individual features of ea
emission. These features are indicative of possible additio
channels for desorption of excited particles. Among th
may be desorption channels involving Rydberg states of
clusters, for which the radius of the excitation is larger th
the radius of the cluster. In the excitation of Rydberg sta
the holes R1 found in the clusters are self-trapped, as a res
of which stable diatomic molecules in highly excited Ry
berg states appear in the clusters. In that case it is expe
that radiative transitions between highly excited molecu
Rydberg states are strongly suppressed by the efficient
radiative relaxation processes. Therefore the possible des
tion channels can at once be linked to the nonradiative de
of stable highly excited molecular Rydberg states as a re
of the intersection of their potential curves with the repuls
terms of the lower molecular states. Among such chann
one can include the desorption of atoms in highly exci
states with their subsequent radiative transitions: first to
lowest excited atomic states~including 1P1 and 3P1) and
then to the ground state1S0 , with the radiation of the reso
nance linesL1 andL2 . This point of view is supported by the
fact that the curves of the size dependences ofI /r0(N̄) of the
resonance linesL1 and L2 of the desorbed excited atom
R* (1P1 , 3P1), shown in Fig. 8, go above the correspondi
curves for the molecular emissions in the regions of sma
and larger cluster sizes from the maximumT2 . Although the
desorption channels considered can exist over a rather w
range of sizes, they are not the governing channels for c
ters in the size rangeDN̄>50– 100 atoms/cluster, since the
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cannot explain the observed size effect in the desorption
its basic regularities.

The other channels of desorption of excited particles
be linked to the ‘‘ejection from a cavity’’ mechanism typic
for solids of inert elements.1,38,40As we know, the desorption
of vibrationally excited molecules Ar2* in theA3Su

1v state by
the ‘‘ejection from a cavity’’ mechanism has been observ
in the photoexcitation of argon clusters over a wide range
sizes in the surface and bulk exciton bands.8 For krypton and
xenon clusters, however, unlike ArN , the desorption of vi-
brationally excited Kr2* and Xe2* molecules in theA3Su

1v

state is observed in very narrow size intervals:DN̄

,50 atoms/cluster for krypton9 and DN̄<10 atoms/cluster
for xenon.26 This is due to the fact that, according to th
calculations done in Ref. 53, KrN and XeN clusters have a
negative work function only in a very restricted size regio

DN̄,100 atoms/cluster andDN̄,12 atoms/cluster, respec
tively. It follows from what we have said that the vibra
tionally excited molecules R2* desorbed from clusters by th
‘‘ejection from a cavity’’ mechanism can give a contributio
to the VUV cathodoluminescence spectrum of ArN clusters
in a wide range of sizes, while for KrN and XeN clusters this

is possible only in the restricted size intervalsDN̄,50 and

DN̄,10 atoms/cluster, respectively.
As we have shown, Ar2* molecules in the stateA3Su

1v

radiating a continuum with a maximum at 107.5 nm (M2 ;
see Fig. 4b! are desorbed from ArN clusters in the size inter

val DN̄>50– 100 atoms/clsuter mainly by the ‘‘nonradiativ
excimeric dissociation’’ mechanism. It is this mechanism t

determines the main features in the size dependenceI /r0(N̄)
of the continuumM2 in the indicated range of sizes. How
ever, based on the foregoing analysis of the other desorp
mechanisms, there is a possibility that the desorption of A2*
molecules in theA3Su

1v state by the ‘‘ejection from a cav
ity’’ mechanism makes a significant contribution in the r
gion of large sizes of the ArN clusters. This is because i

clusters in the size regionDN̄.150– 200 atoms/cluster th
single-phonon process of exciton energy relaxation, wh
leads to the ‘‘discharge’’ of energy to the lowest excit
bands~see Fig. 11!, begins to prevail. As a result of this, wit
increasing cluster size the probability of self-trapping of e
citons from thep band with the formation of localized highl
excited molecules R2** decreases, and, hence, so does
desorption of excited particles from clusters by the ‘‘non
diative excimeric dissociation’’ mechanism. On the oth
hand, with increasing cluster size the probability of se
trapping of s excitons, accompanied by the desorption
Ar2* (A3Su

1v) molecules by the ‘‘ejection from a cavity’
mechanism, increases on account of the ‘‘discharge’’ of
ergy from the high-energy to the lowest exciton bands. T
possible existence of desorption of Ar2* molecules in the vi-
brationally excited stateA3Su

1v from cluster of large sizes is
evidenced by the somewhat different trend of the size dep

dencesI /r0(N̄) of the continuum with maximum at 107.
nm (M2) and the nonallowed system of bands of the tran
tion C1Su

1→X1Sg
1 with a maximum at 105.2 nm (M1) in

the region of large sizesN̄. Indeed, as was shown in Fig. 8
the intensity of the emissionM1 for the argon clusters de
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creases sharply with increasingN̄. In contrast, the intensity
of the continuum with a maximum at 107.5 nm (M2) falls
off insignificantly with increasingN̄, remaining larger in
magnitude than the intensity of the emissionM1 . Here it
should be stressed that the emissionM1 , which is due to
desorption of excited molecules R2* in the stateC1Su

1(1P1

11S0), is a characteristic feature of the ‘‘nonradiative exc
meric dissociation’’ mechanism, which takes place in a c
tain size regionDN̄>50– 100 atoms/cluster in the bombar
ment of clusters of inert elements by electrons. It is for t
reason that theM1 band is absent in the VUV photolumines
cence spectra of ArN , KrN , and XeN clusters8,9,26 and in the
VUV luminescence spectra of solids of inert elements un
excitation by photons, electrons, or ions.1–7,38–40

Let us conclude with a discussion of the origin of th
continuum with maximum at 109 nm (M3 ; see Fig. 4a,b!. As
we have said, the continuum with maximum at 109 nm
radiated by Ar2* molecular centers formed in ArN clusters in

a partially vibrationally relaxed stateB1Su
1v8 in the process

of self-trapping ofs excitons.37 The formation of such cen
ters is due to the presence of a high repulsive barrier on
potential curve of theB1Su

1(3P111S0) molecular state of
argon,29 which hinders the relaxation of the excime
Ar2* (B1Su

1) over vibrational levels to an equilibrium state
condensed argon.54,55 However, in addition to the feature
typical for molecular luminescence centers, the size dep
dence of the intensityI /r0(N̄) of this continuum~see Fig.
8a! has a maximum T2 in the size region N̄
>100 atoms/cluster, as is characteristic for excited partic
desorbed from clusters by the ‘‘nonradiative excimeric d
sociation’’ mechanism. We therefore attribute the presenc
the maximumT2 in the size dependenceI /r0(N̄) of the 109
nm continuum (M3) to radiation from desorbed excime
molecules in the same state but formed in collisions of ‘‘ho
Ar* (3P1) atoms with cluster atoms in the ground state. F
thermore, it is not ruled out that the radiation of theM3

continuum at wavelengthl5109 nm contains a certain con
tribution due to the radiation from desorbed excimer m
ecules in the stateA3Su

1v(3P211S0). This is due to the fact
that theM3 continuum, with maximum at 109 nm~the tran-

sition B1Su
1v8→X1Sg

1), overlaps with theM2 continuum,
with maximum at 107.5 nm ~the transition A3Su

1v

→X1Sg
1), in the region of the continuous spectrum 107.4

113 nm~see Fig. 4b!.

CONCLUSION

Studies of the features of the structure of the VU
cathodoluminescence spectra of ArN , KrN , and XeN clusters
in the region of the resonance transitions1P1→1S0 and
3P1→1S0 and also of the regularities in the size dependen
of the intensity of the emissions in the VUV spectra ha
permitted the experimental detection of new channels for
desorption of excited particles from clusters with maximu
yield in a certain size regionDN̄>50– 100 atoms/cluster an
to establish their desorption mechanism. The new desorp
channels were detected thanks to a unique methodolog
opportunity, the VUV emission of excited atoms and mo
ecules desorbed from clusters under electron bombardm
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can be distinguished from the VUV emission of excited p
ticles of the gas phase in the jet with the aid of the law
‘‘corresponding jets.’’ It was established that this law hol
only for the emissions from the desorbed particles un
study, i.e., the maximum of the curves of the intensity of
emissions of desorbed particles as a function of the gas
peratureT0 at the nozzle entrance for different pressuresP0

is reached on the curveP0T0
22.55const, which correspond

to an identical distribution of clusters over sizes.
Studies done by the method of VUV emission spectr

copy have revealed channels of desorption of the follow
particles: excited atoms R* (1P1 , 3P1) and excimer mol-
ecules R2* in the weakly bound stateC1Su

1(1P111S0) and
also in the vibrationally excited statesA3Su

1v(3P211S0) and
B1Su

1v(3P111S0) and the partially vibrationally relaxed

stateB1Su
1v8(3P111S0). We have shown that part of th

excited atoms R* (1P1 , 3P1) escape into the gaseous ‘‘ma
trix’’ of the jet and radiate resonance lines in the free sta
Another part of the R* (1P1 , 3P1) atoms is desorbed from
the clusters and localized near their surface, radiating ba
with a ‘‘red’’ shift of 0.2 nm relative to the resonance line
We have established that the maximum yield of excited
oms and molecules from ArN , KrN , and XeN clusters fits
into a region of mean sizesDN̄>50– 100 atoms/cluster, an
the maximum yield of each form of excited atoms and m
ecules takes place for clusters of the same definite~for the
given type of particles! mean size in the range 50–10
atoms/cluster.

The observed regularities of the process of desorptio
excited atoms and molecules from ArN , KrN , and XeN in
their bombardment by electrons have revealed a new des
tion mechanism: ‘‘nonradiative excimeric dissociation.’’ A
cording to this mechanism, the excited atoms R* (1P1 , 3P1)
are desorbed from clusters as a result of the nonradia
dissociation of localized highly excited excimer molecu
R2** with the dissociation limit R** (np5(n11)p)
1R(1S0). These molecules are formed in clusters in the p
cess of self-trapping of excitons from the high-energyp
band. The excimer molecules R2* desorbed from the cluster
arise in the collision of ‘‘hot’’ excited atoms R* (1P1 , 3P1,2)
with cluster atoms in the ground state.

It follows from the studies reported here that the form
tion of highly excited molecules R2** in the process of self-
trapping of excitons from the high-energyp band is a con-
sequence of the size quantization of the energy inside
exciton bands, which leads to blocking of the one-phon
process of energy relaxation for excitons in ArN , KrN , and
XeN clusters in the region of mean sizesDN̄
,150– 200 atoms/cluster.

On the other hand, the nonradiative dissociation
highly excited excimer molecules R2** into atoms
R* (1P1 , 3P1,2) and R(1S0) with high kinetic energies is
governed by another size effect, namely: the size depend
of the relaxation rate of the R2** molecules over vibrationa
levels to points of intersection of the potential curves of
highly excited stable states with the less-excited repuls
states of the same symmetry.

Thus the appearance of new channels of desorption
excited atoms and molecules from ArN , KrN , and
XeN clusters under electron bombardment, with a maxim
-
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yield of particles in the size interval DN̄
>50– 100 atoms/cluster, is due to features of the phys
properties of clusters in this size range, in particular, to f
tures of the energy spectrum, of the spectrum of vibratio
frequencies of atoms in the cluster, and of the exciton ene
relaxation.

*E-mail: verkhovtseva@ilt.kharkov.ua
1!At an electron energy of 1 keV the impact mechanism of desorption

atoms from clusters of inert elements is not realized.
2!In the case of spherical clusters the characteristic linear mean sizet of the

cluster is related to the mean number of atoms in the clusterN̄ by the

relation t5āA3 3N̄/2p.
3!Excitons correlated with the atomic Rydberg statesnp5(n11)s and

np5(n11)p ~wheren53, 4, and 5 for Ar, Kr, and Xe, respectively! are
denoted ass excitons andp excitons, respectively.

4!The existence ofp excitons in crystals of inert elements was reported
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Toward a theory of the magnetoimpurity states of electrons in conductors
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Conductors containing impurity atoms capable of localizing electrons in a magnetic field are
considered with the use of functional methods for investigating electronic magnetoimpurity states.
These states are taken into account in the Keldysh formalism. The theory is illustrated for
the example of a two-dimensional electron gas characterizing impurity atoms in a quantizing
magnetic field. The characteristics of the magnetoimpurity states are calculated in the
case of a Gaussian separable impurity potential. ©2004 American Institute of Physics.
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Functional methods developed in quantum field the
are increasingly finding their way into condensed ma
physics.1 Such methods are used for calculating t
kinetic,2,3 thermodynamic,4,5 and superconducting6 charac-
teristics of disordered three-dimensional and tw
dimensional metals at low temperatures. It has been sho2

that the method of continuous integration over Grassm
fields can be used for calculating the magnetic Green fu
tion in the Keldysh technique7,8 and the characteristics o
disordered conductors in the absence of magnetic field
Ref. 3 a functional approach based on the Keldysh formal
was used to calculate the low-temperature conductivity
other characteristics of an electron liquid in metals conta
ing impurity atoms. The method of integration over Gra
man variables in the study of the equilibrium properties
two-dimensional electron gas in a magnetic field was use
Refs. 4 and 5. The analysis in Ref. 4 was restricted to
case of a high magnetic field, while in Ref. 5 the magne
field was assumed weak.

In Refs. 2–6 the influence of impurities atoms on t
properties of a system was approximated by a Gaus
delta-correlated random potential. Its intensity was charac
ized by the electron collision frequency calculated in t
Born approximation in the electron–impurity interactio
This is permissible only in the case of weak scatterers in
pable of localizing electrons. To include consideration of
electronic impurity states at isolated scatterers one mus
beyond the Born approximation. Such states were not ta
into account in Refs. 2–6.

In the present study we show how arbitrary magne
fields and the presence of electronic impurity a
magnetoimpurity9,10 states at isolated impurity atoms can
taken into account in the formalism developed in Ref. 2. T
theory is applicable both to bulk disordered conductors
to the two-dimensional electron gas in heterostructures.
an illustration we calculate the characteristics of the el
tronic impurity and magnetoimpurity states in tw
dimensional conductors with a Gaussian separable impu
potential, which makes it possible to solve the problem
actly.

The problem of the influence of a short-range pertur
tion on the energy spectrum of an electron undergoing t
511063-777X/2004/30(1)/4/$26.00
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dimensional motion in a magnetic field was first solved
Ref. 11. The authors of that study restricted consideration
the case when the potential of the perturbation is nonz
within a square region lying in the plane of motion of th
electron. The general theory of electronic magnetoimpu
states in two-dimensional systems containing point impu
atoms was developed in Refs. 12 and 13 by the zero-ra
potential method. The case of a Gaussian separable imp
potential was not considered in Refs. 11–13.

Taking arbitrary magnetic fields into account in the fo
malism developed in Ref. 2 reduces to switching from
plane-wave basis to a basis of eigenstates of the electron
magnetic field.14 We shall therefore only give the final for
mula, introduced by Keldysh in Refs. 7 and 8, for the mat
Green’s functionG of the electrons:

iG125S dL

idJ1*
dR

idJ2
W@J,J* # D

J50
J* 50

. ~1!

HereW5 ln Z is an arbitrary functional for coupled Green
functions, the indicesL andR denote the left and right func
tional derivatives with respect to the Fermi sourcesJ* andJ,
and 15(k1 ,a1 ,t1) ~k is the set of Landau orbital quantum
numbers,a561 is the spin quantum number, andt is the
time!. The functionZ has the form

Z@J,J* #5expS 2 i(
12

U12

dR

idJ1
s3

dL

idJ2*
D

3expS 2 i(
34

J3* G
0

34J4D , ~2!

whereU125^k1uuuk2&da1a2
d(t12t2), u is the energy of in-

teraction of an electron with the impurity atoms,s3 is the

third Pauli matrix,G
0

is the matrix Green function of the
electrons in a magnetic field, and

(
1

5 (
k1a1

E
2`

`

dt1 .

~We are ignoring Coulomb interaction of the electrons, a
we have set\51.) In this way the procedure of calculatin
© 2004 American Institute of Physics
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the Green function has been reduced to one of calculating
functional derivatives in formulas~1! and ~2!.

Formula ~2! makes it possible to write the generatin
functional in the form of a series in powers of the perturb
tion. The Green function~1! is also written in the form of a
series, coinciding with the series obtained on the basis
diagram technique employing Wick’s theorem.8 In particular,
the first-order corrections to the components of the ma
Green function~1! are:

G
1

12

11

5(
34

U34S G
0

13

12

G
0

42

21

2G
0

13

11

G
0

42

11D ,

G
1

12

12

5(
34

U34S G
0

13

12

G
0

42

22

2G
0

13

11

G
0

42

12D ,

G
1

12

21

5(
34

U34S G
0

13

22

G
0

42

21

2G
0

13

21

G
0

42

11D ,

G
1

12

22

5(
34

U34S G
0

13

22

G
0

42

22

2G
0

13

21

G
0

42

12D .

Here 6 are the indices in the two-dimensional Keldy
space. The diagrams for these corrections are given in Re
They differ from the usual diagrams of the cross techniqu15

by the additional indices6 on the ends of the lines.
Here we limit consideration to a selective summation

the diagrams with one cross for the retarded Green func
G5G112G12 of the electrons in a two-dimensional co
ductor, averaged over impurity configurations. In this a
proximation the scattering amplitude for electrons by is
lated impurity atoms can be taken into account exactly at
impurity concentrations. The scattering potential is chose
the form

V̂5(
j

uh j&u0^h j u, ~3!

where uh j&^h j u are the projection operator onto the vect
uh j&, u0 is a constant, and the indexj enumerates the impu
rity atoms. The functionh(r )5^r uh& will be assumed equa
to

h~r !5~Apa!21 expS 2
r 2

2a2D ,

wherea is a constant. Such a potential was used in Ref. 1
a study of magnetoimpurity states in bulk conductors. In f
mula ~3! the transition to a sum of delta functionsv0d(r
2r j ) is achieved with the substitution

4p lim
a→0

u0→`

~a2u0!5v0 .

The advantage of the potential chosen here is that it cont
two independent parametersu0 and a, while at the same
time the point potential is characterized by only one para
eter,v0 .

In the case of potential~3! the sum of diagrams with on
cross for the average Green function in the~k,a,«! represen-
tation ~« is the energy variable! is equal to G5G0

1G0TG0 , where the quantity
he

-

a

x

8.

f
n

-
-
w
in

in
-

ns

-

Ta~«!5u0ni S 12u0(
k

u^kuh&u2

«2«ka
D 21

~4!

is proportional to the electron scattering amplitude,«ka are
the Landau levels, andni is the density of impurity atoms
With the impurity potential used in this study the divergen
of the sum in formula~4! inherent for a delta-like potentia
can be avoided more simply than is achieved by the ze
radius potential method. The function^kuh& appearing in Eq.
~4! has the formula

^nmuh&5&dm0

l

a S l 2

a2 1
1

2D 21F S l 2

a22
1

2D S l 2

a2 1
1

2D 21Gn

.

~5!

Here l is the magnetic length,n is the oscillator quantum
number, andm is the quantum number of the orbital angul
momentum of the electron in a magnetic fieldH. The vector
H is perpendicular to the planez50 occupied by the elec
trons. The presence ofdm0 in formula ~5! means that the
potential under consideration, like the point potential,12 scat-
ters only the state withm50. It follows from formulas~4!
and ~5! that the magnetoimpurity energy levels are roots
the Lifshits equation17 u0

215Fa(«). In the case under con
sideration here this equation has the form

vc

u0
522S l

aD 2F S l

aD 2

1
1

2G22

3FS F S l

aD 2

2
1

2

S l

aD 2

1
1

2

G 2

,1,
1

2
2

«

vc
1a

mH

vc D , ~6!

wherevc is the electron cyclotron frequency,m is the elec-
tron spin magnetic moment, and

F~x,1,v !5 (
n50

`
xn

v1n

is a special function.18 The roots of this equation are dete
mined by the two independent parameters,vc /u0 and l /a.
The exact equation~6! for a Gaussian separable impuri
potential is obtained for the first time.

It follows from Eq.~6! that the electron energy spectru
contains a system of local levels split off from the Land
levels by the impurity atoms to higher or lower values, d
pending on the sign ofu0 . For u0.0 the local energy leve
of an electron whose spin magnetic moment is oriented al
the magnetic field lies in the region«,0 if mH.vc/2 and
u0,F21

21(0). Since the spin splitting of the Landau leve
was not taken into account in Refs. 11–13, this possibi
did not exist there. Whena andl differ strongly, the distance
D between a Landau level and the magnetoimpurity le
split off from it is small compared tovc :

D5H vcF lnS 2
a2

l 2 D1~2m* a2uu0u!21G21

, a! l ,

vcF lnS 8
l 2

a2D1
1

8 S a

l D
2 vc

uu0uG
21

, a@ l ,

wherem* is the effective mass of the electron. Fora! l the
limiting value of the magnitude of the splitting agrees wi
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expressions~25! and ~28! in Ref. 11 to within numerical
factors stemming from the different model for the impur
potential. In the casea!1 the positions of the local level
found here are poles of the scattering amplitude~3.6! in Ref.
12. The Lifshits equation in that paper contains only o
parameter—the scattering length of the electrons in the
sence of magnetic field. The casea@ l was not considered in
Refs. 11–13. In the quantum limit we obtain from Eq.~6! the
expression

D52u0S l

aD 2F1

2
1S l

aD 2G22

,

which is valid for any value ofa/ l . If uu0u→` the energy of
an electron in the bound state is equal to2uu0u. The widths
of the magnetoimpurity levels in this approximation a
equal to zero.

The scattering amplitude~4! has the usual form17

Ta~«!5u0ni$12u0@Fa~«!2 ipga~«!#%21,

where

ga5
8

vc
S l

aD 2F2S l

aD 2

11G22

3F S 2
l 2

a2 11D S 2
l 2

a221D 21G2ba

(
n50

`

d~n1ba!,

ba5
1

2
1a

mH

vc
2

«

vc
.

In the limit a→0, u0→` the functionu0ga(«) goes over to
v0na(«), wherena(«) is the electron density of states in
magnetic field. The residue at the pole of the electron s
tering amplitude on an individual impurity center is equal

R5H 1

2
vc

2S l

aD 2

z21S 2,2
D

vc
D , a! l ,

1

8
vc

2S a

l D
2

z21S 2,2
D

vc
D , a@ l ,

wherez is the generalized zeta function.18 The wave function
of an electron in the bound state with energy« l has the form

cma~r ,w!;expS 2
r 2

4l 2 1 imw D
3CS 1

2
2

« l

vc
1a

mH

vc
,1;

r 2

2l 2D ,

wherer ,w are polar coordinates andC is the confluent hy-
pergeometric function.18

In the absence of magnetic field the Lifshits equation
impurity states of an electron in the field~3! has the form

12u0@F~«!2 ipg~«!#50, ~7!

where

F~«!5«0
21 expS 2

«

«0
D H Ei S «

«0
D , «.0,

2E1S 2
«

«0
D , «,0,
e
b-

t-

r

g~«!5Q~«!«0
21 expS 2

«

«0
D .

Here «05(2m* a2)21, Ei and E1 are exponential integra
functions,18 andQ is the Heaviside step function.

It follows from ~7! that in an attractive field (u0,0) a
local level « l lying below the boundary of the continuou
spectrum exists for any value ofuu0u. In addition, in the
region«.0 there exists an antiresonance level«a . The pres-
ence of such a level means that in an attractive field, st
are transferred from the vicinity of the level«a to the local
level. If uu0u!«0 the positions of these levels are given b
the formula14

« l ,a56«0 expS 2
«0

uu0u D .

The wave function of an electron in the bound state is

c~r !;K0~A2m* u« l ur !,

whereK0 is a Macdonald function.18

In a repulsive field (u0.0) there exists a critical value
u0k;«0 such that impurity states are absent absent foru0

,u0k . If u0.u0k , however, there exist a resonance level« r

and an antiresonance level«a , with « r.«a . If u0,u0k the
electrons undergo only potential scattering by the impu
centers. The phase shift of the wave function in the scatte
process is given by

d52arctan
pg

u0
212F

.

It changes abruptly byp on passage through the resonan
level « r . The two-dimensional scattering cross section

s5
4

k

~pu0g!2

~12u0F !21~pu0g!2

(k5A2m* «) has a Breit–Wigner maximum at the point« r .
The width of the maximum is equal topg(« r)/uF8u. The
prime denotes the derivative at the point« r .
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The magnetic moment of an electron gas is calculated for two-dimensional and one-dimensional
models of the energy spectrum of the particles in the quantum cases, when only the lower
magnetic subbands are filled. ©2004 American Institute of Physics.@DOI: 10.1063/1.1647133#
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1. The properties of electron systems at high magn
fields H are attracting the steady interest of investigato
especially if one is talking about highly anisotropic syste
with an effectively lowered dimensionality of the charge c
rier motion: ‘‘synthetic’’ conductors with a layered or chain
like crystal structure, inversion layers, electrons on the s
face of liquid helium, etc.1–3 For example, the well-known
de Haas–van Alphen and Shubnikov–de Haas oscillation
fects, usually observed at

T,bH!«F , ~1!

have been widely used for studying the quasi-tw
dimensional electron spectrum of modern orga
conductors4 ~hereT is the temperature,1! b[e\/2mc is the
Bohr magneton, and«F is the Fermi energy!. The low-
dimensional situation is specific: in the one-dimensional c
quantum oscillations are altogether absent because of the
possibility of orbital motion of the carriers. The same situ
tion exists for a two-dimensional electron gas in a magn
field parallel to the plane of motion of the particle; for
general direction ofH the effect depends on the correspon
ing angle.3,5 In the first two cases the magnetic field acts on
on the spin, and the conduction electrons are a simple t
level system for which one can find explicit analytical e
pressions for the thermodynamic functions, valid for prac
cally any values of temperature and field strength. In
third case the system becomes two-level only in the quan
limit, i.e., at high fieldsH.«F /b; here one is interested i
the position and shape of the last quantum oscillation, w
allowance for the orientation ofH and finite temperatures.

Calculation of the magnetic moment of the electron s
system in these particular cases is the goal of the pre
study. For clarity we restrict the treatment to the effect
mass approximation2! and avoid the straightforward but cum
bersome generalization of the problem to the case of sev
~nonequivalent! valleys in the electron spectrum; the ion
subsystem is assumed nonmagnetic.

2. Using the well-known results of Shoenberg,2 we first
consider a two-dimensional electron gas in aninclined mag-
netic field3! which is assumed to be so high that one c
assume that at low temperatures only the two lowest s
bands,«0,2 and«0,1 or «1,2 , in the spectrum

«n,65S n1
1

2D e\H1

m8c
1bH ~2!

are filled (m8 is the effective mass in the plane of motion
the carriers!. As we know,3,5 the orbital motion here is deter
551063-777X/2004/30(1)/3/$26.00
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mined by the projectionH1[H cosu of the magnetic field
onto an axis corresponding to the cyclic momentump1 ; the
latter takes on values within the unit cell of the reciproc
lattice:4! up1u<p\/a1 . The energy interval between the low
est subbands is

D5e\H/@c max~m,m8/cosu!#, ~3!

and the thermodynamic potentialV for such a system is
equal to

V>2T
eH cosu

2pa1c\ H lnS 11exp
m8

T D1 lnS 11exp
m82D

T D J ,

~4!

where

m8[m1~b2b8!H[m1bHS 12
m

m8
cosu D ~5!

is the chemical potential measured from«0,2 . It must
be expressed in terms of the volume density of partic
N[2]V/]m, since in a homogeneous sample the lat
must obviously be assumed fixed.5! By definition, the mag-
netic momentM[2]V/]H. As we see from Eq.~4!, its
limiting value at high fields is

M sat~u!5N~b2b8!5NbS 12
m

m8
cosu D , ~6!

which agrees completely with the known result

M sat5Nb~12m/m8!

for an isotropic metal.7 We note that the change in the qua
tum oscillations of the conductivity~the Shubnikov–de Haa
effect! with angleu has been used to estimate the relatio
ship between the ‘‘bare’’ and effective masses~the so-called
g factor! in a two-dimensional electron gas.3,5 Expression~6!
represents an alternative possibility but at higher
ultraquantum—magnetic fields.

The approach of the moment to its limiting value~6! is
preceded by the last quantum oscillation ofM (H). Using the
formulas given above, one can reduce the calculation o
shape to the joint solution of the equations

dM ~h!

N
52

max~b,b8!

b H ln~11ex!1 ln~11ex2bh!

2
bh

11ebh2xJ ~7!
© 2004 American Institute of Physics
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and

1

h
5

1

11e2x 1
1

11ebh2x , ~8!

where we have introduced the variable

h[
b8H

«F
[

eH cosu

2p\Na1c
~9!

and a parameter characterizing the degree of degenera
the system

b[
2«F

T max~1,m cosu/m8!
~«F5Npa1\2/m8!. ~10!

Although an analytical solution would be too awkward,
graphical solution can be found without difficulty by usin
the MathCAD software, for example; it is presented in F
1. Even for not very large values of the parameterb the fall
of the curve is very sharp; it takes place ath>1, i.e., for
H>2p\cNa1 /e cosu.

We note that this value of the field strength is indepe
dent of both the ‘‘bare’’ and effective masses of the electr

3. Let us turn to the case of parallel magnetic fieldu
5p/2). At finite temperature there can obviously be sm
deviations from parallelism:

m

m8
cosu!

T

2bH
. ~11!

Under this condition the motion of the carriers in the (x2 ,x3)
plane can be considered nonquantized, so that the spec
has the form

«6~p5!5
p2

21p3
2

2m8
6bH. ~12!

Proceeding in the standard way~see Refs. 2, 8, and 9!, we
write the thermodynamic potential as

FIG. 1. Magnetic moment of a quasi-two-dimensional electron gas ve
the reduced field strengthb8H/«F @see Eq.~13!# for different values of the
parameterb[2«F /@T max(1,m cosu/m8)#. The moment@after subtraction
of the constant partN(b2b8)] is expressed in units of 2N max(b,b8).
of

.

-
.

ll

um

V52
T

a1~2p\!2 (
6

E E dp2dp3

3 lnF11exp
1

T S m62
p2

21p3
2

2m8
D G , ~13!

where m6[m6bH. Using this to calculate the magnet
moment, we find

M[2S ]V

]H D
m,T

5
D

2
Tb lnS 11exp~m1 /T!

11exp~m2 /T! D , ~14!

where D5m8/pa1\2 is the energy density of states
H50, and the chemical potentialm is to be determined from
the equation

N5
D

2
T(

6
ln~11exp~m6 /T!!. ~15!

The solution giving the dependence ofm on H and T is
easily written in explicit form as

m~H,T!5T ln~Acosh2~bH/T!1e2N/DT212cosh~b/T!!.
~16!

In particular,

m~H→0,T!5T ln~eN/DT21![T ln~e«F /T21!;

m~H→`,T!5T ln~e2«F /T21!2bH. ~17!

Substituting~16! into ~14! and introducing the notation

y[bH/T; w[exp~2«F /T!21, ~18!

we find

M ~H,T!5
Nb

ln~11w!
lnS 11ey~Acosh2 y1w2coshy!

11e2y~Acosh2 y1w2coshy!
D .

~19!

As could be expected, in a magnetic field parallel to t
quasi-two-dimensional electron layers they are always p
magnetic, and their magnetic moment increases monot

FIG. 2. Magnetic moment of a quasi-two-dimensional electron gas a
function of the magnetic field applied parallel to the plane of motion of
particles@Eq. ~19!# for different values of the parameter«F /T. The moment
is expressed in units ofNb, and the field strength in units ofbH/«F .
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cally with H: linearly in weak fields (bH!«F) and then
approaching saturation with a valueM sat5Nb ~see Fig. 2!.

4. Let us consider the case of one-dimensional motio6!

of the carriers~along theC axis!. Without any dependenc
on the mutual orientation ofH and C no orbital motion is
possible, and the magnetic field acts only on the spin, so
the spectrum has the form

«6~pC!5pC
2 /2mC6bH. ~20!

Clearly this case is qualitatively similar to the previo
one, and here we limit consideration to the simple limit
low temperatures. Then, at low fields, when both subba
are filled,

V52
T

2p\a'
2 (

6
E dpC lnS 11exp

1

T
~m62pC

2 /2mC! D
>2

2A2mC

3p\a'
2 ~m1

3/21m2
3/2!, ~21!

wherea'
2 is the area of the unit cell of the crystal in the pla

perpendicular to theC axis. The magnetic~clearly, paramag-
netic! moment is equal to

M>
b

p\a'
2 A2mC~Am12Am2!, ~22!

and the equation for the chemical potential can be written
the form

Am11Am252A«F; «F5N2p2\2a4/8mC . ~23!

For bH,2«F its solution is

m65«F~16bH/2«F!2, ~24!

and at higher fields the particles completely leave the up
subband and, as follows from~21! for T→0, we should drop
the terms with the index ‘‘2’’ in expressions~21!–~23!; this
givesm154«F . As a result

M ~H,0!>NbH bH/2«F , bH,2«F ,

1, bH.2«F .
~25!

It is clear from the foregoing that at nonzero temperat
we would obtain a smoothing of the kink atbH52«F and a
smoother approach to the limiting valueM sat5Nb @cf. Eq.
~19! and Fig. 2#.

5. Although the results of paragraphs 3 and 4 pertain
an extremely wide region of magnetic fields, their quant
limit and also the result of paragraph 2 presupposes a
strength exceeding a value

HQ.
«F

b
.

\c

ea2 H ~Na3!2/3 ~D53!,

Na3 ~D52!,

~Na3!2 ~D51!,

~26!

where Na3 is the number of electrons per unit cell of th
crystal, a is an averaged linear dimension of the cell, a
\c/ea2>108 Oe is a value of the field at which the radius
localization of the lowest magnetic subband is comparabl
a. Since the present-day experimental capabilities for st
fields do not exceedH;106 Oe, the electron density must b
much smaller than in an ordinary metal. Note that the low
the dimensionalityD of the system, the faster the decrease
HQ with N.
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Thus the conditions for observing the behavior
M (H,T) obtained in this study can be realized in conducti
crystals with a comparatively low but fixed~or weakly de-
pendent on magnetic field and temperature! density of free
carriers: for example, in layered organic metals based
BEDT–TTF and in quasi-one-dimensional metals based
TCNQ and also in semiconductor inversion layers and h
erostructures, whereN can be adjusted over a wide range
varying the blocking potential. Generalization of the sing
valley spectral models used can alter the picture substant
only in the case of semimetals, where at high fields a tra
tion to an insulator state can occur~see Refs. 11 and 12!.

We note in closing that the ‘‘true’’ limiting value of the
magnetic moment forH→`, i.e., forH@\c/ea2, cannot be
calculated on the basis of band-spectrum models, since
latter have meaning only for sufficiently extended spatial
gions including many cells of the crystal. This~as yet aca-
demic! question would require a more detailed quantu
mechanical treatment.

The author thanks V. G. Peschansky and Yu. G. Pa
kevich for a discussion of this study.

*E-mail: gokhfeld@teor.fti.ac.donetsk.ua
1!More precisely, the effective temperatureT1\/t, which takes into ac-

count the collisional broadening of the Landau levels~see Ref. 1!.
2!In other words, the electron gas is assumed ideal, with Fermi statistics

all interactions are taken into account by renormalization of the masse
the single-particle spectrum. More subtle aspects of the electron–ele
interaction, e.g., the appearance of composite fermions,6 are, of course,
outside the scope of this approximation.

3!Although extremely thorough, Ref. 2 did not consider the case of an
clined field, and explicit formulas for the quantum limit were not given

4!For definiteness we shall understand the object of study to be a bulk
highly anisotropic crystal with a quasi-two-dimenstional~or, later on,
quasi-one-dimensional! dispersion relation for the charge carriers. If one
talking about a real two-dimensional situation~surface states, electrons o
the surface of liquid He, layered heterostructure!, thena1 should be under-
stood as the size of the localization region of the electron monolayer.

5!For an inversion layer found in the ‘‘reservoir’’ of the other electrons of t
sample the opposite case, wherem should be considered fixed rather tha
N, can be realized~see Fig. 2!.

6!As above, in a homogeneous but highly anisotropic crystal with a filam
tary structure~e.g., NbSe3 ; Ref. 10!.
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Stationary nonlinear waves at the surface of a thin liquid layer under inverted
gravitation conditions

G. V. Kolmakov,* E. V. Lebedeva, A. A. Levchenko, L. P. Mezhov-Deglin, A. B. Trusov,
and V. B. Shikin
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142432, Russia
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Instability of the flat surface of a thin liquid layer wetting a solid substrate under inverted
gravitation conditions is discovered. The development of this instability leads to the formation of
a new stationary nonuniform liquid surface state. It looks like a solitary hill with
characteristics sensitive to the liquid film parameters, particularly to the layer thickness at which
the instability begins to develop. By application of a variational approach the mechanical
stability of such a hill~droplet! in the one-dimensional approximation is proved. A variational
picture of the shape evolution for a cylindrical charged droplet in an external electric
field is constructed, too. The results obtained are compared with an experiment on liquid hydrogen
droplets @A. A. Levchenko, G. V. Kolmakov, L. P. Mezhov-Deglin, M. G. Mikhailov, and
A. B. Trusov, Low Temp. Phys.25, 242 ~1999!#. The theory developed is in good agreement
with the results of experiments. ©2004 American Institute of Physics.
@DOI: 10.1063/1.1645156#
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1. INTRODUCTION

A charged or neutral liquid layer is an example of
two-dimensional~2D! system that can exhibit a mechanic
instability under inverted gravitation conditions, i.e., und
conditions when the layer is suspended on the horizo
surface of a solid substrate. It is known that a liquid lay
suspended on a solid substrate under inverted gravita
conditions is absolutely unstable if the van der Waals for
are neglected.1 In the presence of the attractive van der Wa
forces between liquid and substrate, there is a finite inte
of layer thicknesses for which a mechanical equilibrium
possible, and a sufficiently thin layer covers the substr
uniformly. At thicknesses larger than some critical value,
van der Waals forces cannot keep a liquid layer in a flat s
and the instability develops.2

The mechanical instability of the flat free surface of
neutral liquid layer of a thickness larger than the critic
value develops at small wave vectors,2 which is similar to the
instability of the charged surface of a thin liquid layer in
external pressing electric field.3–5 This situation is quite dif-
ferent from the known instability phenomena of charged s
faces of a thick liquid helium layer,6–11 because in this cas
the instability develops at a finite wave number of the or
of the inverse capillary wavelength. The scenario of dev
opment of the long-wave instability of thin layer surfac
was not clear till now.

The main goal of this paper is to study the nonunifo
phenomena that occur on neutral and charged surfaces
thin liquid layer. We show that the instability leads to th
formation of a stationary, nonlinear, solitary wave of surfa
deformations. The wave amplitude increases with increas
liquid layer thickness or with increasing stretching elect
field above some critical values. This behavior is quite d
ferent from that of a bulk liquid surface, where the final jum
581063-777X/2004/30(1)/12/$26.00
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of the deformation wave amplitude takes place at a criti
point.

The computed evolution of the shape of the reco
structed surface is compared with the data obtained in ea
experiments12 on neutral and charged liquid hydrogen laye

The solution to the problem of stationary surface sha
of thick liquid layers and droplets placed at the surface o
solid substrate was proposed many years ago in Frenk
papers.13 In that consideration the van der Waals forces b
tween liquid and substrate were neglected, and their inte
tion was taken into account by fixing the contact angle
tween the liquid and the solid~the wetting angle!. Such a
formulation of the problem excludes, by definition, the po
sibility of considering a transition from the flat to the no
uniform liquid surface shape: in Frenkel’s treatment the la
is always in a nonuniform state. As we shall see, the shap
the nonuniform liquid film surface tends to be that of a dro
let, as found in Ref. 13, only for a sufficiently large volum
of the liquid layer.

To simplify the presentation below we propose to intr
duce a new term—‘‘reconstruction.’’ Reconstruction impli
the transition from the flat to the new mechanically sta
nonuniform liquid surface state.

The structure of this paper is as follows. Sec. 2 conta
the general mechanical equilibrium equation~11! for a liquid
film under inverted gravitation conditions, with commen
related to the origin of the instability and the correspond
effective energy definition~24!.

The one-dimensional version~22! of Eq. ~11! is suitable
for analytical description of the reconstruction details. W
obtain the explicit solution~27!, ~28! of the one-dimensiona
reconstruction problem. In contrast to the bulk situation6,7,9

this solution is not unique. It contains the arbitrary parame
C which must be physically reasonable. One possibility
© 2004 American Institute of Physics
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59Low Temp. Phys. 30 (1), January 2004 Kolmakov et al.
defining this parameter could correspond to a soliton-l
representation of the solution~27!. It corresponds to the re
quirementT→`, where the periodT is given by Eq.~28!.
But this condition is in contradiction with the normalizatio
condition ~14!. The second possible picture—the period
reconstruction—is also invalid. This follows from the pro
erties of the second variation for the functionalE defined by
Eq. ~24!. Finally, the main conclusion of Sec. 2 is the pro
of mechanically stable reconstruction of the inverted liqu
film in the form of an individual droplet which is sensitive t
the boundary conditions.

The one-dimensional speculations from Sec. 2 give
reason to believe that the main characteristics of the rec
struction phenomena remain the same in the 2D case~cer-
tainly, this assumption cannot be proved!. The variational
picture for an individual radial droplet in the neutral an
charged states is constructed~see Sec. 3!. The results ob-
tained are shown to be in agreement with the currently av
able experimental data. The corresponding fitting is p
sented in Sec. 3, too.

2. RECONSTRUCTION OF A THIN LAYER OF NEUTRAL
LIQUID

2.1. Instability of the flat surface of a liquid layer

We consider first the stability problem for a neutral li
uid layer covering a flat horizontal surface of a solid su
strate under inverted gravitation conditions~i.e., when the
gravitational force is opposite to the attractive van der Wa
force between the liquid and substrate!. A schematic picture
of the system under study is shown in Fig. 1. We introdu
the following frame of reference. The (x,y) plane coincides
with the substrate surface. Thez axis is directed downward
parallel to the force of gravity. The free liquid surface
described by the equationz5z(r ), where r is the two-
dimensional vector within the (x,y) plane.

The equilibrium shape of the free surface of the liqu
layer is governed by three forces: the gravitational force,
Laplace capillary force, and the van der Waals force, wh
holds the liquid on the substrate. Under inverted gravitat
conditions the pressure at the free surface is given by
following expression:

P52
aDz

@11~¹z!2#3/22rgz2Pw~z!. ~1!

Here a is the surface tension,r is the density of the
liquid, g is the free fall acceleration, and

FIG. 1. Schematic view of a reconstructed liquid layer suspended o
substrate. The liquid layer covers a region of the substrate surface bet
vertical walls.L is the distance between the walls, andh is the mean thick-
ness of layer. The gravitational force is directed downward, along thez axis.
The equation describing the free surface isz5z(x).
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Pw~z!5
f

z3 S 11
z

dw
D 21

~2!

is the pressure of the van der Waals forces (f is the van der
Waals constant anddw is some characteristic width!.

Expression~1! contains two terms conventional for th
capillary problem~the Laplace and the gravitational pre
sures, see, e.g., Ref. 14!. Besides we take into account th
van der Waals~vdW! forces between the liquid layer and th
solid substrate@the last termPw(z) of Eq. ~1!#. The interpo-
lated form~2! for the van der Waals pressure was propos
in Ref. 15. This expression describes two dependence
limiting cases:

Pw~z!5 f /z3 ~at z!dw! ~3!

and

Pw~z!5 f dw /z4 ~at z@dw!. ~4!

The asymptotic expression~3! is applicable in the situa-
tions of ‘‘thin’’ films, where the retarding effects in the defi
nition of the vdW forces can be neglected, and expression~4!
is valid for ‘‘thick’’ films, for which the retarding effects play
a significant role. The measurement of the constantsf anddw

is a special problem. It is possible to use some origi
techniques,15 or, in the case of superfluid helium, to dete
mine these constants from measurements of the third-so
propagation.16 For hydrogen films the values off anddw are
not yet known.

Generally speaking, the definition of the local vdW pre
sure@like in Eq. ~1!# is correct for a flat uniform surface only
It can be used, for example, for estimations of an equilibri
liquid film thickness~see Ref. 17!. In the nonuniform case
the vdW force has an integral form.18,19 The local approxi-
mation used in Eq.~1! is acceptable if

d!l, ~5!

where l is the typical nonuniform scale along the liqu
surface. For the reconstruction problem under considera
the condition~5! is fulfilled.

If the free surface is flat, and the layer thickness is
constant,z5h, then the Laplace term in Eq.~1! goes to zero,
and the pressure at the surface is

P52rgh2Pw~h!.

One can introduce the effective gravitational accele
tion at the liquid surfacegeff5r21(]P/]h), which controls the
net force acting on the surface. The pressureP has an extre-
mum at the thicknessh* ,

]P/]huh5h
*
50, or S 2rg2

]Pw~h!

]h D U
h5h

*

50, ~6!

where the derivative]P/]h changes sign. Thus with increas
ing layer thickness fromh,h* to h.h* , the effective
gravitational accelerationgeff changes sign from positive to
negative. This change of the direction of the effective gra
tational acceleration implies that the flat state of the f
surface should be unstable for thicknessesh.h* , and that
small disturbances of the flat surface should grow with tim

In the limiting cases of large or of small thicknesses
the film, the critical thicknessh* is defined as follows:

a
en



e

r

ll
at
ta

at
in
n

a
b
fa
ry
ro

f
iv

of
or

e
ui

-
uc

t
lls

liq

id

the
in

the

l

ree

u-

be

of
.e.,

he
a-
is

an
ose
as

e
c.

a

60 Low Temp. Phys. 30 (1), January 2004 Kolmakov et al.
h* 5~4 f dw /rg!1/5~h* @dw!, ~7!

h* 5~3 f /rg!1/4 ~h* !dw!. ~8!

Note that a solution of Eq.~6! always exists because th
inequality

]Pw~h!

]h
,0 ~9!

holds for any values of the constantsf anddw .
In the opposite geometry, when the liquid layer cove

the upper horizontal surface of the substrate~the gravita-
tional and van der Waals forces have the same direction!, the
sign of the effective gravitational force is positive for a
thicknessesh. This is in agreement with the fact that the fl
free layer surface is always stable under ‘‘normal’’ gravi
tion conditions.

As is shown in the next Section, the instability of fl
surface at largeh leads to reconstruction, which consists
the creation of a stationary, nonlinear wave of deformatio
of the free surface.

2.2. Equilibrium shape of the reconstructed liquid surface

In order to describe peculiarities of the reconstruction
the surface of a liquid layer wetting a horizontal flat su
strate, we determine the equilibrium shape of the free sur
of the layer taking into account the gravitational, capilla
and van der Waals forces. Generally speaking, such a p
lem reduces to solution of the equilibrium equation

P~z!5const, ~10!

where P(z) is defined by Eqs.~1! and ~2!. Equation~10!
reflects the fact that in a steady state the pressure at the
surface should be constant over the entire surface. This g

aDz

@11~¹z!2#3/21rgz1Pw~z!1p50. ~11!

We denote the constant on the right-hand side of Eq.~10! as
p. The value of the constantp should depend on the shape
the liquid surface and should be determined from the ‘‘n
malization condition’’

E d2rz~r !5V, ~12!

whereV is the total volume of the liquid in the layer, and th
integration is over the area of the substrate covered by liq

As is shown below, taking the boundary conditions~wet-
ting the substrate by the liquid! into account is of fundamen
tal importance for consideration of instability and reconstr
tion phenomena. We discuss here a model case in which
layer is restricted in the horizontal direction by vertical wa
~see Fig. 1!. The effective wetting angle~the angle of slope
of the liquid surface at the point of contact between the
uid and the solid surfaces! we denote asu. The solution to
the set of equations~11!, ~12! with the following boundary
conditions at the vertical walls,

u¹zu5tanu, ~13!

will uniquely determine the stationary shape of the liqu
surface.
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In order to describe the main qualitative features of
reconstruction phenomena we restrict our consideration
this Section to the model case where a one-dimensional~1D!
wave of deformation appears at the surface. In this case
function z depends on only one horizontal coordinate,x.

The normalization condition~12! in the one-dimensiona
case reads

E dxz~x!5S, ~14!

whereS is the ‘‘two-dimensional volume’’~area! of the liq-
uid layer.

We suppose, also, that the angle of slope of the f
surface with respect to the horizontal plane is small,uz8u
!1. As is shown below, this condition holds to a high acc
racy whenh,103h* , which is true for typical conditions of
experiment. In this case one can expand Eq.~11! in the gra-
dient z8; as a first approximation this equation will read

az91rgz1Pw~z!1p50. ~15!

Note that the deformation of the surface is not assumed to
small in the general case, so we keep the termPw(z) in this
equation.

One can show that the development of the instability
the flat surface at the initial stage of the reconstruction, i
when

~h2h* !/h* !1 ~h.h* !, ~16!

does not depend on the model behavior@Eq. ~4! or Eq. ~3!#
assumed for the vdW forces. It is shown below that if t
inequality ~16! holds, then the stationary nonuniform devi
tion of the reconstructed surface from the initial flat state
small in comparison toh* . In this case the surface shape c
be calculated using a perturbation approach. For this purp
it is convenient to present the deformation of the surface

z~x!5h* 1j~x!, ~17!

where

uj~x!u
h*

!1. ~18!

By using the representation~17! the equation~15! can be
expanded in a series in the small parameter~18!. In this way
the deviationj(x) should be represented as a series

j~x!5j~1!~x!1j~2!~x!1... . ~19!

The termj (1)(x) is a small function of the first order, th
term j (2)(x) is a small function of the second order, et
Equation~15! reads as a linear approximation

a~j~1!!91p~1!50. ~20!

Here p(1) is a first-order correction to the constantp. The
second~quadratic! approximation reads

a~j~2!!91
1

2 S ]2Pw

]h2 D
h
*

~j~1!!21p~2!50. ~21!

The higher-order equations can be written down in
straightforward way. The values ofp(1) and p(2) should be
found from the normalization condition~14!.
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It can be seen that the expressionPw given by Eq.~2! is
dropped from the linearized Eq.~20! due to condition~6!,
and the derivative ofPw ~taken ath5h* ) is a factor in the
quadratic term of the second-order equation~21!, only. This
means that the choice of the explicit functional depende
of the vdW pressurePw on the layer thichnessPw5Pw(h)
from model~3! or from model~4! is not of importance for
analyses of the reconstruction transition ath close toh* .
The derivative]2Pw /]h2uh5h

*
~which can be evaluated ea

ily in both models! controls only the ‘‘nonlinearity level’’ in
the system at givenh.

As we show in this paper, in the opposite caseh@h* the
main part of liquid in the layer should be accumulated in
droplet of macroscopic dimension formed at the subst
surface. The thickness of the vdW liquid layerzmin wetting
the substrate outside the droplet should remain small. M
over, this thicknesszmin,h* and it decreases further wit
increasing total volumeV of the liquid. For very large~mac-
roscopic! V the thicknesszmin of the vdW wetting layer
should become comparable to or even less thandw , and in
this case the model~3! is more appropriate~see the corre-
sponding estimations in Section 2.3!.

Keeping in mind that the goal of this paper is not only
analyze the peculiarities of the reconstruction picture its
but also to compare the results of calculations with the
perimental data obtained in12 for a macroscopic droplet, we
will not restrict ourselves to the expansion provided by E
~20!, ~21! but will consider the more general equation~15!.
Unfortunately, the integration of Eq.~15! in analytical form
with the general expression forPw(z) from ~2! is a compli-
cated problem. But this integraton can be done easily
Pw(z) is taken in a power-like form~3! or ~4!. In this paper
we restrict our consideration to the limiting case~3! for
Pw(z). It should be taken into account that the results o
tained are valid quantitatively in the macroscopic caseh
@h* ~largeV), only. But the qualitative picture of the recon
struction does not depend on the model assumed for the
pressure.

Under the above-stated assumptions Eq.~15! reads

az91rgz1
f

z3 1p50. ~22!

In the rest of this Section the solutions of Eq.~22! deter-
mined under the additional constraint~14! are analyzed.

It is useful for the next consideration to note here th
Eq. ~11! with Pw(z) from ~3! can be derived from the fol
e

te

e-

lf
-

.

if

-

W

t

lowing variational principle: the total energy of the liquid
equilibrium must reach a minimum, which is found under t
additional restriction of Eq.~12!, i.e.,

dFE2pE d2rz~r !G50. ~23!

The total energy of the liquid, which includes contributio
from the surface tension, the gravitational force, and the
der Waals force, is

E5E d2r FaA11~¹z!22
1

2
rgz1

f

2z2G . ~24!

The normalization condition~12! is taken into account in Eq
~23! using the Lagrange undetermined multiplier method,
pressurep at surface of liquid playing the role of that unde
termined multiplier.

The first integral of the one-dimensional equation~22! is

1

2
z821U~z!5C, ~25!

whereU(z)5(rgz412pz32 f )/2az2.
For analyzing the above set of equations, the followi

mechanical analogy is useful. Equation~25! can be consid-
ered as the energy conservation law for an effective po
like particle with massm51 moving in an external potentia
U(z). The variablex plays the role of time, andz is the
coordinate of the particle. The first term in Eq.~25! is the
kinetic energy of the particle, andC is the total energy.

Figure 2 shows the evolution of the effective potent
U(z) with increasing layer thickness. Figure 2a illustrat
the case of small layer thicknessesh,h* , whereh* is de-
fined by Eq.~6!. The point of the maximumz5h on the
U(z) curve corresponds to a stable flat surface of the t
liquid layer. The ‘‘velocity’’ of the particle at this point is
z850, andC5U(h).

With increasingh up to the critical valueh* the curve
U(z) transforms into a curve with an inflection point ath
5h* ~see Fig. 2b!. If h.h* , the dip on the curve develop
again ~Fig. 2c!. The point of the minimum of the function
U(z) at somez.h* corresponds to an unstable flat state
the liquid surface. Formation of the possible stationary s
face deformation wave is described by periodic motion of
particle in the potential well around the minimum in th
region whereU(z)2C,0.

The coordinates of the turning points that restrict t
motion of the particle can be found from the equati
FIG. 2. Evolution of the effective potentialU(z) with increasing mean layer thicknessh. a—small thickness,h,h* ; b—the thickness of layer is equal to
the critical valueh* ; c—the thicknessh.h* . The pointszi , i 51,...,4correspond to solutions of the equationU(z)5C.
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U(z)2C50. In the general case this equation has four d
ferent solutions,z5zi , i 51,...,4, which are the roots of th
polynomial

rgz412pz322aCz22 f .

We will number these roots in the following order:z4,z3

,z2,z1 .
Now it is reasonable to remind ourselves that we

trying to find possible nonuniform solutions of the proble
~22!. In the case of an infinite film area2`,x1` the non-
uniform shape of the surfacez(x) can be periodic, or, unde
some special conditions, a soliton-like one. Therefore
should start by obtaining the periodic solutions of Eq.~22!
and investigating their properties.

The general periodic solution to Eq.~25! in the region
z2,z,z1 can be written in integral form as follows:

E
z2

z dz

A2@C2U~z!#
5x2x0 . ~26!

The arbitrary parameterx0 in the right-hand side of Eq.~26!
appears due to the invariance of the initial equation~11! with
respect to translations in the horizontal plane.

The integral on the left-hand side of Eq.~26! can be
expressed via the elliptic integrals of the first and third kin
F(m,r ) andP(m,n,r ), as follows:

2

A~z12z3!~z22z4!
F ~z22z3!PS l,

z12z2

z12z3
,r D1z3F~m,r !G

5
x2x0

a
, ~27!

where

l5arcsinA~z12z3!~z2z2!

~z12z3!~z2z3!
,

r 5A~z12z2!~z32z4!

~z12z3!~z22z4!
,

anda5(a/rg)1/2 is the capillary length.
Equation~27! defines in implicit form the reconstructe

shape of the free surface of the liquid layer covering the s
substrate under inverted gravitation conditions. The perioT
of the surface deformation wave defined by Eq.~27! is equal
to

T5
4a

A~z12z3!~z22z4!
F ~z22z3!PS p

2
,
z12z2

z12z3
,r D

1z3FS p

2
,r D G . ~28!

We should mention that the rootszi depend on two free
parameters, i.e., on the pressurep at the surface and on th
constant of integrationC ~in addition to the dependence o
the constants characterizing the properties of the liquid
its interaction with the substrate!. The solution defined by
Eq. ~27! should obey the normalization condition~14!, too.
This condition provides an additional relation between
parametersp andC. Thus one can conclude that the functio
z depends on one free parameter, in addition to the dep
-

e

e

,

d

d

e

n-

dence on thex coordinate. This parameter can be chos
arbitrarily. In the subsequent analysis we suppose that
constantC plays the role of this parameter. The periodT of
the stationary wave depends on this parameter, as well.

One possibility of avoiding the problem nonuniquene
of the parameterC could be the realization of a soliton-lik
solution forz(x). Following the conventional recommenda
tion ~see, e.g., the problem of steady-state wave propaga
at the free liquid surface in Ref. 20! we have to use for this
purpose the additional requirement

T→`. ~29!

However, this requirement turns out to be incompatib
with the normalization condition~14!, because in this cas
the integral

E dx~z~x!2h! ~30!

diverges. Therefore the conventional soliton-like solution
not valid.

Now, turning back to the general periodic picture of r
construction, we have only one possibility for resolving t
problem of nonuniqueness of the parameterC. Here it is
necessary to use stability arguments. Using the results
tained below~see paragraph 2.3! as a check, we can show
that the deformationz(x) with the maximal periodT is the
most favorable energetically. For the case of unbounded
ometry2`,x,1` this means that the period of the stru
ture on the reconstructed surface should tend to infin
Therefore energetically stable periodic reconstruction of
unbounded thin helium film is impossible, too.

Nevertheless, we can bring the factor of stability into t
formulation of the problem artificially, by considering a film
of limited area. Such a scenario corresponds to the exp
mental situation. We therefore assume that

2L/2<x<L/2 ~31!

and, in addition, that the following boundary conditions a
fulfilled:

z8u6L/250. ~32!

The simplest boundary conditions~32! with the contact angle
at the wallsu50 are necessary to save the basic instabi
indicatorh* in the form ~6!.

After reformulation ~31!, ~32! the dependence of th
function z(x) defined by Eqs.~27!, ~28! on the parameterC
changes its character. Under the new boundary conditionC
can take only a definite discrete set of values. Now our
jective is to demonstrate that the most energetically pre
able solution can be found among the solutions correspo
ing to these values.

2.3. Reconstruction of the free surface of a thin layer in
restricted geometry

Following the speculations above, we have to investig
the solutions~27! under the boundary conditions~32!.

The values of the parameterC at which the boundary
conditions~32! are satisfied can be found from the requir
ment that the ratioL/T be equal to some natural numberN.
The numberN coincides with the number of maxima of th
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function z(x) in the region2L/2,x,L/2. Thus such a so
lution describes the formation ofN humps, or ‘‘droplets,’’ at
the liquid surface. These droplets are connected betw
each other by the liquid layer covering the substrate.

Detailed numerical analysis of the stability problem f
the solution withN droplets at the surface shows that on
the solution withN51 can be realized in experiment; se
below.

First, the energy of the liquid layer withN droplets at the
surface ~‘‘ N droplet configuration’’! is estimated numeri-
cally. The results of estimations show that the configurat
with N51 corresponds to a minimum of the energy, wh
the energy of configurations withN.1 is higher. Figure 3
shows an example of two possible stationary profiles of
reconstructed surface withN51 ~curve1! andN52 ~curve
2! calculated for the caseh51.78h* . The horizontal coor-
dinatex is expressed in units of the capillary lengtha, and
the vertical coordinate is expressed in units of the criti
thicknessh* . The distance between the vertical walls isL
513.3a. The line with zero vertical coordinate is the su
strate surface. The horizontal dashed line corresponds to
flat layer of thicknesshh5h* . The estimated energy of th
configurations is expressed in units of the energyE0

5(arg)1/2h2/4. The energy of the configuration withN51
~the profile has one maximum! is equal toE1523.80E0 ,
while the energy of the configuration with two maxima
equal toE2522.86E0 . Thus the configuration withN51 is
energetically preferable and should be realized in exp
ment.

Now we study the stability of the solution with a sing
maximum against small perturbations of the surface. For
purpose the sign of the second variation of the energyd (2)E
at small perturbations of the shape of the liquid surface
determined. For a stable solution the second variation
positive definite~a solution should correspond to a minimu
of the total energy!. The variationd (2)E is represented by the
following functional, which is quadratic in the small pertu
bationdz(x) of the steady-state surface profilez(x):

FIG. 3. Results of calculations of the stationary shape of the reconstru
layer with a single droplet~curve1! and with two droplets~curve2! formed
at the surface. Thex coordinate is normalized to the capillary lengtha, and
the layer thickness is normalized to the critical thicknessh* . The distance
between the vertical walls is equal toL513.3a. The mean thickness of the
layer is h51.78h* . The dashed line corresponds to the flat surface o
layer with h5h* . The estimated energy of the single- and two-drop
solutions areE1523.80E0 , andE2522.86E0 , whereE05Aargh2/4.
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d~2!E5E
2L/2

L/2

dxdz~x!L̂dz~x!,

where

L̂52
a

2

]2

]x2 2
rg

2
1

3 f

z4~x!

is a linear differential operator. The positive definiteness
the second variation of energy is equivalent to the fact t
the operatorL̂ has only positive eigenvaluesln.0. The
problem of finding the spectrumln of the operatorL̂ can be
mapped onto the well-known problem of the energy sp
trum of a quantum particle with massm51/a moving in the
potential wellU52rg/213 f /z4(x). We study the stability
problem for the case when the perturbation does not af
the wetting conditions at the walls, so the boundary con
tions for the ‘‘wave function’’ aredz8(x)50 atx56L/2. It
is clear from this consideration that the perturbation that c
responds to the lowest eigenvalue of the ‘‘Hamiltonian’’L̂
~i.e., to the ‘‘ground state level’’! is the most dangerous fo
destroying the stability of the steady-state surface shape

The low-energy part of the spectrum of the operatorL̂ is
found numerically, by direct diagonalization of the matr
corresponding to the operatorL̂. The matrix elementsLmn

are calculated in an orthogonal normalized basis consis
of a set of symmetric (g) and antisymmetric (u) functions

A2/L cos~qn
~g!x!, A2/L sin~qn

~u!x!,

where qn
~g!52p~n11!/L,

and qn
~u!5p~2n11!/L, n50,1,2,... .

The functionz(x) is symmetric with respect to inversio
of the x coordinate,z(2x)5z(x). This means that the ma
trix is diagonal with respect to the index of the perturbati
parity, i.e., only the matrix elements with twou or two g
indices are nonzero. This enables examination of the stab
problem against symmetric and antisymmetric perturbati
separately. The matrix element calculated for two basis fu
tions of the same parity corresponding to excitation leveln
andm is

Lnm5Fa2 2
rg

2 Gdmn13 f S 1

z4~x! D
nm

,

where dnm is the Kroneker delta, and the indexu or g is
omitted. The elements (1/z4)nm are calculated numerically
for the lowest 10 harmonics,n,m<10. Numerical estima-
tions show that taking higher harmonics (n,m.10) into ac-
count does not change noticeably the character of the lo
part of the spectrum of the operatorL̂. We study the case
whereL,15a andh,10h* . Analysis show that all eigen
values are positive,ln.0. This means that small perturba
tions of the reconstructed surface withN51 increase the
total energy, and, hence, the shape of the steady state o
surface is stable.

Such a direct stability analysis cannot be done succ
fully by numerical reasoning if the mean thickness of t
liquid layerh.10h* or the dimensionL.15a, due to losses
of accuracy in the numerical calculations of the values of
rootszi .
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Meanwhile, at highh one can use the following qualita
tive considerations to demonstrate the fact that the solu
with one droplet on the reconstructed surface is energetic
preferable, and only this configuration can be formed.21 In
the general situation, the profile of the steady state of
reconstructed surface corresponds to the formation oN
droplets at the surface, which are connected by the liq
layer covering the substrate. In the limiting case where
volume of liquid is macroscopically large, the thickness
such a layer is small in comparison to the height of the dr
let. The main part of the liquid is accumulated in drople
and the volume of liquid contained in the layer covering t
substrate between the droplets is negligibly small. As a fi
approximation the shape of each droplet can be describe
the 1D Frenkel solution~see Ref. 13!

z~x!5
A0

2
~11cosx/a!, ~33!

where the height of the droplet is

A05S/pa, ~34!

andS is the ‘‘two-dimensional volume’’~area! of the droplet.
The energy of a single droplet whose shape is describe
Eq. ~33! can be calculated directly. This gives

E1~S!52
a

2pa3 S2. ~35!

The total energy of the liquid can be estimated as a sum
energies of each ‘‘isolated’’ droplet. If the total volume
liquid, S, is distributed amongN identical droplets, then the
energy of such a configuration can be estimated as follo

E5NE1~S/N!52
a

2pa3

S2

N
. ~36!

Thus the energy of the liquid is increased if the liquid
redistributed from one droplet into a number of droplets.
the macroscopic caseh@h* the solution with one drople
formed inside a cell is also preferable from energy consid
ations.

From the results obtained it follows that the consid
ation of the reconstruction process can be restricted to
case where a single droplet is formed at the surface. Be
we present results of numerical computations of
evolution of the shape of the reconstructed layer with o
droplet formed at the surface with increasing mean la
thicknessh.

Figure 4 shows the shape of the reconstructed sur
obtained by numerical integration of Eq.~22! in cases where
the mean liquid layer thickness is equal toh51.5h* ~curve
1!, 2.2h* ~curve2!, and 7h* ~curve3!. Thex coordinate at
the graph is expressed in units of the capillary lengtha, and
thez coordinate is expressed in units of the critical thickne
h* . The distanceL between the vertical walls is equal t
9a. Thez coordinate of the substrate surface is equal to ze

It can be seen from Fig. 4 that the amplitude of the wa
of surface deformation increases gradually with increasinh
aboveh* . The maximum of the deformation is situated
the center of the cell. The wave acquires a droplet-like sh
at sufficiently largeh. The characteristic horizontal size o
the droplet is of the order of a few capillary lengths, and
n
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depends weakly on the mean thicknessh. The thickness
zmin5z(6L/2) of the liquid layer covering the substrate ou
side the droplet is less than the critical thicknessh* , and it
decreases with increasing mean thicknessh. In the caseh
@h* the main part of the liquid is concentrated in the dro
let, and the volume of liquid in the thin layer wetting th
substrate outside the droplet is much smaller than the t
liquid volume.

As was shown in Ref. 21

S zmin

h*
D 3

.
h*

3zmax
, zmax.A01zmin . ~37!

HereA0 is given from Eq.~34!. The combination of Eq.~37!
with the requirementzmin,dw leads to estimates of the criti
cal valueSmin necessary for simplification~3!. Thus it should
be

S.Smin , where Smin5pah
*
4 /3dw

3 . ~38!

Estimate~38! confirms the propositions made in the prece
ing qualitative analysis.

Figure 5 shows the dependence of the droplet heighA
5z(0)2z(L/2) on the parameterd5(h2h* )/h* ~the over-
criticality parameter!. For comparison of our results with th
results of macroscopic considerations,13 the droplet heightA

FIG. 4. Evolution of the shape of the reconstructed liquid layer with a sin
droplet at the center with increasing mean thicknessh. Curve 1: h
51.5h* , curve2: h52.2h* , curve3: h57h* . The thickness of the layer
is expressed in units of the critical thickness. The distance between
vertical walls isL59a.

FIG. 5. Dependence of the amplitude of the wave of surface deformatio
the overcriticality parameterd5h/h* 21. Amplitudes are measured in unit
of A0 , whereA05S/4pa is the amplitude of Frenkel’s droplet, andS is the
total area of the one-dimensional layer.
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is normalized to the heightA0 given by Eq.~34! for Fren-
kel’s droplet, i.e., on the height of the droplet formed und
inverted gravitation conditions from a liquid of the sam
volumeS5Lh and calculated in the case where the angle
wetting of the substrate~not the walls! by the liquid is u
50. In these calculations the horizontal dimension of the c
is L59a, which is the same as in Fig. 4.

It follows from Fig. 5 that at large thicknessesh@h*
~i.e., at high overcriticality level,d@1) the height of the
droplet formed at the center of the cell is close to the hei
of Frenkel’s droplet of the same volume. The difference
tween the heights of the ‘‘van der Waals droplet’’ and Fre
kel’s droplet is about 10% atd'6 and decreases with in
creasingd. Thus, at a layer thickness one order of magnitu
higher than the critical thicknessh* the shape of the drople
formed under inverted gravitation conditions can be
scribed to rather good accuracy by the ‘‘macroscopic’’ so
tion ~33!. The effective angle of wetting of the substrate
liquid at the edges of the macroscopic droplet is

ueff50. ~39!

The characteristic horizontal dimension of the droplet is
the order of the capillary length atd.1. Thus, if the over-
criticality level is not very small and the dimensions of t
cell are much larger thana, then the boundary condition
should have a weak effect on the equilibrium shape of
droplet.

At h;h* the dependence of the droplet heightA
5A(h) differs significantly from that obtained in the macr
scopic approximations, and ath5h* ~at overcriticality d
50) the height of the droplet tends to zero. At thicknes
smaller than the critical thickness the flat liquid surface
stable, and the layer is in the nonreconstructed state~no de-
formation wave appears at the surface!. Details of the behav-
ior of the surface shape ath close toh* depend on the value
of the wetting angleu. The corresponding analysis will b
published elsewhere.

Let us consider in addition to~38! the limitations for
applicability of the results obtained. The main assumption
the treatments presented is the small-angle approxima
uz8(x)u!1. The characteristic length scales in the horizon
and vertical directions differ drastically. The horizontal si
of the deformation wave is of the order of the capilla
length. For liquid hydrogen it is equal toa'0.2 cm. The
characteristic thickness scale is represented by the cri
thicknessh* , and in the case of a hydrogen film covering
dielectric substrate it ish* '1024 cm. The condition at
which our treatment fails can be written asA/a;1, or, in
equivalent form,h;a2/L. One can conclude from these e
timations that the results of our considerations are va
~from the side of large thickness! if d,a/h* ;103, or h
,1021 cm, for L;a. From the side of small thickness th
applicability of the results is restricted to the possibility
considering the liquid as a continuous medium, i.e.,h
.1026 cm. Thus there is a macroscopically wide interval
layer thickness where the results obtained are valid.

The problem of the stationary shape of a liquid drop
can be solved without the assumption of smallness of
gradient of the surface deformation if the capillary forces
taken into account~see, e.g., Ref. 13!. This assumption is of
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importance for the representation of the van der Waals p
sure as a power law of the layer thickness in Eq.~1!. The
conditionuz8(x)u!1 is of crucial importance for calculation
of the electric pressure at the surface of charged liquids,
~see the next Section!.

3. MACROSCOPIC CHARGED DROPLET FORMED ON A
SOLID SUBSTRATE

3.1. Equipotentially charged surface of a liquid in an
electric field

In this Section the evolution of the shape of a charg
droplet with increasing mass of the droplet and external e
tric field strength is studied. Calculations are carried out
two cases, where the droplet is suspended from a met
substrate or is lying on the substrate. In the first case
direction of the stretching electric force acting on the liqu
surface is the same as the direction of the force of grav
and in the second case the forces have opposite direct
These situations correspond to conditions of experimen12

with liquid hydrogen droplets. In the experiments the upp
or the lower plate of a horizontally arranged flat capaci
play the role of the substrates.

It is supposed that the charges are localized under
free surface of the liquid and they create a quasi-tw
dimensional layer, which totally screens the electric field
the bulk of the liquid~i.e., the electric field and the density o
charges in the bulk of the liquid are equal to zero!. The
electric potential at the liquid surface is maintained equa
some constant value by an external battery, and the t
number of positive charges localized under the surface
be varied due to a continuously working source of charg
which is placed in the bulk of the liquid.

A macroscopic situation will be considered here, i.e.,
height of the droplet is supposed to be much larger than
critical thicknessh* . As was pointed out above, a typica
value of the critical thickness is of the order of 1024 cm, and
it is smaller than droplet heights suitable for optical obser
tions. The influence of the van der Waals forces on the sh
of the macroscopic droplet is negligibly small, and one c
exclude it from consideration. Meanwhile, the van der Wa
forces are comparable with the electric and gravitatio
forces at the edges of the droplet, where the liquid de
becomes of the same order as the thickness of the thin liq
layer wetting the substrate, i.e., of the order of the criti
thickness. As is shown in the previous Section, the influe
of the wetting layer at the substrate surface on the shap
the droplet could be taken into account by using the effec
boundary conditions~39! that readz850 at the edges of the
droplet. The thin liquid layer wetting the substrate outsi
the droplet should be considered to have zero thicknesz
50) in the macroscopic treatment used in this Section.

It was shown above that almost all the volume of a ne
tral liquid covering a substrate is concentrated in a sin
droplet at the substrate surface. It is natural to assume
this property also holds for a charged liquid, and a sin
droplet should appear at the equipotentially charged sur
of the liquid.

Here we consider a real ‘‘two-dimensional’’ situation
which the shape of the liquid surface depends on two co
dinates in the (x,y) plane. We also assume that the drop
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formed at the surface has an axially symmetric shape,
the liquid surface is described by an equationz5z(ur u).

Calculations of the equilibrium shape of the droplet a
carried out in two steps. First, the effective energy of
charged droplet formed at the capacitor plate is calculate
a function of the shape of the droplet and of the voltageU
applied to the capacitor. After that, the dependence of
height A and the effective radiusR of the droplet is found
using the variation approach, from the condition that the
fective energy acquires a minimal value at the equilibriu
state.

Let us consider a droplet suspended on the upper pla
the flat horizontal capacitor~i.e., the droplet is under inverte
gravitation conditions!. The equilibrium shape of the liquid
droplet with an equipotentially charged surface correspo
to a minimum of the effective energy~see Ref. 22!

E5Emech2
1

8p E d2rE
z

d

dzE2. ~40!

HereEmech is the mechanical energy of the liquid~a sum
of the surface energy and the energy of the liquid in
gravitational field!, the last term in the right-hand side re
resents the energy of the electric field in the capacitor,E is
the electric field strength in the gas phase, andd is the dis-
tance between the capacitor plates. The frame of referen
chosen the same as was used in the previous Section
(x,y) plane coincides with the surface of the upper capac
plate, from which the droplet is suspended, and thez axis is
directed along the gravitational force.

The form of the expression for the electric field ener
in a capacitor depends on the ratio between the horizo
size of the droplet~its effective radiusR) and the distanced
between the capacitor plates. In the calculations prese
below we assume that the conditiond/R!1 holds.

Also, in order to simplify the calculations it is assume
that the height of the dropletA is small in comparison to the
distanced, A!d.

From this it follows that the angle of the slope of th
surface with respect to the horizon is given in order of m
nitude by a product of two small quantities,u¹zu;z/R
;(z/d)3(d/R), and it is a small quantity of high orde
Restrictions for applicability of the results obtained, whi
follow from these assumptions, will be discussed later.

In order to determine the contribution of the electric fie
energy to the total effective energy~40! one should calculate
the electric potentialw inside the capacitor. The electric po
tential obeys Laplace’s equation~D is the Laplacian opera
tor! and the boundary conditions at the upper and low
plates

Dw50, wuz5z~r !50, wuz5d5U. ~41!

The value of the electric potential at the charged surf
of a droplet suspended from the upper plate is assumed t
equal to the value of the potential at the plate. This value
chosen equal to zero. The value of the potential at the lo
plate is denoted asU.

It is convenient to introduce a new potentialc defined by
the equationc5w1E0z, where E052U/d. As follows
from Eq. ~41!, the boundary conditions for thec potential
are the following:
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cuz5z~r !5E0z, cuz5d50. ~42!

In the case under study,z!d!R, the potentialc could
be calculated using perturbation theory, with the liquid lay
thicknessz considered as a small function,

c5c~1!1c~2!1..., ~43!

where c (1);z, c (2);z2, etc. In order to determine th
boundary conditions for the functionsc (n) one should sub-
stitute the expansion~43! into Eq. ~42! and equate the term
of the same order. For the first-order terms the conditio
read

c~1!uz5d50, c~1!uz505E0z. ~44!

We assume that the droplet has an axially symmetric sh
i.e., z5z(r ), wherer 5ur u. The solution of the problem o
the potential distribution with boundary conditions~44! is
known from potential theory. In the regionz<z<d, where
the electric field is not equal to zero, the solution can
found using a Bessel transformation. It reads

c~1!~r ,z!5E0E
0

`

dtJ0~rt !F~ t !t
sinht~d2z!

sinhtd
, ~45!

where F~ t !5E
0

`

drrJ0~rt !z~r !,

andJ0(t) is the Bessel function of order zero.
The Bessel transformF(t) of the functionz(r ) is essen-

tially nonzero if its argumentt<1/R. Thus the arguments o
the hyperbolic functions in the right-hand side of Eq.~45! are
of order d/R!1, and these functions can be expanded
series in their arguments. Below we need the expression
the derivative of thec (1) function. Calculations give the fol-
lowing relation:

]c~1!/]zuz5052E0z/d. ~46!

Here we use the inverse Bessel transformation in the ca
lations.

We will calculate the dependence of the electric fie
energy on the shape of the droplet up to third-order accur
in the ratioz/d. The energy of the electric field in the ca
pacitor is expressed via thec potential as

Eel5
1

8p E d2rE
z

d

dz~¹c!2, ~47!

where we have neglected an inessential constant in the r
hand side of~47!. In the same third-order approximation th
expression can be reduced to an integral over the surfac
the upper plate as follows:

Eel52
E0

8p E d2r S zF]c~1!

]z G
z50

1z2F]2c~1!

]z2 G
z50

D . ~48!

It follows from the relation obtained that the energy of t
electric field written up to the third-order terms is express
via the first-order term of thec potential and via thez func-
tion. One can eliminate the functionc (1) from expression
~48! using Eq.~46! and a similar equation for the secon
derivative of the potential obtained from the integral rep
sentation~45!. This gives the following dependence of th
electric field energy in the capacitor on the droplet shape
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Eel5
U2

8pd E d2r S z2

d2 1
z3

d3D .

One can see from this expression that the energy of the e
tric field depends locally on the thickness of the liquid lay
z(r ). This results from the assumption that the effective
dius of the droplet is large in comparison to the distan
between the capacitor plates.

In calculating the contribution from the surface energy
the mechanical energy of the liquid to the same accur
one should take into account only the lowest-order term
the angle of slope of the surface in the expression for
capillary energy.

The total effective energy of the system~40! calculated
in the approximation adopted is given by the following e
pression:

E5
a

2 E d2r ~¹z!22
1

2
rgE d2rz22

U2

8pd

3E d2r S z2

d2 1
z3

d3D . ~50!

Note that the electric energy in~40! has the opposite sign
to the mechanical energy.

3.2. Equilibrium shape of a charged droplet

Let us determine the dependence of the shape o
charged droplet on the voltageU applied to the capacitor. A
nonlinear equation describing the shape of the droplet ca
derived using a variational principle from expression~50! for
the effective energy of the system in the same way as
done for Eq.~1!. But the solution of the equation obtained
the 2D situation meets difficulties because of the absenc
a first integral of the equation. In this work we determine t
height and the radius of the droplet using a variational
proach in which the shape of the droplet is approximated
some trial function.

We seek the coordinate dependence of the trial func
z in a general axially symmetric form

z~r !5A fS r

RD , ~51!

whereA is the droplet height andR is the effective radius of
the droplet. ParametersA andR are positive variables play
ing the role of variational parameters in the problem. T
function f (x) is a bell-shaped function of the variablex
5r /R. It is normalized by the conditionsf (0)51 and f (x)
→0 at x@1 ~recall that the effective wetting angle at th
edges of the droplet is equal to zero!.

The dependence of the total energy of the liquid on
variational parametersA andR can be calculated by subst
tuting the function~51! into expression~50!. This gives the
following expression:

E5
a

2
c0A22S 1

2
rg1

U2

8pd3D c2A2R22
U2

8pd4 c3A3R2,

~52!

where the constantscn are defined as
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c052pE
0

`

dxx f82~x!,

cn52pE
0

`

dxx fn~x! ~at n.0!. ~53!

The region of integration in~53! is enlarged to infinity
thanks to convergence of the integrals.

The values of the variational parameters in the equi
rium state can be determined from the condition that
effective energy of the liquid acquires a minimal value und
the additional normalization condition~12!. The normaliza-
tion condition can be expressed via the variational para
eters as

c1AR25V. ~54!

The condition ~54! can be taken into account using th
Lagrange multipliers method, as was done earlier in calcu
tions of the stationary shape of the neutral liquid surfa
Thus the values of the parameters in the equilibrium s
can be determined from the equations

] Ẽ
]A

50,
] Ẽ
]R

50, ~55!

whereẼ5E2pAR2 andp is a Lagrange multiplier.
The solution of Eqs.~55! gives the following depen-

dence of the droplet heightA on the voltageU:

A5k1VS U2

4pd3 1rgD S a2
k2U2V

4pd4 D 21

. ~56!

The constants in~56! are equal to k15c2/2c0c1 , k2

5c3 /c0c1 .
Note that the functionf (x) enters into expressions~54!,

~56! only as an integrand in the constantsk1 , k2 , and c1 .
Thus the choice of the explicit form of the functionf (x) has
only a weak effect on the calculated values of the drop
sizes.

In order to estimate the values of the constants in~56!
we choose the functionf (x) in the form

f ~x!5q~J0~x!2J0~b1!!, 0,x,b1 ,

f ~x!50, x.b1 . ~57!

Here b1'3.83 is the least root the first-order Bessel fun
tion, J1(b1)50, andq5(12J0(b1))21'0.71 is a normal-
ization constant. The explicit form~57! of the functionf (x)
is chosen from the following considerations. The functi
~57! is a solution of the equation which describes the liqu
surface shape in a linear approximation over the dropl
height. The exact shape of the droplet should be close to
function at a small nonlinearity level in the system, i.
when the inequalitiesu¹zu!1, A/d!1 hold.

The values of the constants estimated from definit
~53! using the function~57! arek150.0754,k250.106, and
c1518.5.

The dependence of the effective radius of the droplet
the voltage U can be calculated from Eq.~54! as R
5(V/c1A)1/2, where A is given by Eq.~56!. The droplet
diameterD ~i.e., the diameter of the circular base of th
droplet! can be estimated asD'7.66R.
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Let us analyze the result obtained. The droplet heighA
estimated from~56! grows infinitely when the voltage is in
creased to the value

Uc25S 4pad4

k2V D 1/2

. ~58!

At U.Uc2 Eqs.~55! have no solution. At these voltage
the effective energy of the droplet as a function of amplitu
A decreases with increasingA and, hence, has no minimum
That means that a suspended droplet is absolutely unstab
high voltages. Thus the voltageUc2 given by Eq.~58! can be
considered as an estimate for the second critical voltage
which the liquid droplet loses mechanical stability in t
external electric field. At voltages higher thanUc2 , discharge
from the surface accompanied by transfer of liquid from
suspended droplet to the lower plate of the capacitor sho
take place. Expression~58! should be considered only as a
order-of-magnitude estimate because in the case where
amplitudeA is comparable with the distanced the theory
developed is of a qualitative character.

Dependence~56! can be used to describe the evoluti
of the shape of the droplet formed from a liquid layer co
ering the lower plate of the capacitor, with increasing vo
age. In this case the stretching electric force, which acts
the equipotentially charged surface of the droplet, is direc
oppositely to the gravitational force. To obtain the volta
dependence of the amplitude of a droplet lying on a subst
one should change the sign of the constantg in Eq. ~56!.
This gives the formula

A50 at U,Uc15A4prgd3,

A5k1VS U2

4pd3 2rgD S a2
k2U2V

4pd4 D 21

at U.Uc1 .

~59!

Note that the voltageUc1 coincides with the critical voltage
at which the reconstruction of a thin equipotentially charg
layer of liquid takes place, see Ref. 3. From the depende
~59! one could see that a droplet is formed at the surface
the liquid layer if the ‘‘renormalized’’ gravitational accelera
tion geff5g2U2/Uc1

2 changes its sign from positive to neg
tive with increasing voltageU. Thus atU.Uc1 the surface
of the liquid layer condensed on the lower plate of the
pacitor could be considered, as a first approximation, to
under ‘‘inverted gravitation conditions,’’ where the effectiv
gravitational acceleration is directed oppositely to the r
gravitational force. This situation is quite similar to the ca
of the reconstruction of the thin van der Waals liquid lay
considered in the previous Sections. But here the renorm
ization of the gravitational acceleration that acts on the liq
arises from the electric forces.

As one can see from Eq.~58!, the second critical voltage
Uc2 , at which the droplet surface becomes unstable, does
depend on the gravitational acceleration. Thus in the ‘‘sm
angle’’ approximation used the voltages at which the d
charge from the surface should take place have the s
values in the cases of lying and suspended droplets.

We use theA(U) dependence given by Eq.~56! for
treatment the results of experiments12 with charged hydrogen
droplets suspended on a metal substrate. In these ex
e
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ments the droplet was created by condensation of hydro
from a gas phase on a cooled upper plate of a horizont
arranged capacitor. This technique allows one to control
layer thickness over a wide range by using precise contro
the substrate temperature and of the volume of gas in
duced into the experimental cell.

In these experiments the evolution of shape of the s
pended charged droplets with increasing voltage applied
the capacitor plates and with increasing volume of the dr
let was studied.

Figure 6 shows the changes of the profile of the drop
with increasing voltageU, obtained by analysis of snapsho
of the droplet. The volumeV of the droplet was equal to
60 mm3 in this experiment. The distance between the capa
tor plates wasd53 mm. The experimental data in Figs.
and 8 are reproduced from Figs. 8 and 9 of Ref. 12. Figur
shows the dependence of the droplet heightA on the voltage
U obtained from plots in Fig. 6. The points represent t
results of measurements, and the solid curve the depend
~56!. Note that the voltage at which the discharge of t
surface was observed is equal toUc2'800 V. Figure 8 dem-
onstrates the evolution of the dependence of the height of
droplet on the droplet volume with increasing voltageU.
The solid circles show the dependence of the amplitudeA on
the volumeV measured at zero voltageU50. The squares
show the same dependence measured atU5630 V. The
dashed lines correspond to the theoretical dependences~56!
calculated at the given voltages.

FIG. 6. Droplet profiles obtained by scanning snapshots of a suspe
charged hydrogen droplet at different voltagesU applied to the capacitor.

FIG. 7. Dependence of the height of the suspended droplet on the vo
applied to the capacitor. The volume of the droplet is equal toV
560 mm3. Points—experiment, line—theoretical dependence~56!.
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In the experiments the instability of a droplet at hig
voltages, accompanied by a discharge from the droplet
face, was also observed. The values of the second cri
voltage Uc2 measured in the experiments were appro
mately three times smaller than the values estimated f
Eq. ~58!. This discrepancy can be attributed to the fact t
the theory developed is of a qualitative character at volta
close toUc2 . The observed character of the developmen
the instability is different from that assumed in the calcu
tions. Observation showed that the discharge was accom
nied by the creation of a ‘‘geyser’’ from the surface, simil
to that observed in experiments with the charged surface
bulk liquid hydrogen and helium.12,23 The diameter of the
geyser stream was much less than the capillary lengtha of
the liquid, so the electric field has high gradients near
stream surface, and the discharge process can not be co
ered in the framework of the small-gradient approximat
used in this paper. The charged surface becomes unst
and the appearance of electric current in the system sh
be taken into account, too. The mechanism of the gey
stream formation could be similar to that studied in Ref.
for singularity formation at the surface of liquid metal
high electric field.

4. CONCLUSIONS

It follows from our considerations that the flat surface
a thin neutral liquid film suspended on a solid substrate
comes unstable under inverted gravitation conditions if
thickness of the layer exceeds a critical valueh* . Develop-
ment of the instability leads to the formation of a stationa
wave of deformation of the liquid surface, i.e., to reconstr
tion of the surface. In contrast with the periodic reconstr
tion of the charged surface of a thick layer, the stable sh
of the wave corresponds to the formation of a single hum
the center of the cell. The amplitude of the deformation wa
increases with increasing mean thicknessh of the layer. If
the mean thickness of the liquid layer is significantly larg
than the critical thickness,h.10h* , the shape of the drople
can be described with good accuracy by Frenkel’s mac
scopic model, in which the effective boundary conditions
full wetting should be used.

The van der Waals forces are responsible for stabil
tion of the thin liquid background—a film wetting the su

FIG. 8. Dependence of the droplet height on the volume of a neutral dro
U50 ~circles!, and of a charged droplet,U5360 V ~squares!. Points—
experiment, lines—the dependence~56!.
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strate outside the droplet. The presence of such a film
important for transitions between states with several hum
at the substrate and the state with a single hump.

The application of an electric field to the equipotent
charged surface of liquid layer leads, in a first approxim
tion, to renormalization of the gravitational acceleration~to
an increase of the effective gravitational acceleration if
droplet is suspended from the metallic plate, and to a
crease of the effective gravitational acceleration if the drop
is lying on the plate!.

The results of the theoretical considerations are in go
agreement with experimental observations.
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Influence of the magnetic dipole interaction on the properties of magnetic vortices
in particles of small size
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Two type of plaquette systems are proposed for modeling a vortex in an easy-plane two-
dimensional Heisenberg ferromagnet with the dipole–dipole interaction of the magnetic moments
of the lattice taken into account. The first plaquette describes a system with the boundary
spins fixed in the easy plane perpendicular to the ‘‘surface’’ of the magnet, while in the second
plaquette the boundary spins are fixed parallel to the ‘‘surface.’’ The properties of static
vortex ordering of the magnetization and the transformation of the spectra of eigenmodes of the
plaquettes upon a change in the parameters of the easy-plane exchange anisotropy and
dipole–dipole interaction are investigated. It is shown that the region of stability of the various
vortex solutions on the plane of the anisotropy and dipole–dipole interaction parameters
is substantially different for these two plaquettes. The differences between the results obtained
for the dynamics and structure of the vortex solutions with the dipole interaction taken
into account and those obtained in a treatment including only the exchange interaction are
analyzed. ©2004 American Institute of Physics.@DOI: 10.1063/1.1645157#
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1. INTRODUCTION

The dipole interaction plays an important role in sta
lizing the long-range order of low-dimensional magnets, t
of two-dimensional magnetic systems, in particular, and
the formation of the structure of the ordered state of m
netic media.1,2 The interplay between the local anisotrop
and the short-range exchange and long-range dipole inte
tions~the latter being by nature the most anisotropic! leads to
a greater diversity of features of the magnetic ordering
such structures. In particular, the ordering of the magnet
tion determined by the dipole–dipole interaction~DDI! in a
system differs from the ordering obtained when only the
change interaction is taken into account. Without taking
long-range DDI into account it is impossible to explain t
formation of domain structure in a magnetic sample,3 al-
though the form of the domain wall itself is determine
solely by the competition between the exchange and lo
anisotropy.4,5 For this reason the nonlinear topological ex
tations in different magnetically ordered media have
many years been treated theoretically in the framework
the classical Heisenberg model with only the exchange in
action and different sorts of anisotropy taken into accou
This practice has also come about because of the comp
tional difficulties in taking the slowly decaying DDI into
account, although there have been papers investigating
influence of a nonlocal interaction on the nonlinear dynam
of magnets.6 ~In two-dimensional systems the nonlocal inte
actions can also be taken into account approximately by
troducing an effective local anisotropic term.7! The exchange
approximation often allows one to give a good qualitat
and sometimes even quantitative explanation for a la
number of experimental results concerning the nonlin
properties of magnets.8

Despite the undeniable success with the use of an
701063-777X/2004/30(1)/12/$26.00
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tropic exchange models for the theoretical description of
properties of magnetically ordered media, in studying r
systems one often encounters a situation requiring rigor
consideration of the DDI. Only when the DDI is taken in
account can one determine and investigate correctly the c
plex inhomogeneous ordering of the magnetization in
ground state of real magnetic structures, where, becaus
the presence of stray fields, the geometry of the sample
gins to play an important role:9 even under the condition of a
uniform distribution of the magnetization a sample of fin
size ~if nonellipsoidal! will have nonuniform demagnetizing
fields that can be taken into account only qualitatively by
introduction of anisotropic demagnetizing factors~see Ref.
10 and the references cited therein!. Nonlocal interactions
play an important role in the study of the properties of ma
netic films.11 In some rare-earth compounds called ‘‘dipo
magnets’’12 the exchange interaction is anomalously sma
and it is absolutely necessary to take the nonlocal interac
into account. It is the DDI that is responsible for the stabil
of the complex inhomogeneous states of diverse magn
particles having sizes that vary from tens of nanometers
several hundred nanometers~the so-called ‘‘magnetic nan
odots’’ and similar objects!.13,14 Nanodots are candidates fo
the creation of various devices which underlie ‘‘magne
logic’’ schemes,15,16 highly sensitive magnetic sensors,17

spintronic devices, etc.18 There is great interest in the stud
of the propagation of solitonic magnetic pulses in nano
systems.15,19

Thanks to the presence of stray fields, nanodots mad
the form of a cylinder with a low height can have a stab
state with a vortex at the center of each dot.13,14 A large
number of papers have been devoted to the study of vort
in two-dimensional ferromagnets in the framework of t
exchange model with easy-plane anisotropy21–32~a large bib-
© 2004 American Institute of Physics
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liographic listing is given in the review by Mertens an
Bishop25!. In particular, there is significant interest in th
unusual dynamic properties of magnetic vortices,22,25,31,32the
transformation of the spectrum of eigenmodes of a tw
dimensional magnet of finite size,24–26,29–31and the activa-
tion of magnon modes of a magnet with a vortex by
external influence.24,27,28A natural next step in the theoretica
study of magnetic vortices is to take the DDI into accou
since that is important in the experimental study of vortic
in nanodots. Vortexlike structures have been observed
numerical study of a two-dimensional monolayer of fin
size in the case when the DDI is dominant over the anis
ropy energy~see Ref. 33 and references therein!. The exis-
tence of solutions of the vortex type for two-dimension
systems when the DDI is taken into account was pointed
in Refs. 20 and 34~see also Ref. 1!. An important theoretical
problem is to elucidate the extent to which the results of
exchange approximation are modified when the long-ra
forces are taken into account and to what degree the
obtained without taking the DDI into account can be appl
to the description of the properties of real systems.

In this paper we analyze the properties of the static v
tex solution and the linear eigenmode spectra in the plaqu
models illustrated in Figs. 1 and 2~i.e., for two coordination
spheres of a square spin lattice! but, in contrast to previous
studies of this kind,26,27,30,35the DDI of the site spins is take
into account. Such models are sometimes called ‘‘core m
els,’’ a name which reflects the fact that over a wide range
values of the anisotropy, the vortex core~the region in which
the magnetization gradients are large! has a small size, and
for a correct description of the properties of the system i
sufficient to consider the properties of the spins only near
center of the vortex. It has been shown previously26,27 that in
the exchange approximation the spectrum of magnon eig
modes and the structure of the vortex solution arising
similar plaquette systems have a good qualitative simila
to the analogous properties of two-dimensional systems
large size. The question of the spectrum of linear eigenmo
of a magnetic nanodot containing a vortex is now the sub
of active discussion~see Ref. 36 and the articles discussed
the text! and intensive experimental research.37 Data on the
vortex structure, dynamics, and spectra of nanodots con
ing a vortex are extremely important for understanding
physical nature of the process of dynamical magnetiza
reversal, which might potentially be used for a reson
change of state of a magnetic dot~i.e., in magnetic logic
elements!. However, as was pointed out above, direct cal
lation of the properties of nonlinear excitations in real s
tems is often rather complicated~even in the exchange ap
proximation!, and therefore the construction of simplifie
models capable of giving an analytical explanation of
results of experimental and numerical studies is an impor
problem from the standpoint of basic research on the pr
erties of magnets.

In principle, the study of systems like that considered
this paper is also of independent interest in connection w
the study of so-called ‘‘magnetic molecules.’’38 Fixing the
spins of the outer coordination sphere in the direction p
pendicular ~plaquette I! and parallel~plaquette II! to the
‘‘surface’’ of the plaquette~see Fig. 1! can be explained by
-
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the presence of strong surface anisotropy, analogous to
arising on the surface of thin films.2,39 If the plaquette is
considered as a system that models the properties of a m
netic molecule, then the presence of such anisotropy ma
due to the strong influence of the ‘‘matrix’’~nonmagnetic
environment! on the magnetic atoms of the outer coordin
tion sphere.

FIG. 1. Plaquette I with boundary spins fixed perpendicular to its ‘‘surfac
~the unfilled circlets correspond to fixed spins!: distribution of the spins in
the plane of the vortex~a!; three-dimensional view of the distribution o
spins in an out-of-plane~OP! vortex~the in-plane distribution of the spins in
the OP vortex is analogous to the case of an in-plane~IP! vortex; see text!
~b!; distribution of spins in a ‘‘twisted’’ in-plane~TIP! vortex ~c!. The
dashed arrows correspond to the TIP vortex of opposite ‘‘chirality.’’
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1. MODEL AND STRUCTURE OF THE VORTEX SOLUTION

1.1. Equations of spin dynamics and the features of
the vortex solution in the exchange approximation

In the framework of the classical discrete Heisenb
model the Hamiltonian of a two-dimensional ferromagn
with easy-plane exchange anisotropy and a dipolar inte
tion of the magnetic moments of the lattice has the form

H5HJ5HD52J(
i ,d

~Si
xSd

x1Si
ySd

y1lSi
zSd

z!

1D(
i , j

S Si•Sj

r i j
3 23

~Si•r i j !~Sj•r i j !

r i j
5 D , ~1!

whereSi is the classical site spin~henceforth the modulus o
the spin vector is assumed to be the same for all sites
equal to unity!, the indicesi and j go over all sites of the
two-dimensional spin lattice, andd enumerates the neare
neighbors of thei th site. The exchange interaction constanJ
is positive in the case of a ferromagnet, and the excha
anisotropy parameterl in the case of easy-plane symmet
varies in the range 0<l<1; r i j 5r i2r j is a vector connect-
ing the i th and j th spin sites~measured in units of the inter
site distance!, and D is the dipole–dipole interaction con
stant. In dimensional unitsD5(mBg)2/2a0

3, wheremB is the
Bohr magneton,g is the gyromagnetic ratio~Lande factor!,
anda0 is the intersite distance, i.e., the physical case is
D.0. The dynamics of the classical magnetization vecto

FIG. 2. Plaquette II with boundary spins fixed parallel to the ‘‘surface’’~the
unfilled circlets correspond to the fixed spins!: distribution of spins in an IP
vortex ~a!; three-dimensional view of the of the distribution of spins in
OP vortex~the IP distribution of the spins in the OP vortex is analogous
that in the IP vortex; see text~b!.
g
t
c-

nd

ge

r
is

described by the Landau–Lifshitz equation~LLE!.3–5 For de-
scribing the spatial orientation of the vectorS it is conve-
nient to use as variables thez projection of the spin on the
‘‘hard’’ axis, mi5Si

z , and the azimuthal angle of the spi
w i5arctan(Si

y/Si
x); in these variables the LLE takes a Ham

tonian form, andw i andmi play the role of canonically con
jugate effective coordinates and momenta for the Ham
tonianH(mi ,w i). In these variables the LLE looks like

dw i

dt
5(

d
S m'dmi

m' i
cosw id2lmdD1D(

j

1

r i j
3

3S mj1
1

2

m' jmi

m' i
@cosw i j 13 cos~w i1w j22a i j !# D ,

~2!

dmi

dt
52(

d
m' im'd sinw id2D(

j

m' im' j

2r i j
3

3@sinw i j 13 sin~w i1w j22a i j !#, ~3!

where

m' i5A12mi
2, w ik5w i2wk ,

cosa i j 5~r i cosx i2r j cosx j !/r i j ,

andx i is the azimuthal coordinate of thei th spin site. In Eqs.
~2! and ~3! the time is measured in units ofJ21 and the
renormalizationD/J→D is made, i.e., the variation of th
renormalizedD formally corresponds to the variation ofJ
anda0 .

In a two-dimensional ferromagnet with easy-plane a
isotropy ~exchange or single-ion! a magnetic vortex is a to
pological defect. In the long-wavelength limit the solution
the LLE for a static magnetic vortex in an infinite syste
with allowance for only the exchange part of the Ham
tonian~1! was obtained in Refs. 21 and 22~see also Ref. 32!.
In polar coordinates (r ,x) connected to the center of th
vortex it has the formw5x1C, m5m(r ), whereC is an
arbitrary constant, and an analytical expression form(r )
does not exist. For larger thez projection of the magnetiza
tion of the vortex falls off exponentially, and at the center
the vortex it reaches a valuem561 ~the different signs
correspond to different polarization of the vortex!; such a
vortex is called an ‘‘out-of-plane’’~OP! vortex. When the
discreteness of the system is taken into account, another
of vortex is also possible, depending on the anisotropy:
strong anisotropyl,lc (lc'0.7 for a square lattice; for
other types of lattices the value differs somewhat23,32! the
‘‘in-plane’’ ~IP! vortex configuration withm[0 is stable. At
a lower value of the anisotropy the static vortex goes ove
the OP configuration.23,25,30,32In a continuum description the
IP vortex does not exist, since the energy of its core diver
logarithmically at the center of the vortex, while the ener
of the OP vortex remains finite. In a discrete model the
ergy of the core of the IP vortex is finite, and it is stable f
l,lc . Taking the DDI into account destroys the invarian
of the Hamiltonian of the system~1! with respect to a uni-
form rotation of the spins in the easy plane. In cylindric
magnetic nanodots the requirement that there be no s
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fields ~minimization of the magnetic dipole interaction! leads
to fixing of the value of the constant for a stable vort
lattice asC56p/2 ~see, e.g., Ref. 36!, where the different
signs correspond to the different chiralities of the vortex.

1.2. Modeling the vortex properties with the aid of a
plaquette analysis

In plaquettes I and II~Fig. 1! the four spins of the inne
~first! coordination sphere of the plaquette can change
their spatial orientation, while the spins of the second co
dination sphere are fixed in the ‘‘easy’’ plane perpendicu
~Fig. 1! and parallel~Fig. 2! to the ‘‘surface’’ of the plaquette
~its lateral faces!. Even in the exchange approximation th
vortex state for such plaquettes, owing to the fixing of t
spins of the outer sphere in a vortical configuration, is
ground state. For finding its explicit form it is necessary
find a static solution of the system of equations~2!, ~3! for
four unfixed spins with indicesi 51,2,3,4. In the exchang
approximation (D50) the IP configuration correspond
to the solution w i5p/41p( i 21)/2 for plaquette I and
w i52p/41p( i 21)/2 for plaquette II,mi50 ~Figs. 1a and
2a!; the IP vortex is stable in the interval of anisotropy p
rameters 0<l<lc5cos(p/4)5&/2'0.71. The difference
in the critical value of the anisotropylc from that obtained
in Refs. 26 and 28 is due to a somewhat different fixing
the outer spins. This fact is not fundamental, since it ent
only a slight quantitative change in the results without affe
ing the qualitative agreement. All of the analytical expre
sions from Refs. 26 and 28 for plaquettes with a fixed bou
ary remain valid if one setslc5&/2 in them. The static
distribution of derivatives of the mobile spins for the O
configuration in the exchange approximation~Figs. 1b and
2b! is given by the following expressions: as in the IP ca
w i5p/41p i /2 for plaquette I andw i52p/41p i /2 for
plaquette II, and for thez projection one hasmi[m
5A12(lc /l)2 in both plaquettes.

The spectrum of plaquettes analogous to those con
ered in the present paper was investigated in Refs. 24,
and 28 in the exchange approximation. It contains four v
ues of the frequency~the total number of modes is equal
the number of degrees of freedom of the Hamiltonian s
tem, i.e., the number of free spins!, which are classified by
the discrete ‘‘azimuthal wave number’’k, which takes the
valuesk50,1,2. The spectrum of the plaquettes in the reg
of stability of the IP configuration (l,lc) contains three
values of the frequencyV, i.e., three branches of the functio
Vk5Vk(l) ~the mode withk51, i.e., the first azimutha
mode, is twofold degenerate!. In the region of stability of the
OP configuration the degeneracy of the first azimuthal mo
(k51) is lifted, and the frequency dependence for them
split into a doublet, with the spin wave of the lower bran
of the doublet traveling clockwise and the upper bran
counterclockwise. The frequency dependence ofV and the
dependence of the amplitude ratio of the transverse and
gitudinal oscillations of the spins for all the modes are giv
by formulas~8!–~21! of Ref. 28.~They can also be obtaine
by settingD50 in the corresponding formulas of the prese
paper.! We note that in an infinite system the value of t
anisotropy parameterl51 is critical: the magnetic anisot
ropy become easy-axis, and the magnetic vortex vanishe
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the proposed plaquette model the vortex state is fixed by
boundary conditions. Therefore in this model the vortex e
ists forl.1 as well. But in analogy with the infinite system
all of the dependence onl will be given below only for the
regionl,1.

The goal of the present study is to investigate the str
ture and stability of different vortex configurations o
plaquettes and the spectra of linear excitations with the D
taken into account.

2. PLAQUETTE I WITH A FIXED BOUNDARY WITH
ALLOWANCE FOR THE DIPOLE–DIPOLE INTERACTION

2.1. Static vortex configuration and the dynamical equations
for the eigenmodes

We take into account the dipole part of the Hamiltoni
HD and consider the influence of the DDI on the static IP a
OP configurations of plaquette I. Taking into account t
symmetry of the vortex solutions, we make the substitut
mi5m, w i5w1p( i 21)/2 in Eqs.~2! and ~3!, and we set
the time derivatives in them equal to zero. As a result, for
variablesm andw we obtain a system of two ordinary non
linear equations:

m~11aD!

m
~sinw1cosw!22lm1D

m

8
~&11623~&

18!sin 2w!50, ~4!

m'~cosw2sinw!S 11aD2
3D

8
m'~&18!~cosw

1sinw! D50, ~5!

wherea57/421/2&213/25A5'1.164 is a numerical con
stant.

The first solution of this system corresponds, as befo
to the IP configuration~Fig. 1a!: w5p/4, w i5p/41p( i
21)/2, m50. The solution for the OP configuration~Fig.
1b! looks as follows: the expression forw is analogous to
that obtained for the IP configuration, while the static O
magnetizationm is given by the expression

m~l;D !

52
A~l2l̃c~D !!@l11/&1D~111/2&1aA2!/2!]

2l1D~111/2& !
.

~6!

Of course there exists an analogous OP configuration w
negative polarization, i.e., withmi52m(l;D). The critical
value of the anisotropy parameter separating the existe
regions of the IP and OP configurations now becomes a fu
tion of the DDI parameter:

l̃c~D !5
1

&
1S a

&
2

1

2
2

1

4&
D D, ~7!

and the corresponding boundary on the plane of the par
eters (D,l) is shown by line1 in Fig. 5a. However, as will
be shown below, the given vortices withw5p/4 exist only
for a sufficiently weak DDI. With increasing dipole interac
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tion the vortex is transformed into a configuration withw
Þp/4, which will be called a ‘‘twisted’’ in-plane vortex~in-
dicated by a subscript ‘‘t ’’ in the formulas; see Fig. 1c!. Let
us consider a twisted in-plane~TIP! vortex. The solution of
equations~4! and ~5! describing the static distribution o
the magnetization in a TIP vortex is as follows:m50,
w5f t(D), w i5f t1p( i 21)/2,

f t~D !5
p

4
6arccosS 12

8~D2Dc!

3&DDc~&18!
D , ~8!

whereDc5(3&13/42a)21'0.261. Solutions of the TIP
type can exist only forD.Dc ~see line2 in Fig. 5a!. The
double sign6 in Eq. ~8! is explained by the degeneracy
the TIP vortex with respect to its effective ‘‘chirality:’’ At the
point of an IP–TIP or OP–TIP transition, two stable T
solutions appear, i.e., a bifurcation of the solutions with
spect to the anglew occurs. The splitting off of the stabl
solutions from the unstable solutions at the IP–TIP transit
~i.e., at the transition through the valueD5Dc at fixed l
from the region of stability of the IP vortex to the region
stability of the TIP vortex! occurs by a square-root law: fo
D2Dc!Dc we have

f t~D !'
p

4
6

4

Dc
A ~D2Dc!

3&~&18!
. ~9!

The bifurcation diagram of the OP–TIP transition is mo
unusual~see Sec. 2.4!.

We note that Eqs.~4! and ~5! also admit continuously
degenerate solutions for twisted out-of-plane~TOP! vortices.
Thus the solutions on the plane of parameters (D,l) corre-
spond to a linel5l̃c* (D), wherel̃c* (D) is determined by
the formula

l̃c* ~D !5D~511/& !/2. ~10!

On this straight line Eqs.~4! and~5! are satisfied identically
if m andw are related as

m'5
8

3D~&18!

11aD

cosw1sinw
, ~11!

i.e., at a fixedD, to each6m in the admissible interval 0
<m<1 there corresponds a definite value ofw ~or of p/2
2w). For w5p/4 the TOP vortex goes over continuously
the OP vortex @for l belonging to the straight linel
5l̃c* (D)], and form50 the TOP vortex goes over to a TI
vortex. As will be seen below from an analysis of the stab
ity of the different vortex configurations of the plaquett
such a continuously degenerate solution can be realize
the straight linel5l̃c* (D) only for D.Dc .

Although we have obtained the dependence of the c
acteristics of the static vortex solutions on the model para
eters, this does not mean that the IP and OP solutions fo
are stable over all of the corresponding intervals ofl values
(l,l̃c(D) for the IP vortex andl̃c(D),l,1 for the OP
vortex!. Stable solutions should correspond not just to
extremum but to a minimum of the HamiltonianH(mi ,w i).
It follows from an analysis of expression~8! thatf t5p/4 for
D5Dc , and it can be assumed that the IP vortex becom
unstable forD.Dc . To find the true regions of stability o
-

n

-
,
on

r-
-

nd

n

s

the OP, IP, and TIP vortices~in terms of l and D) it is
necessary to analyze the values of the frequencies of
eigenmodes of the plaquette in the IP, OP, and TIP confi
rations and their dependence onl andD ~for analysis of the
stability of the IP and OP solutions for a plaquette in t
exchange approximation see Refs. 26 and 28!.

The system of dynamical equations linearized abou
static vortex state is written in general form as follows: i
troducing the small correctionsm and h to the static solu-
tions,mi(t)5m i(t)1mi , w i(t)5n i(t)1w i , we obtain from
~2! and ~3! in the approximation linear inm andn:

ṅ i5(
d

H Fm i

m'd

m' i
3 2md

mimd

m' im'd
Gcosw id2~n i2nd!

3
mim'd

m' i
sinw id2mdlJ 1D(

j

1

2r i j
3 H Fm i

m' j

m' i
3

2m j

mimj

m' im' j
G @cosw i j 13 cos~w i1w j22a i j !#

2
mim' j

m' i
@~n i2n j !sinw i j 13~n i1n j !sin~w i1w j

22a i j !#12m j J , ~12!

ṁ i5(
d

H Fm i

mim'd

m' i
1md

mdm' i

m'd
Gsinw id

2~n i2nd!cosw idJ 1D(
j

1

2r i j
3 H Fm i

mim' j

m' i

1m j

mjm' i

m' j
G@sinw i j 13 sin~w i1w j22a i j !#

2m' im' j@~n i2n j !cosw i j 13~n i1n j !

3cos~w i1w j22a i j !#J . ~13!

In explicit form for plaquette I in the IP or OP configuratio
we have the following system:

ṅ15
&

m'
3 ~11aD!m11~D2l!~m21m4!1D

m3

2&

1mS 11
D

2 D ~n42n2!1
D

m'
2 F3

2
m2~m21m4!

1
m2

&
m32S 31

1

&
D m1G , ~14!

ṁ15~2A2~11aD!m'1Dm'
2 F31

1

&
Gn11m

3S 11
D

2 D ~m42m2!1Dm'
2 F3

2
~n21n4!1

n3

2&
G .

~15!
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Equations suitable in the region of the stable TIP vortex
obtained from~12! and ~13! in an analogous way~with al-
lowance for the symmetry of the TIP vortex!:

ṅ15m1~11aD!~sinf t1cosf t!1~D2l!~m21m4!

1D
m3

2&
2

Dm1

8
~&13~81A2!sin 2f t!, ~16!

ṁ152n1~11aD!~sinf t1cosf t!1
D&

8
~n12n3!

1
3D

8
sin 2f t~@81A2#n114@n21n4#1&n3!.

~17!

Three more pairs of equations in addition to~14!, ~15! and
~16!, ~17! are obtained by cyclic permutation of the indice

2.2. Eigenmodes and the stability region of the in-plane
vortex

The classification of the eigenmodes of a plaquette w
allowance for the DDI is the same as that given previously
the exchange approximation.26,28 The most important is the
symmetric mode~with k50 and the lowest frequency!, for
which the solution has the formn i5n0 sinVt, m i

5m0 cosVt, and the dependence of the frequency on
parametersl andD reduces to the following:

V0
IP~l;D !5A2&Dc

21~ l̃c~D !2l!~Dc2D !. ~18!

The vanishing of the frequencyV0
IP determines the bound

aries of the stability region of the IP vortex: in our mod
they are specified by the inequalities 0,l,l̃c(D), 0,D
,Dc ~the region bounded by lines1 and2 in Fig. 5a!. The
ratio of the amplitudes of the oscillations of the spins p
pendicular to the easy plane and in the easy plane,m0/n0, for
the symmetric mode in the IP region depends onl andD as
follows:

m0/n05A &~Dc2D !

Dc~ l̃c~D !2l!
. ~19!

This ratio tends to infinity forl→l̃c(D), which indicates a
transition to a new stable state~OP! after the IP–OP transi
tion. ForD→Dc , on the contrary, because of the symme
of the TIP vortex the ratio~19! goes to zero~a tendency
toward a change of the in-plane ordering!.

For a twofold degenerate~in the IP region of values o
D and l! first azimuthal mode, assuming thatn i

5n1,2sin(xi2Vt), m i5m1,2cos(xi2Vt), we have

V1,2
IP ~l;D !5AS&1DF&a232

3

2&
G D

3AS&1DF&a232
1

2&
G D . ~20!

Finally, for the second azimuthal mode@n i5n3 sin(2xi

2Vt), m i5m3 cos(2xi2Vt)] the expression determining th
dependence of its frequency on the parametersl andD is
e

.

h
n

e

-

V3
IP~l;D !5AS&12l1DFa&252

1

2&
G D

3AS&1DFa&2
3

2&
G D . ~21!

Relations~20! and ~21! are valid only in the region (0,l

,l̃c(D), 0,D,Dc), where the IP vortex is stable.

2.3. Eigenmodes and the stability region of the out-of-plane
vortex

As was shown previously, the OP vortex can be sta
only in the intervall.l̃c(D). However, as will be found
below, the stability region of the OP vortex acquires ad
tional restrictions with growth of the DDI parameter. Let u
consider the spectrum of frequencies of the system~12!, ~13!
for the OP region.

The dependence of the frequency of a symmetric m
on the parametersl and D is conveniently written in the
form

~22!

wherel̃c* (D) is determined by expression~10!, and the am-
plitude ratio of the oscillations of different polarization fo
this mode has the form

m0/n05m'~l;D !Al2l̃c* ~D !

l2l̃c~D !

3A 2l1D~111/& !

2l1&1D~a&1111/2& !
. ~23!

We see from expression~22! that a stable OP configuratio
exists only when two conditions hold simultaneously:l

.l̃c(D) and l.l̃c* (D). ~When the opposite inequalitie
hold simultaneously the OP solution does not exist.! The
dependencel̃c* (D) according to Eq.~10! is shown in Fig. 5a
by the straight line3, which separates the existence regio
of the OP and TIP vortices. All three critical dependenc
l̃c(D), l̃c* (D), andD5Dc converge at a single pointD*
5Dc , l* 5l̃c* (Dc)5l̃c(Dc)58&/(@12&1324a#@5&
11#). Thus for an OP vortex the dependence of the criti
value of the anisotropy parameter on the dipole interact
parameter is a nonlinear function:

lc~D !5H l̃c~D ! for 0,D,Dc ,

l̃c* ~D ! for Dc,D.
~24!

Accordingly, the expression for the out-of-plane magneti
tion has the form
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m̃~l;D !55
m~l;D !, for ~0,Dc , l.l̃c!

and for ~Dc,D, l.l̃c* !,

0, for ~Dc,D, l,l̃c* !

and for ~D,Dc , l,l̃c!,

~25!

wherem(l,D) is determined by formula~6!. It is of interest
to note the following feature of expression~25! and the dif-
ference between it and~6!. In the parameter region 0,D
,Dc the dependence of the static out-of-plane magnetiza
of the OP vortex onl has the standard bifurcation form: th
dependence splits off from the OP solutionm(l;D)50 by a
square-root law at the point where the IP vortex ceases t
stable, i.e., forl>lc(D). In the regionD.Dc at the bound-
ary of the existence region of the stable OP vortex, i.e.,
the line l̃c* (D) ~line 3 in Fig. 5a!, the out-of-plane magneti
zation jumps by a finite amountdm(D). This jump goes to
zero at the point (D* ,l* ) and grows by a square-root la
for D2Dc!Dc :

dm'
2&A114&

)@314&#

AD2Dc

Dc
.

The dependence of the out-of-plane magnetization onl for
D,Dc andD.Dc is given in Fig. 3. It is seen from expres
sion~23! that forD.Dc the ratiom0/n0 tends toward zero a
l→l̃c* (D), i.e., the oscillations of the spins occur in th
azimuthal direction, and the vortex has a tendency to ‘‘twi
~i.e., a tendency toward a transition to the TIP configurat
with wÞp/4). For D,Dc and l→l̃c(D) the ratio m0/n0

tends toward infinity, and the vortex has a tendency to ab
don the OP configuration and rotate to the IP configurati

Let us consider the higher-lying modes using the data
the stability region of the OP configuration. For an OP vor
this question is important because even in the exchange
proximation the modulus of the frequency of the first a
muthal mode can be smaller than the frequency of the s
metric mode.29,31 Because of the lowering of the symmet
of the system in the region of the stable OP vortex, the

FIG. 3. Change in the dependence of the out-of-plane magnetization
static OP vortex~25! for plaquette I on the parameterl with increasing
value ofD. The curves shown correspond to the valuesD50.1 ~solid curve
1! andD50.29.Dc ~curve2, the dashed part of which corresponds to t
instability region of the OP vortex!. The inset shows the stability region o
the OP vortex~shaded!.
n

be

n

’’
n

n-
.
n
x
p-

-
-

-

generacy of the first azimuthal modes is lifted. The dep
dence of the frequencies of these modes on the parametl
andD is as follows:

V1,2
OP~l;D !52m~l;D !S 11

D

2 D7AU1~l;D !W1~l;D !,

~26!

where

U1~l;D !5
&

m'
3 ~l;D !

1DS a&

m'
3 ~l;D !

232
3

2&

2
m2~l;D !

&
D ,

W1~l;D !5&m'~l;D !1Dm'~l;D !S a&2m'~l;D !

3S 31
1

2&
D D . ~27!

The radicand in Eq.~26! remains positive in the entire exis
tence region (l.l̃c , l.l̃c* ) of the OP configuration, and
additional instability with respect to growth of the azimuth
modes does not arise. However, we note the qualitative
ference of the behavior of the lower branch of the frequen
dependence of the first azimuthal mode with allowance
the DDI ~Fig. 5a! from the form of this dependence obtaine
in the exchange approximation:24,29,31on the plane of param
etersl andD there exists a region in which the frequency
this mode changes sign.~The sign of the frequency of the
azimuthal modes indicates the direction of rotation of t
traveling spin wave, i.e., in this region of parameters the s
wave of this mode begins to rotate counterclockwise, lik
wave of the upper branch of the doublet of the first azimut
modes.! The region where the frequency changes sign is
noted by shading in Fig. 5. Such a feature is found in ana
gous systems~both plaquette systems26 and systems of large
size29,31! in the exchange approximation, but with free spi
at the boundary. It is interesting to note a consequence of
fact for systems of large size. As was shown in Ref. 31,
direction of rotation of a wave of the lower first azimuth
mode~called the translational Goldstone mode! can be inter-
preted as a small-amplitude rotation of the center of the
vortex under the condition that the radial eigenfunction
this mode is sufficiently well localized in the vortex cor
The direction of rotation of this mode~and, hence, of the
small-amplitude rotation of the vortex! is determined com-
pletely by the type of boundary conditions: a negative va
of the frequency should correspond to a fixed boundary
positive value, to a free boundary. Since in our case the
quency of this mode in a system with fixed spins at t
boundary can become positive, while the type of bound
conditions selects a definite~in our case opposite! direction
of rotation of the vortex, one can conclude that in this reg
of parametersl andD the direction of its rotation cannot b
associated with the direction of rotation of the vortex. Th
in turn, can happen if the radial eigenfunction of this mode
not localized in the vortex core. Thus, if the effect foun
here—a change in the direction of rotation of the lowest fi

a
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azimuthal mode—actually does take place in systems
large size with spins fixed perpendicular to the ‘‘surface
then it can be supposed that in that region of parameters
eigenfunction of this mode is poorly localized in the vort
core, and this mode itself cannot be considered respons
for the small-amplitude rotation of the center of the OP v
tex. Interestingly, for the indicated mode there exists a n
row interval of values of the parameterD, close toDc ,
where the frequency can change sign twice with increas
l. This sort of dependence is not observed in the excha
approximation for a system with a free boundary.

For the second azimuthal mode we have

V3
OP~l;D !5AF1~l;D !G1~l;D !, ~28!

where

F1~l;D !5
&

m'
3 ~l;D !

12l1DS a&

m'
3 ~l;D !

222
1

2&

23
11m2~l;D !

m'
2 ~l;D ! D ,

G1~l;D !5&m'~l;D !1Dm'~l;D !

3S a&2m'~l;D !
3

2&
D . ~29!

The ratio of the amplitudes of all the azimuthal modes
nonsingular in the stability region of the OP vortex, and
of the results on the frequency dependence for the azimu
modes are valid only in the stability region of the OP vorte
lc(D),l. With increasingD the values of the eigenfre
quencies in the IP and OP regions of the parametersl andD
decrease. This indicates that in this region of parameter
increase in the DDI weakens the coupling strength, and
influence of the DDI is opposite to that of the exchange.

2.4. Eigenmodes and the stability region of the twisted
in-plane vortex

Let us consider the spectrum of eigenmodes of
plaquette in the stability region of the TIP vortex. From t
foregoing analysis we can conclude that the domain of
bility of the TIP vortex in terms ofl andD is given by the
inequalitiesl,l̃c* (D), D.Dc . The dependence of the fre
quency of the symmetric mode on the parametersl andD is
determined by the expression

V0
t 5A16D

3Dc

3A~D2Dc!~ l̃c* ~D !2l!@D~3&13/41a!11#

&18
.

~30!

The frequency of this ‘‘soft’’ mode goes to zero with
square-root singularity at the pointsl5l̃c* (D) ~the TIP–OP
transition! and atD5Dc ~the TIP–IP transition!. The ratio of
the amplitude of the oscillations of the spins perpendicula
the easy plane to the amplitude of the oscillations in
plane is given by the formula
of
’’
he

le
-
r-

g
ge

s
l
al
:

an
e

a

a-

o
e

m0/n05A 4

3DDc
A~D2Dc!@D~3&13/41a!11#

~l2l̃c* ~D !!~&18!
.

~31!

Expression~31! can be used to assess the symmetry of n
solutions that will be stable at values ofD andl outside the
stability intervals of the TIP vortex: forl→l̃c* (D), i.e., at
the TIP–OP transition, this ratio goes to infinity, attesting
a tendency of the spins to come out of the plane, while
D→Dc , i.e., at the TIP–IP transition, this ratio goes to ze
attesting to the tendency toward a change of the in-pl
ordering.

The dependence of the frequency of the first azimut
mode on the parameterD ~it is independent of the value o
the anisotropyl! is as follows:

V1,2
t 5

A~8&@11aD#213D2@32223/2# !~31223/2!

&18
.

~32!

For the highest second azimuthal mode we have

V3
t 5AS 2l1DS 11

1

&
D D S 82&

81&

8~11aD!2

3D~81& !
1

3D

2&
D .

~33!

In the stability region of the TIP vortex the values of th
eigenfrequencies grow with increasingD, i.e., the effective
strength of the spin–spin couplings increases with increas
D. This indicates that the DDI is dominant in this region.
the TIP–IP transition the frequency dependence of the
muthal modes has a kink, while at the TIP–OP transition
frequency dependence, except for that of the ‘‘soft’’ zero
mode, has a jump. The reason for this lies in the fact tha
the OP–TIP transition we have a rather unusual thresh
bifurcation diagram, which is shown in Fig. 4. Upon
change in the parameterD at a fixed valuel.l* ~Fig. 4a!
the main bifurcation occurs at a point on the lineD5D̃c* ,
where the two stable OP vortices with different polarizati
and zero chirality are abruptly transformed into two sta
TIP vortices with different chirality and zero polarization
Here there are unrealized bifurcations at points on the li
Dc andDc* , where there arise two unstable TIP vortices w
different chirality ~at D5Dc) and two unstable OP vortice
with zero chirality~at D5Dc* ). At a fixed valueD.Dc ~Fig.
4b! the main bifurcation~on the linel5l̃c* ), at which the
polarization and chirality of the vortex change abruptly,
preceded by an unrealized bifurcation in which two unsta
OP solutions with zero chirality arise.

From all of the dependences presented in this Sec
one can obtain expressions for the frequencies of a pu
dipolar system by takingD to the limit. In particular, when
only the dipole interaction is taken into account, the T
vortex has the configuration:m50, f5p/42arccos(4a/@3
14&#)'20.069p, or m50, f5p/41arccos(4a/@314&)
'0.569p.
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3. PLAQUETTE II WITH A FIXED BOUNDARY WITH THE
DIPOLE–DIPOLE INTERACTION TAKEN INTO ACCOUNT

3.1. Static vortex configuration and the dynamical equations
for the eigenmodes

For plaquette II~Fig. 2! with boundary spins fixed par
allel to the lateral boundaries of the plaquette, the static v
tex configurations@mi5m, w15w, w i5w1p( i 21)/2] are
determined by the following pair of equations replacing t
system of equations~4!, ~5!:

m~12bD!

m
~cosw2sinw!22lm1D

m

8
~&11623~&

18!sin 2w!50, ~34!

m'~cosw1sinw!S 12bD2
3D

8
m'~&18!~cosw

2sinw! D50, ~35!

where

b5
7

8
2

1

&
2

8

25A5
'0.0248

is a numerical constant.

FIG. 4. Bifurcation diagrams of the TIP–OP transition~the stable solutions
are indicated by solid lines, the unstable by dashed lines!. The OP–TIP

transition upon a change in the parameterD at a fixedl. D̃c* corresponds to

the value ofD on the straight linel5l̃c* (D) ~a!. The TIP–OP transition
upon a change inl at constantD ~b!. The insets show schematically th
lines corresponding to each diagram on the plane of parametersl andD.
r-

As in the case of plaquette I, Eqs.~34! and ~35! admit
solutions for a static IP vortex with a structure analogous
the IP vortex in plaquette I in the exchange approximat
~Fig. 2a!, i.e., with m50 and w52p/4. There is also a
possible OP solution analogous to the solution in the
change approximation~Fig. 2b! with w52p/4 and

m52

A~l2lc~D !!S l2DF 1

&
151b&G /21

1

&
D

2l2D~1/&15!
.

~36!

It is seen from Eq.~36! that the OP vortex exists whe
the inequalitiesl.lc(D) and l.l̃c(D) hold simulta-
neously, where

lc~D !5D~1/&152b& !/211/&, ~37!

l̃c~D !5D~1/&151b& !/221/&. ~38!

The critical values of the parametersD* andl* at which the
dependencelc(D) changes tol̃c(D) at the boundary of the
existence region of the OP vortex areD* 51/b and l*
5(101&)/4b, respectively. Figure 5b shows only the r
gion of anisotropy parameter 0,l,1 with the linelc(D),
sincel* '115@1. It will be shown below that the OP vorte
is stable only in the parameter regionl.lc(D),
l.l̃c(D). At the very boundary of the existence region
the OP vortex the dependence of the out-of-plane magn
zation ~36! has the bifurcation form standard for the IP–O
transition.

Plaquette II also admits solutions in the form of TIP a
TOP vortices. The solution for the TIP vortex is as follow
m50 andw5f t(D), where the functionf t is given by the
formula

FIG. 5. Regions of stable vortex solutions on the plane of parametersl and
D for the different plaquettes. The stability regions of the IP, OP, and
vortices in plaquette I, separated by the curvelc(D) @Eq. ~24!#. The dotted
lines separate the region of parameters where the sign of the frequen
the lower first azimuthal mode changes sign; this curve is determined by
equationV1

OP(l;D)50, whereV1
OP is given by expression~26! ~a!; the

stability regions of the IP and OP vortices in plaquette II, separated by
straight linelc(D) @Eq. ~37!# ~b!.
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f t~D !56arccosS 8

3&D

12bD

&18
D 2

p

4
. ~39!

In addition, for system~34!, ~35! there formally exist two
solutions of the twisted out-of-plane~TOP! type, in which
the distribution of the magnetization is given by the formu
w5f t

OP(l;D), m5mt(l;D), and

f t
OP~l;D !56arccosS 8

3&D

12bD

m'
t ~l;D !~&18!

D 2
p

4
,

mt~l;D !5A 2~l2lc
t ~D !!

2l1D~11223/2!
,

lc
t ~D !5

8~12bD!2

3D~&18!
2D~11223/2!/2, ~40!

wherem'
t 5A12mt

2. However, it can be shown that the TI
and TOP vortices are unstable at all values of the parame
D andl in the intervals investigated. Thus only the OP a
IP vortices are stable in plaquette II, as will be demonstra
below.

To elucidate the stability of the different vortex config
rations it is necessary to study the spectrum of linear exc
tions on top of them. The dynamical equations for the eig
modes in the IP and OP configurations look like

ṅ15
&

m3 ~12bD!m11~D2l!~m21m4!1D
m3

2&

1mS 11
D

2 D ~n42n2!2
D

m2 F3

2
m2~m21m4!

1
m2

2&
m32S 31

1

2&
D m1G , ~41!

ṁ15S 2A2(12bD)m2Dm2F31
1

2&
G D n11m

3S 11
D

2 D ~m42m2!2Dm2F3

2
~n21n4!1

n3

&
G ,

~42!

and three more pairs of equations obtained by a cyclic p
mutation of the indices.

3.2. Eigenmodes and the stability region of the in-plane
vortex

The dependence of the frequency of the zeroth symm
ric mode for the stability region of the IP vortex of plaque
II is given by the expression

V0
IP5A2~lc~D !2l!(&1D[613/2&2bA2]). ~43!

At the point of the IP–OP transition on the linel5lc(D)
for l,l* this dependence goes to zero with a square-r
singularity~ordinary bifurcation!. Forl.l* the transition is
of a more complicated character, but becausel* @1, this
process will not be considered further. The ratio of the a
s

rs

d

a-
-

r-

t-

ot

-

plitudes of the oscillations of the spins in the zeroth mode
the perpendicular directions has the usual form for an IP–
transition:

m0/n05A(&1D[3/2&2bA2])

2~lc~D !2l!
, ~44!

which indicates a tendency to abandon the out-of-plane
dering atl→lc(D) (m0/n0→` on this line!. For the two-
fold degenerate first azimuthal mode we have

V1,2
IP 5A~&1D@32b&# !A~&1D[32b&21/2A2].

~45!

For the second azimuthal mode we obtain the followi
dependence:

V3
IP5A~&12l1D@111/&2b&# !

3A~&1D[3/2&2bA2] !. ~46!

The ratios of the amplitudes of the azimuthal modes do
have singularities, and their frequencies remain real for al
andD. The values of the frequencies increase with incre
ing D, i.e., growth ofD leads to stabilization of the IP vor
tex. We note that the IP vortex in plaquette II is stable ev
for a purely dipolar system, i.e., for all the expressions o
tained in this Section one can obtain expressions for a d
lar system by takingD to the limit in them. The reason fo
stability of this configuration, unlike the case for plaquette
is that in such a configuration of the plaquette there are
surface ‘‘magnetostatic charges,’’ i.e., the magnetic dip
contribution obtained in the continuum limit is minimized
the magnetostatic charge density itself is determined by
magnetization component perpendicular to the surface of
sample.

3.3. Eigenmodes and the stability region of the out-of-plane
vortex

For an OP vortex of the region (lc(D),l,l̃c(D),l)
for the zeroth symmetric mode we obtain the following d
pendence:

V0
OP52A~l2lc~D !!~l2l̃c~D !!~2l1D !

2l2D~511/& !
, ~47!

wherel̃c(D) is determined by expression~38!. This depen-
dence goes to zero with a square-root singularity at the p
of the OP–IP transitionl5lc(D) ~for l,l* ). The ratio of
the amplitudes of the oscillations of different polarization f
this mode has the standard form for an OP–IP transition

m0/n05
m'~l;D !

2
A~2l1D !~2l2D@511/&# !

~l2lc~D !!~l2l̃c~D !!
,

~48!

and goes to infinity on the line of transitionl5lc(D).
The frequencies of the first azimuthal modes are de

mined by expression~26! with the substitutionU1 ,W1

→U2 ,W2 , where
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U2~l;D !5
&

m'
3 ~l;D !

1DF 1

m'
2 ~l;D ! S m2~l;D !

2&

131
1

2&
D 2

b&

m'
3 ~l;D !

2
1

2&
G ,

W2~l;D !5&m'~l;D !1Dm'~l;D !

3S m'~l;D !F32
1

2&
G2b& D . ~49!

The dependence of the frequency of the second azimu
mode onD andl is given by formula~28! with the substi-
tution F1 ,G1→F2G2 , where

F2~l;D !5
&

m'
3 ~l;D !

12l1DS 3

2&
1

3m~l;D !

m'
3 ~l;D !

2
b&

m'
3 ~l;D !

22D ,

G2~l;D !5&m'~l;D !1Dm'~l;D !

3S 3m'~l;D !

2&
2b& D . ~50!

The frequencies of the azimuthal modes remain real for al
andD, and taking these modes into account does not nar
the stability region of the OP vortex. The ratios of the a
plitudes of the oscillations of the spins in perpendicular
rections does not have any singularities in the stability reg
of the OP vortex. We note that for plaquette II the frequen
of the lower branch of the doublet of azimuthal modes
mains negative in the entire stability region of the OP vort
as in the exchange approximation~i.e., the wave correspond
ing to this mode rotates clockwise, as does the vortex its!.
This may mean that taking the DDI into account when
outer spins are fixed parallel to the boundary of the plaqu
does not lead to delocalization of the wave function cor
sponding to this mode, as was predicted for systems wi
perpendicular fixing of the spins.

CONCLUSION

In this article we have considered, for the example
two spin plaquettes, the properties of the static vortex ord
ing of the magnetization and the transformation of the sp
tra of linear eigenmodes in an easy-plane two-dimensio
Heisenberg ferromagnet with the exchange and dipole in
actions taken into account simultaneously. Since previou
in an analysis of analogous plaquette systems of small siz
the exchange approximation it was found that the proper
of the static vortex solutions and the features of the spect
of such systems in a vortex configuration are qualitativ
similar to the analogous properties of systems of la
size,26,28 there are grounds for assuming the presence o
qualitative similarity of the results obtained for a plaque
with those for systems of large size. The main results of
study reduce to the following.

1. When the surface spins are fixed perpendicular to
boundary~plaquette I!, which takes place in the presence
al

w
-
-
n
y
-
,

e
te
-
a

f
r-
c-
al
r-
ly
in
s
m
y
e
a

is

e

a large surface anisotropy of the sample or for a strong
fluence of the ‘‘matrix’’ surrounding the magnetic molecul
there can exist a new stable type of vortices~TIP! which are
absent in the exchange approximation. The reason for th
that taking the DDI into account lifts the degeneracy of t
ground state and makes it favorable for the magnetizatio
order parallel to the lateral boundary of the sample. F
boundary conditions corresponding to plaquette II, taking
DDI into account leads to the situation that the the ‘‘a
muthal’’ distribution of the magnetization in the vortices b
comes the only one possible.

2. Stability diagrams, shown in Fig. 5, have been o
tained for the plaquettes. We showed that when the D
become dominant, the TIP vortex in plaquette I and the
vortex in plaquette II become the only stable types of vo
ces. This is due to the circumstance that taking the DDI i
account leads to additional effective easy-plane anisotro
We showed that the IP–OP transition in the plaquettes
the standard bifurcation form of the solution, with a squa
root growth of the static OP magnetization, while the IP–T
transition in plaquette I has a square-root growth of the tw
angle. Moreover, we have demonstrated that the OP–
transition in plaquette I is accompanied by a jump in the
magnetization.

3. We have considered and analyzed the feature of
spectrum of plaquette eigenmodes that can arise when
DDI is taken into account. Increasing the value of the para
eterD leads to a decrease in the values of the frequencie
all the eigenmodes for plaquette I in the OP and IP confi
rations and for plaquette II in the OP configuration. In t
stability region of the TIP vortex for plaquette I and the
vortex for plaquette II the values of the frequencies incre
with increasingD. It is necessary to note the difference
the behavior of the ratio of the amplitudes of the IP and
oscillations for the symmetric mode atl→lc(D) for the OP
vortex in plane I: in the regionD,Dc this ratio m0/n0

→`, while for D.Dc we havem0/n0→0, which can be
important for constructing simplified slightly nonlinear mo
els. An interesting feature of the spectrum of eigenfrequ
cies of the linear spin modes of plaquette I is the change
direction of rotation of the wave of the lowest first azimuth
mode at certain values of the parametersD and l. If this
effect takes place in systems of large size, it can lead
delocalization of this mode outside the core of the OP vort
The behavior of the frequency dependence of this mode
plaquette II, on the contrary, is analogous to that which ta
place in the exchange approximation. Thus it can be assu
that the results obtained in the exchange approximation
also be suitable when the DDI is taken into account fo
qualitative analysis of large systems with ‘‘outer’’ spins pa
allel to the boundary of the sample.
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Strain hardening of metals and alloys in the superconducting state
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The strain hardening of single crystals of pure Al and a Pb–In alloy in the normal (N) and
superconducting (S) states is investigated. It is found that the strain hardening coefficients satisfy
the inequalityuS.uN irrespective of whether theSN transition is brought about by an
external magnetic field or temperature. ©2004 American Institute of Physics.
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1. INTRODUCTION

The transition of a metal from the normal to the sup
conducting state at temperatures belowTc ~the critical tem-
perature for superconductivity! is accompanied by appre
ciable changes of its plasticity: a decrease in the flow st
and increases in the stress relaxation depth and the c
rate.1 To explain these effects, which are sometimes refer
to as the ‘‘softening’’ of a metal at theNS transition, several
theoretical models have been proposed, based on an inc
in the mobility of dislocations due to a decrease in the el
tron drag in the superconducting phase. These models
explained the experimental temperature dependence o
softening effects, which is similar to the temperature dep
dence of the superconducting energy gap and of the co
cient of friction for dislocations in a crystal, and also th
strong dependence of the magnitude of the effects on
concentration and strength of the barriers impeding the
tion of the dislocations. However, the influence of theNS
transition on the defect structure and rate of strain harden
of a crystal has turned out to be more complicated, and
observed effects do not reduce to a ‘‘softening’’ in the sup
conducting state. For example, it was found in Ref. 2 t
equal creep deformations of pure lead at a temperature b
Tc in theN state~in the magnetic field of a superconductin
solenoid! and in theS state lead to a different increment o
the resistivity: deformation in theS state causes a large
increase in the resistivity. The authors conjectured that de
mation in the superconducting state is accompanied b
faster formation of crystal lattice defects. Since the m
contribution to the increase in the resistivity comes fro
point defects arising at intersections of dislocations,
growth of the number of intersection events in the superc
ducting state was explained by an increase in the velo
and density of mobile dislocations due to a change in
conditions of their dynamic drag. Analogous results we
obtained in Refs. 3 and 4 in a study of the change in
defect structure of single-crystal and polycrystalline le
during its active deformation. The deformation of samples
a temperatureT,Tc in theN andS states was accompanie
by a monotonic growth of the resistivity, but the rate
growth was higher in theS state. The observed growth of th
821063-777X/2004/30(1)/5/$26.00
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resistivity was due to the contribution of point defects~va-
cancies and interstitial atoms!, and the formation of the dis
location structure did not depend on the electronic state
the sample. The additional generation of point defects dur
deformation in theS state was explained by a decrease
their energy of formation and a change in the dislocat
dynamics. A direct comparison of the strain hardening co
ficients during stress relaxation5 and active deformation6,7 in
theN andS states has confirmed the hypothesis of a differ
rate of accumulation of deformation defects: the harden
coefficient depended on the state of the sample. In a num
of cases the electronic state of the deforming sample
cyclically alternated by repeatedly turning the magnetic fi
of a superconducting solenoid on and off. Under such c
ditions the strain hardening rate of Pb–Bi alloys grew
proportion to the number of cycles.8 As a result of cyclic
alternation of the state, the strain hardening rate of a Pb
alloy even exceeded that in theS state.9 The growth of the
hardening coefficient, proportional to the growth of the r
sistivity to the 0.5 power, was explained by an addition
increment of the dislocation density as a result of the mot
of the interface between the normal and superconduc
phases during the repeated switching on and off of the m
netic field.

Thus besides the known effects of ‘‘softening’’ of meta
lic crystals at the superconducting transition under conditi
of an unchanged defect structure~during the characteristic
time of the superconducting transition in the magnetic fi
field of a solenoid! there are additional strain ‘‘hardening
effects observed in a crystal both in the superconduc
state and as a result of cyclic alternation of the states. Su
hardening of the superconductor apparently reflects the c
plex dynamics of dislocation processes during the restruc
ing of the electron energy spectrum of the metal at the ti
of the phase transition and the subsequent deformation
this regard it is of interest to study the strain hardening o
superconductor under conditions such that the supercond
ing transition is brought about not only by an external ma
netic field but also by the a change in the deformation te
perature. That is the problem addressed in this paper.
© 2004 American Institute of Physics
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2. EXPERIMENTAL TECHNIQUE

We studied Al single crystals of 99.999% purity and al
single crystals of the alloy Pb–5 at. % In~the purity of the
initial materials was 99.999% for Pb and 99.997% for I!.
The aluminum single crystals were grown by the Bridgm
method in two ways: I—in the form of a long, flat sing
crystal of complex shape and arbitrary orientation, wh
was then cut into 5 identical samples suitable for ten
straining; II—in a knock-down graphite mold, making it po
sible to obtain 10 flat samples for straining from a sing
seed crystal. The lead–indium single crystals were grown
method II. The samples for deformation had a length of
mm and a cross section of 331 mm. The orientation of the
single crystals is indicated in the figures.

The aluminum samples of type I were deformed a
constant rate of 1.131025 s21 at a temperatureT50.52 K
(T,0.5Tc , whereTc51.175 K is the critical temperature o
the superconducting transition in aluminum10!, and the ten-
sile straining diagrams were recorded in load–time coo
nates. The technique of straining at ultralow temperature
described in detail in Ref. 11. In the first series of expe
ments, after the diagrams were converted to coordinate
shear stresst versus shear strain«, the hardening coefficient
u5]t/]« were compared for samples deformed only in t
superconducting or only in the normal state~in a longitudinal
field of strengthH.Hc , whereHc5104 Oe is the critical
magnetic field in aluminum10!. In a second series of exper
ments we recorded the change in the hardening rate of
same sample as a result of the superconducting transitio
the magnetic field of a solenoid. The aluminum single cr
tals of type II were deformed at a constant rate of 1
31024 s21, and the strain hardening coefficients at tw
temperatures,T151.0 K and T251.3 K, chosen such tha
T1,Tc,T2 , were compared.

The Pb–5 at. % In single crystals, oriented for easy s
were deformed at a rate of 1.131025 s21, with the sample
simultaneously heated in the vicinity of the critical tempe
ture of the superconducting transitionTc57.05– 7.1 K.10

The drift of the signal corresponding to zero load on t
sample was monitored before and after the experiment.
strain hardening coefficientsu of the same sample above an
below Tc were determined from the strain diagram.

3. EXPERIMENTAL RESULTS AND DISCUSSION

The hardening curves in coordinates of shear stress
sus shear strain obtained for two aluminum single crystal
the same orientation at a constant temperatureT,0.5Tc in a
medium of liquid He3 are shown in Fig. 1. The dashed cur
corresponds to deformation of a superconducting sample
solid curve to that of a normal sample, which was placed
the magnetic field of a superconducting solenoid withH
.Hc . It is seen that the critical shear stress for the sup
conducting sample is lower than that of the normal sam
t0S,t0N . The difference of the stresses,Dt0NS5t0N

2t0S , amounts to 0.27–0.30 MPa for different pairs
samples. At the same time, the strain hardening rate of
superconducting sample is markedly higher than that of
normal sample:uS.uN ~in the region of strains«&0.15 their
ratio isuS /uN'1.43). As a result, to maintain a given rate
n
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strain for «.0.05 it is necessary to apply a larger stress
the superconducting sample than to the normal sample
this sense one can speak of a hardening of the supercon
ing sample, which for«'0.3 reaches a value of more tha
2.7 MPa. At large deformationsuS /uN'1.01. It is important
to note that anSN or NS transition~in a magnetic field! at
any point of thet~«! curves is accompanied by an increa
DtSN or decreaseDtNS, respectively, of the level of flow
stress~see the inset in Fig. 1!, but the jump in stress is an
order of magnitude smaller than the difference of the stres
in the region of large strains.

The observed hardening effectuS.uN can be explained
by differences in the defect structure of the initial sing
crystals and by features of its evolution in the course
deformation, arising either in the external magnetic field
as a result of a change in the electronic state of the cryst
the phase transition. Our data pertain to single crystals
single growth series, with the same orientation and w
nearly the same defect structures, as is indirectly indicated
the sign and absolute value ofDt0NS, which agree with
published data on the jump in stress in the same alumin
sample.12 However, an influence of the initial structure o
the value of the coefficientu is not ruled out, and it is there
fore important to compare the hardening observed on dif
ent samples with the hardening of one single-crystal sam
deformed in theS and N states. Characteristic parts of th
tensile straining curvet~«! of an aluminum single crystal at
temperature of 0.52 K withSN transitions in an externa
magnetic field are presented in Fig. 2. At low strains~Fig.
2a! the SN transition is accompanied by an increase of t
flow stress by an amountDtSN50.27 MPa, while the hard-
ening coefficient falls (uS.uN) by approximately 10%. The
observed increase in the stressDtSN is equal to the differ-
ence of the critical shear stressesDt0NS5t0N2t0S of the
normal and superconducting samples in the previous exp
ment. The decrease of the hardening coefficient at the t
sition of the crystal to theN state~see Fig. 2! also agrees

FIG. 1. Curves of the hardening of Al single crystals in the normal~solid
curve! and superconducting~dashed curve! states atT50.52 K, «̇51.1
31025 s21. The inset on the left shows the initial parts of the curves. T
inset on the right shows the jumps in the flow stress at theNS and SN
transitions in the region of high strains.
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with the data for different samples, although the ra
uS /uN'1.1 is noticeably smaller than in the previous expe
ment. The reverse transition to theS state is accompanied b
a decrease in the flow stressDtNS and an increase in th
coefficientu. In the transient region~Fig. 2b! the parameters
of the hardening curve at theSN transition change change i
a similar way, but at high strains~Fig. 2c! the influence of the
SN transition decreases. Thus one observes qualitative ag
ment between the data obtained on a single sample an
different samples: at a temperature belowTc the supercon-
ducting transition causes an increase in the rate of st
hardening of the crystal.

Since all of the previous experiments have been don
an external magnetic field produced by a superconduc
solenoid, one of the causes of the observed effect might
dynamic disturbance of the defect structure of the crystal
result of the turning on and off of the magnetic field or
nonuniform distribution of the magnetic field in the plane
a sample of finite length. The influence of the field in the
cases is obviously stronger the higher the field strength,
it is therefore important to note the qualitative agreemen
the effects observed in aluminum and in lead and its allo9

In spite of the fact that the critical magnetic field strengthHc

of aluminum is almost an order of magnitude less than
second critical fieldHc2 of the Pb–5 at. % In alloy,10 the
character of the observed hardening effects at the super
ducting transition in magnetic field remains unchanged.

Of fundamental importance for assessing the role
magnetic field are experiments in zero field, when the su
conducting transition is brought about by a change in te
perature. Making use of the fact that in the low-temperat
region the yield stress and the strain hardening coefficien
aluminum are weakly dependent on temperature,12 these pa-
rameters were measured at different temperatures above
below Tc , i.e., under conditions of a superconducting tra
sition in the absence of magnetic field. The results for sin
crystals ~growth series II! deformed in the vicinity ofTc

51.175 K, are illustrated in Fig. 3. One of the hardeni
curves, atT151.0 K, corresponds to straining in the supe

FIG. 2. Parts of the hardening curve of an Al single crystal with a chang
the electronic state of the sample in the first~a!, transient~b!, and second~c!
stages of deformation atT50.52 K.
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conducting state~the dashed curve!, while the other, atT2

51.3 K, corresponds to the normal state~solid curve!. Un-
der these conditions the difference of the critical stres
Dt0NS5t0N2t0S50.1 MPa decreases sharply in compa
son with the director forT50.52 K ~see Figs. 1 and 2!, in
agreement with the known experimental and theoretical
pendence ofDt0NS(T) discussed in Ref. 1. At«.0.1 the
hardening rates, as before, obey the inequalityuS(T1)
.uN(T2): for a given rate of strain the superconductin
sample requires a greater stress be applied in compariso
the normal sample. The ratiouS(T1)/uN(T2)51.68, and the
maximum difference of the flow stresses is 1.2 MPa. W
allowance for the different growth conditions and orientati
of the single crystals of series I and II, these estimates ag
with the data calculated from the hardening curves in Figs
and 2. Thus a qualitative analogy is observed between
results of experiments in an external magnetic field and
experiment in which the temperature of the sample is var
near Tc : the strain hardening coefficient of aluminum
larger in the superconducting state than in the normal st

For further assessment of the influence of experime
conditions on the result of an experiment, it is of interest
combine the advantages of the two techniques: to comp
the strain hardening rate for the same sample at tempera
above and below the critical, i.e., under conditions of a
perconducting transition in the absence of magnetic field.
such a comparison to be reliable, the hardening of the cry
due to the evolution of its defect structure in the course
the deformation with simultaneous heating should be m
mal; this is most characteristic of the easy-slip stage. Sinc
is difficult to arrange such slip in aluminum because of t
very high energy of a stacking fault, we chose the alloy Pb
at. % In with a suitable crystallographic orientation as t
object of study. A typical result for the three samples stud
by straining with heating ~the heating rate wasṪ
,1023 K/s) is illustrated in Fig. 4. It is seen that: in th
regionT,Tc a change in the heating rate does not affect
value ofdṫ, which at a fixed strain rate is proportional to th
coefficientuS ; at the transition throughTc the heating rate is

fFIG. 3. Hardening curves of Al single crystals in the normal~solid curve!
and superconducting~dashed curve! states at temperatures above and bel
Tc . The inset shows the initial part of the curves.«̇51.131025 s21.
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constant but a noticeable drop in the value ofdṫ is observed;
there is no jump in the flow stress atT5Tc : DtSN50. For
different samples the ratio of the hardening coefficients v
ied in the range 2,uS /uN,3. The time of the experimen
was not more than 1/10 the time of deformation at a fix
rate in the easy-slip stage. Prior to the start of the experim
all of the samples were preliminarily deformed by 5–7
above the yield point.

The experimental results presented in Figs. 1–4 sh
that the observed hardening effect in the superconduc
stateuS.uN is not due to the natural variations in the defe
structures of the initial~undeformed! crystals or to the influ-
ence of the external magnetic field on the defect structur
the course of the deformation of the samples. The chang
the strain hardening coefficient of superconducting crys
should be assigned to features of the plasticity of metals
alloys in the low-temperature region.

Among the known low-temperature features of plastic
are the anomalous temperature dependence of the yield
of a number of metals and alloys,13 the jumplike character o
their plastic flow,14 and the change in the flow stress, stre
relaxation depth, and creep rate at anSN transition.1 At
present it is assumed that the majority of the phenom
listed are due to a combination of the fluctuation and
namic mechanisms for the overcoming of potential barri
in the crystal lattice by the mobile dislocations. As the te
perature is lowered, the inertial properties of the dislocati
play a more important role because of the change in
electron drag, which depends not only on the temperature
also on such fundamental characteristics of a supercondu
as the value of the energy gap and the density of the su
conducting component.

The known models of strain hardening~see reviews15,16!,
which postulate equality of the flow stress to the friction
stress acting on a mobile dislocation, do not take into

FIG. 4. Strain hardening of a Pb–5 at. % In single crystal in the easy-
stage: variation of the temperature of the crystal with time~a!; the increase
of the flow stress as a function of the straining time at a strain rate«̇51.1
31025 s21 ~b!. The inset shows the temperature dependence of the s
hardening coefficientu in the vicinity of Tc .
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count the electron drag forces at low temperatures and do
consider their influence on the increase of the density
mobile dislocations and the mechanisms of formation of d
location pileups as a basic structural element of the deform
material. Meanwhile, a clear experimental example of
influence of the electronic state on plastic deformation o
crystal is the jumplike deformation at a constant rate of lo
ing: as a result of the destruction of superconductivity by
external magnetic field the depth and frequency of the jum
of the load increase sharply. The phenomenological mod
of this effect presuppose that dislocation pileups capable
breaking through the barriers on account of the high stres
at the head of a pileup are formed in the course of the de
mation. It may be that, because of the low values of the h
capacity and thermal conductivity at helium temperatures
local heating occurs when an obstacle is broken throu
promoting the avalanche motion of the dislocations.12,14 It
has not been possible to prove the influence of the elec
drag and heat capacity in theS andN states on the intensity
of such motion. However, it can be assumed that the de
opment of jumplike deformation as a result of theSN tran-
sition is due to features of the strain hardening of type-I a
type-II superconductors, which were observed in our stu
the decrease of the hardening coefficient (uS,uN) and the
jump in stressDtSN.0 at theSN transition in an externa
magnetic field can promote unstable flow of the cryst
which under certain conditions explains the increase in
tensity of jumplike deformation in the normal state; th
change ofu at the superconducting transition in zero ma
netic field observed in a hard superconductor nearTc may be
due to a change in the heat capacity and kinetic constan
the crystal and to the development of heating processe
the dislocation slip bands.

The results obtained show that besides a decrease o
flow stress~softening! of the single crystals studied at theNS
transition, their plastic deformation in the superconduct
state is characterized by a higher strain hardening coeffic
than in the normal state. This means that a phenomenolog
model for strain hardening of a superconducting crys
should incorporate fluctuation–dynamic mechanisms of d
location motion in connection with both the low-temperatu
region itself and with the fundamental characteristics of
superconducting transition.
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Nonlinear acoustic effects arising from dislocations in niobium single crystals
P. P. Pal-Val,* V. D. Natsik, L. N. Pal-Val, and Yu. A. Semerenko
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The temperature dependence of the logarithmic decrementd and dynamic Young’s modulusE in
niobium single crystals of high purity is investigated in a wide interval of low temperatures
3 K<T<300 K. Measurements are made by means of a two-component composite vibrator
method under excitation of longitudinal vibrations with a frequency of 88 kHz and a
relative amplitude of the acoustic strain varying in the range 531029,«0,731025. In the
temperature interval 50–200 K a nonlinear effect is registered: an amplitude-dependent
contribution to the decrement and Young’s modulus is observed when the amplitude of the
ultrasound reaches a threshold value«0c*1025. The dependence of the threshold value«0c on
temperature and on preliminary plastic deformation of the sample is established. The
amplitude dependencesd(«0) andE(«0) at «0.«0c and their transformation with temperature
are investigated in detail. Analysis shows that the nonlinear effects are due to the
breakaway of ultrasonically excited dislocations from impurity atoms. The experimental results
are in satisfactory agreement with the conclusions of the Granato–Lu¨cke theory of athermal
dislocation hysteresis and its generalization to the case of thermally activated hysteresis proposed
by Indenbom and Chernov. ©2004 American Institute of Physics.@DOI: 10.1063/1.1645159#
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1. INTRODUCTION

Study of the acoustic properties of crystals in the lo
temperature region reveals a number of linear and nonlin
effects which owe their origin to dislocations, as is evidenc
by their dependence on the dislocation density and other
rameters of the dislocation structure. An analysis of th
effects on the basis of the present-day theoretical ideas a
the low-temperature mobility of dislocations yields inform
tion about the fine details of the dynamic behavior of dis
cations, e.g., about the interaction of dislocations with im
rities and with the Peierls potential relief, about the influen
of the electronic viscosity and quantum fluctuations on
motion of dislocations, etc.

Among the linear acoustic effects it is customary to
clude the relaxation resonances—peaks of the sound ab
tion and the corresponding ‘‘steps’’ on the dynamic Youn
modulus defect—which are observed in studies of the te
perature and frequency dependences of the acoustic pro
ties of crystals. The nonlinear effects, as a rule, appear in
form of a dependence of the sound absorption and dyna
Young’s modulus on the amplitude of the acoustic stra
Here the criterion of observation and the character of
nonlinear effects also depend substantially on tempera
and on the sound frequency.

The data of acoustic measurements are an indirect, m
roscopically averaged reflection of dislocation processe
crystals. To make it possible to obtain the quantitative ch
acteristics of the corresponding elementary events occur
on the microscopic scale it is necessary to interpret the
sults of acoustic measurements with the use of microsc
models that reflect the specifics of the dynamic behavio
dislocations under the action of an acoustic wave and t
interaction with the phonon and electron subsystems of
871063-777X/2004/30(1)/8/$26.00
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crystals, with the potential relief, and with various defects
the crystal structure.1–8 Although it is possible to achieve
qualitative agreement of the experimental results with
predictions of the theory on the whole, the interpretation
nonlinear ~amplitude-dependent! dislocation effects2,9 en-
counters a number of difficulties, the cause of which lies
the complexity and diversity of the dynamic behavior of d
locations under different experimental conditions. A numb
of questions still remain open for discussion. Among them
the question of the shape of the hysteresis in the depend
of the dislocation strain on the applied stress under si
varying loading of a crystal, which is intimately related
the question of the character of the depinning of dislocati
from local pinning centers: the breakaway of a double dis
cation segment from an isolated obstacle, the ‘‘catastroph
breakaway of dislocations from a set of obstacles, the ‘‘d
friction effect in the motion of a dislocation line through a
impurity, etc. The question of the functional form of the am
plitude dependence of the sound absorption and Youn
modulus has not yet been conclusively answered. Finally,
question of the influence of thermal and quantum fluct
tions on the motion of dislocations through barriers of diffe
ent natures and on the acoustic effects involving dislocati
is of significant interest. The experimental data curren
available are insufficient to give unambiguous answers to
questions posed above.

Very little experimental data has been obtained up
now on the low-temperature nonlinear acoustic properties
bcc metals, in which the mobility of dislocations can be go
erned by the braking action of both Peierls barriers and
purities. The main goal of the present study was the exp
mental investigation and analysis of the nonlinear acou
effects in niobium, which is a typical representative of met
© 2004 American Institute of Physics
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88 Low Temp. Phys. 30 (1), January 2004 Pal-Val et al.
with the bcc structure. The features in the acoustic absorp
and dynamic Young’s modulus due to the dynamic proper
of dislocations are investigated in the kilohertz frequen
range over a wide interval of low temperatures. Although
linear acoustic properties of niobium at temperatures
2–300 K have been systematically investigated in sev
studies,8,10–13there is practically no information in the litera
ture about the nonlinear properties.

2. EXPERIMENTAL TECHNIQUE

As the object of study we used a niobium single crys
of high purity, with a reduced residual resistanceRRR
[R300/R0510000. The values of theRRRwere determined
by measuring the temperature dependence of the elect
resistance of the sample in the interval 2–300 K. For this
sample was placed in an external magnetic field, which w
used to bring the sample to a normal state at temperat
below the superconducting transition temperatureTc

'9.3 K,14 and then the experimental data were extrapola
to 0 K and zero field. A spectral analysis showed that
main substitutional impurities were Mo, Ta, and Zr atom
The number of interstitial impurities N, O, and H was r
duced by a long high-temperature annealing, first in flow
oxygen at a pressure of;1023 Pa and then in an ultrahig
vacuum;1028 Pa.15

The samples were in the form of cylindrical rods 4.2 m
in diameter and;24 mm long. The crystallographic orien
tation of the longitudinal axis of the sample had the^100&
direction and was determined with the aid of the Laue d
fraction pattern to an accuracy of61°. The initial density of
dislocations in the sample was;53105 cm22. To elucidate
the influence of dislocations on the acoustic properties
niobium, we studied samples both in the initial state and w
a larger dislocation density. Immediately before the acou
measurements were made, fresh dislocations were introd
in the sample by means of plastic deformation by a fo
point bend at room temperature to a value of the resid
plastic deformation of«pl50.65%.

The acoustic measurements were made using a
component composite vibrator.16,17 Longitudinal standing
waves with a frequencyf '88 kHz were excited in the
samples. The ultrasonic strain amplitude«0 and the tempera
ture T were varied in the intervals 531029,«0,731025

and 2 K,T,340 K, respectively. In the experiments th
temperature dependence and amplitude dependence o
logarithmic decrementd(T,«0) and resonance frequency o
the composite vibrator were measured, and the results w
used to calculate the dynamic Young’s modulusE(T,«0).17

To monitor possible irreversible changes in the structure
the sample due to the high-amplitude ultrasound, the am
tude dependencesd(«0) andE(«0) were measured both o
increasing and decreasing amplitude of the ultrasonic str

3. RESULTS OF THE MEASUREMENTS

3.1. Amplitude-independent background of the internal
friction and Young’s modulus

The measured temperature–amplitude dependence
the logarithmic decrementd(«0 ,T) and the dynamic Young’s
modulusE(«0 ,T) can be represented in the form of a sum
n
s
y
e
f
al

l

al
e
s
es

d
e
.

g

-

f
h
ic
ed
-
al

o-

the

re

f
li-

in.

of

f

two components: linear~background! termsd i and Ei , de-
pending only on the temperature, and amplitude-depend
termsdH andEH :

d~«0 ,T!5d i~T!1dH~«0 ,T!, ~1a!

E~«0 ,T!5Ei~T!1EH~«0 ,T!. ~1b!

A specific feature of the nonlinear acoustic properties
niobium as compared to other bcc metals studied previou
is the existence of amplitude dependence ofd andE against
a complex background of nonmonotonic temperature dep
dencesd i(T) andEi(T) ~see Fig. 1!. The data shown in the
figure were obtained on an undeformed sample~curve1!, a
sample deformed by 0.65%~curve2!, and a sample that wa
annealed after deformation~curve 3!. The curves ofd i(T)
and Ei(T) have several characteristic features pertaining
different temperature intervals.

First of all, one notices the significant change in t
decrement~by 3–4 orders of magnitude! within the tempera-
ture range studied. This is explained mainly by the prese
of a broad relaxation maximum~the so-calleda peak13! on
d i(T), the position of which on the temperature scale is s
sitive to the structural state of the sample and lies in
interval 240–280 K. In addition, on rapid cooling of th
samples in the existence region of the superconducting s
T,Tc'9.3 K, thed i(T) curves in both the normal (n) and
superconducting (s) states exhibit the so-called Kramer
Bauer peak located at a temperature of 2–3 K.8,10 Both peaks
correspond to steps on the temperature dependence o

FIG. 1. Temperature dependence of the logarithmic decrement~a! and dy-
namic Young’s modulus~b! in niobium, measured in the amplitude
independent region:d, s—undeformed sample~curve 1!; m, n—sample
plastically deformed to«pl50.65% ~curve 2!; j, h—annealed sample
~curve3!. The filled symbols are for then state, the unfilled symbols for the
s state.
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modulusEi(T). The superconducting transition in both th
undeformed and deformed niobium has a substantial ef
on the temperature dependence of the acoustic character
below Tc : it leads to decreases in the decrement and
namic Young’s modulus.

A preliminary plastic deformation and annealing of t
sample have practically no effect on the background los
below Tc in the n state. At higher temperatures the value
d i increases slightly after deformation and decreases m
edly as a result of annealing. Accordingly, the value of
Young’s modulus decreases after plastic deformation and
creases after high-temperature annealing in a high vacu
The maximum sensitivity of the background component
plastic deformation is observed in thes state and also in al
cases in the temperature region in which the relaxation re
nances~the absorption peak and the steps on the modu
defect! are located.

3.2. Amplitude dependences of the decrement and
dynamical Young’s modulus

The plots in Fig. 2 show that in the temperature reg
3 K,T,25 K at the ultrasound amplitudes used in the e
periment,«0,731025, there is practically no amplitude de
pendence of the decrement and Young’s modulus irrespec
of whether the measurements were made on an undefor
or deformed sample, in then or in thes state, in the region of
the Kramer–Bauer peak or outside it. The same sort of
havior of d(T,«0) and E(T,«0) was also registered in th
temperature region 210 K,T,300 K near thea peak.

Noticeable dependence of the acoustic properties of
bium on the sound amplitude was revealed in the in
mediate temperature region 50 K,T,200 K. Figure 3
shows the amplitude-dependent components of the de
ment, dH(T,«0)5d(T,«0)2d i(T), and of the relative
change in Young’s modulus,EH(T,«0)/Ei(T)5@E(T,«0)
2Ei(T)#/Ei(T), measured in this temperature interval. It
seen that the critical amplitude«0c for the start of the non-
linear effects has approximately the same value for
dH(T,«0) and EH(T,«0)/Ei(T) curves. This parameter ha

FIG. 2. Influence of the ultrasound amplitude on the decrement~a! and
dynamic Young’s modulus~b! in the temperature regionT<25 K and atT
5300 K: .—25 K, «pl50; m—6 K, n state,«pl50.65%;n—6 K, s state,
«pl50.65%; d—3 K, n state,«pl50.65%; s—3 K, s state,«pl50.65%;
j—300 K, «pl50.
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appreciable temperature dependence:«0c increases with de-
creasing temperature. Moreover, upon changes inT the
amplitude-dependent parts of thedH(T,«0) and
EH(T,«0)/Ei(T) curves in the chosen semilogarithmic coo
dinates shift as a whole while remaining practically para
to one another. In the sample plastically deformed by«pl

50.65% the behavior of the amplitude dependences rem
qualitatively the same~see Fig. 4!. However, the critical am-

FIG. 3. Amplitude dependences of the decrement~a! and dynamic Young’s
modulus ~b! in the temperature interval 55–185 K in the undeform
sample.

FIG. 4. Influence of plastic deformation on the amplitude dependence o
decrement~a! and dynamic Young’s modulus~b!: unfilled symbols—«pl

50; filled symbols—«pl50.65%;,, .—75 K; s, d—130 K; n, m—160
K.
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plitude«0c for the start of nonlinear effects increases notic
ably at all values of the temperature.

It should be noted that the dH(T,«0) and
EH(T,«0)/Ei(T) curves shown in Figs. 2–4 are complete
reversible, i.e., the values of the decrement and modulus
fect measured on increasing and then decreasing ultras
amplitude agree with each other to within the experimen
error.

4. DISCUSSION

4.1. Linear effects

In this paper we mainly discuss amplitude-depend
~nonlinear! acoustic effects. Ultrasonic anomalies in the li
ear region of ultrasound absorption and the change of
elastic moduli in single-crystal and polycrystalline niobiu
of different purity and orientation have been discussed
detail in Refs. 8 and 10–13. Here it is appropriate merely
recall that the low-temperature Kramer–Bauer peak is a c
sequence of the resonance interaction of elastic vibrat
with chains of geometric kinks on dislocations in the proc
of their thermally activated diffusion in the Peierls relief
the second kind.8,10 This process is characterized by e
tremely low activation energiesU0;331023 eV. The el-
ementary mechanism responsible for the high-temperatua
peak, as was shown in Ref. 13, is the nucleation of a pai
kinks on dislocation segments lying in the valleys of t
Peierls relief of the first kind. This process corresponds
values of the activation energyU0>0.15 eV.

It should be noted that both of the relaxation resonan
are due to the initial dislocation structure of niobium—a s
tem of screw or mixed dislocations arising during prepa
tion of the samples in the slip planes$011% and $112% and
located in the valleys of the Peierls relief. Electron micr
scope studies show that the plastic deformation of niob
crystals at room temperature gives rise to dislocations wi
predominantly edge component,18 and their dislocation lines
are oriented at an angle to the valleys of the Peierls re
and their mobility is mainly controlled by the impurity a
oms. These dislocations have a definite influence on the
rameters of the relaxation processes under discussion bu
not lead to any fundamental changes in the conditions
their observation.8,12

4.2. Functional form of the dependences dH„«0 ,T… and
EH„«0 ,T…

The presence of amplitude dependence in these cha
teristics attests to the nonlinear character of the elastic
inelastic responses of the crystal to an externally applied
riodic load. To establish the nature of the nonlinearity it
necessary to carry out an analysis of the functional form
the amplitude dependences and their behavior upon cha
in temperature, and also to establish the value ofr , the ratio
of the amplitude-dependent component of the decremen
the relative value of the amplitude-dependent componen
the Young’s modulus:r 5dH(«0)Ei /EH(«0). Since in the in-
vestigated region of frequencies, vibration amplitudes,
temperatures the most likely mechanism of nonlinearity
the dislocation mechanism, the following analysis is ba
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mainly on the known theoretical ideas about dislocation h
teresis due to the breakaway of dislocations from impu
pinning points.

There exist several theoretical studies of the dislocati
related amplitude-dependent internal friction. Historica
the first and most popular is the Granato–Lu¨cke theory of
dislocation hysteresis losses.1 Using a string model of the
dislocation, those authors made the assumption that an
vidual event contributing to the dislocation deformation~and
hence, bringing about an additional sound absorption
modulus defect which increase with amplitude! is activation-
less ‘‘catastrophic’’ breakaway of dislocation segments fro
comparatively weak local pinning centers~e.g., impurity at-
oms!. For an exponential distribution of lengthsL of the
dislocation segments an exponential dependence was
tained for the amplitude-dependent part of the decremendH

on the amplitude of the applied shear stress in the slip pl
s05G«05VE«0 (G is the shear modulus,V is an orienta-
tional factor that depends on the mutual position of the lo
axis, the normal to the slip plane, and the direction of
Burgers vectorb!:

dH5
8Gb2LLN

3

p4CLc
S sm

s0
211...DexpS 2

sm

s0
D ; ~2a!

sm5pFm/4bLc . ~2b!

Here b is the modulus of the Burgers vector,L is the
dislocation density,LN is the distance between insurmoun
able dislocation pinning centers~for example, nodes of a
dislocation network!, Lc is the mean length of a dislocatio
segment, which characterizes the average distance betw
‘‘weak’’ obstacles ~impurities and other point defects!; C
>Gb2/2 is the linear tension of a dislocation,;sm is the
critical stress for activationless breakaway of a dislocati
Fm is the maximum force binding a dislocation to a pinnin
center.

Strictly speaking, the conclusions of the theory of Ref
are valid only for T50 K. In its subsequent
modifications2,19,20 it was shown that in the region of rela
tively low temperatures the character of the pinning of d
locations and, hence, the functional form of the amplitu
dependences do not change when the temperature is ra
i.e., the dependencedH(s0) remains exponential as before
Taking thermal fluctuations into account reduces to a ren
malization of the critical stresssm for breakaway, i.e., to its
replacement by some effective stress with a value that sh
decrease with increasing temperature. At sufficiently l
acoustic stresses (s0!sm) one can restrict consideration i
expression~2a! to one term of the expansion in the pr
exponential. In this case the agreement of the experime
data with the conclusions of the theory can be checked in
so-called Granato–Lu¨cke coordinates, ln(dH«0

1/2) – («0
21) ~the

power of 1/2 for«0 allows us to take into account the non
uniformity of the strain in the sample when the compos
vibrator method is used!. Figure 5 shows such reconstructe
plots of dH(T,«0) for an undeformed niobium sample in th
temperature interval where nonlinear effects are observ
55 K,T,185 K ~the initial data are presented in Fig. 3!. It
is seen that the experimental points conform well to
straight lines. The slope of the straight lines decreases w
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increasing temperature, which leads to a decrease in the
cal stresssm . In the case whenLc is constant this is equiva
lent to a decrease of the effective maximum binding force
the dislocation to the pinning centersFm @see expression
~2a! and ~2b!#.

The problem of the breakaway of a double dislocat
loop from a local pinning center at finite temperaturesT
.0 K was considered in the Indenbom–Chernov theory
thermally activated dislocation hysteresis in Ref. 6. The f
lowing expression was found for the amplitude-depend
decrementdH :

dH5Lmin
2 E

Lmin

LN
LN~L !dL; ~3a!

Lmin5F̄m~T!/bs0 . ~3b!

Here F̄m5F̄m(T, f ) is the temperature-dependent a
sound-frequency-dependent critical value of the bind
force of the dislocation to a defect, which brings abou
thermally activated breakaway of the dislocation from t
defect over an oscillation period. According to the theory,6 at
a constant value of the frequencyf the change in temperatur
is equivalent to a change in the scale along the axis of l
~strain!. Consequently, the curves of the amplitude dep
dence of the decrementdH(T,«0) should go over to each
other when the stress scale is changed or, equivalently,
should be parallel in a semilog plot in the coordina
dH – log(s0). Such behavior is actually observed for the a
plitude dependences obtained for niobium in the tempera
interval 25–185 K ~see Fig. 3!. The functional form of
dH(s0) in this case is determined by the type of distributi
of the lengths of the dislocation segments. For an expon
tial distribution the amplitude dependence is also expon
tial:

dH5LLmin
2 S 11

Lmin

Lc
DexpS 2

Lmin

Lc
D , ~4!

and for the case of a power-law~with a powerm) distribu-
tion function for the segment lengths we obtain the expr
sion

dH5
LLc

2

m22 S Lmin

Lc
D 2m14

. ~5!

A power-law form ofdH(s0) is also predicted by a num
ber of other theories~see, e.g., Refs. 21–25! which use dif-
ferent models for describing the amplitude-dependent in
nal friction. Kharitonov21 calculated the hysteresis losses
the breakaway of a dislocation pinned by impurities of d
ferent strengths. Asano,22 building on the ideas of
Davidenkov23 and Pisarenko,24 investigated the nonlinea
losses associated with an above-barrier dislocation line
cously overcoming the stress field of the point defects s
rounding it~the mechanism of ‘‘dry’’ friction!. In this case it
is assumed that reversible microplastic deformation
present, and the hysteresis loop on thes(«d) curve («d is the
dislocation strain!, unlike the case for the breakaway mech
nisms of Refs. 1, 2, and 6, does not pass through zero. As
obtained the same power law for the amplitude-depend
decrement and modulus defect:
iti-

f

f
-
t

g
a

d
-

ey
s
-
re

n-
n-

-

r-

s-
r-

s

-
no
nt

dH;«0
n ; EH /Ei;«0

n . ~6!

Such a model of the vibrations of a dislocation inside
Kottrell impurity atmosphere was also considered in the
per by Gelli.25 The power-law character of thedH(s0)
curves can easily be revealed in a log–log plot in the co
dinates ln(dH)–ln(s0). However, a check done for the ampl
tude dependencesdH(«0) and EH(«0)/Ei obtained in the
present study showed that they, unlike the data obtained
viously on high-purity iron,26 are not described by the powe
law of the type in~6!.

Thus in the investigated interval of temperatures and a
plitudes the nonlinear losses in niobium are described sa
factorily in both the framework of the Granato–Lu¨cke
theory1,2 and by the Indenbom–Chernov theory6 under the
assumption that the distribution of the impurities along t
dislocation lines in niobium corresponds to an exponen
distribution of the lengths of the dislocation segments.

4.3. Activation analysis

According to Eq.~2a!, the slope of the straight lines in
Granato–Lu¨cke coordinates is determined by the value of t
critical stress for breakaway,sm5pFm/4bLc . The results
presented in Fig. 5 show that the value ofsm decreases
monotonically with increasing temperature in the interv
55–185 K. If it is assumed that the mean lengthLc of the
dislocation segments remains unchanged upon the chan
temperature, then the observed behavior may be evidenc
a lowering of the effective value of the binding forceFm of
the dislocation to the pinning centers with increasing te
perature:Fm→F̄m(T). With the assumptions made, the tem
perature dependence of the effective binding force of a
location to the obstacles, obtained with the use of
experimental data, is shown in Fig. 6 in the coordina
T2F̄m(T)/F̄m(100 K).

The above interpretation of the influence of temperat
on the nonlinear acoustic effects corresponds to the con
sions of the Indenbom–Chernov theory of thermally ac
vated hysteresis.6 In the ‘‘binding energy’’ approximation the
amplitude-dependent decrementdH depends only on one pa
rameter,Lmin5F̄m/bs0 @see Figs.~3a! and~4!#. The function
F̄m5F̄m(T, f ) is a solution of the equation

FIG. 5. Amplitude dependences of the decrement in an undeformed niob
sample in the temperature interval 55–185 K, plotted in Granato–Lu¨cke
coordinates.1
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U~F !>kBT lnS j
nc

f D , ~7a!

F5bLs0 , nc>
1

2Lc
S C

AD 1/2

, ~7b!

whereU(F) is the effective activation energy for the proce
of thermal-fluctuation breakaway of a dislocation segmen
length L from a pinning center,6,20 kB is Boltzmann’s con-
stant,j is a constant of the order of unity,nc is an eigenfre-
quency of the vibrations of a dislocation segment of len
Lc ; A5rb2 is the mass per unit length of the dislocatio
line; r is the density of the material. ThedH5const tie lines
of a series of amplitude dependences measured at diffe
temperatures can be interpreted as the tie linesLmin5const,
and from thes0(T) curve@and, hence, fromF̄m(T)] one can
assess the stress dependence of the activation en
U(bLmins0). The results of such a procedure done for seve
valuesdH5const have been plotted in arbitrary units on t
same graph as the data obtained in the framework of
Granato–Lu¨cke theory~Fig. 6!. The good agreement of th
results obtained by the two substantially different method
notable.

The use of expressions~2b! and ~7b! allows one to ob-
tain self-consistent estimatesLc'131025 cm and nc'2
31010 s21, while extrapolation of the data of Fig. 6 toF̄m

50 gives the value of the binding energyU0 of a dislocation
to an obstacle@in units of kB ln(jnc /f )]. To reduce the arbi-
trariness in making the extrapolation and determiningU0 one
can use some sort of theoretical dependence of the activa
energy on the stress. The use of the quadratic depend
proposed in Ref. 19,

U~F !5U0~12F/Fm!2, ~8!

FIG. 6. Activation graph constructed by two methods: from the chang
slope of the straight line in the Granato–Lu¨cke coordinates~see Fig. 5! ~n!
and from the change in the amplitude of the vibrations for sections o
series ofdH(«0 ,T) curves atdH5const in Fig. 3~m—dH5131025; s—
dH5531025; d—dH5131024). The solid curve shows the theoretic
dependence~8!.
f
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which is in good agreement with the experimental resu
~the solid curve in Fig. 6! allows one to estimate the bindin
energy of the dislocations to the pinning centers asU0

5(0.2160.01) eV.

4.4. Ratio dH ÕEH

In the majority of studies of nonlinear acoustic effects
is the amplitude dependence of the absorption of ultraso
~the logarithmic decrement! that is analyzed, while the ques
tion of the functional form of the amplitude dependence
the modulus defect, as a rule, is not discussed. It was n
in the paper by Granato and Lu¨cke1 that for a catastrophic
breakaway of dislocations at low sound amplitude
EH(«0)/Ei behaves likedH(«0), so that to a first approxima
tion the ratio of the amplitude-dependent decrement
Young’s modulus should not depend on the amplitude a
should have a value of the order of unity:r 5dHEi /EH;1. A
more detailed analysis in Ref. 9 showed that amplitude
pendence ofr can be absent only in the case whendH(«0)
andEH(«0)/Ei are power-law functions with the same exp
nentn @see expression~6!#. Here the value ofr is larger the
greater the value ofn, and the expected range of variation
r turns out to be substantially different for different mode
of the dislocation hysteresis. For the case of catastrop
breakaway one has 0.36,r ,1.15 for exponents in the rang
1,n,10. Under more general assumptions about the fu
tional form of dH(«0) and EH(«0)/Ei the value ofr in the
framework of the catastrophic breakaway model cannot
ceedr max52. In the case when a hysteresis mechanism of
‘‘dry’’ friction type is realized ~when the dislocation seg
ments overcome a large number of obstacles during a pe
of the vibrations!, the values ofr should be much large
(1.33,r ,5.41 for 1,n,10), and there should be no am
plitude dependence ofr .

Figure 7 shows the amplitude dependence ofr obtained
for various temperatures for undeformed and deform
samples of niobium. One notices the large scatter of the
perimental points corresponding to the initial regions of t
amplitude dependences~for small«0 the values ofr lie in the
interval 0.4<r<2.2). The scatter may be due to the circum

n

a

FIG. 7. Dependence of the parameterr 5dHEi /EH on the amplitude of the
acoustic strain at different temperatures in the initial sample~unfilled sym-
bols! and after plastic deformation by«pl50.65% ~filled symbols!: L,
l—75 K, h, j—100 K; ,, .—130 K; s, d—160 K; n, m—185 K.
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stance that the extraction of the small values ofdH and
EH /Ei from the background of the rather sizable measu
values of the decrement and Young’s modulus in the ini
parts of the amplitude dependences is associated with sig
cant errors. These errors decrease with increasingdH and
EH /Ei as«0 increases. The scatter of the experimental po
decreases noticeably, and a clear tendency forr to approach
unity may be discerned. Such behavior ofr has been ob-
tained previously in studies of the amplitude dependenc
the internal friction in iron26 and zinc.27 Unlike the data ob-
tained in zinc,27 in the present study we did not reveal a
systematic change in the parameters of the dependencer («0)
with changing temperature. At some temperatures the va
of r at small amplitudes were less than unity, while for oth
they were greater than unity. We also did not discern a
systematic change ofr as a result of the the preliminar
plastic deformation.

The indicated features of the behavior ofr can be judged
as one more piece of evidence that the high purity of
niobium sample makes it possible to achieve, in the inve
gated regions of temperature and ultrasound frequency,
experimental conditions which, according to the theories,1,2,6

are necessary for reversible breakaway of dislocation s
ments from local pinning centers.

4.5. Influence of plastic deformation

Comparing the data of the undeformed sample and
sample preliminarily deformed at room temperature,
can see that the plastic deformation leads to a shift of
amplitude dependencesdH(«0) andEH(«0)/Ei in the direc-
tion of higher amplitudes~see Fig. 4!. This influence of plas-
tic deformation was observed in the present study for the
time and is directly contrary to the influence that has usu
been registered in other crystals, in particular, in single cr
tals of other bcc metals—iron,26,28,31 molybdenum,29,30 and
tungsten.31 It is known that as a result of plastic deformatio
the parameters of the dislocation structure of crys
changes substantially: the dislocation densityL increases
and there are changes in the mean lengthLc of the disloca-
tion segments and in the length distributionN(L) of the seg-
ments. At small degrees of plastic deformation in rather p
crystals an increase inLc can occur, both on account of th
formation of fresh, comparatively long dislocation segme
and on account of the tearing away of dislocations exist
prior to the deformation from the Kottrell impurity atmo
spheres. Since an increase of the mean length of the dis
tion segments leads to a decrease in the critical stress fo
breakaway of the dislocations@see expressions~2! and ~4!#,
the conditions for breakaway of dislocations from pinni
centers become easier, and that should cause the amp
dependences to shift to lower amplitudes of the ultrasou
The shift in the opposite direction of the amplitude depe
dencesdH(«0) and EH(«0)/Ei which we observed in the
present study may be a consequence of a decrease inLc in
the deformed sample. Moreover, if a catastrophic breaka
of dislocation segments occurs, then the shift of the am
tude dependences may also be due to a substantial dec
in the distanceLN between insurmountable obstacles@see
expression~2!#. The cause of this change in the paramet
of the dislocation structure may be multiple slips in t
d
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sample. For the chosen geometry of loading of the sam
all four easy-slip systems have the same Schmid fact
which even in the early stage promote the developmen
slip simultaneously in several mutually intersecting plan
Here the probability of intersection of dislocations of diffe
ent slip systems and the formation of additional insurmou
able pinning centers~nodes of the dislocation network! in-
creases substantially, and that can lead to a decrease of
LN andLc . For a conclusive answer to this question furth
studies of the dislocation structure of deformed niobiu
samples should be done by the methods of direct struct
analysis, e.g., with the use of a high-voltage electron mic
scope.

4.6. The high- and low-temperature regions

At first glance the absence of amplitude dependence
the temperature region 210 K,T,300 K, near thea point,
and in the low-temperature region 3 K,T,55 K, looks just
as unusual. Indeed, in iron26,28the presence of thea peak had
no effect whatsoever on the amplitude dependences: the
plitude dependences were obtained both below and above
temperature of thea peak, and their behavior correspond
to the ideas of thermally activated dislocation hysteresis6 in
the entire range of temperatures investigated. The autho
Refs. 26 and 28 came to the conclusion that thea peak and
the amplitude dependences in iron are a reflection of dif
ent thermally activated dislocation processes: the forma
of kink pairs on non-screw dislocations, and the breakaw
from local pinning centers, of dislocations crossing the p
mary Peierls relief at a small angle. Further, a study of
formed niobium samples at a frequency of 0.5 Hz in Ref.
revealed noticeable amplitude-dependent effects near
above the temperature of thea peak, which was observe
near 135 K at that vibrational frequency. This even sugges
to the authors that the microscopic mechanism of thea peak
is the thermally activated depinning of dislocations from p
ning centers in accordance with the Koiwa–Hasiguti mod4

However, the absence of amplitude dependence of the ac
tic characteristics in the temperature region 210–300 K
the present study finds a natural explanation if one turns
the result in Fig. 6, which gives the temperature depende
of the relative change in the effective binding force of dis
cations to obstacles. Upon extrapolation of the graph to
valueF̄m50 the intercept on the vertical axis atT'200 K is
the value of the temperature above which the activation
breakaway of dislocations should begin. Thus the absenc
amplitude dependence in the temperature interval 210–
K may be due to the circumstance that the dislocation bre
away mechanism responsible for the amplitude depende
at 55 K<T<185 K is completely exhausted in the regio
T.200 K. The coincidence with the temperature position
thea peak is accidental and is due to the choice of freque
used to excite vibrations in the sample.

The absence of amplitude dependence of the acou
characteristics in the low-temperature region can be
plained by the circumstance that the values of«0 achieved in
the experiment are too low to cause breakaway of the di
cation segments at temperaturesT,25 K. However, ex-
trapolation of the graph in Fig. 6 toT50 K in accordance
with expression~8! shows that the amplitude dependence
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dH(«0) should be observed all the way down to the low
temperatures, and it should have values not lower thandH

'131024. The observed discrepancy between the exp
mental data and the predictions of the theory may be du
the fact that the use of formula~8! for interpretation of the
data of a low-temperature experiment is incorrect, and
must use a function which is smoother in the region of h
values of F, which correspond to low temperatures. T
threshold behavior of the dependenceU(F) was noted pre-
viously in a study of the amplitude dependences in mol
denum of high purity.33 Such a form of the dependence
U(F) may mean a sharp decrease in the activation volu
V52dU/ds upon reaching low temperatures. The cor
sponding estimates show that at liquid helium temperatu
the activation volume should decrease to a valueV
;1 – 2 b3, whereas expression~8! gives a value V
;60– 80 b3 in this same temperature interval.

CONCLUSIONS

1. The amplitude dependences of the decrement
Young’s modulus defect in niobium single crystals of hi
purity are due to a thermally activated breakaway of dis
cations from local~impurity! pinning centers. The evidenc
for this comes from the functional form of the amplitud
dependences, their behavior upon a change in tempera
and also the ratio between the values of the amplitu
dependent components of the decrement and Young’s m
lus.

2. In the temperature region 55–185 K the behavior
the amplitude dependences is consistently described by
Granato–Lu¨cke theory of athermal dislocation hysteresis a
its generalization by Indenbom and Chernov to the case
thermally activated dislocation hysteresis.

3. The interpretation of the experimental results in t
framework of these theories allows one to conclude that
distribution of the dislocation segments over lengths in
high-purity niobium crystals studied is exponential, and o
can estimate the binding energy of the dislocations to
pinning centers asU0'0.21 eV.

The fact that amplitude dependence was not observe
the temperature regionT,25 K in the experiments and th
unusual change of the parameters of the amplitude de
dences after plastic deformation do not yet have a defini
interpretation; these questions will require further study.

The authors are grateful to Prof. H-J. Kaufmann for p
viding the niobium single-crystal samples and to S.
Lubenets for a helpful discussion of the results of this stu
and for valuable comments.
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Figure 10 should have the following form:

FIG. 10. Series of graphs of the functionr(a) for a sequence of values of
the parameterj : 0.66 ~1!, 1 ~2!, 1.34~3!, 1.43~4!, 1.48~5!, 1.7 ~6!, 2 ~7!, 3
~8! for p51.4, t50.01, «50.001,k51; a* 527°.
951063-777X/2004/30(1)/1/$26.00 © 2004 American Institute of Physics
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