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A review of the published results on the adsorption of some simple gases on metal surfaces at
low substrate temperature$ <30 K, down to liquid helium temperatures given.

The methods of investigating low-temperature adsorption of gases are briefly discussed. Attention
is focused primarily on the adsorption of hydrogen on transition metals and noble metals.

The results of experimental studies on transition metals include information about the state of the
adsorbed particle@toms or moleculgsthe spectra of the adsorption states, the kinetics of
adsorption—desorption processes, the participation of precursor states in the adsorption mechanism,
the role of various quantum properties of the &hd D, molecules, the influence of two-

dimensional phase transitions, the structure of the adsorbed (agéayej, and electron-
stimulated processes. Experimental studies of the adsorption of hydrogen on noble metals

in conjunction with theoretical calculations provide information about the fine details of the
quantum sticking mechanism, in particular, the trapping of molecules into quasi-bound

states and the influence of diffraction by the lattice of surface atoms. Data on the role of the
rotational state of the molecules, ortho—para conversion, and direct photodesorption are examined.
A review of the relatively few papers on the adsorption of oxygen, carbon monoxide, and

nitrogen is also given. €004 American Institute of Physic§DOI: 10.1063/1.1645151

INTRODUCTION Second, we concentrate mainly on low-temperature adsorp-
tion, arbitrarily takingTs=30 K as the boundary of the ad-
sorbent temperature region considered.

The key role of adsorption in a number of important  There are several features that make low-temperature ad-
processes in technology and in the living world is widely sorption particularly interesting. At sufficiently low tempera-
known. It suffices to mention heterogeneous catalysis, microres it is possible for weakly bound, physisorbed molecules
and nanoelectronics, hydrogen fuel storage, hydrogen emo be held on the surface and investigated experimentally.
brittlement of metals, corrosion, and the assimilation of at-volecular adsorption states are often encountered in the role
mospheric nitrogen by living organisms. Adlayer are, amonf precursor states for dissociative chemisorption. Thus the
other things, low-dimensional systems, and the study of theigtudy of the behavior of molecules in such states is important
properties is extremely important for basic physics. for understanding the mechanism of dissociative adsorption,

For these reasons there is enormous interest in the studyhich is the key stage in the processes mentioned above. The
of adsorption processes, and a huge number of both expeihijtial stage is the adsorption of monolayers of molecules at
mental and theoretical papers have been published. The agw temperatures, which is also of interest for studying the
similation of ultrahigh-vacuum technique into experimentalgrowth of cryocrystals. Studies of the phase state of phys-
physics in the early 1960s and the development of manysorbed quasi-two-dimensional layers and of possible isotope
extremely informative surface diagnostic techniques haveffects(especially topical in the case of hydrogeaiso re-
made for unprecedented progress in this field. As exampleguire experiments at low substrate temperatures and are of
we can name the methods of temperature-programmed d@dependent interest.
sorption (TPD) or thermodesorption spectroscopyDS), As we have said, there have been an enormous number
low-energy electron diffraction(LEED), Auger electron of papers devoted to the study of adsorption, and their results
spectroscopy(AES), ultraviolet and x-ray photoelectron have been summarized in a number of reviews and mono-
spectroscopyUPS and XP§ electron energy-loss spectros- graphs(see, e.g., Refs. 136However, this is not the case
copy (EELS and its high-resolution versiofHREELS,  for low-temperature adsorption. We know of only the review
scanning tunneling microscod$TM), etc. by llisca’ in 1992, devoted to ortho—para conversion of phy-

It would be impossiblgand hardly necessaryo cover  sisorbed hydrogen molecules, and the recently published re-
all of this immense field in a single review article. We haveview by Panchenket al® of research on galvanomagnetic
therefore drastically narrowed the scope: First, we considesize effects on metal surfaces and the use of these effects to
only adsorption systems in which the adsorbéatgstrates  study adsorption and processes of ordering of the adsorbate
are metals and the adsorbates are molecules of simple gasksier. A cursory discussion of the problem of low-

1.1. Gas adsorption and its role
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temperature adsorption of gases is given in the review byrbitals of the molecule. These two interactions form a shal-
Naumovets. It should be mentioned that the number of low physisorption potential well, which, as the molecule ap-
original papers on low-temperature adsorption of gases alsproaches still closer to the surface, gives way to a deep
falls far short of the number of papers on the adsorption othemisorption well. Between these potential wells is a bar-
gases under ordinary temperature conditions. It is our intenrsier whose value depends on the mechanism of dissociative
tion to fill this gap in some measure and to discuss researcadsorption. One can distinguish three types of barrier:
results on the low-temperature adsorption of gases without—The barrier is negligible, and the molecule is not held in
restriction to a particular technique or surface-sensitive efa state of physisorption but slides into the chemisorption
fect. well. 2—The barrier is appreciable but does not reach the
zero level of energythe potential energy of the molecule at
infinite separation The molecule will spend some time in a
state of physisorption and with a certain probability will ei-
ther pass to a state of chemisorption or be desorbed. This is

Although molecular physisorption is peculiar to low sub- the mechanism of chemisorption with the participation of a
strate temperatures, dissociative chemisorption also OCCUfstecursor state. Two types of precursor states are distin-
under these conditions, as will be seen below. It is therefor@uished: above an unoccupied adsorption cefiterinsic)
advisable to touch upon the mechanism of dissociative adyng apove an occupied centextrinsio.2 3—The barrier is
sorption of molecular gases. The current ideas as to thgigher than the zero level of energy. For passage to a state of
mechanism of dissociative adsorption are based on the rghemisorption a kinetic energy sufficient to overcome this
sults of experimental research using molecular be@m@st  potential barrier must be imparted to the molecule. This is
often supersonic with a small spread of molecular enefgies the mechanism of activated chemisorption.
and theoretical quantum-dynamics calculations of the multi-  Harris and Andersséf considered the transformation of
dimensional potential energy surfat®;°though mainly for  the electronic structure of Gaydrogen molecule and a metal
hydrogen molecules. Of course, the six-dimensional potenys they approach. The situation is essentially different for a
tial energy surface cannot be illustrated, and one often resorfsyple metalcoppe} and a transition metghickel). In both
to showing two-dimensional sections througF it. cases the dissociation of the molecule occurs due to the

However, for a qualitative interpretation of the experi- transfer of electrons from the metal to the antibonding
mental results and for greater lucidity, one can even use grpjtal of the H molecule. Since in the case of copper this
one-dimensional Lennard-Jones potential diagram, showprocess involves € electrons of the metal, the overlap of
schematically in Fig. ' As it approaches the surface, a their wave functions with the filledry orbital of hydrogen
molecule first experiences a van der Waals attraction, whickoyms an activational barrier, and the aforementioned transfer
then gives way to Pauli repulsion due to the overlap of theyf electrons to ther, orbital can occur only after an activa-
tails of the Bloch wave functions of the metal and the filled tjona| barrier is overcome. The height of the activational bar-
rier depends on the properties of the interacting partners. For
example, according to Ref. 13, for the, HNa system the
barrier height is equal to 0.2 eV, while forHAl it is 1 eV.

A different situation arises in the case of the transition
metal nickel. Because of the presence of unfiltectates
near the Fermi level, when a molecule approaches suffi-
ciently close to the surface thed3evels lie below the 4§

1.2. General qualitative ideas about the mechanism of gas
adsorption on metals

73\ JEa' levels on the energy scale, and the latter are vacated. This
r transition of electrons to the compact drbitals prevents
E, _Ed the formation of a Pauli activation barrier, and on closer
1 approach to the surface the molecule dissociates.

This qualitative picture of the adsorption interaction of a
molecule with a metal surface is not specific for low-
temperature adsorption and is suitable for the description of
adsorption under any temperature conditions. We will stop at
this brief description of the adsorption mechanism and turn
to a discussion of the techniques used in the experimental
study of low-temperature adsorption of gases.

2. METHODS OF STUDY OF LOW-TEMPERATURE
ADSORPTION OF GASES

The general requirements for experimental research on
gas adsorptiorinot only at low temperatujeare ultrahigh-
FIG. 1. One-dimensional potential diagram. Chemisorptidr-direct; vacuum conditiongresidual gas pressure 1010 torr) and

2—via a precursor stat8—activated.E, is the activation energy for the . .
transition from the precursor state to a state of chemisorpignis the control of the atomic purity and structure of the surface and

activation energy for desorption, af] is the activation energy for adsorp- of the purity of the gas under study. These are usually moni-
tion. tored by the methods of AES, LEED, and mass spectrometry.
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FIG. 3. Glass electronograph with cooled sanfflé—Sample;2—foot
with liquid helium; 3—hydrogen sourced—thermocouple;5—electron
gun; 6—luminescent screerf—telescopic photometer.

————— and of the adlayer. Figure 3 shows a diagfamf a low-
voltage electronograph in a glass envelope, created by Fe-
FIG. 2. Field-emission projector with a cooled tfp1—Dewar foot con-  dorus for investigating the structure of adlayersiat-5 K.
taining liquid helium;2—copper vesseB—Iliquid nitrogen;4—foam plastic Fedorus also developed an electronograph that can be
thermal insulation5—molybdenum leadsé—tungsten archy—tungsten . . . . . .
tip; 8—luminescent screef@—titanium pump:10—hydrogen sourcell— mounted in a metallic Riber ultrahigh-vacuum unit and is
manometer. intended for operation &f,~5 K.?* An electronograph of a

similar type was made by Stronget al?2

Let us briefly discuss some of the techniques used to acquire
data on the characteristics of the low-temperature adsorptio o
. . . .3. Method of galvanomagnetic size effect

of gases. Since all of the techniques used for adsorption stud-
ies are thoroughly described in the literature, we will only ~ Panchenko and co-workers have developed a method of
briefly touch on the features of their application in the low- studying the low-temperature adsorption of gases based on
temperature region. measurement of the magnetoresista(gtatic skin effect)
and the Sondheimer oscillatiddsn thin single-crystal slabs
of a metal(mainly tungsteh Figure 4 shows a diagramof

The earliest paper known to the author on the use of tha glass ultrahigh-vacuum device designed for studying the
FEM method for studying the mobility of hydrogen on the static skin effect and equipped with a low-voltage electrono-
surface of a tungsten tip cooled by liquid helium is that ofgraph.
Gomeret al!® An adlayer of hydrogen was deposited on a  The method is based on the fact that the scattering and
region with a sharp boundary on the surface of the tip, andliffraction of conduction electrons on the surface are sensi-
the advance of this boundary to the uncoated part wasve to its structure and the structure of the adlayer, and one
tracked. A device of this type has also been used byan therefore assess the structural changes from the variation
Medvedev and Snitko in a study of the field emission ofof the magnetoresistance during the adsorption process. An
hydrogen ions! A diagram of this device is shown in Fig. 2. important feature of the method is its nondestructive charac-
Later Mazenko, Banavar, and Gomer modified the FEMter. To become acquainted with the details of this method we
method for measuring the parameters of surface diffusion byecommend the review article cited as Ref. 8.
observation of the correlation of the fluctuations of the field
emission current from different parts of the tf.

The FEM method was also used by Polizotti and Erlich 4. methods of electron spectroscopy 28
for a comparative study of the adsorption of hydrogend
nitrogen on different faces of tungsten and rhodium, al-
though at tip temperatures not lower than 38%.

2.1. The field-emission microscope  (FEM) method 45

Several versions of electron spectroscopy are used to
study the low-temperature adsorption of gases: Auger elec-
tron, ultraviolet and x-ray photoelectron, and electron energy
loss. To determine the physical state and the character of the
excitations of gaseous adsorbates at [dya particularly

The LEED method is one of the most informative and effective method is high-resolution electron energy loss spec-
widely used methods for studying the structure of the surfacéroscopy(HREELS).?"+?8

2.2. The low-energy electron diffraction ~ (LEED) method
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FIG. 5. Fragment of the restricted-volume apparatus for accumulation of the
desorbed ga¥ 1—Sample;2—capacitive ring;3—glass bell jar;4—ion
source chambeg—filament of the ion source§, 7—parts of the quadrupole
mass spectrometeg—baffle.

ing the angle of incidence of the molecular beam over rather
wide limits. Measurement of the sticking coefficient as a
function of coverage was done by recording the partial pres-
sure of the gas under study in the main chamber with the aid
of a mass spectrometer during both the gas adsorption and
desorption processes.

An extremely original method of measuring the sticking
coefficient and coverage was implemented by Schlichting
and Menzef! Those parameters were determined from the
FIG. 4. Device combining the static skin-effect and LEED mettfids. increase in pressure during the thermodesorption of adsorbed
1—Glass envelope?—helium cryostat;3—manometerd—getter pump;  particles in a glass bell jar of small volume in which the ion
5,6—sources of adsorbate/—electron gun;8—grids and luminescent .
screen9—sample;10—thermocouple. source of the mass spectrometer was placed. The bell jar was
separated from the main chamber by a narrow gap with low
transmission. This measure improves the sensitivity of the
thermodesorption method considerably in comparison with
that obtained when the pressure increase is registered in the
main chamber of large volume. After completion of an ad-

To determine such parameters of the low-temperatursorption cycle the liquid-helium-cooled sample is moved into
adsorption as the surface density of moleculgthe sticking  position in front of the entrance of the bell jar and the ther-
coefficientS, the spectra of the adsorption states, and thenodesorption is carried out. This part of the experimental
activation energy for desorption, ultrahigh-vacuum equip-apparatus is shown schematically in Fig"*5he gas under
ment is used to implement the molecular-beam andtudy was delivered to the sample from an effusion source.
temperature-programmed  desorption  methods.  Th&he cooling of the sample was done through a copper block
molecular-beam method is used in two modifications: with a@n contact with the liquid heliuni?
source of the effusion or supersonic-noZ2kgpe. The latter Finally, let us briefly discuss the technique used in the
has the advantage of a lower energy spread of the moleculesithor’s laboratory for studying low-temperature adsorption
in the beam, but it is more complicated to implement becausef gases. We have built an ultrahigh-vacuum device of the
of the necessity of several steps of differential pumping.  “black chamber” type®*3* the basic features of which are

An extremely refined apparatus with a monoenergetithe possibility of forming an effusion molecular beam and
molecular beam of the nozzle type has been built at Chalmthe line-of-sight registration of the desorbed or scattered
ers University and is described in Ref. 30. The apparatus hasolecules. The line-of-sight registration regime eliminates
been used to study the stickingnd scatteringof normal  the influence of secondary processes on the chamber walls,
gases (i-H, andn-D,) and also of the para and ortho modi- which distorts the results of the measurements. The line-of-
fications (p-H, ando-D,) with the goal of elucidating how sight registration regime and the formation of the molecular
the sticking is influenced by the rotational states of the molbeam were achieved by means of a double-walled jacket
ecules. The beams of the latter molecules were obtained Ryuilt into the vacuum chamber; the jacket was cooled by
conversion of the normal gases with the use of a nickel silidiquid nitrogen and was coated with a freshly deposited tita-
cate catalyst at a temperature of 25 K. A single-crystal copnium film. This apparatus is shown schematically in Fig* 6.
per sample was cooled by helium gasTig~10 K. The de- The cooling of the sample was done through a copper rod
tector of the scattered molecules was a movable ionizatiodirectly in contact with liquid helium poured into the tubular
manometer with a narrow entrance channel, making it posmanipulator. A tungsten tube was tightly fitted on the rod,
sible to observe the diffraction of the molecular beam on theand the sample was resistance welded to the opposite end of
surface of the sample. The apparatus had provisions for varyhe tube to form a bottom.

2.5. Methods of molecular beam and
temperature-programmed desorption
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wherel (t) andl,, are the ion currents of the detector at time
t and after the formation of a saturated adlayer, respectively.
The surface density of molecules is determined from the
equation

t
n(t)IFfOS(t)dt. 2.3

The degree of coverag¥t) =n(t)/n,, wheren, is the den-

sity of surface atoms of the substrate 1.4x 10" for the
(110 face of W and M. If this is not specifically stipulated,

we shall henceforth usé to mean to number of molecules
per surface atom of the substrate, regardless of whether or
not the molecule is dissociated.

Let us turn to a discussion of the research results on the
low-temperature adsorption of gases. We shall concentrate in
FIG. 6. Diagram of an apparatus with an effusion molecular beam andhe greatest detail on the results for hydrogen, in less detail
line-of-site registratio* 1—Sample; 2—source of molecular beam; on the results for oxygen, and only briefly on those for car-
3—baffle; 4—nitrogen-cooled jackets—manipulator;6—titanium evapo-  hon monoxide and nitrogen, primarily because of the volume
rator; 7—mass-spectrometr|c detector. .

of published results for these gases but also to reflect the
scientific interests of the author. For brevity we use the fol-
lowing terms used in the literaturexdatom for adsorbed

Let us discuss the definitions of such parameters of th@tom,admoleculefor adsorbed moleculegdparticle for ad-
adsorption process as the sticking coefficiéot sticking  sorbed particle, anddlayerfor adsorbed layer.
probability) S of a molecule, the surface density of the
adsorbatdor the degree of coverag®, and the spectrum of 3. HYDROGEN
the adsorption states. The sticking coefficient is the fraction

: T ~ Hydrogen is the simplest of the simple gases (I,
of molecules that stick from the flow incident on the surface.oz, CO, CQ). The hydrogen atom has only one electron

dn1 (the molecule, twh and that makes it amenable to theoreti-
S= WE (2.1 cal treatment of the adsorption interaction with a metal sur-
face. Hydrogen is of considerable interest from the stand-

whereF is the flux density of molecules onto the surface. Point of practical use, as a participant in important catalytic
There are two main methods of measuring the sticking’ocessege.g., the synthesis of ammopias a prospective
coefficient. One of them is to differentiate the experimentaenvironmentally clean fuel, etc. The key link in catalysis and
time dependence of the surface density determined by thi@ the dissolution of hydrogen fuel in a solid-state carrier is
thermodesorption method. This method was used, e.g., bji€ dissociative chemisorption of hydrogen. Hydrogen iso-
Friess, Schlichting, and Menz&t3® The second method is {OP€S have a unique mass ratioy(i twice as heavy as )i
based on measurement of the flux density of molecules Sca@akmg it the most favorable for manifestation of various

tered or desorbed by the surface. We shall mention two varilSOtope effects. _ _
ants of this method. The first was proposed by King and  The study of hydrogen adsorption at low temperatures is
Wells*”*and is based on measurement of the gas pressureﬂf both purely scientific and applied interest. It is only for
the chamber under conditions when the molecular beam {§mperatures close to liquid-helium temperature that hydro-
incident on the surface of the sample and when the samp/@€n can be steadily held in molecular adsorption states on a
has been moved to the side of the molecular beam zone. THd!rface and that one can study the properties of such phys-
second variant was proposed by Bosov andiRtng® and is isorbed layers, includjng phase tran's?tions, isqtope effects,
based on continuous measurement of the flux density of sca@d quantum effects in them. In addition, physisorbed mol-
tered or desorbed molecules through the ion source of gcules can act as precursor states for dissociative chemisorp-
mass-spectrometric detector prior to interaction with thelion, and the study of the behavior of molecules in a state of
walls of the chamber. The importance of the latter conditionPhysisorption is very important for understanding the mecha-
especially in measurement of the thermodesorption specdliSm of chemisorption.

trum, is illustrated by the results of Refs. 40 and 41. Theg 1. adsorption—desorption processes for hydrogen on the

oxygen thermodesorption spectrum measured under condiurface of transition metals

tions when the desorbed particles can strike the ion sour
not only directly but also after interacting with the walls

AN

Oy, Hy

Cg.l.l. Dissociative chemisorption

contains CO, @, and CQ as well as atomic oxygel?.How- An important characteristic of an adsorption system is
ever, if the influence of the walls is eliminated, then onlythe state of the adsorbed particles: dissociative atomic or
atomic oxygen remains in the spectrdi. molecular. In particular, only those surfaces on which disso-

In the method of Bosov and Ctkov the sticking coef- ~ Ciative chemisorption occurs can be catalytically active. The
ficient is determined from the equation first papers known to the author on the low-temperature

(Ts~4.2 K) adsorption of hydrogen on tungsten were pub-
S(t)y=1—1(t)/1, (2.2)  lished in 1955-1957 by Gomeat all®*?>43A detailed de-
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scription of the experiments and results is given in Ref. 16. 7
The experiments were done in a field-emission projector
with a tungsten tip cooled by liquid helium. A hydrogen ad- Ho /W(110)
layer with a sharp boundary was deposited on one side of the 100F 6K 5K
tip, and the propagation of the boundary along th&0) Ts
surface at the end of the tip was followed on a luminescent
screen. At high coverages the motion of the boundary was
observed even ais<20 K and was attributed to the migra-
tion of physisorbed hydrogen molecules along a chemisorbed
atomic layer. If the initial coverage was substantially lower,
the motion of the boundary began only B=180 K, and

this was most likely surface diffusion of atomic hydrogen.
Thus the authors of Ref. 16 arrived at the conclusion that
dissociative chemisorption of hydrogen on the cleaf119
surface occurs at liquid-helium temperature.

Polizotti and Erlich® arrived at the opposite conclusion.
Studying hydrogen adsorption af;=80 K in a field- 10K 550 K
emission projector, they obser/édhat the change in the
(electron work function ¢4, of the W(110) face (measured
using a probe orifigebegins only after the averaged work 0 ' 7/ '
function over the whole tippmean has stopped changing. 50 t,s 200
Since the change in work function is caused by adsorption,
those author$ concluded that dissociative adsorption of hy- FIG. 7. Thermodesorption spectrum for hydrogén.
drogen on W110 does not occur under those conditions,

and the delayed change ipyy, is due to the creeping of g pstantially smaller in the case when the adsorption occurs
hydrogen atoms from the peripheral less densely packeg, the initially clean surface than in the case of adsorption on
parts of the tip. AtTs=38 K the work functionsey;o and g previously formed atomic phasie the latter case the mo-

¢meanvary synchronously, but when the tip is heated to 77 K,jacyjar phase would not be expended on the formation of the

®110 returns to its original value with no sign of conversion giomic phasg In actuality, the thermodesorption spectra in
of molecular to atomic hydrogen. Thus the authors of Ref. 19416 two cases were found to be identical.

assert that dissociative adsorption of hydrogen does not oc- pore evidence for dissociative adsorption of hydrogen
cur on the W110 surface at low temperature. on W(110 at Ts~5 K in the initial stage of the process is

It is hard to assess the reasons for such a difference igiven by the character of the dependence of the sticking co-
the conclusions of Refs. 16 and 19. One can only assume thatficient on the degree of coveradi,f). The accumulation
the character of the change in work function measured frongf \eakly bound molecules on the surface from the very start
the field-emission current from a very small part of the sur-of the adsorption process should be accompanied by an in-
face is affected by the high electric field necessary for fieldcrease in the sticking coefficient, as was observed by Ander-
emission. Although a hlgh field was also present in the eXssonet a|_30 for the adsorption of |Z|0n copper, when disso-
periments of Ref. 16, the characteristic of the adsorption wagijation of the H molecules does not occur. The results of
not judged from the work function but from the motion of experiments on the HW(110) system attest to a decrease in
the boundary of the adlayer on the field-emission image. Bethe sticking coefficient with increasing coverage in the initial
low we give several more arguments in favor of dissociative_:,tage_ This is seen in Fig. 8, taken from Ref. @ more
adsorption affs~5 K, based on experiments with macroc- details abouS(6) see below.
rystals in the absence of any electric field. Evidence for a dissociative mechanism of hydrogen ad-

The thermodesorption spectruffig. 7)** of the hydro-  sorption on the WL11) surface aiT<~5K is given by the
gen adlayer formed on the @10 surface atTs~5K, in  results of Refs. 46 and 48. This evidence comes from the
addition to having the low-temperature peaks belonging tdsotopic exchange for the high-temperature peaks of the de-
molecular adsorption stateghe details of which are dis- sorption and the absence of an influence of the substrate
cussed beloyy also contains two high-temperature peakstemperature on the kinetics of the initial stage of adsorption
(410 and 550 K which belong to atomic chemisorption and in the interval 5-150 K. If a change in the adsorption mecha-
have been observed previously by Tamm and Schffifhe  nism occurred in going fronT,=150 K to T=5K, this
atomic nature of these states has been established by thuld be reflected in the kinetics of the process. The state-
isotopic exchange methdd*° Granted, it cannot in principle ment that the adsorption of hydrogénd deuteriumon the
be ruled out that the atomic chemisorbed phase was formeglansition metal ruthenium at,~5K is of a dissociative
not in the process of adsorption at 5 K but as a result otharacter in the initial stage of the process was made in the
conversion of the molecular phase at a higher temperatur@aper by Friess, Schlichting, and MenZ&Indirect signs of
However, the results of Ref. 46 prove that that is not thedissociative adsorption of hydrogen on Ma&0) at T,~5 K
case. If the molecular phase of the adsorption participated inan be found in Ref. 49, which will be discussed in more
the formation of the atomic phase, then the number of moldetail below.
ecules in the low-temperature phase of desorption would be Thus there are sufficient grounds, in my view, to assert

~

n
(=}
T

410K

- dn/dt, 1011 molecules/cmzs
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FIG. 8. Sticking coefficient for kland D, versus the degree of coveratje.

that dissociative chemisorption of hydrog@teuterium oc-

curs atTs~5 K on the surface of transition metalg/, Mo, 0.20— . . ' . L

RU) in the initial stage of the process up until the formation 200 400 600

of a monoatomic layer, after which molecular adsorption Tg, K

phases are formed on the metal surface coated by the chemi-

sorbed monolayer of atoms. FIG. 10. Initial sticking coefficient for Hand D, on Mo(110) versus the gas
temperaturé?®

3.1.1.1. Initial sticking coefficient. Information about
the initial sticking coefficientS, (for 6—0) and the influ-
ence on it of such factors as the substrate temperature and the
temperature and pressufftux density of the gas being ad- for the systems B/W(110) (Ref. 47 and H,/Mo(110) and
sorbed are of significant interest as a source of informatio2/Mo(110) (Ref. 49, respectively. In the case of
about the character of the gas—metal interaction potential, iP2/W(110) the dependence is nonmonotorsig:decreases
particular, about the question of which of the versions of theVith increasing T, for T;<200 K and increases foll
potential in Fig. 1 is realized. Since in the initial stage the>200 K. This sort of dependence 8§(T,) for the adsorp-
adsorption of H on transition metals at low temperatures is tion of D, on W(110) attests to the presence of two channels
dissociative, it is appropriate to examine the data on the iniof adsorption: 1 via an intrinsic precursor state, in which
tial sticking coefficient in the Section devoted to dissociativecase the probability of capture to the precursor state naturally
adsorption. Figures 9 and 10 show the dependence of tHéecreases with increasing kinetic energy of the incident mol-

initial sticking coefficient on the gas temperatu®(T,), ~ cule; 2 through an activation barrier, when the probability
of dissociative chemisorption by overcoming of the barrier

increases with increasing kinetic energy of the molecules.
So Thus two versions of the potential, 2 and 3 in Fig. 1, are
W (110) operative in this case.

In the case of adsorption on NiL0), both for hydrogen
and for deuterium, a monotonic decreaseSgfwvith increas-
04l ing Ty is observedFig. 10, i.e., dissociative adsorption oc-
curs predominantly by the second path—via an intrinsic pre-
cursor state. It should be noted that this last assertion is not
indisputable, and some authors give preference to a steering-
effect mechanism, which also explains the decreas&,of
0.3F with increasingT, (Refs. 50-54 The essence of the steer-
ing effect is that a molecule coming in slowly has more time
to come to the energetically most favorable configuration in
the field of the surface forces. Although this effect is quite
0.2 possible, and there is experimental evidence of its important
role >=*the participation of a precursor state in the mecha-
o 2"50 560 =50 nism of Qissociative ad;orption of hydrogen cannot be disre-

ToK garded in the calculations. In particular, the results of Ref.
9 55, discussed below, are evidence of this.
FIG. 9. Initial sticking coefficient for B on W(110 versus the gas Figure 11, taken from Ref. 55, shows the dependence of
temperaturé’ Sy on the flux density of Kland D, molecules on WL10). In
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FIG. 11. Initial sticking coefficient for Hland D, on W(110) versus the flux
density of gas moleculés.1,3—For H, and D, respectively, on the clean
surface;2,4—for H, and D, on a surface coated beforehand with a chemi-
sorbed monolayer.

the case of Blan appreciable growth &, is observed as the
flux density increases from~5x 102 to 2x10% FIG. 12. Sticking coefficient versus degree of coverage fgrad the

W(110) surface filled beforehand with a chemisorbed monol&}&he solid

molecules/crfs. There appears to be no doubt that the Ob'curves are experimental, the points are from a Monte Carlo simulation; flux

served variation of5, with increasingS, can occur in the  gensityF [cm™2s1]: 0.6x 101 (1), 0.9x 10 (2); 4X 10 (3); 20x 10
case when the adsorption mechanism involves the participa4).

tion of an intrinsic precursor state, and the molecules so-
journing in the precursor state interact with each other. It is
shown in Ref. 55 that when the data on the mobility of H initial sticking coefficient with increasing flux density &t
molecules in the precursor state and the real characteristics5 K on W(110) except an interaction of the molecules in
of the instrumentation are taken into account, the approacthe intrinsic precursor states and, thus, at least for the
and interaction of molecules in the precursor state are erHd,/W(110) system, such an interaction is operative.
tirely possible, and the increase in the sticking coefficient is
due tQ the formation of clustgrs of a 2D condensed phase an.gl.Z. Adsorption —desorption processes in the molecular
the hindered thermodesorption of molecules from such clus[—,hase
ters. If the elastic reflection of molecules is ignored, the
sticking coefficient can be expressed as folldws? 3.1.2.1. Adsorption kineticsTo the author’s knowledge
vy %Ea_ Ed) -1 the kinetics of low-temperature adsorption of hydrogen on
1+ —ex
Va kT

, (3.1) transition metals has been investigated in our previous stud-
ies for W and Mo(Refs. 46—49, 55, 57, and p&nd by
where v, and v4 are frequency factor€, and E4 are the  Friess, Schlichting, and Menzel for ruthenidm.
activation energies for the transition from the precursor state  Figure 12, taken from Ref. 59, shows the dependence of
to a state of chemisorption and desorption, respectively. Ththe sticking coefficient for Kon the coverage for a \¥10)
activation energy for desorption of a molecule from a clustersurface filled beforehand by a chemisorbed monolayer of hy-
should be larger because of the lateral attractive interactiodrogen atoms. Such a surface was formed by annealing at
of the molecules in the cluster. It is see from E81) thatan ~100 K a sample previously saturated with hydroge at
increase o, leads to an increase & . ~5 K. TheS(6) curves were obtained at different intensities
As is seen in Fig. 11, for deuterium adsorption such arof the molecular beam. The solid curves show the experi-
increase ofS, with increasing flux density does not occur mental dependenteand the points show the results of a
(moreover,S, even exhibits a slight decrease which has notMonte Carlo computer simulatioii.Let us first discuss one
yet been explained We assume that the absence of an in-of the curves, e.g, that for the highest flux densky: 2
crease inS, for deuterium is the impossibility of forming x 10" molecules/crfs. The observed growth of the sticking
clusters of a 2D phase as in the case of hydrogen. This, inoefficient with coverage is explained by an increase in the
turn, is explained by the deeper position of the level of zeroefficiency of kinetic energy loss by the incident molecule in
point vibrations of the B molecule in the physisorption po- its collision with a previously adsorbed, weakly bound mol-
tential well, i.e., the deeper potential relief along the surfacescule. This occurs because the masses of the collision part-
than in the case of H The influence of quantum tunneling ners become equal, whereas when striking the clean surface
diffusion in the case of hydrogen also cannot be ruled outor a surface coated with tightly bound hydrogen atoms the
There is no other apparent explanation for the growth of thenass difference is very large and the accommodation coeffi-

SO:
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cient is small. A similar growth of the sticking coefficient coefficient of H on RU001) as a function of the degree of
with increasing coverage in a molecular adsorbed phase wagyverage. It is seen th&tdecreases sharply upon completion
observed in our earlier stud®s® for W(110) and also by  of the first monolayer. In Ref. 35 two peaks were observed in
Friess, Schlichting, and Menzel for ruthenidinand by the thermodesorption spectrum, corresponding to the first
Anderssonet al*® and by Wilzenet al® for adsorption on  and second layers, d,=4.8 K. When the adsorption tem-
copper(the results for copper will be discussed in detail be-perature was increased to 5.5 K, so that the second layer was
low). We call this the amortization effect. not held, one peak remained in the thermodesorption spec-
The subsequent decrease in the sticking coefficient witlirum, and theS(6) curves in Ref. 35 and in our studies are
increasingd (Fig. 12 may be due to several causes. One ofqualitatively similar. As we have said, a Monte Carlo simu-
the main causes is thermodesorption. Evidence for this is thgtion taking thermodesorption into account but not the com-
strong dependence of the equilibrium degree of coverage opressibility of the adlayer gives a satisfactory description of
the gas flux density. In the absence of a deficit of unoccupiedur experimental resulfS, although it cannot be ruled out
adsorption sites, an equilibrium coverage was establisheghat the compressibility effect may have a slight influence on
such that the flux densities of the desorbed and incident mokthe descending branch &(6). To obtain a more reliable
ecules were equal. In addition, the results of the Monte Carlanswer to this question we are planning to conduct experi-

simulation”® with amortization, thermodesorption, and a ments at lower temperature, where several molecular layers
weak lateral interaction between molecules taken into acwill be held.

count agree satisfactorily with experimefig. 12, confirm- In comparing the results of our studies for the
ing the conclusion that thermodesorption plays a governingd, /W(110) syster>®>°with the results of Ref. 35 for the
role in the appearance of the descending branc8(6j. H,/Ru(001) system, we must address two questions. The

An extremely original interpretation of the cause of thefirst is, why in our case does the measugéd) curve extend
decrease in the sticking coefficient in the region of completo #~1, while in Ref. 35 it extends t@~2. A possible
tion of the first physisorbed monolayer of,ln the(001)  reason for this difference is that the activation energy of H
surface of ruthenium was proposed by Friess, Schlichtinggesorption from ruthenium 30 meV?) is substantially
and Menzef® Those authorS see the decrease in the stick- higher than that for tungsten{15 me\*®°%. Probably the
ing coefficient in the regiod~1 as being caused by an value ofE, for the second molecular adlayer is also larger in
increase in the lattice stiffness of the molecular adlayer othe case of R@01) than for W(110). That may be the reason
hydrogen owing to the lateral compression of this layer inwhy our experiments do not achieve the density of the first
comparison with a molecular plane of the hydrogen crystaladlayer at which the compression effect and the enhanced
The driving force of this compression is the rather large dif-|attice stiffness of the adlayer can play a substantial role.
ference in the binding energy of the molecules with the sub-  The second question pertains to the hydrogen thermode-
strate in the first and second physisorbed lay&gié sub-  sorption spectra. Both in our studies and in Ref. 35, two
stantially larger in the first laygr Therefore, it is main peaks of desorption of the molecular phase of adsorp-
energetically more favorable for a molecule striking the surtion are observed. However, in our case both peaks represent
face to “squeeze” into the first monolayer than to be incor-the desorption of a single physisorbed layer in which the
porated in the second layer. This possibility, in turn, is ex-molecules are found in different statés’ In Ref. 35 each of
plained by the anomalously high compressibility of the
hydrogen layer owing to the large amplitude of the zero-
point vibrations of the B molecule. Anomalous compress- 20

1
ibility of the hydrogen crystal was reported in Ref. 61. Fig- 1 ]
ure 13, which is reproduced from Ref. 35, shows the sticking I H, /W(110)
° Ts~ 5K
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FIG. 13. Dependence of the sticking coefficient of bh the degree of t,s

coverage on the RQ0)) surface filled beforehand with a chemisorbed
monolayer® A—T,=4.8 K; *—T,=5.5 K; O—adsorption in a second FIG. 14. Rate of isothermal desorption of, Mersus time”’ 1—Low flux
layer atT;=4.8 K. density; 2—high flux density.
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the two thermodesorption peaks represents a separate mono- 13
layer.

3.1.2.2. Kinetics of the isothermal desorptionHf from H2/W(110)
W(110. Since a change in the flux density of molecules Ts~ 5K
onto the surface has an influence on the kinetics of the low- -
temperature adsorption of,Hon W(110), according to the
principle of detailed balance, one can expect that the desorp-
tion kinetics will also be influenced by the flux density. The
results of a study of how the value of the molecular flux
density in the formation of a hydrogen adlayer influences the
subsequent isothermal desorptionTat-5 K are reported in
Refs. 44 and 57.

Figure 14, taken from Ref. 57, shows the time depen-
dence of the rate of isothermal desorption of Ffiom
W(110) at Ts~5 K from adlayers formed at flux densities of
~1x10" and 2x 10" molecules/crps. It is seen that in-
creasing the flux density sharply suppresses the isothermal [y
desorption: the number of molecules desorbed at the higher
flux density is smaller by approximately a factor of 50 than
for the case of the lower flux density. In Refs. 44 and 57 the
suppression of the isothermal desorption gfislinterpreted 12 13 14 ' 15
as being a consequence of a phase transitions from a 2D gas log n
to a 2D condensate in the adlayer. It is known that the criticalzIG 15 R _ _ ) i
size of the condensed-phase nuclei decreases with increasing. < mar, of isothermal desorption 0§ Mersus density on a logarith-

X p R scale®S” On segment AB one has~1; on segment CDa~0.
supersaturation. For this reason one expects that the prob-
ability of realization of a gas—condensate phase transition
during the time of an experiment increases with increasing
flux density, and that is most likely what is observed. The ) ) o .
activation energy for desorption from a 2D condensed phase Evidence in favor of this interpretation comes from the
should be larger than that for a 2D gas phase because of tijgérmodesorption spectra of adlayers formed at low and high
lateral attractive interaction of the molecules. This is the reaflux densities. Such spectra are shown in Fig>18.is seen
son for suppression of the isothermal desorption with inthat for a low flux density the desorbed molecules are mainly
creasing flux density. found in the 6 K(2D gas _peak and only an insignificant

At a low flux density one observes a fast stdgeveral number of them are_found in the _10(RD condensajepeak.
secondsand a slow stagénhundreds of secongi®f desorp- In the case of the high flux density the number of molecules
tion. At a high flux density only the fast stage of desorptionin the 10 K peak was tens of times larger. _
is observed. The fast stage involves the desorption of the Based on the results discussed, a hypothetical model of
insignificant number of molecules contained in the secondhe hydrogen adlayer on M/10) at Ts~5 K was proposed in

molecular layer. The slow stage can be analyzed using thgefs: 44 and 57. In this model,. which is iIIustrgted iq Fig. 1'7,
Polyani—Wigner equation in logarithmic form: the first molecular layer contains a 2D gas with neighboring

islands of the 2D condensate, and the second molecular
layer, in equilibrium with the intense flux, contains a quite
, (3.2 small number of molecules, which very rapidly fly off when
KTs the incident flux is shut off.

Itis of interest to elucidate the character of the transition
wheren is the surface densityy is a frequency factok,is  from the 2D gas to the 2D condensate with increasing flux
the activation energy for desorption, aads the order of the density of molecules onto the surface. Figure 18, taken from
desorption reaction. Ref. 57, shows the total number of isothermally desorbged H

Figure 15, taken from Ref. 57, shows the dependence aholecules(in fractions of a monolaygras a function of
the rate of desorption on the density. It is seen that a largthe flux density. Up to a flux density of~1x10"
part of the adlayer is desorbed in the first order of the reacmolecules/crfs the experimental points fall on the Langmuir
tion, which is reasonably ascribed to desorption from a 2Dsotherm® This means that at such flux densities there are no
gas phase. However, in a small interval of densitiessubstantial changes in the adlayer. However, at a flux density
10'2-10" molecules/cr, the order of the reaction is close of 2x 10" molecules/crs the number of desorbed mol-
to zero. In Refs. 44 and 57 this last result is interpreted ascules falls off sharply. Thus there exists a critical value of
being a consequence of the replenishment of the 2D gake flux density(supersaturationthat must be exceeded for
phase due to “melting” of islands of the 2D condensate.the phase transition from the 2D gas to the 2D condensate to
Apparently, even in the case of a low flux dengiyring the  occur.
formation of the adlayerislands of the 2D condensate form We conclude this paragraph by noting that appreciable
near defects of the surface, but they contain a very insignifisothermal desorption of deuterium @t~5 K is not ob-
cant fraction of the total number of molecules in the adlayerserved. We attribute this circumstance to the deeper position

log (-dn/dt)
o

dn Eq
log Tt =logvy+alogn—0.43—
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FIG. 18. Langmuir isotherr. B—Experimental points.

process(for D, it is practically constantis evidence of a
mechanism of adsorption via an extrinsic precursor state, un-
like that which is observed for \¥10) (see Sec. 3.1.1, Fig.

8). As we have said, the absence of appreciable growth of the
sticking coefficient indicates that hydrogédeuteriun) ini-

tially accumulates on the surface in atomic and not molecular
form. One notices a sharp and deep minimum ngai0.5

for hydrogen, which corresponds to a monolayer of chemi-
sorbed atoms.

t,s

FIG. 16. Thermodesorption spectra for loya and high (b) flux
densitieg*5”

of the level of zero-point vibrations of the heaviep Dhol-
ecule in the physisorption potential well.

3.1.2.3. Features of the adsorption kinetics of hydrogen
on theMo(110) surface at T~5K. The Mq110 surface
has an atomic structure that is practically identical to that of
W(110), but the electronic structure of these metals is some-
what different. It is of interest to compare the kinetics of H
adsorption on these surfaces. Figure 19, taken from Ref. 57,
shows the sticking coefficient of Hand D, on the Md110
surface as a function of coverage. The very weak variation of
the sticking coefficient in the initial stage of the adsorption

3
Ve 2
P~

d - < < <
( XXX XXX I N ) ~-—
AAAAAAAAAAAAAAAAAAAAAAAAA

FIG. 17. Model of a hydrogen adlayer at~5 K.>" 1—Monolayer of

chemisorbed atom&—monolayer of physisorbed molecules in the form of FIG. 19. Sticking coefficient for Hland D, on Mo(110) versus the degree of
coveragée'®>’

a 2D gas and a 2D condensaBe;:-polylayer condensation.

Mo (110)

0 0.5 1.0 15 2.0
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The following explanation for this feature was proposed
in Refs. 49 and 57. Up until the layer of chemisorbed atoms 1
is practically complete, the Hmolecules, owing to their
anomalously high mobility on the layer of adatoms, find un-
occupied parts of the surface and are dissociatively chemi-
sorbed. Once filled with a chemisorbed monolayer of atoms,
the surface becomes indthe unsaturated valence bonds are
exhauste] and the sticking coefficient falls catastrophically.
Since the temperature is low enough for a physisorbed mo-
lecular layer to be held, weakly bound molecules begin to
accumulate on the surface, the accommodation improves,
and the sticking coefficient increases.

One might well ask why this feature is not observed in
the case of deuterium adsorption. We assume that once agairG. 20. Temperature dependence of the intensity of the diffraction peaks
the cause lies in the difference of the quantum properties dpr the p(2x1) and (2<2) structures of hydrogen on @10 the fine
the D, molecule. The deeper position of the level of zero-Mes show an Ising model calculation.
point vibrations(in comparison with hydroggmakes for a
better-developed potential relief and lower mobility of the . o .
molecules. Therefore, Dmolecules begin to accumulate on tureé than fop(2x1), a circumstance which is explained by
the surface even before completion of the chemisorbed€ stronger interaction of the hydrogen adatoms in j[he more
atomic phase, and that compensates the decrease in the stiélensely packed structure. Lyuksyutov and Feddrdsd a
ing coefficient caused by the lowering of the chemical actjv-detailed study of the order—disorder_transitions in the struc-
ity of the surface. We do not rule out the possibility that theturesp(2xX1) and (2<2); they established that the the tem-
quantum diffusion of molecules plays some role in the for-perature dependence of the intensities of the corresponding
mation of the feature on th&(#) curve for H,/Mo(100). To reflections obeys a power law and determined the critical

check this possibility one must lower the sample tempera€xponentsg=0.13 for p(2x1) and 8=0.25 for (2x2).
ture. For hydrogen on the MA10) surface the(2x1) structure

was not observed, but only the ¥X2) structure at a degree
of coveraged=0.5, and the authors of Ref. 64 proposed a
model for such a structure.

The structure of hydrogen adfilms on the transition met-  Fedorus and co-workers observed an electron-stimulated
als W, Mo, and Ni aff s~5 K has been studied by the LEED disordering(ESD) effect in a chemisorbed hydrogen layer at
method by Fedorus and co-work&s% Some of the results T~5K on the W110 surfac&® and on the M@110)
of those studies have been discussed in the review bgurface’* and then an electron-stimulated orderitESO
Naumovets. The main and most reliable data pertain to theeffec4%® as well. It was shown in Ref. 66 that in both the
structure of an atomic chemisorbed layer, obtained by anESD and ESO effects the degree of order tends with time to
nealing a hydrogen adlayer formedTat-5 K, on the close- the same level of incomplete ordering, which suggests a uni-
packed(110) faces of tungsten and molybdenum. Adsorptionversality of the mechanisms of ESD and ESO. The cause of
at T,~5 K leads to the formation of an almost completely the incomplete ESD is the competing ESO effect. Typically,
disordered layer, although the authors of Refs. 63 and 6& the case of adsorption on (@AL0) the ESD reaches a sig-
discern in the diffraction patterns a slight manifestation ofnificantly higher degree than in the case of adsorption on
some sort of order. As was shown in Refs. 34, 44, 46—49Mo(110.%° This difference can be explained by the substan-
and 57, on the W10 and Md110) surfaces aff;~5 a tially lower mobility of adatoms on W10 (the greater
monolayer of chemisorbed atoms is formed, with a molecudepth of the potential relief along the surfac®ne can dis-
lar physisorbed layer formed on top of it. An analogous re-cern a certain analogy between this difference in the behav-
sult was obtained in Ref. 35 for the adsorption of hydrogenror of hydrogen films on W110) and Mg110 and the dif-
on the surface of ruthenium. Clearly, for such a compositderence in the kinetics of hydrogen adsorption on these
adlayer it is scarcely possible to interpret the LEED patternsubstrate® The ESD and ESO effects were subsequently
reliably. investigated in detail, and a mechanism for them was

Clear and well-interpretable LEED patterns for the sys-proposed*~%° One of the most likely mechanisms involves
tem of hydrogen on W10 are obtained after an adlayer the excitation of vibrational states of the hydrogen adatoms,
formed atT,~5 K is annealed at 120-160 K. After the an- which can migrate along the surface, bringing about a higher
nealing the sample was again cooled to 5 K, and the struanobility of the adatoms. Because of the low mass of the
turesp(2x1), (2x2), and (Ix1) were observed for cov- hydrogen atom, high-frequency vibrations are excited, which
erages 0#=0.5, 6=0.75, andd=1, respectively. Models of are long-lived because of the inefficient energy exchange
the first two structures are shown in Fig. 20, taken from Refwith the substrat&®
63. Also shown in this figure are the intensities of the reflec- Let us say a few words about isotope effects in the struc-
tions of these structures as functions of the substrate tenure of hydrogen adfilms. Adlayers of H, D, and+iD on
perature. It is seen that an order—disorder phase transitioV(110 are characterized by the same set of structysé2:
occurs at temperatures significantly below room temperaturex 1), (2x2), and (IX1); an isotope effect in the order—
and the transition temperature is higher for thex(2) struc-  disorder phase transitions is not observed: films of H, D, and

1l

100 200 300
T, K

3.1.3. Structure of the hydrogen adlayer at T (=5K
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H-+ D disorder at practically the same temperatradow-
ever, a strong isotope effect is observed in the rate of ESD: in
deuterium films the ESD occurs one-fifth as fast as in hydro-
gen films®>:66 2r
A characteristic feature of the ESD of hydrogen and deu-
terium adlayers is the absence of an energy threshold: the
effect occurs even at thermal energies of the electtois.
This is explained by the fact that when the electron strikes

£
the surface, an energy of5 eV (the difference between the é
e
Q

H/W (110)

vacuum level and the Fermi level of the metal released,
and that energy is expended on excitation of vibrations of an
adatom. The authors of Ref. 65 point out several signs of
guantum diffusion in the molecular phase. It should be noted,
however, that at degrees of coverag€ 1 (in atomg prac-
tically all the hydrogen is contained in an atomic chemi-
sorbed phase, especially for the Ma0) surface’® and the
facts observed in Ref. 65 can scarcely be applied to the mo-
lecular phase. In the opinion of the authors of Ref. 65, the

(1x1)

X (2x2)

conclusion reached in the paper by Di Foggio and Géfner 1 Seacle o o
that tunneling diffusion of hydrogen adatoms on W occurs at 0 10 _20 30
T,<140 K is mistaken. t, min

Some information about _the structure O.f a hydrogen a?dTZIG. 21. Dependence of the magnetoresistance of (41®% slab on the
layer atTs~5 K can be obtained from studies by the static exposure time in hydrogei?® O—adsorption aff.=4.2 K; ®—annealing
skin-effect method!~"° Since Panchenko and coauthors to 200 K; the vertical lines are the boundaries of the existence regions of the
have recently published a review devoted to galvanomagstuctures.
netic size effects, of which the static skin effect is rbere

is no need to present a detailed description of this methogteqorys and coauthorp(2x 1), (2x2), and (1x1).5 In
here. However, in order to achieve a certain independence @he process of adsorption & K the diffraction patterns are
this review article we shall not simply refer the reader to thalsmeared out; the reflections become distinct after a brief an-
review? but will give a brief account of the essence of the nealing toT~ 200 K. Figure 21, taken from Ref. 25, shows
method and the experimental results only insofar as theyhe time dependence of the magnetoresistance of HLOY
pertain to the structure of an adsorbed hydrogen layer. slab after the adsorption of hydrogen B¢~5 K and after

If a single-crystal slab of a pure metal is cooled to agnnealing. After adsorption on the cooled substrate the resis-
temperature of-5 K and placed in a sufficiently strong mag- tance initially increases, as a result of the random distribu-
netic field directed parallel to the surface of the slab, fortion of the adatoms, and then decreases, reaching a certain
example, the conductivity of the slab will be determined by asteady level. This decrease is apparently due to the partial
narrow subsurface layéwith a thickness of the order of the ordering of the adlayer, while the steady level indicates that a
Larmor radiug, since the deeper layers will be “magne- |imiting degree of order has been attained. Thus an ordering
tized.” This is a consequence of the fact that electrons colprocess occurs even @it~5 K. After annealing, the initial
liding with the surface have the opportunity to propagate gart of the curve is nearly the same as before, but then a deep
distance of the order of the mean free path, and their contriminimum, corresponding to the maximum development of
bution to the conductivity will be the greater the higher thethe p(2x1) structure, appears. After that the resistance
degree of specularity of their reflectién. again rises, falls, passes through a second maximum, and

According to the ideas set forth in the article by reaches the value characteristic for the pure substrate upon
Andreev!” the reflection of conduction electrons by the sur-the formation of the (X 1) structure. Thus the leading role
face of a metal is governed by diffraction effects on thejs played by the symmetry and not by the chemical nature of
outermost atomic layer. Therefore, the character of the rethe surface layer. The analysis of the possible electronic tran-
flection of electrons depends on the structure of this outersitions between different parts of the Fermi surface in Ref.
most layer. The reflection of electrons should also be influ25 explains the sharp decrease of the resistance upon the
enced by the structure of an adsorbed layer. This has bedormation of thep(2x 1) structure and its growth upon the
confirmed in the experiments by Panchenko andormation of the (2<2) structure as being due to the switch-
co-workers?32>724.4he adsorption of a disordered mono- ing on of electron—hole transfers.
layer (oxygen led to a twofold increase in the magnetoresis-  Since the magnetoresistance of a slab is sensitive to the
tance of a tungsten slab with(a10) surface. degree of order in an adsorbed layer, Panchenko and co-

The influence of an ordered monolayer of hydrogen onworkers, after studying the dependence of the resistance of a
the magnetoresistance of a tungsten slab with(11€) sur-  slab with a saturated adlayer of hydrog&teuterium ad-
face was investigated in Ref. 25 using a device which comsorbed &5 K on theannealing time in the temperature inter-
bined the method of the static skin effect with the LEED val 160—-190 K, estimated the activation energy and the dif-
method(Fig. 4). The LEED method gave the same sequencdusion coefficient of atomic hydrogen and deuteri(inThe
of structures with changing coverage as in the papers bguthors were convinced that the surface diffusion of atomic
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ts to those for B/Mo(110) and H/W(110) is manifested in
0 600 1200 1800 2400 the appearance of a sharp feature on$Hhe) curve for the
I T T I first systenf'®>’

Studies by Panchenko and co-workersf the adsorp-
tion of deuterium on the \WWL00) surface by the static skin-
-0.2 effect method revealed certain differences from the
D,/W(110) system. It was found that relaxation of the mag-
netoresistance is not observed after theflDx is shut off at
-0.4 4.2 K. This circumstance was explained by the authors as
being due to the absence of islands of the ordered atomic

-6

o phasec(2X2) on that surface at 4.2 K. In my opinion this
% 06 may also be caused by the hindered surface diffusion,of D
§ molecules over the layer of atomic deuterium o130 in
c comparison with W110). In addition, the value estimated in
S _os 4.60K Ref. 79 for the activation energy of the ordering process in
< = 4.65 the atomic phase turned out to be substantially larger than for
W(110: ~0.6 eV as compared te 0.3 eV.”’
4.70
1.0+~ 485 3.2. Adsorption of hydrogen on noble metals
5.00 3.2.1. State of adsorbed particles
1oL 5.30 As was mentioned in Sec. 1.2, in the interaction of an

incident hydrogen molecule with the surface of copper or
FIG. 22. Magnetoresistance of a(¥10) slab with a fixed density of H a_nOthe_r noble metal, t_he pres_enc_e of thQ Pauli repulsion
versus the annealing time at variotis (Refs. 8 and 78 gives rise to an appreciable activation barrier on the path of
the molecule toward dissociation, and this barrier can be
overcome only if the incident molecule has sufficient kinetic
hydrogen on the 10 face is of a thermally activated energy. This fact has been confirmed by many experiments
character, contrary to the conclusions of Di Foggio and Gowith monoenergetic molecular beansee, e.g., Refs. 80—
mer that the diffusion of atomic hydrogen was of a quantum83). For H, a kinetic energy>200 meV must be imparted to
nature’® The activation energy was estimated as 0.33 eV fothe molecules for the adsorption to become noticeffble.
hydrogen and 0.35 eV for deuterium. Thus for beams with ordinary thermal energies and at the
Studies by the static skin-effect method made it possiblaisual substrate temperatures there is no noticeable adsorption
for Panchenko and co-workér® to observe the kinetics of of hydrogen on the surface of copper.
the transition to the firstatomig layer by hydrogerdeute- The situation is radically altered in the case of deep cool-
rium) molecules adsorbed in the second layer in the form ofng of the sample. Here a state of physisorption becomes
an extrinsic precursor state for dissociative chemisorption. Istable, and hydrogen accumulates on the surface. The phys-
was found that the slow decrease of the magnetoresistanigorption of hydrogen(deuterium on the surface of noble
on the descending branch of its time dependence continuesetals silver and copper upon their cooling by liquid helium
after the surface is no longer accessible to the gas. This iwas first reliably detected by Avourit al?” and by Ander-
shown for the system HW(110) in Fig. 22, which is taken sson and Harri& Using the HREELS method, the authors of
from Ref. 8. The authors of Refs. 8 and 78 assumed withhose papefé?® observed a very slight difference in the
complete justification that the cause of the decrease in thepectra of the characteristic energy loss to rotational and
resistance is the increase in the area of the islands of th®tational—vibrational excitations in physisorbed molecules
(1X1) atomic phase due to the diffusion of molecules to-in comparison with those in the gas phase. This was evidence
ward the edge of the island and their transition to the firsthat the state of physisorption is close to the state of the free
layer, accompanied by dissociation. A similar relaxation ofmolecule and that the physisorbed molecule behaves as an
the magnetoresistance has also been observed for the systeafimost unhindered rotator. Such behavior of iolecules
H,/Mo(110), H,/W(110), and B/W(110). Measurement physisorbed on silver has also been observed in Ref. 84.
of the temperature dependence of the rate of decrease of the In Refs. 27 and 28 some contradictory data were ob-
resistance allowed the authors of Refs. 8 and 78 to estimatained as to conversion aj-H, into p-H, as a result of
the activation energy for surface diffusion of molecules overadsorption. In Ref. 27 the conversion @fH, into p-H, in
the chemisorbed atomic layerE,,=6.4=0.7 meV for the physisorbed state was reported. In Ref. 28, on the con-
D,/W(110), 2.70.5 meV for H,/W(110), 1.1-0.2 meV trary, no appreciable—p conversion in the physisorbed
for D,/Mo(110), and 0.80.2 meV for H/Mo(110). A layer was observed during the time of the experiment.
significant isotope effect in the surface diffusion was ex-Granted, in a later studySvensson and Andersson observed
plained by the authors of Ref. 8 as being due to the differo—p conversion in a physisorbed layer on the samé&lG0)
ence in the position of the levels of the zero-point vibrationssurface at a rate of approximately 1 monolayer in 4 min. The
of the H, and D, molecules, as in the explanations for the authors did not offer a clear explanation for the cause of the
isotope effects in Refs. 44, 49, 55, and 57. It can be thoughdifference in the results of Refs. 28 and 85 but suggested that
that the very small value d&,, for H,/Mo(110) compared the Cy100 samples in Refs. 28 and 85 could somehow
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differ in structure or by the presence of impurities. An at- S
tempt to explain the difference in the rateafp conversion

on different surfaces by invoking a mechanism of virtual
exchange of an electron between the metal and an antibond-
ing orbital of the molecule was made by Ilis#.

The authors of Ref. 28 found that the relative occupa-
tions of theo andp states of hydrogen in a physisorbed layer
differ substantially from those in the gas phase: whereas in
the gas phase at 300 K the population ratitd,: p-H, is
equal to 3, in a physisorbed layer this ratio turned out to be
1.4. In the opinion of the authors of Ref. 28, this is evidence
of a predominant adsorption pfH,, with j =0, in compatri-
son witho-H,, with j=1.

Andersson and Harris made a more detailed $tud§
the influence of the rotational state of the hydrogen gas

~ D,/Cu(100)
E; = 20 meV

9i=0°

0.5

(n-H,, p-H,, D,, HD) on the sticking probability for a Y Y S LY S S
Cu(100 surface cooled to 10 K. As a measure of the adsorp- 0 0.5 1.0
tion they used the intensities of the corresponding peaks in 6

the spectrum of EELS and also the change in the work funcg g, 23. sticking coefficient for Pon the Ci100 surface afT~10 K
tion. The authors of Ref. 87 found that the ratio of the stick-versus the degree of coverafjeg; is the energy of the incident molecules,
ing coefficients ofp-H, andn-H, equals 1.4, i.e., molecules and#; is the angle of incidence.
with j=0 are adsorbed with a higher probability than are
molecules withj = 1. The authors of Ref. 87 also came to the o .
conclusion that a large part of the kinetic energy of the mol-WhereSy andS, are the sticking probabilities of a molecule
ecule upon impact with the surface is converted into rotaln collision with the clean surface and with a previously ad-
tional energy. sorbed molecule, respectively. For the particular system
Information about how the rotational state of the incidentDz/Cu(100) the value o, is approximately 8 times larger
hydrogen molecules influences the sticking probability isth@nSo. In the case of copper this sort of amortization effect
also found in a number of other papefsee, e.g., Refs. IS observgd starting at zero coverage, whereas in 'the case of
52-54 and 88 although for higheiT and other substrates the transition metals tungsten and molybdenum this effect is
(Pd, Pt, Rh. Incidentally, the authors of those papers assuménanifested in the region of completion of a chemisorbed
that the influence of the rotational state on the sticking coefatomic phaséparagraphs 3.1.2.1 and 3.10.3 N
ficient is proof of the realization of the dynamic steering  3:2.2.2. Dependence_ of_the initial sticking coefficient on
mechanis">*and of the unimportant role of adsorption via the energy and angle of incidence of the moleculéspor-
a precursor state. tant and interesting features of the sticking of hydrogen mol-
Thus, on the surface of noble metals upon deep coolin§cules to the copper surface are revealed by studying the
a physisorbed film of hydrogefdeuterium forms which is  Influence of the energ¥; and angle of incidence of a mo-
in direct contact with the surface atoms of the metal. Fof€cular beam on the initial sticking coefficient. The main
transition metals at helium temperatures, on the other hangontribution to the investigation of this question was made
first a monolayer of chemisorbed atoms forms on the surfacBY group of investigators from Chalmers University of Tech-

and then a physisorbed layer of molecules forms on top ofiology in G"del?org- Sweden. The combination of precision
that monolayefSec. 3.1 experiments with monoenergetic molecular beams paidl

D, and theoretical calculations permitted the authors of Refs.

o 30 and 89 to create an extremely complete and complex pic-

3.2.2. Adsorption kinetics ture of the interaction of hydrogen and deuterium molecules
I - with the surface of a metal single crystal.

3.2.2.1. Dependence of the sticking coefficient on the de- The authors of Refs. 30 ar?d 89yshowed by comparison

gree of coverage. Since in the ad;orpnon of hydrogen on of the experimental results with the results of theoretical cal-
copper, dissociation of molecules incident at moderate ther= .. o )

o - o . culations that the sticking process for a molecule in the phy-
mal velocities does not occur, the initial sticking coefficient

(at zero coverageis very small. The reason for this is the sisorption potential well cannot be interpreted on the basis of
y ) a purely classical model, which predicts that the sticking

enormous mass difference of the colliding partners and, as Soefficient of a light inert particléin the case of hydrogen,

consequence, the small accommodation coefficient. HOW\ivithout dissociationin the limit of zero energy must equal
ever, as physisorbed molecules accumulate on the surface |t . .
unity and decrease to zero at an energy of the incident par-

becomes increasingly probable for an incident molecule t(%. S :
: . . : icles of several millielectron-volts. However, the experiment
collide with a previously adsorbed molecule, which has an

equal mas&®® Figure 23, taken from Ref. 30, shows the shows that the sticking coefficient of hydrogéteuterium

sticking coefficient of deuterium on the QD0 surface at onl the; CrllﬂlOO) surface vage;ofrom\;o.i.tcr)] a very small |
Ts~10 K as a function of the degree of coverage. In Ref 30'2ue In the energy range 0-30 meV, which is approximately
s ' . ~"equal to the width of the phonon bands. Such behavior of the

the experimental dependence obtained is written in the forng,ticking coefficient agrees with quantum calculations in the

S=Sy(1-6)+S,6, (3.3 forced-oscillator modelFOM) or in the distorted-wave Born
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approximation(DWBA). At low energies of the molecules a "W
one-phonon process occurs, and at high energies a mul- | I I
tiphonon process. Thus these results attest to the important 0 10 20 30 40 50
role of the quantum mechanism of sticking for light inert E;, meV

i
particles.

According to Refs. 30 and 89, the sticking of moleculesF!G- 25. Initial sticking coefficient for B on Cu1ll) (@), Cu(100 (M),
occurs with the participation of a normal and a resonanc%nd Cy110 (A) at Ts~10 K versus the energy of the molecules at normal
process. The normal process includes trapping of the particle
after the first impact on account of inelastic scattering on the
phonon system; this gives a contribution to the so-called )
background sticking. The probability of such sticking de- 3.2.3. Influence of the structure of the surface on adsorption
creases smoothly with increasig within the width of the The Chalmers research group also devoted considerable
phonon bands. Figure 24, taken from Ref. 30, shows thattention to the influence of the structure of the surface of the
experimental dependen&g(E;) for an angle of incidence of crystal on the parameters of the physisorption of hydrogen.
42° relative to the normal. Th8y(E;) curves exhibit a sharp Experiments and theoretical calculations were carried out for
peak at a molecular energy 6f20 meV and a less notice- the low-index faces of copp®°?and aluminun?? Figure
able peak aE;~25 meV. According to the interpretation of 25, taken from Ref. 89, shows the dependenc&pbn E;
those authors?®the main cause of the peaks is the trappingfor normal incidence of the beam. It is seen that in the energy
of a molecule into a quasibound state on the surface undeange 5-45 meV the initial sticking coefficietit this case
resonance excitation of the rotational states of the moleculdor deuterium is substantially larger on the less densely
Probably a transformation of the kinetic energy of the mol-packed facg110 than on the more densely packed faces
ecule into rotational energy occurs here which is accompafrl1l) and(100). DWBA theory for a one-phonon mechanism
nied by a decrease in the translational velocity and makes fasf energy transfer from the molecule to the substrate explains
a higher sticking probability. Although in itself the excitation the observed tendency. A comparison of the experimental
of rotational states can have a negative effect on the stickingnd theoretical results permits the concluéiofi that the
probability?®°?~>*the decrease in the translational velocity observed differences in the sticking probability on the non-
has a greater positive effect. close-packed and close-packed faces are caused by structur-

A molecule in a quasibound statwith positive total ally specific differences in the molecule—phonon interaction.
energy moves rather freely along the surface and can ulti-The transfer of energy is more efficient, and, hence, the
mately either stick as a result of excitation of a phonon or besticking is more intense, on a non-close-packed surface, with
ejected back into the vacuum as a result of diffraction on the larger surface unit celland, accordingly, a smaller recip-
lattice of surface atoms of the substrét&® In general dif- rocal lattice vector
fraction effects, according to Refs. 30 and 89, play an ex- In Refs. 91 and 92 those same authors studied the influ-
tremely important role in the mechanism of sticking in the ence of the crystallographic orientati¢structure of the sur-
physisorption potential well. As to the subsequent fate of dace on the binding energy of physisorbed &hd D, mol-
physisorbed molecule, it can also be ejected into the vacuuracules. It was showh that for adsorption on copper the
as a result of a thermodesorption process if the substraepth of the physisorption potential well decreases on faces
temperature is high enough to foster an appreciable desorjn the sequence (116}(100)—(111), a fact which, in the
tion rate. As was shown in Sec. 3.1, thermodesorption has words of the authors, contradicts the usual concepts of the
substantial influence on the sticking coefficient of hydrogerexisting theory. The contradiction is eliminated if the profiles
on the surface of tungsten a~5 K. of the electron density and their dynamic response, which

Besides sticking, the authors of Refs. 30 and 89 alsalepend on the face, are taken into account; the latter, in the
studied the scattering of molecules by the surface and okease of the opefil10 face, makes for a larger contribution
served a clear correlation of those processes. to the physisorption potential from the van der Waals attrac-

cidence®®
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tion than from the Pauli repulsion. In Ref. 92 aluminum,
which also has a face-centered lattice, was investigated as a 10 F H, a
substrate as well as copper. In the case of aluminum the
influence of the surface structure is more pronounced in re-
lation to the binding energy. It was found that for theJ4l1)

and Al(110 faces the depths of the physisorption potential 05
well are close to each other and 40% larger than the well
depth for the A{100) face. For a more rigorous interpretation
of the effects observed, the authors of Ref. 92 consider it
necessary to construct a theory on a more fundamental level. 0 f

3.2.4. Spectra of excitation of rotational states of
physisorbed hydrogen

In the papers by the Chalmers group significant attention
is paid to the spectra of rotational states of physisorbed hy- 05
drogen, which were obtained by the HREELS metfiod.
was found that the intensities of the peaks of the character-
istic energy loss to rotational excitation of molecule®eéifl,
(j=1—3) andp-H, (j=0—2) molecules physisorbed at
Ts~10 K on Cy100 are in inverse relation to the ratio of
the densities of these molecules in the gas phase. This effect
is explained by an accelerated ortho—para conversion,of H
in the adsorbed state as compared to the gas phase.

Very interesting features of the adsorption properties of 05 L
the H, molecule have been revealed the research of the
Chalmers group in studies of the rotational states of mol-
ecules adsorbed on the terraced®10) face®*** By com-

Intensity, arb. units
o
1

bining measurements by the HREELS method and calcula- 0 |
tions of the total energy by the density-functional approach,
the authors of Refs. 93 and 94 found unusual adsorption 1.0 -

properties of a hydrogen molecule occupying a site above a
copper atom at the edge of a step. The energies of rotational—
vibrational transitions turned out to be close to those for the
ideal two-dimensional quantum rotator, and the internal vi- 0.5
brations of the molecule are dipole-active and are character-
ized by an extraordinarily small energy. This last circum-
stance and also the fact that the Cy—bbnd length is 0
shortened considerably while the H—H bond length in the
molecule is lengthened are the characteristic signs of chemi- 0 20 40 60 80 100
sorption. However, the fact that the energy of adsorption of Energy loss, meV
the H, molecule in this state is less than 100 meV is charac- o o
teristic of physisorption. The reason that the intramolecula@G' 26. Characteristic electron energy loss spectra fpohf CUS10).
. . . . . omplete monolayer at 10 Ka); steps coated at differefit (b—d).

bond is perturbed, as in the case of chemisorption, while the
binding energy of the molecule with the surface is small, is
seen by the authors of Refs. 93 and 94 as being due to the
very high energy of zero-point vibrations of the molecule in
the narrow and anharmonic potential well over a copper-18 K) temperature. At such a temperature the density of
atom located at the edge of a step. H, molecules on the terraces becomes negligible, and all of

Calculations by the authors of Refs. 93 and 94 have alsthe hydrogen is concentrated at special adsorption sites
shown the existence of strong orientational anisotropy, whictabove copper atoms on the edge of a step.
constrains a molecule above a single copper atom on a step As is seen in Fig. 26, taken from Ref. 94, the peaks of
to rotate in the plane perpendicular to the direction of thethe electron energy loss spectrum at 31 and 46 meV, which,
H,—Cu bond. This explains why an,Hnolecule in such a according to theoretical calculations, pertain to the D ro-
state behaves as an almost ideal 2D rotator. Unlike adsorpational transitions of the two-dimensional and three-
tion on the smooth QW00 face, when an accelerated dimensionalp-H, rotators, respectively, are present in the
o0—p-H, conversion is observed and the adsorption states adpectrum at a substrate temperature of 10 K. At 16 K the
parahydrogen are predominantly occupgion the terraced intensity of the 31 meV peak is significantly lower, and at 18
Cu(510 face one observes a sharp enrichment of the adK this peak has vanished completely, and a pronounced peak
sorbed layer in orthohydrogen. A similar enrichment was ob-at 61 meV, corresponding to the 2D rotational transition
served in Refs. 93 and 94 at a somewhat highgr to 1—3 for 0-H,, has appeared.
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3.2.5. Photodesorption of physisorbed hydrogen (although larger for oxygen than for hydrogemnd deep

The Chalmers group has also done research on photod@go_"ng of the substrate is necessary in order to study it ex-
sorption of physisorbed hydrogen under infrared radiationP€fimentally. Second, the formation of an adsorbed mono-
The desorption of hydrogen from vacuum cryopanels, initi-laver is the mmz_al stage in the growth of an oxygen crystal,
ated by the thermal radiation from the walls of the chamber@nd the properties of this adlayer undoubtedly influence the
was noted quite some time agbSubsequent studids® properties of the cryocrystal that .WI|| grow.
confirmed the existence of such desorption, and the results of 1 h€ low-temperature adsorption of oxygen has been the
those studies indicate a nonthermal character of the proces¥!Piect of considerably fewer papers than hydrogen adsorp-
The authors of Refs. 96 and 98 assumed that the desorptidfpn- Therefore, this Section of the paper is substantially
of a molecule is initiated by a phonon arising upon the apShorter in length. We shall mainly discuss the low-
sorption of an infrared photon in the substrate, after whicHEMPerature adsorption of oxygen on transition metals.
the energy of the phonon is transferred to an adsorbed mol-
ecule. 4.1.1. Adsorption on metal films

Another point of view as to the mechanism of photode-  The earliest study known to the author on the adsorption
sorption was stated in Ref. 99: direct photodesorption vigyf oxygen under deep cooling of the substrate was done by
excitation of the molecule from the lowest vibrational level RUhI, 1% who studied adsorption on as-deposited films of Mg,
in the physisorption potential well to a state of the CoN-Mn, Al, In, Ga, Cd, Pb, and Sn with thicknesses of 50—150
tinuum. Direct proof of the realization of such a mechanismg cooled to as low as 1.5 K. It was found that the adsorption
was obtained by the Chalmers grotif** They did an ex- condensationof oxygen at low temperaturéfrom 1.5 to 7
perimental and theoretical study of the photodesorption ok for the different metalsdoes not have a substantial effect
H,, HD, and D, from the terraced Q610 surface under the op the electrical resistivity of the film. However, increasing
influence of blackbody radiation. The desorption is signifi-the temperature of the film to some characteristic tempera-
cant, since only a few bound states are contained in the sha e (e.g., in the range 20—40 K for Pteads to an irrevers-
low physisorption well, the vibrational motion of a molecule jpje increase in the resistance, which can be explained as
is dipole-active, and the dipole moment of the molecule—ging the start of an oxidation process which leads to an
surface bond is a highly nonlinear function of the effective thinning of the film. Thus at low temperature oxy-
displacement’ The calculations showed that the rate of de-gen is not chemisorbed on the surface of films of these met-
sorption initiated by an indirect process involving the exci- 55 put forms a layer of physisorbed or condensed molecular
tation of phonons in the substrate is several orders of Mmagsyygen.
nitude lower than that observed in experiment and calculated = gjmilar results we later obtained by Chottiner and

for the direct photodesorption mechanism. Glover® for tin films. Those authors point 0df that in the
Using the HREELS method, the authors of Refs. 100condensation of a thick layer of oxygeh%K the resistance
and 101 had the capability of observing separately the phayf the film increased somewhat, corresponding to the loss of
todesorption of molecules adsorbed on the flat terraces andetallic conduction by a layer with an effective thickness of
on the edges of the steps. It was shown that the process @f1 A (their Sn film had a thickness of 150 A). Increasing
desorption from the steps is considerably more intense thaghe temperature of the film above 13 K led to an irreversible
from the terraces, and an isotope effect is also observegicrease in the resistance owing to the chemisorption of oxy-
deuterium is desorbed at a lower rate than hydrogen. Thgen The authors of Ref. 104 estimated that this increase in
existence of such an isotope effect is explained by the theoryesistance corresponds to eliminating a layer of-ifil A
Without going into the details of the theory, we can posit thaliyick from participation in the electrical conduction, and the
the deeper position of the level of zero-point vibrations of 3¢tivation energy of the chemisorption process-85 meV.
the D, molecule in the physisorption potential well in itself p slight increase in the resistance of the filin5aK can be
has an effect on the photodesorption rate. The differences ié‘xplained as being due a change in the conditions of scatter-
the rates of photodesorption from the terraces and edges ﬂfg of conduction electrons on the Sn.-{terface, since in
the steps is partly explained by the larger dipole activity ofthe case of physisorption there is practically no exchange of

H, edge molecules, but additional study is requitéd. electrons between the adsorbent and adsorbate.
4. OXYGEN, CARBON MONOXIDE, AND NITROGEN 4.1.2. Adsorption on single crystals
4.1. Oxygen

4.1.2.1. Spectra of adsorption state$he adsorption of
The study of the low-temperature adsorption of oxygenoxygen on single-crystal tungstdthe (110 face at 20 K

on metals is of significant interest for at least two reasonswas first studied by Leung and Gont&t,who measured the
First, in interacting with a surface, oxygen, the most activethermodesorption spectra for the first time. They showed that
component of the Earth’s atmosphere, radically alters that a relatively low exposure the thermodesorption spectrum
properties of the surfacghe electronic properties, catalytic of an adlayer formed at 20 K does not differ from that ob-
reactions, corrosion, ej¢.and the key stage of this interac- served after adsorption at 300 K, and oxygen is desorbed
tion is adsorption. As in the case of hydrogen, the mechapredominantly in the form of atoms. The desorption of
nism of dissociative adsorption may be a multistep one an@tomic oxygen after adsorption at room temperature has also
might involve a precursor state—a state of physisorptionbeen observed in our studi&s*1%with increasing expo-
This state is characterized by a very small binding energwure to oxygen at 20 K the authors of Ref. 105 observed the
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FIG. 27. Thermodesorption spectrum for oxygen froni1\0); adsorption
at 20 K1% 1—Condensation2—physisorption3—weak molecular chemi-
sorption.

I, arb. units

FIG. 28. Model of an oxygen adlayer &~ 5 K.3* 1—Atomic chemisorp-
tion; 2—molecular chemisorptior8—physisorption;A—condensation.

appearance of low-temperature peaks at 45 K, then at 27 K,
and, finally, at 25 K. The corresponding adsorption states
will be referred to by the temperature of the peaks. A ther- We have measured the thermodesorption spectrum of
modesorption spectrum of this type is shown in Fig. 27. Theoxygen adsorbed atT,~5K on different faces of
peaks at 45 and 27 K saturate with increasing exposuraungstert>3*1The thermodesorption spectra of molecular
while the peak at 25 K grows without bound. On the basis ofoxygen from the W110), (100 and (112 surface®>>* are
measurements of the work function and electron-stimulatedimilar to each other and are practically the same as the
desorption, the authors of Ref. 105 concluded that the 27 ansbectrum obtained for Y¥10) by Leung and Goméf® What
25 K adsorption states are almost identical in their propertiess new here is evidence of the absence of oxygen adsorption
and pertain to physisorption and condensation, respectivelgtates on the tungsten surface with a binding energy less than
The 45 K adsorption state was attributed in Ref. 105 to ghat for the 25 K state. The spectrum of thermodesorption of
state of weak molecular chemisorption, and it was assumedxygen from the W111) surface is somewhat different from
that it is populated via conversion from a state of physisorpthe spectra discussed above for thél\¥), (100 and (112
tion as the temperature is raised. A similar point of view isfaces. The difference is that the peak corresponding to weak
also expressed in the paper by Wang and Gdfffdsut this  molecular chemisorption is shifted to 60'K.An estimate of
interpretation was later acknowledged by Goreerl!®®to  the activation energy for desorption for the 25, 27, 45, and 60
be incorrect. K adsorption states gives 65, 70, 117, and 156 meV, respec-
To elucidate the nature of the adsorbed parti¢lgems  tively. We see the cause of the increase in the binding energy
or moleculey on W(110) at T,~20 K, an experiment was of O, in the state of weak molecular chemisorption on the
done using the oxygen iostop&0, and*®0,, and the de- (111) face as being that this face is the least densely packed,
sorption was observed at 45'R8 The idea of the experiment and molecules on this face can touch a larger number of
was as follows. 1f*¥0, and then'®0, are adsorbed in se- neighboring W atoms than in the case of the smoother faces.
guence, then under the condition that all of the oxygen iBased on the results discussed above, a hypothetical model
adsorbed in a molecular state, the numbet®a, and'®0,  for the layer-by-layer growth of an oxygen cryocrystal was
molecules desorbed at 45 K will be in the same ratio as th@roposed in Ref. 34 and is illustrated in Fig. 28.
number of these molecules adsorbed. The experiment Let us conclude by discussing the results of direct obser-
showed, however, that only desorption'®, is observed at  vations by the method of scanning tunneling microscopy of
45 K. This means that the first portion of the moleculesthe oxygen atoms and molecules on the surface of a metal
(*®0,) dissociated, and the desorption of chemisorbed oxyeooled to 4 K2 The authors of Ref. 112 observed individual
gen atoms occurs &f>2000 K. However, the authors of O, molecules, clusters of Omolecules, and also oxygen
Ref. 108 note that in the given experimental setup one cann@toms adsorbed on the (10 surface afT;~4 K. Figure
rule out that the atomic phase of adsorption was formed na29 shows an STM image of a 337 A region of the sur-
directly during adsorption but as a result of conversion wherface, on which one can see an oxygen molectiie bright
the sample temperature was raised to bring about thermodspob and pairs of oxygen atomslark spots The authors of
sorption. That that was in fact not the case is shown by th&ef. 112 see these results as proof that a molecular precursor
experiments of Opila and Gomer using photoelectrorstate actually exists on the surface and participates in the
spectroscopy’® which we shall discuss below. mechanism of dissociative adsorption, although some recent
The above-described state of the adsorbed oxygen isapers have cast doubt on the role of the precursor ¥tate.
typical for tungsten, but in the case of platinum Artsyukovich The important fact is that molecules are present on a surface
and Ukraintse® observed the conversion of,Gnolecules  on which dissociative adsorption occurs.
physisorbed aff;~20 K to a chemisorbed state when the 4.1.2.2. Adsorption kineticsLet us consider the curves
temperaturel g was raised to 30—40 K. An atomic chemi- measured in our laboratory by the molecular-beam method
sorbed state is observed whégis increased to 100—-160 K. (Sec. 2.5 for the dependence of the oxygen sticking coeffi-
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cient on the degree of coverage for different faces of

W.33'34'111’113'114

Figure 30, taken from Ref. 34, shows the dependence OT]
the sticking coefficient org for different substrate tempera-
turesT, for the (100 and (110 faces of tungsten. We note
that here and belowd is the number of oxygen atoms per
atom of the substrate surface. In the case of th@0Q
surface theS(#) curves are characterized by the following
features. The initial sticking coefficient is independentlof

FIG. 29. STM image of oxygen adparticles on(CL0) at 4
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FIG. 30. Sticking coefficient for @ versus the degree of coveratjea)
W(100), T [K]: 340(1), 200(2), 80(3), 35(4), 5 (5); b) W(110), T, [K]:

300 (1), 80 (2), 60 (3), 35 (4), 5 (5).
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and equal to unity. The initial sticking coefficient is also
independent ofT,. This attests to direct, nonactivated
chemisorption.

In the previous paragraph we presented evidence that
oxygen is dissociatively chemisorbed in the form of atoms
on tungsten up to a certain coveragd at- 20 K. It seems to
us that the results presented in Fig. 30 attest to the fact that
dissociative adsorption of oxygen also occurs at 5 K. It is
seen that curved and5 in Fig. 30 coincide at coverages up
to one monolayer. That means that in this coverage range the
mechanism of adsorption is unchanged on going fromn
~35 K to Tg=5K, i.e., the adsorption is dissociative Bf
~5 K also.

Let us now discuss the influence of the substrate tem-
perature in the range 5—350 K on the kinetics of filling of the
first monolayer. Such data have been obtained Tgr
=200 K. Itis seen in Fig. 30 that fdr;~ 350 K the sticking
coefficient decreases sharply with coverage, attesting to a
Langmuir mechanism of adsorption, wherein a molecule in-
cident on an occupied adsorption center is reflected back.
Lowering T leads to a decrease in the slope of ®(@)
curve, which indicates the turning on of a mechanism of
dsorption via an extrinsic precursor state, when a molecule
incident on an occupied center migrates along the surface
and may find an unoccupied center and be adsorbed. Some
qualitative ideas as to the cause of the increased role of ad-
sorption via an extrinsic precursor stateTass lowered can
be found in our review articl&® these ideas are based on a
comparison of the lifetime of a molecule on the surface in
respect to the thermodesorption processand the time re-
quired for traversing a certain diffusion patf,. Since the
activation energy for desorptiofy, is always larger than
the activation energy for surface diffusiok,,, with de-
creasing temperature the balance of these times changes in
favor of diffusion:

T Ed_ Em

tm~exp( KT ) 4.1
The next feature of the curves shown in Fig. 30 is that after
completion of the first monolayer the sticking coefficient in-
creases, approaching unity. This effect, as in the adsorption
of hydrogen(paragraph 3.1.2)1lis explained by the increase
in the efficiency of kinetic energy loss in the collision of a
molecule with the surface as the surface fills with the weakly
bound molecular adsorption phase on account of the equal
mass of the colliding partners.

The kinetic energy of the incident molecules, while not
affecting the initial sticking coefficient, nevertheless has a
substantial influence on the sticking coefficient in the region
0~1, where the formation of the molecular adsorption phase
begins. The sticking coefficient @~1 decreases with in-
creasingTy as a result of the decrease in the probability of
trapping to a state of physisorption. A qualitatively similar
influence of the energy of the incident particles on the stick-
ing probability has been observed, e.g., for nitrogen on
W(100 (Ref. 115 and CO and Ar on (110 (Ref. 116
(granted, at significantly highéfy).

The adsorption of oxygen on the (M2 surface afT
~5 K is characterized bys(6) curves like those shown in
Fig. 302* except for substantial differences in the case of
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adsorption on the close-packed Y¥0) surface. As is seen in
Fig. 30, the initial sticking coefficient for V10 is substan-
tially less than unity and it decreases with increadiggThe
reason whyS, is substantially less on the W10 surface
may be discerned in the fact that the number of broken bonds
per unit area on this surface is 1.4 times less than on the
W(100) surface.

The decrease db, with increasingTy is a sign of par-
ticipation of an intrinsic precursor state in the dissociative
adsorption mechanisrfarguments toward a similar conclu-
sion are given in paragraph 3.1.1L.1n contrast to W100)
and W(112), in the case WL10) the signs of adsorption via
an extrinsic precursor state are manifested at room tempera- | | | : |'
ture. This can be explained by the higher mobility of the O : : :
molecules in the precursor state on the close-packed, smooth 550 540 530 520
W(110) surface. The increase in the sticking coefficient on Ec, eV
the W110 surface forf>1 is similar to the W100 case FIG. 31. Photoelectron spectrum of adsorbed oxy§&fihe solid curve is
and is explained by the same cause. for a saturated layer at 26 K; the dashed curve—heated to 36 K; the dotted

We know of no studies in whicB(6) has been measured curve—heated to 90 K; the dot-and-dash curve—clean W.
for adsorption on a metal at;~5 K. However, Wang and
Gomer!'” have obtained similar curves for (MO0 at T
=20 K. In their general features these curvesTgr-20 K position with respect to the substrate, i.e., the axis of the
are similar to that shown in Fig. 30: the values of the initial molecule is oriented parallel to the surface.
sticking coefficients are close, and one observes an increase We know of several more studies in which the method of
in the sticking coefficient with increasing coverage. How- photoelectron spectroscopy was used to elucidate the state of
ever, according to our measurements, the increasewaith oxygen adsorbed on a metal surface at low temperatures.
increasingd does not become noticeable at zero coverage, aSchmeisser and Jacdidid a UPS study of the adsorption
in Ref. 117, but for#>0.5. The authors of Ref. 117 also Of oxygen on the surface of sputtered gallium films. It was
attribute the increase & with increasingd to more efficient  found that at 10 K the oxygen molecules are physisorbed in
kinetic energy loss by the incident molecule in its impact onthe first monolayer, and above it several additionah@no-

a previously adsorbed molecule. What is hard to explain i$ayers can be condensed. Whegis increased to 70 K the
the finding of Ref. 117 tha® increases starting at zero cov- Oz Molecules are chemisorbedithout dissociatiop and at
erage, when, according to the our data and the data of GomaP0 K the oxygen is bound dissociatively and forms a bulk
et al,}°"1%tightly bound chemisorbed oxygen atoms accu-OXide: 110

mulate on the surface. The O—W complex is essentially a The UPS method was used by Jacebalin a study

unified quasimolecule with a very large mass, and the coIIi-Of the adsorption of oxygen on the MDO surface Ts

sion of an Q@ molecule with it is characterized by inefficient =20 K). The authors of Ref. 119 showed .that 6.“ supmpno-
accommodation. layer coverages, oxygen is adsorbed mainly dissociatively,

4.1.2.3. Electron spectroscopy and the state of adsorbe8Ithough physisorbed molecules are also noticeable. With in-

. . . . _Creasing exposure a layer of physisorbed molecules is
particles. Let us discuss the results of several studies using ed exclusively atop the chemisorbed monolayer. Thus

photoelectron spectroscopy to elucidate the state of adsorb%q] the N{100 surface the low-temperature adsorption of

particles at low temperatures and aiso a study using X'ra}ﬂxygen occurs in a manner similar to that on the W surface
absorption-edge fine structu(NEXAFS) for the same pur- (see above

pose. We have already mentioned the paper by Opila and A study of oxygen adsorption a=25 K on the P{L11)
Gomer,” in which the adsorption of oxygen on L0 at g face has been done by Luetzal 122 with the use of XPS
Ts=26 K was studied by the methods of ultraviol®PS g TPD. The photoelectron and thermodesorption spectra
and x-ray (XPS) photoelectron spectroscopy. It was found reyea| four different states of the adsorbed particles: poly-
that from the start of the oxygen admission only atomicjayer condensation(desorption temperaturel 4= 30 K),
chemisorbed oxygen is formed, and only after saturation opnysical adsorptionT4=45 K), and molecular chemisorp-
the atomic layer does a layer of weakly bound moleculatjon (T,=750 K). The physisorption serves as a precursor
oxygen begin to growand, with time, saturajein the XPS  state for molecular chemisorption, and the latter, in turn, is a
spectrum one observes two main oxygen peaks, one of whighrecursor state for atomic chemisorption. The position of the
(530.5 eV belongs to atomic oxygen and does not underga1s peak in the spectrum of physisorbed oxygen is close to
any changesFig. 31), unlike the 536 eV peak, which van- that for the gas phase.

ishes from the spectrum after the substrate is heated to 90 K The same adsorption system Pt(111) was studied by
(the molecular phase is desorbeBased on the fact that for Ranké?! by the methods of XPS and UPS. In that paper it
the molecular phase a single unsplit peak is observed in th@as also shown that at 20 K oxygen is physisorbed in mo-
XPS spectrum, the assumption was made in Ref. 109 tha¢cular form. As a result of a heating of the substrate to 90 K
both atoms of the © molecule are found in an identical the photoelectron spectrum is transformed, attesting to mo-

|, arb.units
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lecular chemisorption in the form of Dor G5~ (the super- At @ substrate temperatufe,<30 the NEXAFS spectrum
oxo and peroxo Conﬁgurationsy respecti\)e@uch states of and, accordingly, the intramolecular structure of the adsorbed
the oxygen molecules adsorbed on platinum have been ide@Xygen are almost indistinguishable from the van der Waals-
tified by calculations from first principles in the local-spin- bound solid oxygen, and this is a state of physical adsorption
density approximatiof?? In their general features the results With van der Waals bonding. When the substrate temperature
of Ref. 121 agree with those obtained by the TPD method irts raised to 80 K conversion to a chemisorbed molecular
Ref. 110. state is observed, as is attested by the transformation of the
High-resolution electron-energy loss spectroscopyNEXAFS spectrum. Because of the involvement of te
(HREELS has been used to study the states of adsorbe@rbital perpendicular to the surface in the chemisorption
oxygen atT,=<20 K on the surfaces i1l) (Ref. 123 and  bond, the corresponding resonance is weak and broadened,
Nb(110 (Ref. 124. This variety of electron spectroscopy is While the 7* orbital parallel to the surface remains unper-
extremely efficient for identifying physisorbed molecules turbed. The results indicate that in both the physisorption and
from the corresponding characteristics of energy loss to thehemisorption states the axis of thg @olecule is oriented
excitation of intermolecular vibrations. In the study by Beck-parallel to the surface. The transition to the state of chemi-
erle et al'?® an attempt was made to observe Molecules sorption also leads to a change in the magnetic properties of
in a precursor state =8 K in the limit of zero coverage. the O, molecule, which is manifested in exchange splitting
However, this attempt was not successful, apparently peof the o* resonance. Thus in the case of the low-temperature
cause of the very short lifetime of molecules in the precursofdsorption of oxygen on platinum, dissociation of the O

state and their very low density. molecule does not occur, as it does in the case of adsorption
Franchyet al!?* established that &s=20 K at low ex-  on tungsten.
posures the oxygen on the MHO0) surface is chemisorbed 4.1.2.4. Adsorption of oxygen and scattering of conduc-

dissociatively, a circumstance that the authors associate witlion electrons. Panchenko and co-workers used the static
the formation of the oxide NbO. At high exposures a phys-skin-effect method not only to study the low-temperature ad-
isorbed molecular layer forms above the chemisorbed atomigorption of hydroger{Sec. 3.1.3 but also to study the ad-
monolayer, much like what happens on the surface of tungsorption of oxygerf>%>7>7613qt was showR® that the resis-
sten(see above tivity of thin (~0.1 mm) single-crystal slabs of tungsten and

The HREELS method has also been used for studyingnolybdenum with(110) surfaces in a strong magnetic field
the resonance scattering of electrons by an oxygen layer phyarallel to the surface is anomalously sensitive to the adsorp-
sisorbed on the surface of silver in the studies of Tandion of oxygen. The deposition of a disordered monolayer of
et al1® and Lacombeet al?® In particular, in Ref. 126 itis oxygen leads to a twofold increase in the magnetoresistance.
shown that the angular dependence of the scattered electrolmsRefs. 75 and 76 it was established that the effect depends
changes at the transition from monolayer coverage tmn the crystallographic orientation of the surface of the slab,
multilayer coverage; this is a consequence of the differenand for a slab with th€100 surface the resistivity remains
orientation of the molecules in the monolayer and multilayerpractically unchanged. An interpretation of this difference in
regimes. the behavior of the resistivity of slabs with th@10 and

Still another variety of electron spectroscopy— (100 surfaces was proposed in Refs. 75 and 76, based on
transmission spectroscopy—was used by Shayegah!?’  taking into account the electron—hole transfers in the scatter-
to study the state of the adparticles in the adsorption of oxying of conduction electrons by the surface.
gen on the Ni111) surface afTs=5.5 K. In measuring the The combined use of the static skin-effect and LEED
current—voltage characteristic in a retarding field in the satumethods in a single experimental apparatd® has permit-
ration region one observes current oscillations characterizinted the establishment of a clear correlation between the re-
the state of the adsorbed layéf.The form of the spectrum sistance of the slab and the structure of the adsorbed oxygen
obtained in Ref. 127 indicates that the @olecules are phy- layer, which is ordered by means of annealing. Figure 32,
sisorbed on the surface. Heating of the sample leads to thleken from Ref. 25, shows the dependence of the magnetore-
formation of a chemisorption state; the activation energy ofistance of a tungsten slab with tti&l0) surface on the
this process is~13 meV. At first glance the results of the oxygen adsorption time; the vertical lines bound the exis-
studies of low-temperature adsorption of oxygen on nickel inence intervals of the corresponding structures of the adlayer.
Refs. 127 and 119 are contradictory: in Ref. 119 the dissok is seen that the sharp minimum of the magnetoresistance is
ciative chemisorption of oxygen was observed. It should beachieved at the maximum development of g{@ < 1) struc-
taken into consideration, however, that different faces ofure, and upon the formation of the X2) structure the
single-crystal nickel were investigated in Refs. 127 and 119magnetoresistance again increases. Analysis of the electronic
and, furthermore, the temperature of the sample in Ref. 11&ansitions in scattering from the corresponding surface
was substantially higher than in Ref. 1220 K rather than structures explains the specular character of the electron scat-
5.5 K). It is quite possible that a temperature of 20 K istering for thep(2Xx1) surface and the diffuse character of
sufficient for overcoming the insignificant activation barrier the scattering for (X 2).
between the states of physisorption and chemisorption. A substantially different situation obtains for the adsorp-

Important information about the state of adsorbed oxy-tion of oxygen on the MeL10) surfacet®! On that surface the
gen can be obtained by the NEXAFS method. Such experip(2X 1) structure does not form, and therefore the depen-
ments done in synchrotron radiation for the adsorption sysdence of the magnetoresistance on the oxygen adsorption
tem O,/Pt(111) afT,=17 K are described by Wurtt al}?®  time does not have a sharp minimum like that observed for
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It was also shown that the differences in the electron spectra
of the adsorbed and condensed phases of CO permit one to
delimit the monolayer and multilayer deposition regimes.
The adsorption of CO on the NIOO surface atTg
=20 K was studied by Jacolit al'® by the UPS method.
Those authors found that on this surface CO is chemisorbed
in the first layer. This is evidence of a low activation energy
for chemisorption. Information about the dependence of the
sticking coefficient of CO on the coverage was also obtained,
and it was stated that the sticking coefficient is constant up to
a coverage of9=0.9.'° This last result indicates that the
mobility of the CO molecule is very high, and it can there-
fore easily find an unoccupied adsorption cerjggtsorption
via an extrinsic precursor state
Shayegaret al1*® have used the method of transmission
0.48 . . electron spectroscopy to study the adsorption of CO on the
0 5 10 15 Ni(111) surface afT,=5.5 K. The suppression of the elec-
t, min tron current in the saturation region of the current—voltage
characteristic attests to the formation of a physisorbed
FIG. 32 zgﬂ.a‘gnAeaoreSi?ta”C?TOf i(g\lg ?)'ab Vefs“f th? e;ggs}(l{rtehtime in |ayer!?® The authors of Ref. 135 called attention to the fact
33%%?:& are bouﬁggjrile(;no?th; ex.isteﬁce reagr;gflsa g;gthg structu’reseiIl\lljesrtratettg1at the physisorbed CO IS_ presenﬂ-@ft: 55K evgn at sub-
in the figure. monolayer coverages. This conclusion contradicts the con-
clusions of Ref. 119, though it must be taken into consider-
) ation that in Ref. 119 the temperature was significantly
the W(110) surface. Thus, as in the case of hydrogen adsorpnigher, Furthermore, the KMi00) surface studied in Ref. 119
tion (Sec. 3.1.3 the static skin-effect method can serve as gg |ess densely packed than the(Nil) surface investigated
nondestructive indicator of the structure of an oxygen adj, Ref. 135, making it more favorable for the formation of a

O/W(110)

Q-cm

p-10°

—_

layer. chemisorption bond.
_ _ Kawai and Yoshinobu have studied the low-temperature
4.2. Carbon monoxide and nitrogen (Ts~20 K) adsorption of CO on the @fl1) and Ni100)

Study of the low-temperature adsorption of carbon monSurfaces by the method of infrared spectroscofy®’ By
oxide and nitrogen is of interest from the standpoint of elu-comparing the intensity of the different peaks in the spectra,
cidating the mechanism of their adsorption and participatiorthose authors®**” determined the relationship between the
in important catalytic processém particular, in the role of —occupations of the adsorption sitésenter$ of different
an adsorption precursor state.g., the oxidation of CO in kinds in different stages of the adsorption process and ar-
automobile exhaust or the synthesis of ammonia, and also d&/€d at the conclusion that under conditions of suppressed
the initial stage of the growth of cryocrystals. We know of surface migration of the CO moleculésecause of the low
only a small number of papers devoted to the study of low-Ts) there occurs not only direct adsorption at energetically

temperature adsorption of these gases, and so this Sectif@vorable sites but also stimulated occupation of neighboring
will be extremely short. adsorption sites in collisions of the incident molecules with

previously adsorbed molecules.
) ) In concluding our review of papers on the low-
Let us briefly discuss a few of the papers known to us Oftemperature adsorption of CO we point out the study by
the low-temperature adsorption of carbon monoxide. Leungg g tetet al,’3 who used the STM method at,=25 K to
Vass, and Gomei” have studied the influence of CO adsorp- ghserve individual CO molecules adsorbed at different kinds
tion on the W110) surface alf ;=20 K on the work function  of sites on the Pd11) surface. Figure 33 shows an STM
and electron-stimulated desorption. It was shown that thqamage of individual CO molecules. The molecules are seen
work function increases by 0.6 eV and that electron-gg protrusions of height 0.25 and~0.15 A above the sur-
stimulated desorption of COions from the adlayer occurs. face, which indicates that they are adsorbed at sites of two
Nortonet al***have studied the adsorption of CO on the gifferent types. This interpretation is confirmed by theoreti-

surface of the noble metals copper and gold gt 20 Kby ¢4 calculations of the total energy in the density-functional
the method of photoelectron spectroscopy. The spectra Qfpproximation.

physisorbed CO exhibit only a slight broadening and shift of
the 5o, 1, and 4 levels in comparison with the gas phase.
Heating of the substrate to 30 K leads to conversion of the"
physisorbed to a chemisorbed state, which indicates that this Research on the adsorption of nitrogen on metals sur-
process has a very low activation energy. faces at low temperature3 (<20 K) has been the subject of
The resonance scattering of electrons from a silver sura small number of papers known to {g1°134139-14g hage
face coated with a CO adlayer at 20 K has been investigateare mainly studies using methods of electron spectroscopy.
by Demuthet al** It was found that the frequency of inter- Using the XPS method, Grunz al** observed a signifi-
molecular vibrations differs little from that in the gas phase.cant difference in the spectra of N§JLfor nitrogen chemi-

4.2.1. Carbon monoxide

2.2. Nitrogen
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ecules physisorbed on the surface of a silver film. This scat-
tering is due to the formation of a short-lived state of the
negative ion(lifetime <10 *s). An incident electron of
resonant energy is trapped, and after the decay of this state
the N, molecule is left vibrationally excited. The vibrational
frequency differs insignificantly from that for the gas phase.
Slight differences in the excitation spectrum allow one to
distinguish an adsorbed monolayer from a condensed
multilayer.

¢ *
- k. Bartolucci and FrancHy* used the HREELS, TDS, and
’h W \ LEED methods to study the adsorption of nitrogen on the

Ag(110 surface atT;=15 K. They observed an ordered
structure matched with the substrate in the first monolayer
and an unmatched hexagonal structure in the condensed

i, :*“ ‘ multilayer. For the multilayer they observed a resonance in-
- - elasticity scattering of electrons involving the excitation of
FIG. 33. STM image of CO on Riil1) at 25 K13 the N—N bond with the participation of a short-lived state of

the negative ion.
Jacobiet al*? studied the resonance negative-ion scat-

tering of electrons from an Nmonolayer adsorbed &t
sorbed and physisorbed on the (N0, Re0001), and =20 K on the Al111) surface. The stretching vibrations
W(100 surfaces, while the spectra of physisorbed and gasyere excited by resonance scattering of electrons with the
phase nitrogen are similar. An attempt to detect the nitrogefyrmation of a short-lived state of the negative ion. In addi-
molecule in an intrinsic precursor state above the clean SUkjon, the authors of Ref. 142 observed suppression of the
face was unsuccessful, most likely because of the very fashoge of stretching vibrations of Nupon the coadsorption of
conversion of the B molecule from an intrinsic precursor g 16 monolayer of water. This effect was attributed to

activation barrier for the transition to a state of chemisorpyy the water.

tion is very low (=30 meV).

Jacobiet al!*® used an angle-resolved UPS method to
study the adsorption of nitrogen on the(dN)0 surface at
Ts=20 K. At submonolayer coverages they detected mainly = The main feature of the low-temperature adsorption of
chemisorbed B molecules, although there was an “impu- gases is the formation and steady maintenance of a phys-
rity” of physisorbed molecules. With increasing exposure aisorbed layer of molecule€or transition metals this occurs
layer of physisorbed molecules was formed. The positions oéfter the formation of a chemisorbed adlayer, while for noble
the peaks of the valence levels were shifted by an amounhetals it occurs right from the starfThis makes it possible
equal to the change in work function due to the adsorption ofo study the properties of the physisorbed layer and the
the first monolayer. From the fact that chemisorption ismechanisms of its formation.

5. CONCLUSION

present at 20 K, as in Ref. 139, Jacaial'° concluded The most diverse and interesting effects have been ob-
that the activation energy for chemisorption of, Mn  served for the adsorption of hydrogen. The difference of the
Ni(100 is very small. guantum propertiegthe levels of zero-point vibrationsof

Schmeisseet al1*? used the UPS method to study the the H, and D, molecules give rise to various isotope effects,

adsorption of nitrogen on the surface of nickel filmsTat particularly in the kinetics of adsorption—desorption pro-
=7 K. The photoelectron spectrum shows the characteristicesses on surfaces of W and Mo. This, in turn, is due to the
signs of physisorbed Nmolecules. From the relative inten- very high mobility of the H molecules and the possibility of
sities of the peaks of thed4 17, and 9 levels and the formation of clusters or islands of the 2D condensate. It is
weakly expressed splitting of thewllevel, those authors possible that the anomalously high mobility of the Hiol-
concluded that the molecules are oriented not randomly, as iacules is the cause of a “catastrophic” drop in the sticking
a gas, but with their axes parallel to the surface. probability at coverages where the formation of an atomic
In several studies the adsorption of nitrogen on the suradsorption phase on Mbl0 is completed. We do not rule
face of silver has been studied at loly by methods of out the possibility that quantum tunneling diffusion is in-
electron spectroscopy. Gruyters and Jatbbserved inho-  volved in this process, and to check this the substrate tem-
mogeneous inelastic scattering of electrons on thélAY perature should be lowered 83 K. The strong isotope ef-
surface owing to excitation of vibrational and rotational fect in the electron-stimulated disordering of the adlayer is
modes in physisorbed nitrogen molecules. The overlap of thalso worthy of note. Study of the adsorption kinetics has
vibrational and rotational modes in the case of nitrogen leadgielded considerable information about the role of the pre-
to the formation of structureless inelastic tails of the stretchcursor state and the character of the molecule—surface inter-
ing vibrations and their overtones. The coadsorption of nitro-action potential.
gen and hydrogen was also studied. Much valuable information has been obtained in the
As in Ref. 84, Demuthet al'3* studied the resonance study of hydrogen adsorption on the surfaces of noble metals
inelastic scattering of electrons from a layer of nitrogen mol-with the use of monoenergetic molecular beams and the
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crystals have been found. The amortization effect, which, Fiz- 66 2191(1974 [Sov. Phys. JETRS, 1079(1974].

leads to an increase in the sticking coefficient with coverage

is interesting.

. F. Koval, P. P. Lutsishin, O. A. Panchenko, and S. V. Sologub, Surf.
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much more scarce. For oxygen the set of adsorption states
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the Surface of Materialfin Russian, Naukova Dumka, Kie\(1982.
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oxygen cryocrystal looks the same. For studying the adsorp- (19g9.
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Phenomenological description of the multidomain state of the easy-plane
antiferromagnet NiCl ,
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An analysis is made of the experimental data on the magnetic-field dependence of the
magnetostriction and magnetization of the NiCtystal at its transition from the multidomain
antiferromagnetic state to a uniform state. It is shown that their field dependence is
determined by the mean orientation of the domains, which is characterized by a domain
coalignment parameter. That parameter is used to give a phenomenological description of the
multidomain state of the antiferromagnet NJCI© 2004 American Institute of Physics.

[DOI: 10.1063/1.1645152

INTRODUCTION The reversible formation of a multidomain state may be
due to the effect of lattice defects, which, moreover, can
The antiferromagnetic phase of the layered easy-plangromote a multidomain state. The formation of a multido-
crystal NiCh (Refs. 1-3 is realized in the form a multido- main state can be brought about by screw dislocafidfs.
main state in the entire temperature range of its existéfite. The essence of such a mechanism of domain formation re-
the multidomain state the antiferromagnetic vedtois uni- - gyces to the circumstance that the spontaneous strain do-
form in each of the domains, and on passage from one dqnains surrounding a dislocation screen its elasticity, thereby
main to anotherl. changes direction while remaining in the making the multidomain state energetically favorable.
easy plandEP). By means of an external magnetic field the A gifferent mechanism of magnetoelastic formation of a
crystal can be brought from the multidomain state t0 a Uniyyitidomain state was proposed in Ref. 12 on the basis of
form state withL LH, this transition occurring in fields 5ying into account the matching of the strains of the surface
much less than the sublattice collapse figlt:for T ¢ o crystal and the spontaneous bulk strain arising when

=4.2 K rt]he {z(a)tlc_l)_hof th_‘: correspor:]dlnt(;:] field itreng_thj 'S%ntiferromagnetic order is established in the crystal.
greater than 10. The uniform state has been well studied, an One can determine which of the proposed mechanisms is

its behavior in a magnetic field satisfies theeNtheory for preferable by studying the properties of the multidomain

antlferromagnetﬁAFs). : . . state. For example, in a study of the temperature features in
In spite of the fact that the NiGlcrystal is a classic . . o
L . . the behavior of the induced magnetostriction of Go@bon
object in the enormous family of AFs, the nature of its mul- . i .
. . . . rearramgement of the domain structure of the multidomain
tidomain state has not been studied before. The same is al%?ate by a field? it was shown that a maanetoelastic mecha
true for other EP crystals belonging to the family of iron- y ' 9

group dihalides. Generally speaking, unlike ferromagnetsf"sm mvolvmg the influence of lattice defects is the domi-
ant mechanism for that crystal.

for which the multidomain state arises because it is energetf” ! dy? of th itid . £ NiGl th
cally unfavorable for the sample as a whole to have a mag- na st of the multidomain state of NiG| the au-

netic moment, the cause of the formation of a multidomainthors analyzed data not only on the induced magnetostriction

antiferromagnetic state is not so obvious, since magnetiza2Ut @lso on the dependence of the magnetization on the ap-
tion is always absent & =0 both in the uniform and mul- plied field strength. In light of the magnetoelastic nature of
tidomain states. the formation of the multidomain state, it is of fundamental

In a study of the data on the field dependence of thdmortance to establish the interrelationship between these ob-

induced magnetostriction of the NiCtrystal it was shown servables. It was shown that the field curves of the magne-
that the multidomain state is “almost” reversible in cycles of tostriction and magnetization are in good agreement with
imposing and removing a magnetic field. In Ref. 7, with each other, equally reflecting the restructuring of the multi-
consideration of the data on the experimental observations fomain state.

the induced magnetostriction, it was conjectured that the for-  In the present study we have carried out an analysis of
mation of the multidomain state in NiCis of a magneto- the field curves of the induced magnetostriction and the mag-
elastic character. In the multidomain state one observes R@etization of the NiCJ crystal in the field region correspond-
complete compensatioffior the whole crystalof the aniso- ing to the restructuring of the multidomain state. It will be
tropic magnetostriction of the domains, wherein each of theshown from these curves that the process of transition from
domains has a spontaneous strain but the crystal as a whdlee multidomain to the uniform state comes about in accor-
does not. When an external magnetic field is imposed thédance with a magnetoelastic mechanism involving the influ-
spontaneous magnetostriction is restored upon the transitiegnce of defects. The multidomain state will be described us-
to the uniform state. ing a “domain coalignment paramete(DCP).

1063-777X/2004/30(1)/7/$26.00 27 © 2004 American Institute of Physics
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FIG. 1. Curves of the reversible component of the relative lengthening of H, kOe

the NiCl, crystal as a function of the magnetic field strengtfi at4.2 K for
the magnetic field directions alongd{) and perpendicular toH ) the FIG. 2. Dependence of the reversible component of the magnetization of the
direction of measurement. NiCl, crystal on the magnetic field strengthTat4.2 K.

EXPERIMENTAL OBSERVATIONS AND DATA ANALYSIS : . . :
where g, is the relative elongation of the crystal in the

Figure 1 shows the reversiblgn a cycle of imposing direction along the field wheH =H, or perpendicular to the
and removing a magnetic fieldomponent of the field de- field whenH=H, ; (g, ) is the spontaneous magnetostric-
pendence of the elongation of the NjQ@rystal in the basal tion of the crystal determined from the extrapolation of the
plane afT=4.2 K in crossed magnetic fieldghe fieldH, is ~ asymptote of the field dependence of the uniform state to
directed along the measurement directithe upper curve in  H—0, and here £,)s~—(¢,)s by virtue of the anisotropy
Fig. 1), and the fielcH | is perpendicular to the measurement of the magnetostriction of the uniform state with respect to
direction (the lower curve in Fig. )1 Both fields lie in the the direction ofL; Hy is an empirical parameter which for
easy plane. The induced magnetostriction of the crystal in th&liCl, has a valueHy=(3.6+0.4) kOe!® Relation (1) is
multidomain state is anisotropic, and it changes sign wheplotted for fieldsH, andH, by the dashed curves in Fig. 1.
the field direction is changed to the transverse. The crystadlVe see that the real trend of the magnetostriction at fields
lengthens in a fieltH=H, and contracts by the same amountabove ~2 kOe is much slower than the quadratic depen-
in afieldH=H, . At high fields (=10 kOe) a transition to a dence(1). At such fields the value of the magnetostriction is
uniform (single-domaih state occurs independently of the still far from its value in the uniform state.
direction ofH in the easy plane. The behavior of the mag-  Figure 2 shows the field dependence of the reversible
netostriction of NiC} in the uniform state was studied in part of the magnetizatiom(H) of the NiCl crystal atT
Ref. 15. =4.2 K.* As was shown in Ref. 14, the magnetic suscepti-

The irreversible component of the magnetostriction lead$ility for the reversible component of the magnetization of
to the hysteresis “loop” observed in cycles of field imposi- the multidomain state, obtained in field imposition—removal
tion and removal® The irreversibility arises because of the cycles, atH—0 is half as large as the values for the uniform
formation of an excess number of domains whose antiferrostate. The irreversible component leads to an increase in the
magnetic vectors remain perpendicular to the direction of thealue of the magnetic susceptibility fét— 0. According to
imposed field after the field is removed. Naturally this will the Neel theory, the magnetization of an easy-plane antifer-
give rise to a residual magnetostriction, which has been obromagnet in a field perpendicular to the hard axis should
served in experiments. In this paper we shall discuss only theave a linear trend. Indeed, according to the data of Ref. 6,
reversible component of the magnetostriction, which is of théhe magnetization of NiGlin the uniform state is directly
main interest. proportional to the magnetic field strength. In Fig. 2 the

According to the data shown in Fig. 1, the uniform mag-dashed line is the straight line along which the magnetization
netostriction is restored at fields10 kOe. At higher fields, of the crystal would proceed fdd —0 in the case of a uni-
up to the spin-flip fieldH ;=129 kOe® further straining of ~ form state withL L H. It is seen that the magnetization has a
the crystal will occur only on account of the canting of the nonlinear dependence on magnetic field in the restructuring
sublattice spins toward the magnetic fiétdat fields lower  process:®
than 10 kOe the main contribution to the magnetostriction is  Figure 3 shows the field dependence of the ratio
found to be due to growth in the numbé@nd volumé¢ of  m(H)/H according to the data on the magnetization of the
domains with a favorable orientation of spins in them whenNiCl, crystal. The ratian(H)/H is an ascending function in
L 1H. the entire range of fields. At the start of the restructuring of

At the very beginning of the process of restructuring ofthe multidomain state this ratio is equal to the magnetic sus-
the multidomain stateH —0) the value of the relative elon- ceptibility of the multidomain stateyq=m(H—0)/H. In
gation of the crystal has a quadratic dependence on the afields ~10 kOe, when the restructuring of the multidomain
plied field strength: state is almost completed and the further magnetization is

H2 due solely to the canting of the spins toward the field, the
(g sz (1) ratio of the magnetization to the field will be equal to the
" Hy magnetic susceptibility of the uniform stajg,. It should be

ey,L
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FIG. 3. Ratio of the magnetization to the magnetic field strengii)/H,
as a function of the magnetic field strength.

noted here that the field dependencengfH)/H is on the
whole very similar to that of (H). FIG. 5._ Or_ientations of the s_,ublattice spin _vectrs_rlsand S and of _the
. Lo . . . magnetizationM of the domain and the antiferromagnetic vectowith
The magnetic susceptibility is a differential characteris-yespect to the magnetic field vecte
tic and is defined as the derivatiye=dm(H)/dH. Figure 4
shows the dependence of the magnetic susceptibility on the
applied magnetic field strength according to the data of Fig.
2. We see that the magnetic susceptibility increases rapidly imentss; ands, and the vectoM all lie in the easy planésee
fields up to 3 kOe. This faster growth af(H) with field  Fig. 5. The vectorH lies in the plane and is directed along
appears to disagree with the curves for the magnetization arttie X axis. The antiferromagnetic vector, which also lies in
for the ratiom(H)/H, according to which the process of the plane, is defined in the standard way in the form of the
transition to the uniform state has not gone to completiordifferenceL =s,—s,. The distribution functiorp(¢) of the
even at a field of 10 kOe. Furthermore, thgH) curve has a domains is given as the ratio of the volume of domains with
maximum. orientatione to the volume of the crystal, the normalization
To explain the differences in the field dependence of thecondition being written in the form
magnetostriction, magnetization, and magnetic susceptibility 1 (a2
we must analyze the experimental data with allowance for _f p(p)de=1.
the process of restructuring of the multidomain state, answer- 7 J -2

ing the question of how these observables change upon  aq an averaged characteristic for the orientation of the
changes in the number and orientation of the domains undedomains we use a parameter which we call the “domain

the influence of the field. In Refs. 11, 13, and 15 it Wascoalignment parameteDCP). Here it must be kept in mind

assumed that the domains are oriented in the easy plane e?{Hjat the transition from the multidomain state to the uniform

have a continuous distribution over orientations, and the Ofigtate in a magnetic field ends with the restoration of a uni-

entation of the domains in the plane was specified in terms %rm state withL | H. During such a transition it is impos-
the anglep between the magnetization vector of the domain,gjp|e 15 define uniquely the direction of the vectarssince

M=s,+s,, and the magnetic field vectdt, wheres, ands, i, 3 high-symmetry antiferromagnétuch as NiG)) the di-

are the magnetic moments of the sublattices, and the MQg g, along the antiferromagnetic vector is physically in-

distinguishable from the opposite direction. This means that
in defining the mean orientation of the domains in the mul-
0.8 tidomain state, one should approach the direction specified
by the vectorL as a director determining the orientation of
the axes along which the vectots lie. In the case of an
easy-plane antiferromagnet, where thevectors lie in the
easy plane, the orientations of such axes will be determined
0.6} by the value ofn_ =2(cog ¢—1/2). Accordingly, the aver-
aged characteristic for the orientation of the domains or the
DCP will be calculated as

Y, €gs emu/(g-kOe)

1 (w2 1
o4l nL=;J7/ZZ(CO§ <P—§) p(p)de. )

3

0 3 ' 6 9 Expression(2) for n_ characterizes the degree of coalign-
H, kOe ment of the domains in the multidomain antiferromagnetic

FIG. 4. Dependence of the magnetic susceptibility on the magnetic fielState: ‘titH =0 one has =0 in the multidomain state and
strength in the multidomain state of the Nj@rystal. n =1 in the uniform state.
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We shall show that the mean magnetostriction of the
crystal in the multidomain state is directly proportional to 0.08
n_. In fact, in view of the anisotropy of the spontaneous
magnetostriction of the uniform state of NjGperpendicular T 0.06}
toL itis equal toeg and alongd. it has the opposite sign and 2
is equal to—eg),'° we find that the value of the magneto- % 0.04k
striction of the multidomain state of the crystal in the field = ’
direction will be equal to
0.02r
1 (=2 ]
g=— f e5(cos @ —sir’ @)p(¢)de
a ) —x/2 " L !
0 3 6 9
gg (72 1 H, kOe
=—f 2| cog o= 5 |p(e)de, 3 | o »
T J 72 FIG. 6. Field dependence of the derivative with respect to magnetic field
strength of the ratio of the magnetization to the magnetic field strength,
or d(m/H)/dH.
e=gdN . (4)

Let us establish the connection between the magnetiza-

tion and the DCP. We shall assume that the moduli of theéittributed to its proportionality to the field derivative of the
vectorss, ands, are equal{s,=|s,|=s. A domain with ori- DCP, the value of which derivative characterizes the rate of

entationL L H (¢=0) will have magnetizatiorM = yH restructuring of the multidomain state by the field. The pres-
cH.

When the domain has an arbitrary orientatian#0), M is ence of a maximum in this derivative as a function of field
not parallel toH, and its value is given byl = y.H cose. leads to the formation of a maximuralthough not very

The magnetization of the crystal arising along the field in theoronounceidin the x(H) curve (Fig. 4.
X direction will be equal to

m= ifﬂlz YeH co€ op(¢)de. (5  PHENOMENOLOGICAL DESCRIPTION OF THE
T )72 MULTIDOMAIN STATE
We see that the value of the mean magnetization is also The description of the restructuring of the multidomain
proportional to the DCP: state under the influence of an external magnetic field is done
1 in accordance with the principle of minimum free energy of
m= 5XeH(1+WL). (6) the crystal’ The free energy of the multidomain state is

written as a sum of two contributions: the reaction of the spin
According to Eq.(6), the magnetic susceptibility of the mul- system to the imposition of a field, taking into account that
tidomain state will have a more complicated relation to thethe spins in the domains are canted toward the magnetic

DCP; it can be written in the form field, and a contribution reflecting the process of restructur-
ing of the multidomain state.
x= EX 147 +H ﬂ) _ (7) The canting of the spins of the domain toward the field is
27° - dH described by the exchange energy and the Zeeman term, the

The magnetic susceptibility depends not only on the value oyalue of which per unit cell is given by the expression

the DCP but also on on its derivativén_/dH, which in the E=zly8-5—H- (51 t5), ©)

iven case determines the rate of change of the mean orien- . N
g 9 wheres; ands, are the spin vectors of the sublatticesis

tation qf the dpmams upon a c_hange n magnetic field. Tc{he number of nearest neighbors, dnglis the intersublattice
determine the influence of this differential component on the T

. L ! exchange constant. In E() and below the magnetic field is
magnetic susceptibility, let us analyze the field dependenceiven in enerav units
of the derivative itselfdn, /dH. It follows from (6) that the 9 For a don%gm With orientatiom (see Fig. § expression
ratio of the magnetization to the field is proportional to the ? g P

value of the DCP. The derivative of this ratio will therefore (9) becomes

be proportional to the derivative of the DCP: E=21,,5%(2 co$ B—1)— 2Hs cospB cose. (10
d(m/H) dng Here we assume that the moduli of the vectgrands, do
T RRTR (8  not change in the restructuring of the domaits)=|s,|

=s, and therefore the angles betwegrandM and between
Figure 6 shows the field dependence of the field derivative 0§, and M will be the same and equal 16, and the vector
the ratio of the magnetization to the field strength. We seey | .
that this derivative has a maximum in the field region Minimizing (10) with respect tq3, we obtain the depen-
~3 kOe. lIts position corresponds to the inflection point ondence of the energl on the orientation of the domain:
thee(H) curve(Fig. 1).
Thus the faster growth of the magnetic susceptibility E(p)=—

. . . o (13)
upon the restructuring of the multidomain state should be 2zl



Low Temp. Phys. 30 (1), January 2004 Kalita et al. 31

The crystal-averaged mean energy of reaction of the spin o - 5 Xe.o,
subsystem of a domain to the imposition of a field as a result ~ 2an_+3cn_+4bn;— 7-H"=0. (15
of the canting of the spins is given by

5 The state withn_ =0, in which the domains are distributed
= _ i mi2 b )H COSZ‘Pd (12) equiprobably in the plane, will be the equilibrium state for
™ J 72 ¢ 221y, ¢ H=0 when the model parameters satisfy the conditions
- a>0, b>0, 9c?<32ab.
Relation(12) allows us to writeE in terms of the DCP as Let us consider the simplest case of the phenomenologi-
cal description, when the parametérs 0, c=0. This “qua-
dratic” model is quite relevant, since it is assumed that the
parametera is always positive. This treatment is valid for
H—0, or, more precisely, foH<H,, and was used in Ref.
where we have taken into account that, according to thel Ne 15, |n this model it is found that the value of DCP is directly
theorl)//? Ithe magnetic susceptibility of of the uniform state is proportional to the square of the magnetic field strength:
Xe= 1/Z115.
The contribution to the free energy from the termreflect- e ,
ing the process of restructuring of the multidomain state is ”L:g"' : (16
written phenomenologically in the form of a power series in
the DCPn, . We note that such a representation is equivalenSubstituting(16) into (4) and(6), we find that the magneto-
to the thermodynamic description of the ordered state of ligstriction during the restructuring of the multidomain state is
uid crystalst® Indeed, from symmetry considerations such aproportional to the square of the magnetic field strength and
phenomenological approach to the description of the freethat the magnetization is nonlinear and contains the third
energy contribution responsible from the formation of thepower of the field strength. Comparison ¢f6) with (1)
multidomain state of an antiferromagnet is possible, since thallows us to relate the model paramedewith the fieldH:
direction of the antiferromagnetic vector in a high-symmetrya= x.H%/8. Thus the quadratic model {guite naturally in
antiferromagnet is defined only up to a sign, and thereforgood agreement with the experimental dataHor 0.
one can distinguish only an axis that is related to the orien- In Refs. 12 and 19 an essentially quadratic maéteim
tation L in the domain: directions of along and perpen- the standpoint of the proposed phenomenological theory
dicular to this axis are equivalent. Accordingly, the orienta-was used in the entire field interval in which the multidomain
tion of the L vector and, hence, the orientation of the antiferromagnetic state exists. It was stated in those papers
domains in the most general form must be described by athat the multidomain state is stabilized by a free-energy con-
orientation tenson;, constructed in terms of the direction tribution proportional to the square of the mean magneto-
cosines of the axis along whidh lies. With the use of the striction. It follows from Eq.(4) that the square of the mean
angle ¢ introduced to characterize the orientation of the do-magnetostriction in the multidomain state is proportional to
mains in the plane, the components of the orientation tensdhe square of the DCP. Let us analyze the results of the
will be ny,=cog ¢, nyy=sin2 ®, Nyy=SiN @ COSe. guadratic model on the assumption that it extends over the
In the absence of intraplane anisotropy, for the choice ofvhole existence region of the multidomain state in respect to
one of the coordinate axes along the figdd in Fig. 3 the  magnetic field.
mean values of the off-diagonal components of the orienta-  Substitutingn, =1 into (18), we find that the multido-
tion tensor will equal zero. Also, fad =0 the mean values main state is realized only in the interddle [O,H4]. In this
of the diagonal components of the orientation tensor will benterval the magnetic susceptibility is described by the ex-
equal to each other; when a magnetic field is imposed, thejpression
values will differ. Therefore, in the case of an easy-plane
antiferromagnet the phenomenological description of the _
multidomain state can be done with the use of the DCP ~pXe
Such a free energy should also include the enéil@y as a
term. Accordingly, we write the phenomenological expres-  Atthe pointH=H4 a “transition” from the multidomain

sion for the free energy of a multidomain antiferromagneticstate to the uniform state occurs. This transition is accompa-
state in the form nied by a jump in the magnetic susceptibility, which has the

behavior shown in Fig. 7. The susceptibility in the multido-
main state is shown by the solid curve in Fig. 7, while the
susceptibility of the uniform region is denoted by a solid
straight line parallel to the abscissa. The dashed straight line
wherea, b, andc are phenomenological parameters that dois the susceptibility of the single-domain state for- 0. It is
not depend orH. seen that in the multidomain state Hs—-H, the magnetic
The equilibrium multidomain state corresponds to asusceptibility becomes twice as high as the magnetic suscep-
minimum of F. Therefore, the equation of state of a multi- tibility of the uniform state, and at the “homogenization
domain antiferromagnet in a field is obtained by setting thdiield” H=Hy a jump occurs. In this case the DCP is an
derivative of the free energy with respect to the DCP equal tancreasing function in the multidomain state, its value being
zero:dF/dn,_=0. For free energyl4) this equation of state proportional to the field strengthfn, /dH=2H/H3, in dis-
has the form agreement with the data of Fig. 6.

E-— 2R+ D), (13

H2
+3—5].
1 3H§> 17)

F:aﬁf+cﬁﬁ+bﬁﬁ—§H2(m+1>, (14)
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FIG. 8. Field dependence of the magnetic susceptibjity), in the mul-
tidomain state with allowance for scatter of the values of the homogeniza-

tion fieldsHy: Vo/Hy=0.05(1) and 0.2(2).

0 0.5 1.0 1.5
H/Hy

FIG. 7. Graph of the dependence of the magnetic susceptibility on the
magnetic field strengthy(H), during the restructuring of the multidomain

state for the “quadratic” phenomenological model. Figure 8 shows pIOtS Oﬁ((H) for two values of the

standard deviationy'o=0.05Hy and Jo=0.2H4. In both

Th t high field q iallv in the final st th cases they(H) curve is continuous, and &t<<0.5H it will
us at high Tields, and especially in the final stage, ave a quadratic dependence Bin but now Hy in (17)
guadratic model disagrees with the experimental curves pre-

sented for the magnetostriction, magnetization, and magnet'r%mu'd be replaced bidy. In addition, an increase in the

susceptibility and also for the rate of change of the numbeyariancg leads to a decrease in the height and a broadening of
of domains in the NiGl crystal(Figs. 1, 2, 4, and 6 We see the maximum. We note tha}t the gxperlmental datay¢H)
that in the form presented, such a quadratic model cannot Q" the NICL crystal (see Fig. 4 with a small but strongly
extended to the whole field region in which the multidomainPro@dened maximum corresponds to the case of a large scat-
state of the crystal exists. In addition, we know of no othert® in Hg, with VolHg~1. _
antiferromagnets for which the transition to the uniform state It should be noted, however, that the phenomenological
would be accompanied by a jump in susceptibility, and wemnodel (14) in its most general form, without any assump-
note that the jump under discussion is similar to the jump irfions about the mechanisms, can also be used to describe the
susceptibility at a spin flip. multidomain state. Indeed, by inverting the equation of state
However, the quadratic model can be extended to thé15 we obtain an expression for the field dependence of the
whole field region in which the restructuring of the multido- DCP:
main state takes place in the case when the multidomain state HZ 3¢
arises on account of a magnetoelastic mechanism based on E_:m— 5a
the matching of the elasticity of defects and domHiifsthe d
inevitable (and even obligatopyscatter of the values of the which depends on the ratios of the model parametiasand
parameteHq in that case is taken into account. b/a. Using the least-squares method, we determine the form
Let us analyze the behavior of the magnetic susceptibilof the expansion fon, (H) from the magnetostriction data.
ity of the multidomain state in the approximation that the For the field interval from O to 4 kOe we obtained the fol-
scatter of values of the homogenization field is described lowing expression for this expansion:
by a normal distribution, which we write in the form

H2

HG

c® b

a? a

H?\? 1
H T2

3
) : (20)

N, =0.09H2—0.0054%+1.166x 10 *HS, (21)
(Hy) = 1 exp( B (Hg— Hd)z) (19) in which the values of are given in kOe. Comparin@0)
P4 N 20 ' with (21), we find that the ratios of the phenomenological

— o parameters have the valuefa=0.45 andb/a=1.5 and sat-

whereH, is the mean value of the homogenization field of isfy the stability requirements of the model4).
the whole crystal, and is the variance ofy. Relation (20) for the DCP gives a rather good descrip-

‘We now note that the magnetic susceptibility of the do-tjon of the process of restructuring of the multidomain state.
mains without allowance for the scattertéf; depends onthe The negative sign of théd* term agrees with the slow
value of the applied field: iH<Hq, then it is described by growth of the magnetostriction in fields above 2 kOe and
expression(17), while if H>H, it is a constant and equal to jth the presence of an inflection point on thgH) curve. In
Xe- Accordingly, the magnetic susceptibility of the multido- aqgition, relation20) can be used to describe the maximum
main state of the whole crystal with allowance for the scattepp then, (H) curve, which means that the trend of the sus-
in Hy will be ceptibility in this model will correspond to the data of the
experimental observations.

1 3H2 (=1 (Hg—Hg)? .
X=3Xe 1+ —— | —zexp — —e dHy4 In spite of these rather good results from the phenom-
V2o JH Hy o enological model containing the fourth powermgf, it must

~ (Hg—Hy)?

e |
ex ——F—  |dH
270 JO 20 d

be said that relatio20), obtained by inverting the equation
(19 of state(15), is not applicable in the entire interval of fields
where the restructuring of the multidomain state of the crys-

+
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tal takes place, viz., up to fields 10 kOe for NiCh. In  such a scatter of the homogenization fields is related to the
addition, and this is important, it is impossible to find a sat-quality of the crystal, to the degree of perfection of the crys-
isfactory polynomial approximation to the experimental datatal lattice. In our view, it would be extremely interesting to
for the magnetostriction or for the magnetization in thestudy the restructuring of the multidomain state of crystals of
whole field interval where the restructuring of the multido- different quality: for perfect crystals the susceptibility peak
main state takes place. Accordingly, it must be stressed thatghould be higher, meaning that the transition to the uniform
quadratic model incorporating the nonuniformity of the ho-state would be more pronounced.

mogenization fields due to the influence of defects is more  The authors thank S. M. Ryabchenko for helpful com-

convincing. ments and advice given in a discussion of this study.
This work was supported in part by projects 02.07/0114
CONCLUSION and 04.07/0114 of the Foundation for Basic Research of
Ukraine.
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Size effect in the desorption of excited atoms and molecules from clusters of inert
elements under electron bombardment
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New channels of desorption of excited atoms and molecules from clusters of argon, krypton, and
xenon under electron bombardment are found by the method of vacuum ultraviolet emission
spectroscopy. The maximum vyield of particles is registered in the interval of average sizes of
50-100 atoms/cluster. The regularities and features of the desorption of excited particles

are revealed, making it possible to establish a new desorption mechanism called nonradiative
excimeric dissociation. It is shown that the main stages of this mechanism are: the

formation of molecular centers of the nature of highly excited diatomic excimer molecules in
clusters in the process of self-trapping of high-engrggxcitons fi=1); the nonradiative

dissociation of these molecules to excited atoms and atoms in the ground state with large kinetic
energies. It is established that the appearance of new channels of desorption of excited

atoms and molecules from clusters under bombardment by electrons is due to features of the
physical properties of clusters in the interval of average sizes 50—100 atoms/cluster, in particular,
to features of the energy spectrum, vibrational frequency spectrum of the atoms, and exciton
energy relaxation. €2004 American Institute of Physic§DOI: 10.1063/1.1645153

INTRODUCTION The goal of the present paper is to establish the regulari-
éies and features of the desorption of excited atoms and mol-

e&ules from clusters of inert elements under electron bom-

charged particles from solidified rare gases have been studi . . .
_7 . - bardment and to ascertain the mechanism of desorption of
by many author$-’ However, at the present time the experi- . . .
excited particles. The measurements were made by the

mental _data on the desorption of_ excited particles from Cluanethod of VUV emission spectroscopy. We studied the fea-
ters of inert elements are of an incomplete and fragmentar

nature and have been interpreted in terms of the well—know'Yures of the VUV spectra of the cathodoluminescence of

solid-state desorption mechanishfsNevertheless, the size ‘"N’ Kry, and Xg clusters in the region of atomic reso-
) . o nance transitions and the regularities in the size dependences
dependences of the intensity of the emissions of the cathod-

) - 0of the intensity of the emissions of the VUV radiation spec-
oluminescence spectra of argon and krypton clusters in thFrum of desorbed excited particles
vacuum ultraviole{VUV), first measured by the present au- P '
thors in Ref. 10, attest to the existence of previously un-
known channels of efficient desorption of excited atoms an
molecules from clusters. It should be noted that in Ref. 10
we used calculated values of the mean cluster sizes which Free clusters of argon, krypton, and xenon were formed
were checked against experimental values only in a limitediuring homogeneous condensation of the gas in supersonic
region of sizes obtained by the electron diffraction methodjets of the rare gases flowing from a conical nozzle into a
However, later studiés!? of the fcc structure of inert ele- vacuum chamber. The mean size of the clusters at the place
ments have revealed stacking faults of a deformation typevhere the jet was excited by electrons was varied by means
and have demonstrated their governing role in the mechasf the pressurd®, and temperaturd, of the gas at the en-
nism of formation and growth of the crystalline phase. Thetrance to the nozzle. For studying the VUV spectra of
observation of stacking faults has made it necessary to rezathodoluminescence of the clusters and also of excited par-
examine the experimental values of the mean size of thé&cles desorbed from clusters, it was necessary to solve two
clusters in a wide range of sizes, since stacking faults influmethodological problems. One of them involves choosing an
ence the width of the diffraction peaks, and the measureéxperimental geometry that provides locality of the measure-
width is used in the Selyakov—Scherrer expression for detements, i.e., the selection of radiation from a region of the jet
mining the characteristic mean size of the clustdra.re-  within which the mean cluster size varies insignificantly. For
examination of the mean sizes and, hence, of the types dhis a careful diagnostics of the parameters of the jet along its
electronic excitations arising in the clusters under electroraxis and in the transverse direction was carried out. The
bombardment, has provided the prerequisites for revealingarameters of the jet were determined theoretically by means
the desorption mechanism and has stimulated new and def two-dimensional calculations of the jet flow of argon
tailed studies of the desorption of excited particles from cluswith homogeneous condensation using the code described in
ters of inert elements. Ref. 14.

The processes of desorption of neutral excited an

XPERIMENTAL EQUIPMENT AND MEASUREMENT
ECHNIQUES

1063-777X/2004/30(1)/17/$26.00 34 © 2004 American Institute of Physics
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The parameters of the gas—condensate system were cal- /il
culated in the range of pressur®;=0.02—-0.5 MPa and
temperature3 ;= 150-550 K. It follows from an analysis of
the data that at distances from the exit section of the nozzle
=30 mm, where the emitting region of the jet to be studied
is a cylinder only 6 mm long and 3 mm in diameter, the
parameters of the gas—condensate system vary insignifi-
cantly, by not more thar: 15%, and the mean cluster size,
by =5%. The main studies of Ar, Kry, and Xg, in clus-
ters supersonic jets were therefore done at a distance
=30 mm, which ensured locality of the measurements.

The other methodological problem was to obtain calibra-

tion curves relating the mean cluster sEe(atoms/cluster) 1

at the site of excitation of the jet by electrons with the values ™~ U
Al

VUV source

/

of the pressur®, and gas temperaturk, at the entrance to
the nozzle at which the measurements were made. The cali-

bration curvesN(P,,T,) were obtained by an electron dif-
fraction method on an electronographic device.

Thus the experimental equipment complex on which the b 0
measurements of the VUV spectra were made consisted of
the following: EMR-100M

1) A spectroscopic device for studying the VUV spectra <
of the cathodoluminescence of clusters of inert elements in a
supersonic jet over a wide range of mean cluster sizes (10
—4x 10" atoms/cluster) and wavelengttB0—250 nn).

2) An electronographic device for determining the struc-
ture, temperature, and mean size of the clusters in a super-
sonic jet.

A diagram of the experimental setups is shown in Fig. 1.
The spectroscopic devid&ig. 18 consists of a small-scale
gas-jet VL_JV so_urc_b‘3 and an SP-68 vacuum monochromator. System for pumping
The working principle of the apparatus is as follows. The gas out jet material
to be studied passes from a high-pressure bottle through a
regulating valve and into a heat exchan§eAfter reaching FIG. 1. Diagram of_the experimental equipment COFUplEXl_?S: SpeCFrOSCOpiC
the specified temperature of the heat exchanger, the gas b SOy e creruer sifacier g,
formed into a jet6 by a conical nozzlet and flows into @  7_cryogenic pump,8—chamber, 9—copper shield, 10—Dewar, 11—
vacuum chambet. A cryogenic pump7, cooled with liquid  shield, 12—electron beam.
hydrogen, is used to pump out the jet gas. The gas pressure
in the chamber in the pressure of the jet does not exceed
1073 Pa. An electron beam with an energy of 1 Redind VUV spectra recorded at differefit, and T, and the mean
beam current of 20 mA crosses the jet at a distance of 30 mreluster sizeN at the site of excitation of the jet by the elec-
from the exit section of the nozzle in the direction perpen-tron beam was established by means of calibration curves
dicular to its axis. The VUV radiation arising falls on the N(P,,T,) obtained by the method of electron diffraction on
entrance slit of an SP-68 vacuum monochromator and is disan electronographic device.
persed into a spectrum by a diffraction gratidgaving 600 The experimental devidgee Fig. 1bon which the elec-
lines/mm. After the exit slit of the SP-68 monochromator thetronographic measurements were made consists ofMiR-E
radiation is registered by an FEU-79 photomultiplBewith 100M electronograph and systems for forming a supersonic
sodium salicylate deposited on the end of it and, in a numbegas jet and pumping out the jet material. The two systems
of experiments, a VB-6 secondary electron multiplier. The were mounted on opposite windows of the electronograph
output signal of the detectors was recorded by a pulseehamber. It should be noted that the jet-forming system and
counting circuit with storage. the nozzle parameters of the electronographic device were

In the experiments we used a conical supersonic nozzlelentical to those used in the spectroscopic device. The gas
with a throat diameter of 0.34 mm, a cone angle of 8.6°, angressure in the electronograph chamber was16 * Pa
an area of the exit section relative to the throat of 36.7. Agrior to admission of the jet and 18 with the jet(at a gas
we have said, the size distribution of the clusters in the jeflow rate of 50 cri/s at standard conditionsThe jet gas was
was varied by means of the pressgand temperatur@, pumped out by a cryogenic punipcooled by liquid hydro-
of the gas at the entrance to the nozzle. The VUV radiatiomgen (see Fig. 1 The pump was mounted in the chami8er
spectra of supersonic jets of argon, krypton, and xenon werand shielded from the thermal radiation of the chamber walls
measured in the interval of pressufgs=0.02—0.3 MPa and by a copper shield®, which was soldered to a Dewdl0
temperature§ ,=116—700 K. The correlation between the containing the liquid nitrogen. For pumping out the particles

Jet-forming
system
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scattered by angleg> 6, in the emergence of the gas a:dhkl‘/h2+ KZ+12, (1)
from the exit of the nozzle, a copper shidltisoldered to the
hydrogen pump was used. There are two openings in th
shield: an electron beari2 with energy 60 keV passes
through the upper opening into the jet zone at a distance of ¢, ,,=2L\/Dyy,, 2)

30 mm from the nozzle exit, and the diffracted electrons pass ) ) ) )

through the lower opening to the detector. The diffractionWhereL\ is a device constanti(is the distance from the
patterns were recorded by electrometric and photographiEample to the device reg|ster!ng the dlffractloln pattern,and
means. In the first case a retarding field was used to eliminaté the electron wavelengttwhich was determined from the

a large fraction of the incoherently scattered electrons, sukgl€ctronogram of the reference standard TICI, the correctness
stantially improving the accuracy of determining the shape®f the use of which is discussed in Ref. 1By is the

of the diffraction peaks. The photographic registration wagliameter of the diffraction ring on the electronogram, and

used for precise determination of the position of the diffrac-nk! are the indices of the reflecting planes. The relative error
tion peaks. in the determination of the lattice parameter was 0.2%, and

The diffraction patterns from A, Kry, and the absolute error did not exceex:D.O_lO A.
Xey, clusters formed in the corresponding supersonic jets The temperature of the crystalllne clusters was deter-
were recorded in the pressure rarg=0.2—0.6 MPa and mined from the values of the lattice parameter of the clusters

temperature rang&,=150—200 K in the case of Arand and the data on the temperature dependence of the lattice
Kry clusters and in the rang®,=0.08—0.16 MPa afl, parameter of the substance under study. For this we used the

—200 K for Xey clusters. As an example, Fig. 2 shows adata on the temperature dependence of the lattice parameter

typical diffractogram for the argon clusters studied. Analo-©f |?I7and_ﬂlms of solidified rare gases with a size of 4 to 6
gous diffractograms were obtained from the clusters formed™M; ~ Which is a typical size for the clusters studied here.
in krypton and xenon jets in the indicated ranges of pressures N accordance with the theory of x-ray scatterfrighe
P, and gas temperatur@. The analysis in Refs. 11 and 12 cheiactenstlc linear mean size of the crystalline clusters,
of similar diffractograms recorded from Ar Kry, and t~N'3 was determined from the formdla
Xey clusters in jets shows that the clusters have a crystalline Ut=14* — 1k 3)
. . . s
fce structure with stacking faults of a deformation type.

The lattice parameter of crystalline clusters was usuallywhere 1f is the broadening due to stacking faults, ahds
found using photographic registration of the diffraction pat-the effective characteristic linear size determined from the
terns. The lattice parametarwas calculated from the bright- total broadening of the diffraction peak with the use of the
est diffraction rings by the following formula for substances Selyakov—Scherrer relation, according to which
with a cubic lattice*? KL 1

~ (BZ,—b) 2 cosd’

heredyy,, the interplane distance for thekl peak, was
etermined from the widely used formula in electronography

t* 4

10 wherek is a constant that depends on the shape of the crys-
tallites and has a value close to unity the case of a sphere
k=1.07)18 B, is the half-width of the diffraction peak of
the object under studyy, is the instrumental width of the
electron beam, determined from the half-width of the diffrac-
tion peaks of the reference standard TI®l;is the Bragg
diffraction angle. Sincey=2-3° in electronographic stud-
ies, one can set cas=1. The correctness of the use of the
Selyakov—Scherrer relation for crystalline clusters with the
fce structure and mean side>10° atoms/cluster is based on
calculations done in Ref. 19. According to the theory of Ref.
13

1ts={(1.5a+ B)/d;114}j cOSP, 5

N
()
I

1.10% counts/s

o
o
!

wherea and B are the density of stacking faults of the “de-
formation” and “twin” types; d44 is the distance between
AAAAAA close-packed planes, afjdosy is the crystallographic con-
stant for the given family of planes, which in the case of the
(112 reflection is equal to 1/4. According to Refs. 11 and 12,
the density of stacking faults of the “twin” type in crystal-
line clusters of inert elements in the region of mean sizes
investigated here is small, and we therefore negheict Eq.

(5). The value ofa was calculated from the displacement of
the centroids of th€111) and (220 diffraction peaks(see
FIG. 2. Diffractogram of the clusters of an argon j®,=0.6 MPa, T,  Fid. 2 relative to their positions in the defect-free microc-
=150 K); s=4 sin ¥/\, where 9 is the Bragg angle. rystal. The latter was found by using tti@11) diffraction

/(333)
/(442)

1
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ring of the object under study, the position of the maximum  The VUV radiation of excited atoms and molecules de-
intensity of which is independent of the presence of stackingorbed from clusters was separated from the VUV radiation
faults. The values ofx were calculated according to the from particles of the gas phase of the jet with the aid of the
Patterson formuld which in the case of diffraction of fast law of “corresponding jets,?® i.e., the dependences of

electrons, because of the smallness of the Bragg angles, takidgo(T,) (at Po=const) for the emissions from desorbed ex-

the fornf! cited atoms and molecules for different pressitgseached
. their maxima on the curvé®yT,%°=const, which corre-
ADgse/D=Gja*/2, (6)  sponds to an identical size distribution of the clusters.

where ADg/D is the relative change in diameter of the
diffraction ring under the influence of the stacking fautss,
is a constant for a given family of planekKl), averaged RESULTS AND DISCUSSION

over all groups of planephkl] having the same displace- pependences of the mean cluster size on the pressure P,
ment; | is the fraction of the family of plangdhkl] affected  and temperature T, of the gas at the nozzle entrance

by the stacking faults, and* is a parameter related to the

density of stacking faults by the relation It follows from the electron diffraction studies that in the

gas flow regimes set by values of the pressBgeand gas
arl1 3 temperaturdl in the intervals given above, crystalline clus-

a*=—|=— —arctanv3(1-2a)|. 7) ters Ary, Kry, and Xg, having the fcc structure with stack-
3v3l2 2w ing faults are formed. The mean cluster size in the jet varied

over the limits AN [atoms/cluster AN, =2.4X 10°-5.8

Three series of experiments were done in this study. In o AN..— @ e - @
the first series we investigated the dependences of the meaht¥, ANk =7x10"-1.8<10°, andANy,=4.2x10°~1.5

cluster size in the jet on the pressiitg and gas temperature . .
T, at the entrance to the nozzle. For this we measured the AS aresultof the mathematical processing of the data we

diffraction patterns from Ay, Kry, and Xg clusters for established the mean values of the lattice parameder:

pressures’, and temperature§, of the gas in the intervals :5.3’_2_63t0.010 A forAArN, a=5.6830.010 A for K,
given above. Measurements were made at least five times fG'd 2=6.15520.010 A for Xg. The temperature of the
each flow regime of the jet. By interpretation of the diffrac- clusters determined from the value of the lattice parameter
tion patterns we determined the structure, mean size arfdnd its temperature dependence for island films of solidified
temperature of the cluster and established the dependences'8f¢ gaseS was found to be 354K, 55+3K, and 57

the mean cluster size on the pressBgeand temperaturd,  —< ¢ for Ary, Kry, and Xe clusters, respectively. It
of the gas at the entrance to the nozzle. The relative error ifinould be noted that the values obtained for the temperature

the determination of the characteristic mean gizef the ©f the clusters of inert elements do not vary outside the error
clusters did not exceed 10%. limits of the measurements in the above-mentioned intervals

In the second series of experiments we investigated th8f Mean sizes investigated. o .
features of the VUV cathodoluminescence spectra qf ,Ar The data obtained on the mean characteristic linear sizes
Kry, and Xg, clusters in the wavelength interval 100-200! Were used to construct calibration cune®,) for Tg
nm. For this we measured the fine structure of the spectra of cONSt and(To) at Po=const. As an example, Figure 3a,b

the clusters in the region of the atomic resonance transitiong10WS the experimental curves of the mean characteristic lin-

1p, 15, and 3P, 1S, in the first and second orders of €& size of argon clusters as a function of the presByrat
diffraction. In addition, we did a recalibration of the values & constant gas temperatufg=200 K and as a function of

of the mean cluster sizes in other VUV radiation spectrdN® temperatureT, at a constant gas pressurg
which we had obtained previousiy?2 =0.3 MPa. Analogous curves were obtained for Aand

In the third series of experiments we studied the reguXn clusters at other values of the temperatiigeand pres-
larities in the size dependences of the intensities of certaifU'€ Po Of the gas in the ranges of values investigated. In
emissions in the VUV spectra of Ar Kry, and addition, an analogou(P,) dependence was obtained for
Xey clusters. For this we measured the intenditpf the ~ Xn Clusters atTo=200 K. In constructing thé(Po) and
individual emissions in the VUV spectra of a supersonic jet(To) curves we used the values of the mean characteristic
of xenon and also that of the emissions in the regions ofinear size determined from the Selyakov—Scherrer relation

atomic resonance transitions in the spectra of jets of argol? 1-€- Without allowance for stacking faults and with the
and krypton as a function of the gas temperature at th&§t@cking faults taken into account by formu&. It follows
nozzle entrancel,, at a constant pressuf in the interval from an analysis of the data in Fig. 3 that the curves shown

Py,=0.02—-0.3 MPa. In addition, we did a recalibration of © _‘Q’g" approximated by the expressions Po® and
the values of the mean cluster sizes in the size dependencksTo - If itis taken into account that the number of atoms
of the intensities of other emissions in the VUV spectra ofin a clusterN=t®, then the value oN varies with pressure
Ary and Kr, clusters which we had measured previously inP, and gas temperaturg, as N<P3® and N«T,%°. We

Ref. 10. The accuracy of the measurements of the position dfave also established in this study that clusters of the same
the features in/py(Tg) (po is the density of atoms at the mean size form in the jet at values Bf, and T, connected
entrance to the nozzlen the scale of temperatur@g varied by the relationP, T, %°= const(see Fig. 3§ This power-law
from 2 to 4 K for different emissions in the VUV spectra of relation is in rather good agreement with the data of electron-

the Ary, Kry, and Xe, clusters. diffraction and mass-spectrometric measurements of other
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FIG. 3. Characteristic linear mean siz@f argon clusters as a function of
the pressur®, at a gas temperatui|® =200 K (a) and as a function of the
temperaturel, at a pressur®,=0.3 MPa(b); dependence of the pressure
P, on the gas temperatufk, for argon clusters of identical mean sike
=3800 atoms/clustefc); without allowance for stacking faultdll); with

allowance for stacking faulte®).

Verkhovtseva et al.

method with allowance for stacking faults. In constructing
these curves the experimental dependenh@®@g) obtained at
different T, for crystalline clusters of large sizes were ex-
trapolated to the region of smaller valuestand P,. Such

an extrapolation is based on the fact that the relations
tc PO andte T, - obtained in the present experiments for
crystalline clusters of large sizes actually hold over a wide
range of cluster sizes, including small orf8s2°Armed with

the calibration curves foﬁ(PO,TO) over a wide range of

mean sizes N=10-1.8<10° atoms/cluster), we recali-
brated the values of the mean cluster sizes in the VUV ra-
diation spectra and in the size dependences of the intensities
of emissions which we had obtained previously fogAand

Kry clusterst®?2

Regularities and features of the VUV radiation spectra of
excited atoms and molecules desorbed from clusters
of inert elements

Before turning to an analysis of the VUV spectra of the
cathodoluminescence of 4r Kry, and Xg, clusters, let us
first consider the types of electronic excitations in these clus-
ters. According to Ref. 26, there exist three types of elec-
tronic excitations in clusters of inert elements. First are the
molecular Rydberg states, for which the radius of the excita-
tion is larger than the radius of the cluster, i.e., the electron is
found outside the cluster. Rydberg states exist in a rather
wide range of cluster sizes and are manifested in the excita-
tion spectra of VUV fluorescence in the form a broad con-
tinuum near the ionization limit. The second type of excita-
tions includes surface and bulk excitons, for which the radius
of the excitation is smaller than the radius of the cluster. The
energy position of the exciton bands varies weakly with the
cluster size and differs only slightly from the position of the
corresponding absorption bands of the crystal. The third type
of excitations include the so-called “cluster excitons,” which
exist in a range of sizes for clusters with an icosahedral

structure (50 atoms/clusteN<<500 atoms/cluster). The ra-
dius of these excitons is comparable with the radius of the
cluster, and the hole is located in a certain icosahedral shell.
It should be noted that the VUV fluorescence yield of surface
and bulk excitons of the clusters amounts to several tens of
percent, whereas that of “cluster excitons” is less than®%.
Therefore the main contribution to the radiative decay chan-
nel of the excitations in Ay, Kry, and Xg clusters comes
from the surface and bulk excitons.

Figures 4a—6a show the overall form of the VUV radia-
tion spectra of argon, krypton, and xenon jets in the wave-
length region 100—210 nm, recorded for an atomic composi-
tion of the jets and in the presence of clusters in them in a
range of mean sizes from 30 tox4.0* atoms/cluster. Indi-
cated in the upper left-hand corner of the figures are the

author$*?® and confirms the correctness of the theory ofwavelengths of the maxima of the bands of surfageand

“corresponding jets.”?

bulk (t,1) excitons with principal quantum numbar=1,1'

From an analysis of the data of Fig. 3a,b it also followsfrom the excitation spectra of VUV fluorescence for clusters
that the characteristic linear mean size is noticeably affectedf argon (N=10° atoms/clusterf’ krypton (N=10"
by taking stacking faults into account. Therefore in theatoms/clusterf® and xenon K=370 atoms/clusterf® Fig-
present spectroscopic studies we have used the calibratiqites 4b—6b, 4c, and 5c show the details of the spectra in the
curves forN(P,,T,) obtained by the electron diffraction region of the resonance lines of the R atdiiRgs an atom of
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FIG. 4. Overall form of the VUV radiation spectra of a supersonic jet of argon in the case of an atomic composition of the jet and in the presence of cluster
of various mean sizeN [atoms/clustérin the jet(a); spectrum in the region of the resonance lihgsandL, in the first order of diffraction(b); spectrum
in the region of the resonance lineg andL, in the second order of diffractioft).

an inert elementin the first and second orders of diffraction jets and grow in size, the character of the spectra changes:

in the presence of clusters in the jet.

together with the atomic resonance linesandL, there are

It follows from Figs. 4a—6a that the VUV spectra of the band spectra and strong continua. Here the intensity of the
argon, krypton, and xenon jets of atomic composition consistines L; and L, increases significantly in comparison with

of two resonance linek; andL,, emitted by the excited

their intensity for an atomic composition of the jet. As will

atoms R (!P,) and R (3P;). When clusters appear in the be shown below, the observed growth in intensity of lihgs
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of various mean sizel [atoms/clusterin the jet(a); spectrum in the region of the resonance lihgsandL, in the first order of diffraction(b); spectrum
in the region of the resonance lineg andL, in the second order of diffractioft).

and L, is due to the efficient desorption of excited atomsresonance emission bands of free surface and bulk excitons,
R*(*P,) and R (3P;) from the clusters under electron bom- the energy position of the maxima of which, as we have said,
bardment. varies weakly with the cluster size. Instead of the emission

A characteristic feature of the VUV spectra given in Fig. bands of free excitons one observes emissions which, ac-
4a—6a is the strong dependence of the intensity distributionording to their characteristic features, can be divided into
on the mean cluster size. Another feature is the absence oo groups. The first group of emissiofsee Figs. 4—7 and
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FIG. 6. Overall form of the VUV radiation spectra
of a supersonic jet of xenon in the case of an atomic
composition of the jet and in the presence of clus-
ters of various mean sizeé$ [ atoms/clustérin the

jet (a); spectrum in the region of the resonance lines
L, andL, in the second order of diffractiotb).

size dependences of the intenslﬂpo(ﬁ) of the continua

ized excitons of the excited excimer molecule typ§,R  RM,, RM;, andMj are characterized by sharp growth of
which are excimer molecules formed in the neutral and ionighe intensity of the radiation with increasing mean cluster
clusters, respectively, in the vibrationally relaxed statessize. The second group of emissideee Figs. 4—7 and Table

135 © (Refs. 8-10, 22, 35, and B6In addition, in argon

I) includes the resonance linés andL, of excited atoms

clusters localized excitons are also formed in the partiallyr* (1-3p,) and the narrow bands; and L, adjacent to them,
vibrationally relaxed stat8's, [V , radiating the continuum the molecular band$/, of the excimer molecules in the
M3 with a maximum at 109 nmY As is seen in Fig. 8, the vibrationally relaxed stat€'S ", and also the emissiond,
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acterized by growth of the radiation intensity with decreasing
mean cluster size to a pronounced maximiigmat mean

gz . sizes in the range of 50—100 atoms/cluster. Here the position
\__/——' Sy of the maximaT, on thel/py(Ty) curves of the group-Ii
emissions for different pressur® are described by a rela-
R +g, tion PoT, %°=const(see Fig. 10 for the illustrative case of

—————————— the emissions from argon clustgrgvhich corresponds to an

) *p+s, identical distribution of cluster_s over sizes and is confirmed
/ by the theory of “corresponding jets®® The fact that the
maximaT, conform to the scaling Ia\,POng'5= const indi-
cates that excited atoms and molecules radiating the group-II
emissions are “genetically” related to clusters, i.e., they are
“born” in them. On the other hand, it follows from the spec-
tra shown in Figs. 4—6 that the group-ll emissions are ob-
=== served at the wavelengths of transitions of free excited atoms
and molecules. From these results we conclude that the ex-
cited atoms and molecules emitting the group-Il radiating are
“born” in clusters and are desorbed from them.

Thus on the basis of the foregoing analysis of the experi-
mental results we can conclude that the group-ll emissions
’ are radiated by excited atoms and molecules desorbed from
w_v/*‘so#so Ary, Kry, and Xg, clusters under electron bombardment. In

this regard the narrow bandlg andL}, which are shifted to
Internuclear separation longer wavelengths from the resonance lifiese Figs. 4c,
FIG. 7. Schematic diagram of the potential curves of the ground state an ¢, and 6&1, are Of,deflmte interest. It should be noted that
lowest excited states of the, Rnolecule and the electronic transitions form- € bands.; andL, have the same character of the depen-
ing the VUV spectrum. dence of the intensity on the cluster size as do the emissions
of the excited particles desorbed from clusteee Fig. 9 for
the illustrative case of the; band of argop Furthermore,
andM ; of the excimer molecules in the vibrationally excited tpe position of the maximur, on thel/py(T,) curves of
states"*% " and the emissioM of excimer molecules in - the |} andL} bands for different pressurd, is described
the partially vibrationally relaxed sta@,s " . by the relationP,T,%°=const, which corresponds to an

It follows from an analysis of the data in Figs. 8 and 9 identical distribution of clusters over sizésee Fig. 10 for
that all of the size dependences of the intenslyy(N) of  the illustrative case of the; band of argop On the basis of
the group-1l emissions, unlike the group-I emissions, is charan analysis of the experimental results, the observed bands

Energy

TABLE I. Designations of the emissions in the VUV cathodoluminescence spectra of clusters of inert elements.

Binding energy, e\[Refs]

Excited
No. Designation Description state Arj Kr} Xes
1 Ly Resonance line of excited atont Rlesorbed P,
from a cluster
2 L, Resonance line of excited atont Rlesorbed 5P,
from a cluster
3 Ly Narrow band radiated by an atom in the, state,
weakly bound to the surface of the cluster
4 L; Narrow band radiated by an atom in tfie, state,
weakly bound to the surface of the cluster
5 M, Band of the vibrationally relaxed excimer molecule cisy 0.056[29] 0.058[30] 0.19[31]
R; desorbed from a cluster
6 M, Band of the vibrationally excited excimer moleculg R A3 Y
desorbed from a cluster
7 M3 Band of the vibrationally excited excimer moleculg R BIS v
desorbed from a cluster
8 M3 Continuum of the partially vibrationally relaxed excimer 8123”' =0.15
molecule Aj localized in a neutral cluster of
argon
9 RM, Continuum of the vibrationally relaxed excimer A33 H(v=0) 0.78[32] 0.69[34] 0.52[31]
molecule B localized in a neutral cluster B3 (v=0) 0.74[33] 0.69[34] 0.55[31]
10 RM, Continuum of the vibrationally relaxed excimer A3 (v=0)

molecule B localized in an ionic cluster B3 (v=0)
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FIG. 8. Dependences of the intendity)(T,) atP,=0.1 MPa(lower scalg or I/po(ﬁ) (upper scalgfor emissions in the VUV spectrum for clusters of argon
(@, krypton (b), and xenon(c); (— — —) shows an extrapolation of the dependence of the intensity dupgT,) of the 109 nm continuumN); the

shaded region is the contribution to the intensity of Mg continuum due to radiation from desorbed excimer molecules. The feBfueflects the finishing
stage of the condensation of gas in the®Jet.

L1 andL; can be attributed to radiation from excited atomsof solid argon. According to the results of those calculations,
that upon desorption from the clusters have time to interacthe luminescence band of the’Katom has a slight shift to
with surface atoms of the clusters and be localized near thimnger wavelengths with respect to the resonance line of the
cluster surface. This point of view as to the origin of thg free krypton atoni®

andL,; bands is also confirmed by calculations of the bind- Finally, we should discuss one more interesting result
ing energy of an excited atom Kilocalized near the surface pertaining to theM; continuum of argon, with a maximum
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N, atoms/cluster from clusters is evidence that their radiators have the same
1000 200 100 50 20 10 mechanism of formation. In this regard we should note the
P T T T T T 1] I following. In the electron bombardment of 4r Kry, and
Xey clusters the VUV radiation spectra of excited particles
desorbed from the clusters have important distinguishing
g 104.8nm(L,) regularities and features in comparison with the correspond-
! ing VUV spectra of excited particles desorbed from solidi-
fied inert elements and also from @\ Kry, and
Xey clusters under excitation by photons. These regularities

10

I
m
\
1
\

1/Pgq, arb. units
(2}
T

include:
aL 105 nm(L}) 1) sharp growth of the intensities of all emissions in the
spectrum with decreasing mean cluster size, starting in the
) 105.2 nm(M,) size regionANz_ls_O—Z_OO atoms/cluster; _ _
~ 2) each emission in the spectrum reaches an intensity
__127m(BM,) maximumT, in collisions of electrons with clusters of the
0 l ' ' L same definite size in the range of 50—100 atoms/cluster.
200 300 400 500 A feature of the VUV spectra of particles desorbed from

To, K Ary, Kry, and Xg, clusters is the presence of the following

FIG. 9. Dependences of the intensitypy(To) at Po=0.1 MPa (lower nontrivial emissions in them:

scale andl/po(ﬁ) (upper scalgfor some emissions in the VUV spectrum " E‘% resonance llneSLl and L2 of excited atoms
of argon clusters. R*(*°Py);

2) narrow bandd ; andL) of excited atoms R(}°P,)

. . ) o localized near the cluster surface;
intensity at 109 nm. As is seen in Fig. 8a, the character of the  3) 53 molecular bandM, of excimer molecules with a

size dependencg of t_he mt_ensny of e pontmuum_and its  small binding energy in the sta@'S * (1P, +1Sy).
features are similar in their general traits to the size depen- A of the emissions listed in 1—3 are absent in the VUV
dence of the intensity dRM, continuum for argon clusters ,hqtoluminescence spectra of argon and krypton clusters,
over a wide range of sizes. However, unlike R&1, con- |\ hich have been studied in a wide range of sizes
tinuum, thel/po(N) curve of theM s continuum has a maxi- 5 gioms/cluster N< 10 atoms/cluster predominantly at
mumT, in the region of mean sizeéd=100 atoms/cluster, energies of excitation of surface and bulk excitons (
which is characteristic for excited particles desorbed from=1 1') and also at the excitation energy 28.17 @@ove the
clusters(see Fig. 8a and 200n this basis we can conclude jonization limit) of Ars, clusters®®30nly in the VUV pho-
that a certain contribution to the intensity of thé; con-  toluminescence spectra of ¥eclusters is a single resonance
tinuum in the size regioiN=100 atoms/cluster comes from line of desorbed X&(°P,) atoms observetf
the radiative decay of excimer molecules in the partially vi-  For crystals of argon, krypton, and xenon excited by
brationally relaxed stat®'S*" desorbed from the argon photons, electrons, and ioh&?*®an analogous situation is
clusters. seen. All of the above-listed emissions are absent in their
The identical features in the size dependences of the invUV spectra except for the lines of the desorbed excited
tensities of all the emissions from excited particles desorbedtoms At (*Py, 3P,). Itis well known that the desorption of
atoms occurs from the surface of solid argon and is inter-
preted in terms of a mechanism of dissociative recombina-
tion of an electron with a self-trapped hole JAtocalized

8.10 near the surfaced and in terms of a mechanism of “ejection
3.05 from a cavity,”! the essence of which is as follows. If solid
3.00 (] argon is excited to an excitonic state, in the process of self-
& trapping of the excitons a deformation of the lattice occurs,
g 295 with the formation of a cavity around the excitation. The
~ 290 formation of the cavity is a consequence of the negative elec-
tron affinity of solid argorf®*! If the cavity is formed near
2.85 the surface, then the repulsive forces of interaction of the
2.80 localized excited atom with the atoms surrounding it leads to
ejection of the excited atom from the surface of the crystal.
| 1 ] I | 1 1

2.75 Lo In this model the desorption of excited particles from the
244 248 252 256 260 264 surface of solid krypton and xenon is not observed because
log T of the positive electron affinity of those cryst&fs'

N . o Unlike the case of solid argon, the desorption of
FIG._ 10. Pos_mon of_the maximuri, for the group-Il emissions and of the Ar*(lPl, 3P1) from Ary clusters excited in the bulk and
continuum with maximum at 109 nnM;) for argon clusters on th&,, Py . it band 1.1') is st | db
plane: 104.8 nml(,) (M); 106.7 nm (,) (®); 105 nm (;) (O); 105.2 nm surface exciton bands¢1,1') is strongly suppresse e-

(M,) (¥); 107.5 nm M,) (A): 109 nm M) (#). The straight lines are  cause of the higher temperature of the clust@rs 85 K) in
described by the la#, T, %°= const. comparison with the temperature of solid ardo®n the
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other hand, the desorption of excited atomg @&pP,,3P,)  centers of the highly excited excimer molecule typg* R

from ionized argon clusters in the process of dissociativelhus as a result of the self-trapping of excitons i AKry ,

recombination of a self-trapped hole Awith a secondary and X, clusters in the investigated size intervahl

electron is strongly hindered in clusters because of the higkc 150—200 atoms/cluster), besides molecular centers of the

probability of escape of secondary electrons to outside thexcimer molecule type in the lowest electronic state§, R

cluster. molecular centers of the typesR, excimer molecules in
highly excited states, can form, with a dissociation limit
R** (np°(n+1)p)+R(Sy) (n=3, 4, and 5, respectively,
for Ar, Kr, and Xe. The subsequent transitions of'Rto the

Ne‘l"’ mTCh?”ism |°f desor?t_ion of IEXC"Ed atoc’jns al”d repulsive terms of the lower states; Rwith the dissociation
molecules from clusters of inert elements under electron I H 1 1 3 1 3 1 3 1

imits “P1+°Sy, *Po+°Sy, °*P1+°Sy, and°P,+-S,, lead
bombardment 1t S ot S 1t 2t S

to the appearance of atoms in the excited staRgs and

The experimental results discussed above permit one P, ; , and ground statéS, with high kinetic energies, suf-
conclude that a new mechanism exists for the desorption dfcient for their desorption from the clusters. Besides the ex-
excited particles from clusters of argon, krypton, and xenorcited atoms R(*Py, 3Py 1 ,), excimer molecules in various
excited by electrons; this mechanism is realized for clusterstates can also be ejected from the clusters: in the excited
in a certain interval of mean sizes but not in solids of inertweakly bound vibrationally relaxed sta@'S. | (*P;+1Sy),
elements. As will be shown below, this mechanism of de4n the vibrationally excited states33 . ”(°P,+!S;) and
sorption involves electronic states whose excitation by phoB's (3P, +1S,), and in the partial vibrationally relaxed
tons is forbidden by selection rules but_whlch can be eX_C'te_%tateBlEJ"'@Pﬁ 1)
by electrons. Among such states are highly excited excitonic  The excimer molecules in these states radiate the respec-
states correlated with the atomic s_tatqs5(n+1)p (=3,  tive molecular emissionsl;, M,, M4, and in partM; (see
4, and 5 for Ar, Kr, and Xe, respectivelylt should be noted £y 4_g These molecules arise as a result of collisions of

in this regard that the radius of excitation of thp dlectron excited atoms formed in the dissociation of*Rand found
of argon, which changes from 3.81 to 3.44 A on going from,

_ 2ot in one of the state$P,, 3P;, or 3P, with cluster atoms in
the argon atom to solid argdAjs significantly smaller t@n the ground state. The important role of highly excited mo-
the cluster radius 7.7-9.7 A for clusters in the size raNge lecular states with the dissociation limitR(np>(n+1)p)
=50-100 atoms/cluster, which corresponds to the maxi- R(lsy) in the mechanism of desorption of metastable at-
under consideration. The same conditions hold for clusters ghet. 47.

krypton and xenon. ) . The proposed mechanism of desorption of excited par-
The essence of the new mechanism of desorption of eXjcles from clusters of inert elements, which will be called

cited atoms and molecules from@\rKry, and Xg, clusters  «nonradiative excimeric dissociation” below, is confirmed
in a certain range of sizes is as follows. Upon the excnatlorby the following:

of clusters by electrons with energy 1 keV, in the region of * 1) {he results of an analysis of the scheme of the poten-
sizes where the second_and third icosahedral shells are builgly energy curves of the excited states for the example of the
ing (13 atoms/clustexN<147 atoms/cluster), in addition Ar, molecule(see Fig. 11

to the molecular Rydberg states, “cluster excitons,” and sur-  2) the detection of the metastable atoms (&'Po,z) by
face (1=1,1' and 2,2) and bulk 1=1,1') s excitond  the time-of-flight technique in the bombardment of
(Refs. 26, 27, and 43the higher-energyp excitons can also  Ar,, clusters by a monoenergetic electron beam with low
arise in the clusterd.These excitons are found in an energy electron energie¥.

region close to the atomic states AgBip), Kr(4p°5p), Figure 11 shows the scheme of potential energy curves
and Xe(5°6p), which is confirmed by the observations of a from Ref. 48 for several excited states of the, Amolecule,
broad band in the energy regions 13-13.8 eV fog And  with dissociation limits Af (3p® 4s)+Ar(3p®'S,) and
11.1-12.3 eV for Ky in the electron energy loss spectra of Ar** (3p®4p)+Ar(3p®1S,). As we have said, in clusters
argon and krypton clusters witi=100 atoms/cluste?> On  of argon(and analogously for krypton and xenon, Xao the

the other hand, for Ay, Kry, and Xeg, clusters in the inter- process of self-trapping of a high-energyexciton a local-

val of cluster sizes considered here the characteristic channizied molecule AJ* , with a high binding energy of approxi-

in which the energy of free excitons relaxes to the lowesmately 1-1.26 eV is formed in one of the highly excited
exciton bands in the case of solids and large clusters istates with the dissociation limit Af (3p°®4p)
strongly suppressed. This is due to the fact that the energy Ar(3p®1S,), which are found in the energy region 12.91—
interval between adjacent free-exciton levels in the band, 13.48 eV.

obtained in the size quantization of the energy inside the The most probable relaxation process for highly excited
exciton band, exceeds the phonon Debye enérgy in the  molecular states of argon is nonradiative dissociation. In-
investigated size intervd?. As a result of this the one- deed, in examining Fig. 11 one notices the large number of
phonon relaxation process typical for large clusters and solintersections between the potential curves of the stable mo-
ids is replaced by a slower multiphonon process, and théecular Rydberg statesA@r,4p, Amy4p, Aogdp, Ao 4p),
usual relaxation path for free excitons is blocked. For thawith the dissociation limit Af¥* (3p°4p)+Ar(3p°1sy),
reason a new possibility arises—the self-trapping of excitonand the repulsive potential curves of the lower molecular
from the higher-energp band (=1), with the formation of ~ states Ao 4s, Boy4s, Bo,4s), with the dissociation limit
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FIG. 11. Energy diagram for desorption by the “nonradiative excimeric dissociation” mechanism. Left: Potential curves of some excited lstategaf t
molecule with the dissociation limits A¢3p® 4s) + Ar(3p°® !Sy), and Ar* (3p® 4p) + Ar(3p® !Sy).*8 Right: Schematic illustration of the energy regions of
the bands of surfacesf and bulk ¢) s andp excitons of A, clusters?’*?The relaxation paths of the excitons: in a small clugtey, in a large clustefor
crysta) (— — —). The bands of bulk excitons with=2,3,4 for large clusters and crystals are not shown in the diagram.

Ar* (3p°4s)+Ar(3p°®!Sy). Each intersection for states sorption of the excited atoms A¢*P1, P, ) and ground-
with the same symmetry is indicated by a dot. When thosetate atoms AKS,) from the clusters are created.

points are reached in the process of relaxation of an excimer The desorption channel under discussion was partially
molecule Ag* over vibrational levels there can occur tran- traced for argon clusters by a time-of-flight technique in Ref.
sitions from the potential curve of the highly excited bound47. The authors of that paper obtained the excitation func-
state to the potential curve of the less-excited repulsivgions of the metastable atoms *APP,.,) ejected from
states. At such a transition the highly excited excimer mol-ar, clusters and their kinetic energy distribution functions.

. - . 5
ecule 6'1%* dissociates into atoms A(3p”4s) and  The clusters were bombarded by an electron beam with an
Ar(3p” Sp), which fly apart with a high kinetic energy. I ojocton energy from 5 to 100 eV and monoenergeticity

the energies of the transitions at the points of intersection Oéround 1 eV. It should be noted that the experiments were
the potential curves in Fig. 11 are taken into consideration ) ' ) —
one in argon cluster beams with a mean sike

along with the fact that the repulsive terms;Arwith the ] - ] )
dissociation limits *Py+1S,, 3Po+1Sy, 3P;+1S,, and =100 atoms/cluster, which precisely fits the range of sizes

3p,+15,, tend toward asymptotic limits at energies of where the radiation from desorbed excited particles in our
11.83, 11.71, 11.62, and 11.55 eV, respectively, then the e§Pectroscopic experiment had its maximum intensity. At
timated kinetic energies shared between the two atoms in tHeombarding electron energies of 13.6.5 eV, correspond-
dissociation of A}* varies approximately from 0.2 to 0.74 ing to the excitation energy of the high-enengyexcitons, a

eV. Since the maximum binding energy of an atom inhigh yield of metastable argon atoms with kinetic energies
Ary, clusters is~0.05 eV i.e., considerably less than the from 0.2 to 1 eV, comparable to the estimated values given
estimated values of the kinetic energy of the particles formedor them above, was observed. These results are a direct
in the dissociation of A , then real conditions for the de- confirmation of the existence of desorption of excited meta-
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stable atoms Ar(3P, ,) by the “nonradiative excimeric dis- tribution of the vibrational energy within the clusters without
sociation” mechanism in the electron bombardment oftheir fragmentation. Considering that the binding energy of
Arqqo Clusters. the highly excited excimers Af is 1.3-1.6 times larger
The following conclusions can be drawn from what we than that of A} in the states'®; (Ref. 49, the relaxation
have said. The desorption of excited atoms and molecule@f Ar;* over vibrational levels should go to completion in
from Ary, Kry, and Xg, clusters with a maximum yield of clusters of somewhat larger sizes within the size range con-

particles in the size intervakN=50—100 atoms/cluster is Sidered. o _ o
brought about by the “nonradiative excimeric dissociation” ~ Thus the first size effect due to the size quantization of
mechanism. The main forms of desorption of excited par{€ €xciton energy governs the initial stage of the desorption
ticles by this mechanism according to our observations herBf0cess—the formation of t;lghly excited elx0|me|"§*RN|th
by the method of VUV emission spectroscopy are: a dissociation limit R* (np*(n+1)p) + R(*S;) embedded

1) desorption of excited atoms*R'P,, 3P,). Here part N the Ay, Kry, and Xe clusters. The second size effect,
of the atoms escape into the gaseous “matrix” of the jet andVhich is due to the size dependence of the rate of relaxation

radiate the resonance lings andL, (see Figs. 4-6 An- of the vibrational energy of ¥ , leads, in the final stage of

other part of the atoms is desorbed from clusters and is |othe desorption process, to the nonradiative dissociation of the

i i 1 3 :
calized near their surface, radiating the bab@andL, with ~ €XCimers B* into atoms R (*Py, *Pg; ) and R(S,) with
a “red” shift of 0.2 nm relative to the resonance linésee high kinetic energies sufficient for their desorption from the
Figs. 4c, 5c, and 6b clusters. _ _ | |
2) desorption of excimer molecules in the weakly bound Consequently, the formation of localized highly excited

stateC3 ! (1P, +1S,) and in the vibrationally excited states €Xcimer molecules R in the process of self-trapping qf
A33 V3P, +1S,) and B3 V(3P,+1S,), and in the par- excitons and their subsequent dissociation are the main
u u '

tially vibrationally relaxed statSlzj”'(e’PlJrlSO). As we stfgles og the new mgchamsm of desorptllon gf excited 'atoms

) ) . R*(*Py, °Pg 1), excimer molecules RC'X,"), and vi-
have said, excimer molecules in these states are formed [l tionallv excited molecules L) from electron-
collisions of excited “hot” atoms R(*Py,3P;,) with y 2 u

ground-state atoms of the clusters. The excimer molecule€Xcited Ak, Kry, and Xg clusters in the size rang&N

desorbed from clusters in the states indicated above radiat%éSO_ 100 atoms/cluster. The “nonradiative excimeric disso-

the experimentally observed emissiMs, M,, M2, and in clation” mechanism explains not only the fact that desorp-
partM (see Figs. 4—B P e tion occurs but also its basic regularities.

An analysis of the size dependences of the intensities of quevfe r,han examination (?]fth\?us\l/z € depend?ndces 0:) tt:je
the emissions in the VUV spectrum of the desorbed particle§,mens'ty of the emissions in the spectra of desorbe
articles(Figs. 8 and 9 reveals not only regularities com-

presented in Figs. 8 and 9, shows that the maximum vyield ok

excited atoms and molecules from the clusters exists in 4'°N to all the emissions but also individual features of each
L .= . emission. These features are indicative of possible additional
certain size regiorN=50-100 atoms/cluster. Here an im-

A ) . : . channels for desorption of excited particles. Among them
portant regularity in the desorption of excited particles is

tosted . that th . iold of ht tmay be desorption channels involving Rydberg states of the
manitested, hamely, that the maximum yi€ld of €ach Iorm Oly sers for which the radius of the excitation is larger than

excited atoms and molecules occurs for clusters of the samge |4 4iys of the cluster. In the excitation of Rydberg states
definite(for the given form of particlgsmean size within the e pojes R found in the clusters are self-trapped, as a result
size intervalN=50—-100 atoms/cluster. of which stable diatomic molecules in highly excited Ryd-
The observed regularity of the desorption of excited paryperg states appear in the clusters. In that case it is expected
ticles is governed by two size effects. The first effect is conthat radiative transitions between highly excited molecular
nected with the features of the size quantization of the Snergmydberg states are Strong|y Suppressed by the efficient non-
inside the exciton bands in the regionN radiative relaxation processes. Therefore the possible desorp-
<150-200 atoms/cluster, which lead to a multiphonon protion channels can at once be linked to the nonradiative decay
cess of exciton energy relaxation in the clusti8ecause of  of stable highly excited molecular Rydberg states as a result
this the self-trapping of excitons in the clusters can occuof the intersection of their potential curves with the repulsive
from the high-energyp band (i=1) with the formation in terms of the lower molecular states. Among such channels
them of centers of the highly excited excimer molecule typepne can include the desorption of atoms in highly excited
R3* . states with their subsequent radiative transitions: first to the
In addition, the subsequent relaxation gf*Rover vibra-  lowest excited atomic state@ncluding *P; and *P;) and
tional levels to the points of intersection of the potentialthen to the ground statkS,, with the radiation of the reso-
curves of the stable states with the repulsive terms of th@ance lined ; andL,. This point of view is supported by the
lower molecular states also depends on the size of the clusact that the curves of the size dependencdgmj‘(ﬁ) of the
ters, in particular, on the number of atoms interacting withresonance lines; and L, of the desorbed excited atoms
the excimer, the interaction energy, and the spectrum of viR* (*P,, P,), shown in Fig. 8, go above the corresponding
brational frequencies of the atoms in the clusteFheoreti-  curves for the molecular emissions in the regions of smaller
cal studies show that the relaxation of the excimers JAr and larger cluster sizes from the maximiiz Although the
over vibrational levels of the potential curves of the lowestdesorption channels considered can exist over a rather wide
electronic states df°s | with binding energy~0.75 eV(see  range of sizes, they are not the governing channels for clus-

Fig. 11 in clusters withN =55 atoms/cluster ends in a redis- ters in the size rangeﬁz 50-100 atoms/cluster, since they
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cannot explain the observed size effect in the desorption angteases sharply with increasitg In contrast, the intensity
its basic regularities. of the continuum with a maximum at 107.5 nrivi§) falls
The other channels of desorption of excited particles capy jnsignificantly with increasingN, remaining larger in
be linked to the “ejection from a cavity” mechanism typical magnitude than the intensity of the emissibh,. Here it
for solids of inert elements?®“°As we know, the desorption should be stressed that the emissin, which is due to
of vibrationally excited molecules érin theA3EJ” state by desorption of excited mo]ecu|e§ Rn the Stateclzar(lpl
the “ejection from a cavity” mechanism has been observedt 1S,) is a characteristic feature of the “nonradiative exci-
in the photoexcitation of argon clusters over a wide range ofneric dissociation” mechanism, which takes place in a cer-
sizes in the surface and bulk exciton bafdr krypton and tain size regiom\N=50—100 atoms/cluster in the bombard-
xenon clusters, however, unlike ¢y the desorption of vi-  ment of clusters of inert elements by electrons. It is for this
brationally excited Kf and X¢ molecules in theA®[”  reason that thé1, band is absent in the VUV photolumines-
state is observed in very narrow size intervaN  cence spectra of Ar, Kry, and Xg, cluster§%?®and in the
<50 atoms/cluster for kryptdnand AN=<10 atoms/cluster VUV luminescence spectra of solids of inert elements under
for xenon?® This is due to the fact that, according to the €xcitation by photons, electrons, or iohs:**~*
calculations done in Ref. 53, Krand Xg clusters have a Let us conclude with a discussion of the origin of the
negative work function only in a very restricted size region:continuum with maximum at 109 nnM; see Fig. 4abAs
AN<100 atoms/cluster andN< 12 atoms/cluster, respec- V& have said, the continuum with maximum at 109 nm is
tively. It follows from what we have said that the vibra- radiated by A} molecular centers formed ,'n Qrclusters in
tionally excited molecules Rdesorbed from clusters by the 2 partially vibrationally relaxed sta@'X [ in the process
“ejection from a cavity” mechanism can give a contribution ©f Self-trapping ofs excitons:* The formation of such cen-
to the VUV cathodoluminescence spectrum of,Atusters ters |s.due to the presencE of a high repulsive barrier on the
in a wide range of sizes, while for §rand Xe, clusters this Potential curve of theB™S  (°P1+"Sp) molecular state of

- 29 ; ; ; ;

is possible only in the restricted size interval$l<<50 and ar%c’”'l XVhICh h'_”defs the relaxation Of. the excimer

— ) Ar3 (B2 ) over vibrational levels to an equilibrium state in
AN< 10 atoms/cluster, respectively.

_ sw+, cCOndensed argotf:>> However, in addition to the features
As we have shown, Ar molecules in the stat”s., typical for molecular luminescence centers, the size depen-
radiating a continuum with a maximum at 107.5 ni J;

see Fig. 4bare desorbed from Arclusters in the size inter- dence of the intensity/po(N) of this continuum(see Fig,

— . . ... 83 has a maximum T, in the size region N
Vil ﬁnN:Sgl_ 100i e;itorr:]sr;cls%terr“mrslr:z b%ith?n n%nrridﬁ“t\r/\e & 100 atoms/cluster, as is characteristic for excited particles
excimeric dissociatio echanism. ftis this mechanism thatyo o hed from clusters by the “nonradiative excimeric dis-

determines the main features in the size dependelpg€N)  sociation” mechanism. We therefore attribute the presence of

of the continuumM,, in the_ indicated_ range of sizes. How—. the maximumT, in the size dependendépo(ﬁ) of the 109
ever, based on the foregoing analysis of the other desorptio

) : o : Mim continuum M3) to radiation from desorbed excimer
mechanisms, there is a possibility that the desorption §f Ar molecules in the same state but formed in collisions of “hot”

molecules in theA®s. state by the “ejection from a cav-  arx(3p.) atoms with cluster atoms in the ground state. Fur-
ity” mechanism makes a significant contribution in the re-harmore. it is not ruled out that the radiation of e,
gion of large sizes of the ﬁrclusters. This is because in -ntinuum at wavelength=109 nm contains a certain con-
clusters in the size regioAN>150-200 atoms/cluster the tribution due to the radiation from desorbed excimer mol-
single-phonon process of exciton energy relaxation, whicfecules in the statd>3 (3P, +1S). This is due to the fact
leads to the “discharge” of energy to the lowest excitonthat theM continuum, with maximum at 109 niithe tran-
bands(see Fig. 1], begins to prevail. As a result of this, with gjtion B3 ' xIs *), overlaps with theM, continuum
increasing cluster size the probability of self-trapping of ex-ith maxlijmum atg 107.5 nm(the transition A3S*?
* u

citons from thep band with the formation of localized highly X3}, in the region of the continuous spectrum 107.4—
excited molecules ¥ decreases, and, hence, so does the3 nngl(see Fig. 4h

desorption of excited particles from clusters by the “nonra-
diative excimeric dissociation” mechanism. On the other
hand, with increasing cluster size the probability of self-CONCLUSION

trapping of s excitons, accompanied by the desorption of Studies of the features of the structure of the VUV

* 3¢ +vu TP H Sp
Arz (A°X, ") molecules by the “ejection from a cavity” . ihodoluminescence spectra ofAKry, and Xg, clusters

mechanism, increases on account of the “discharge” of eny, o region of the resonance transitioh8, 'S, and

ergy from the high-energy to the lowest exciton bands. Thep 15 and also of the regularities in the size dependences
possible existence of desorption ofAmolecules in the vi- ¢ the intensity of the emissions in the VUV spectra have
brationally excited staté’s ;* from cluster of large sizes is permitted the experimental detection of new channels for the
evidenced by the somewhat different trend of the size depenyesorption of excited particles from clusters with maximum
dencesl/po(N) of the continuum with maximum at 107.5 yje|d in a certain size regioAN=50—100 atoms/cluster and
nm (M5) and the nonallowed system of bands of the transitg establish their desorption mechanism. The new desorption
tion C'3; —X'Sg with a maximum at 105.2 nmM,) in  channels were detected thanks to a unique methodological
the region of large sizeld. Indeed, as was shown in Fig. 8a, opportunity, the VUV emission of excited atoms and mol-
the intensity of the emissioM, for the argon clusters de- ecules desorbed from clusters under electron bombardment
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can be distinguished from the VUV emission of excited Paryield of particles in the size interval AN

ticles of the gas phase in the jet with the aid of the law of=50_100 atoms/cluster, is due to features of the physical
corresponding jets.” It was established that this law holds yqperties of clusters in this size range, in particular, to fea-

only for the emissions from the desorbed particles undefyes of the energy spectrum, of the spectrum of vibrational

Stusﬂy,_i-e-, the maximum of.the curves of the intensity of theequencies of atoms in the cluster, and of the exciton energy
emissions of desorbed particles as a function of the gas tema|axation.

peratureT, at the nozzle entrance for different pressupgs
is reached on the curvyT, >°=const, which corresponds . _ _
to an identical distribution of clusters over sizes E-mall: verkhoviseva@ilt kharkov.ia
. o DAt an electron energy of 1 keV the impact mechanism of desorption of

Studies done by the method of VUV emission spectros- atoms from clusters of inert elements is not realized.
copy have revealed channels of desorption of the followind’ln the case of spherical clusters the characteristic linear mean efzibe
particles: excited atoms ’\Rlpl’ spl) and excimer mol- clust‘er is r%elate_d to the mean number of atoms in the clustéry the
ecules B in the weakly bound stat€'s ! (*P,+1S,) and s)s'azont:a”'l\”tzz- th the atomic Rydberg stategi(n+1)s and

. . . . xcitons correlated wi e atomic erg statgs’(n+1)s an
also in the vibrationally excited statéss, [’ (3P, +1S,) and yeberg (n+1)

. . . np’(n+1)p (wheren=3, 4, and 5 for Ar, Kr, and Xe, respectivelare
15 +v/3 1
B 2u ( P+ SO) and the partlally V'bratlona"y relaxed denoted as excitons andp excitons, respectively.

state BIEJ”’(3P1+ 15,). We have shown that part of the “The existence op excitons in crystals of inert elements was reported in
excited atoms R(*P;, ®P;) escape into the gaseous “ma- Ref. 44.

trix” of the jet and radiate resonance lines in the free state
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Conductors containing impurity atoms capable of localizing electrons in a magnetic field are
considered with the use of functional methods for investigating electronic magnetoimpurity states.
These states are taken into account in the Keldysh formalism. The theory is illustrated for

the example of a two-dimensional electron gas characterizing impurity atoms in a quantizing
magnetic field. The characteristics of the magnetoimpurity states are calculated in the

case of a Gaussian separable impurity potential2@4 American Institute of Physics.

[DOI: 10.1063/1.1645154

Functional methods developed in quantum field theorydimensional motion in a magnetic field was first solved in
are increasingly finding their way into condensed matteRef. 11. The authors of that study restricted consideration to
physics’ Such methods are used for calculating thethe case when the potential of the perturbation is nonzero
kinetic>® thermodynamié;® and superconductifigcharac-  within a square region lying in the plane of motion of the
teristics of disordered three-dimensional and two-electron. The general theory of electronic magnetoimpurity
dimensional metals at low temperatures. It has been showrstates in two-dimensional systems containing point impurity
that the method of continuous integration over Grassma@toms was developed in Refs. 12 and 13 by the zero-radius
fields can be used for calculating the magnetic Green fungpotential method. The case of a Gaussian separable impurity
tion in the Keldysh techniqyé and the characteristics of potential was not considered in Refs. 11-13.
disordered conductors in the absence of magnetic field. In  Taking arbitrary magnetic fields into account in the for-
Ref. 3 a functional approach based on the Keldysh formalisninalism developed in Ref. 2 reduces to switching from a
was used to calculate the low-temperature conductivity andlane-wave basis to a basis of eigenstates of the electron in a
other characteristics of an electron liquid in metals containmagnetic field:* We shall therefore only give the final for-
ing impurity atoms. The method of integration over Grass-Mula, introduced by Keldysh in Refs. 7 and 8, for the matrix
man variables in the study of the equilibrium properties ofGreen’s functionG of the electrons:
two-dimensional electron gas in a magnetic field was used in st SR
Refs. 4 and 5. The analysis in Ref. 4 was restricted to the iG,,=
case of a high magnetic field, while in Ref. 5 the magnetic

field was assumed weak. . ) .
In Refs. 2—6 the influence of impurities atoms on theHereW=InZ is an arbitrary functional for coupled Green’s

properties of a system was approximated by a Gaussiaf{ynctions,_thg indicgs andR denote the Ieft and right func-
delta-correlated random potential. Its intensity was charactefiona! derivatives with respect to the Fermi sourgesandJ,
ized by the electron collision frequency calculated in the@nd 1=(x1,a1,t1) (x is the set of Landau orbital quantum
Born approximation in the electron—impurity interaction. NUmbers,a==1is the spin quantum number, ands the
This is permissible only in the case of weak scatterers incaiMe)- The functionZ has the form

pable of localizing electrons. To include consideration of the ;{ SR st )

- *
i 637 i5J2W[J’J ] =0’ @D

electronic impurity states at isolated scatterers one must go Z[J,J* |=ex
beyond the Born approximation. Such states were not taken
into account in Refs. 2—-6. 0
In the present study we show how arbitrary magnetic ><exp< - J3 GS4J4), 2
fields and the?’lopresence of electronic impurity and 34
magnetoimpurity - states at isolated impurity atoms can be _ _ : :
taken into account in the formalism developed in Ref. 2. TheWhere.U12_<Kl|u|K2>5 .5('{1 tz?’ A IS. the energy of in-
theory is applicable both to bulk disordered conductors an&eractlon of an eIeEtron with the impurity atoms; is the
to the two-_d|men3|onal electron gas in he_te_rostructures. Aﬁﬂrd Pauli matrix,G is the matrix Green function of the
an illustration we calculate the characteristics of the elec
tronic impurity and magnetoimpurity states in two-
dimensional conductors with a Gaussian separable impurity o
potential, which makes it possible to solve the problem ex- ; = wdtl-
actly.
The problem of the influence of a short-range perturba{We are ignoring Coulomb interaction of the electrons, and
tion on the energy spectrum of an electron undergoing twowe have sef:=1.) In this way the procedure of calculating

—I% Ulzﬁagﬁ

a1

electrons in a magnetic field, and

K1y -
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the Green function has been reduced to one of calculating the

functional derivatives in formulagl) and (2).
Formula (2) makes it possible to write the generating

A. M. Ermolaev and G. I. Rashba

K 2\ -1
5 lixin) “

T,(e)=ugn;|{ 1—u
a() o't OK E— € n

functional in the form of a series in powers of the perturba-is proportional to the electron scattering amplitueg, are

tion. The Green functioigl) is also written in the form of a

the Landau levels, and, is the density of impurity atoms.

series, coinciding with the series obtained on the basis of 8Vith the impurity potential used in this study the divergence

diagram technique employing Wick’s theorérm particular,

of the sum in formula4) inherent for a delta-like potential

the first-order corrections to the components of the matrixcan be avoided more simply than is achieved by the zero-

Green function(1) are:

Lt 0f-o0-t oftott
Gy, :é Usggl G153 Gy —Gy3 Gyp |,
1t~ 0oT"0"" ofTftot~
Gy, :g{ Uzl G153 Ggp —Gy3 Gy )!
-+ 0-—o0-t o-tott
G, :% Uszg| G13 Gy =Gz Gyp |,
177 0""0" o~ tot~
Gy, :g{ Uszgl G153 Gy, —Gy3 Gyp |-

radius potential method. The functi¢r| ) appearing in Eq.
(4) has the formula
|2 1 —17n
¥+§> } '

©)

Herel is the magnetic lengthy is the oscillator quantum
number, andn is the quantum number of the orbital angular
momentum of the electron in a magnetic fiéld The vector

H is perpendicular to the plare=0 occupied by the elec-
trons. The presence af,, in formula (5) means that the
potential under consideration, like the point potenttaicat-
ters only the state witlm=0. It follows from formulas(4)
and (5) that the magnetoimpurity energy levels are roots of
the Lifshits equatiotf uglz F,(g). In the case under con-

12 1

12 1\°1
) az 2

_+_
a? 2

|
<nm| 7])21/25,“05

Here = are the indices in the two-dimensional Keldysh giqeration here this equation has the form

space. The diagrams for these corrections are given in Ref.
They differ from the usual diagrams of the cross technigue
by the additional indices: on the ends of the lines.

Here we limit consideration to a selective summation of
the diagrams with one cross for the retarded Green function
G=G""—G"~ of the electrons in a two-dimensional con-
ductor, averaged over impurity configurations. In this ap-
proximation the scattering amplitude for electrons by iso-

8.

g \[(1\2 112

u  “\a/ |la) "2
12 172
al 2 1 e uH

X O | Jdz——+a— |, (6

I 1 2 wg g
— +_
a 2

lated impurity atoms can be taken into account exactly at low ) .
impurity concentrations. The scattering potential is chosen ifheréc is the electron cyclotron frequency, is the elec-

the form

\A/Zg |7y uo( 7] (©))

tron spin magnetic moment, and
* n

d(x,1p)= >,

n=0 v+n

where | n;){7;| are the projection operator onto the vectoris a special function® The roots of this equation are deter-

[ 7). Ug is a constant, and the ind¢xenumerates the impu-
rity atoms. The function(r) =(r|») will be assumed equal
to

r2

2a?

n(r)=<ﬁa>lexp(—

mined by the two independent parametess/uy andl/a.
The exact equatiori6) for a Gaussian separable impurity
potential is obtained for the first time.

It follows from Eg.(6) that the electron energy spectrum
contains a system of local levels split off from the Landau
levels by the impurity atoms to higher or lower values, de-

wherea is a constant. Such a potential was used in Ref. 16 ii?€Nding on the sign af,. Foru,>0 the local energy level

a study of magnetoimpurity states in bulk conductors. In for-

mula (3) the transition to a sum of delta functioms,o(r
—r;) is achieved with the substitution

44 lim (azuO) =Ug-
a—0

u0—>w

The advantage of the potential chosen here is that it contains

two independent parametets and a, while at the same

time the point potential is characterized by only one param-

eter,vg.

In the case of potentidB) the sum of diagrams with one
cross for the average Green function in trex,e) represen-
tation (¢ is the energy variableis equal to G=Gg
+GoTGq, where the quantity

of an electron whose spin magnetic moment is oriented along
the magnetic field lies in the regian<O if uH>w /2 and
u0<F:}(O). Since the spin splitting of the Landau levels
was not taken into account in Refs. 11-13, this possibility
did not exist there. Whea and| differ strongly, the distance

A between a Landau level and the magnetoimpurity level
split off from it is small compared te,:

2 -1
a 2 -1
w¢lIn 27z|+(2m,a [uol) . a<l,
- nl s 12\ 1/a\?w.]* as|
w n - +_ e T 1 = 1
¢ a?)  8\1) |ug

wherem,, is the effective mass of the electron. Rkl the
limiting value of the magnitude of the splitting agrees with
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expressiong25) and (28) in Ref. 11 to within numerical

factors stemming from the different model for the impurity
potential. In the casa<1 the positions of the local levels

found here are poles of the scattering amplit(8lé) in Ref.
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g(s)=®(e)solex;< - ;)

0
Here eo=(2m,a%) !, E; and E; are exponential integral

12. The Lifshits equation in that paper contains only onefunctions;® and® is the Heaviside step function.

parameter—the scattering length of the electrons in the ab-

sence of magnetic field. The cag® | was not considered in
Refs. 11-13. In the quantum limit we obtain from E6). the
expression

2 21-2

1
AZZUO(E

E+

a

which is valid for any value oé/I. If |ug|— < the energy of
an electron in the bound state is equakt¢ug|. The widths

of the magnetoimpurity levels in this approximation are

equal to zero.
The scattering amplitud&t) has the usual forf

Ta(e)=Uoni{1—Uo[F (&) —imga(e)]}

where
8 | 2 | 2 -2
g,=— | =] |2|=] +1
we\a a
|2 |2 -1128, ©
X[|2=+1 2—2—1) } > s(n+B,),
a n=o0
1 uH €
Ba—§+aw—c—w—c.

In the limit a—0, ug—o° the functionuyg,() goes over to

It follows from (7) that in an attractive fieldyy,<0) a
local level g lying below the boundary of the continuous
spectrum exists for any value ofiy|. In addition, in the
regione >0 there exists an antiresonance lewgl The pres-
ence of such a level means that in an attractive field, states
are transferred from the vicinity of the leve}, to the local
level. If |ug|<eq the positions of these levels are given by
the formuld*

€o
g a=TegeXP — m .

The wave function of an electron in the bound state is

P(r)~Ko(N2m, &),

whereK is a Macdonald functiof

In a repulsive field §,>0) there exists a critical value
Uk~ &g Such that impurity states are absent absentufpr
<Ugy- If ug>ug, however, there exist a resonance level
and an antiresonance lewe), with e,>¢,. If ug<<ug the
electrons undergo only potential scattering by the impurity
centers. The phase shift of the wave function in the scattering
process is given by

7Tg
6= —arctan———.
u, —F

It changes abruptly byr on passage through the resonance

vova(e), Wherev,(g) is the electron density of states in @ |eye| ¢, . The two-dimensional scattering cross section

magnetic field. The residue at the pole of the electron scat-
tering amplitude on an individual impurity center is equal to

1 1?2 A

Zodl—| 22 a<l,
R— 2wC<a) ¢ (27 We ,
RE .[2)° -1 A a>|

gwc I— § 2,—w—c, y

where( is the generalized zeta functidhThe wave function
of an electron in the bound state with energyhas the form

r2
wma(r,¢)~exp( - WﬂLich)

1
X[ - —

R
¥y N

2 o

wherer, ¢ are polar coordinates andt is the confluent hy-
pergeometric functiof®

L4 (mUeg)?
77K (I=uoF) 2+ (ugg)?

(k=+2m, €) has a Breit—Wigner maximum at the poit.
The width of the maximum is equal teg(e,)/|F’|. The
prime denotes the derivative at the point
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On the magnetization of a low-dimensional electron gas at high magnetic fields
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The magnetic moment of an electron gas is calculated for two-dimensional and one-dimensional
models of the energy spectrum of the particles in the quantum cases, when only the lower
magnetic subbands are filled. 8004 American Institute of Physic§DOI: 10.1063/1.1647133

1. The properties of electron systems at high magneti¢nined by the projectiotH;=H cosé of the magnetic field
fields H are attracting the steady interest of investigatorspnto an axis corresponding to the cyclic momentoym the
especially if one is talking about highly anisotropic systemsjatter takes on values within the unit cell of the reciprocal

with an effectively lowered dimensionality of the charge car-|attice® |p:|<whla,. The energy interval between the low-
rier motion: “synthetic” conductors with a layered or chain- est subbands is

like crystal structure, inversion layers, electrons on the sur- . ,
face of liquid helium, etd 2 For example, the well-known A=ehH/[c maxm,m’/cose)], &)
de Haas—van Alphen and Shubnikov—de Haas oscillation efand the thermodynamic potentiél for such a system is

fects, usually observed at equal to
T<BH<egg, ) TeHcosb’[I L u' nl 1 M'—A)]
=—T-——1In| 1+exp=—|+In| 1+ex ,
have been widely used for studying the quasi-two- 2ma,ch PT T
dimensional electron spectrum of modern organic (4)

conductord (hereT is the temperatur@,,BEehIch is the  where

Bohr magneton, andg is the Fermi energy The low-

dimensional situation is specific: in the one-dimensional case

qguantum oscillations are altogether absent because of the im- p'=pt(B—p)H=p+pH
possibility of orbital motion of the carriers. The same situa-, ) i

tion exists for a two-dimensional electron gas in a magnetidS the chemical potential measured fromp_. It must
field parallel to the plane of motion of the particle: for a P& €xPressed in terms of the volume density of particles

general direction oH the effect depends on the correspond-N=—7¢/du, since in a homogeneous sample the latter
ing angle3® In the first two cases the magnetic field acts onlyMuSt obviously be assumed fixedBy definition, the mag-
on the spin, and the conduction electrons are a simple twdl€tic momentM=—JdQ/JH. As we see from Eq(4), its
level system for which one can find explicit analytical ex- limiting value at high fields is

pressions for the thermodynamic functions, valid for practi-

cally any values of temperature and field strength. In the —_ g)zN(lg—ﬁ’)zNﬁ(l—ﬂ,cosﬁ), (6)
third case the system becomes two-level only in the quantum m

limit, i.e., at high fieldsH=¢¢/B; here one is interested in which agrees completely with the known result

the position and shape of the last quantum oscillation, with

allowance for the orientation dfi and finite temperatures. Mg =NB(1—m/m’)

Calculation of the magnetic moment of the electron sub—f
system in these particular cases is the goal of the prese
study. For clarity we restrict the treatment to the effective
mass approximatidhand avoid the straightforward but cum-
bersome generalization of the problem to the case of sever
(nonequivalent valleys in the electron spectrum; the ionic
subsystem is assumed nonmagnetic.

2. Using the well-known results of Shoenbérge first

consider a two-dimensional electron gas iniaclined mag- preceded by the last quantum oscillatiorMofH). Using the

netic f|el<tj; \;Vh'tCT IS tassume? to be Isotr?lg? th?t onet Cabormulas given above, one can reduce the calculation of its
assume that at low temperatures only the two fowest su shape to the joint solution of the equations
bands,eq_ andeg, ore; _, in the spectrum

©)

m
1- Wcosa

or an isotropic metal.We note that the change in the quan-
mm oscillations of the conductivitithe Shubnikov—de Haas
effec) with angle # has been used to estimate the relation-
slﬂp between the “bare” and effective masg#ése so-called

a facton in a two-dimensional electron gas Expressior(6)
represents an alternative possibility but at higher—
ultraquantum—magnetic fields.

The approach of the moment to its limiting val(® is

l Hl 5M(h): ma)(ﬁ'ﬁ,) *bh
ens=| Nt 5| ) N 2 b IN(1+€)+In(1+e "
are filled (m’ is the effective mass in the plane of motion of ~_ bh @
the carriers As we know?® the orbital motion here is deter- 1+e" %

1063-777X/2004/30(1)/3/$26.00 55 © 2004 American Institute of Physics
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FIG. 1. Magnetic moment of a quasi-two-dimensional electron gas versus
the reduced field strengiB’H/e [see Eq(13)] for different values of the g 2. Magnetic moment of a quasi-two-dimensional electron gas as a
parameteb=2z¢ /[T max(1,m cosé/m’)]. The momenfafter subtraction  fynction of the magnetic field applied parallel to the plane of motion of the
of the constant pafl(3— 8')] is expressed in units ofi2 max(3,3'). particles[Eq. (19)] for different values of the parametef /T. The moment
is expressed in units dfiB, and the field strength in units @H/e .

and

1 1 1 Q ! > f f dp,d

=T Lo 72 P20 ps
— = a,(2mh -
h Tte X 1renx (8 1(27h)° =
. _ 1 P53+ p3

where we have introduced the variable XIn 1+exp? Be= || (13

he B'H  eHcos¢ where u.=u=* BH. Using this to calculate the magnetic

~ er  2whNagc © " moment, we find

and a parameter characterizing the degree of degeneracy of p= _(@) — b n 1+explp /T)>, (14)
the system JoH T 2 1+expu_/T)

2er where D=m'/7a;%? is the energy density of states at

= = 2Im’ H=0, and the chemical potential is to be determined from
b T max(L.mcosaim’) (eg=Nma;h%/m’). (10 e oot P 2l

Although an analytical solution would be too awkward, a D
graphical solution can be found without difficulty by using ~ N= ETZ In(1+exp(p/T)). (15
the MathCAD software, for example; it is presented in Fig. _ N o _
1. Even for not very large values of the paramdtehe fall ~ The solution giving the dependence pfon H and T is
of the curve is very sharp; it takes placetet1, i.e., for  easily written in explicit form as
H=2mhcNa; /e cosé. _ N/DT_ 1 _

We note that this value of the field strength is indepen-’u(H'T) TIn(-/cosH(BHIT) +¢& 1= coshBIT)).

; (16)

dent of both the “bare” and effective masses of the electron. _

3. Let us turn to the case of parallel magnetic fiel (I particular,
=w{2). At finite temperature there can obviously be small w(H=0T)=TIn(EVPT—1)=TIn(e?F'T—1):
deviations from parallelism:

u(H—,T)=TIn(e?F'T—1)— gH. (17)
T
%cosa< 250 (11)  Substituting(16) into (14) and introducing the notation
y=pBH/T; w=exp2eg/T)—1, (18

Under this condition the motion of the carriers in the (X3) find
plane can be considered nonquantized, so that the spectrd’rxﬁ3 n

has the form M(H.T) = NE 1+€/(\/cosif y+w—coshy)
p2-+p2 (H. Tin(Trw) 1+eY(cosfy+w—coshy)/
e+(p=)=——*BH. (12 (19

As could be expected, in a magnetic field parallel to the
Proceeding in the standard wésee Refs. 2, 8, and)9we  quasi-two-dimensional electron layers they are always para-
write the thermodynamic potential as magnetic, and their magnetic moment increases monotoni-
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cally with H: linearly in weak fields BH<eg) and then Thus the conditions for observing the behavior of

approaching saturation with a vali,,=Ng (see Fig. 2 M(H,T) obtained in this study can be realized in conducting
4. Let us consider the case of one-dimensional métion crystals with a comparatively low but fixedr weakly de-

of the carriers(along theC axis). Without any dependence pendent on magnetic field and temperatutensity of free

on the mutual orientation dfl and C no orbital motion is  carriers: for example, in layered organic metals based on

possible, and the magnetic field acts only on the spin, so th&8 EDT—TTF and in quasi-one-dimensional metals based on

the spectrum has the form TCNQ and also in semiconductor inversion layers and het-

2 erostructures, wherd can be adjusted over a wide range by

#:(Ppc)=pc/2me= AH. (20 varying the blocking potential. Generalization of the single-
Clearly this case is qualitatively similar to the previous valley spectral models used can alter the picture substantially

one, and here we limit consideration to the simple limit ofonly in the case of semimetals, where at high fields a transi-

low temperatures. Then, at low fields, when both subbandgon to an insulator state can occigee Refs. 11 and 12

are filled, We note in closing that the “true” limiting value of the
magnetic moment foH — o, i.e., forH>#c/ea?, cannot be
T 1 . .
O=————> | dpcIn| 1+exp= (. —p2/2mc) calculated on the basis of band-spectrum models, since the
2mhal = L latter have meaning only for sufficiently extended spatial re-
— gions including many cells of the crystal. Thias yet aca-
2V2Me 5 g i i i i -
=— S (u¥%+ u%?), (22) demig question would require a more detailed quantum
3mhal mechanical treatment.

wherea? is the area of the unit cell of the crystal in the plane ~ 1he author thanks V. G. Peschansky and Yu. G. Pash-
perpendicular to th€ axis. The magneti¢clearly, paramag- Kevich for a discussion of this study.
netic moment is equal to

B
M= Wﬁalz N2Me(Vpy = V=), (22) *E-mail: gokhfeld@teor.fti.ac.donetsk.ua

YMore precisely, the effective temperatufer#/7, which takes into ac-

and the equation for the chemical potential can be written in count the collisional broadening of the Landau levalse Ref. 1
2In other words, the electron gas is assumed ideal, with Fermi statistics, and

he form ; ; . L :
the To all interactions are taken into account by renormalization of the masses in
[ +Ju_ =2 /8 Cogp= N272%42a%/8M- . 23 Fhe smg_le—partlcle spectrum. More subtle asp_ects of the electron—electron
M+ M F c (23 interaction, e.g., the appearance of composite fernfica®, of course,
For BH<2sg its solution is outside the scope of this approximation.
3Although extremely thorough, Ref. 2 did not consider the case of an in-
ue=ep(lx BH/ZSF)zv (24 clined field, and explicit formulas for the quantum limit were not given.

) ] ] “For definiteness we shall understand the object of study to be a bulk but
and at higher fields the particles completely leave the upperhighly anisotropic crystal with a quasi-two-dimenstion@¥, later on,
subband and, as follows frof@1) for T— 0, we should drop ~ quasi-one-dimensionatlispersion relation for the charge carriers. If one is
talking about a real two-dimensional situatiurface states, electrons on
the surface of liquid He, layered heterostrucjuteena, should be under-

the terms with the index “" in expressions(21)—(23); this

givesp, =4er. As aresult stood as the size of the localization region of the electron monolayer.
BH2er, BH<2eg, SFor an inversion layer found in the “reservoir” of the other electrons of the
M(H,0)= Ng (25) sample the opposite case, whereshould be considered fixed rather than
1, BH>2¢er. N, can be realizedsee Fig. 2.

. . 9As above, in a homogeneous but highly anisotropic crystal with a filamen-
Itis clear from the foregoing that at nonzero temperature oy structure(e.g., NbSg; Ref. 10.

we would obtain a smoothing of the kink BH=2¢r and a
smoother approach to the limiting valdd,,=Ng [cf. Eq.
(19 and Fig. 2.
5. Although the results of paragraphs 3 and 4 pertain to '
an extremely wide region of magnetic fields, their quantum ;A A: Abrikosov, Phys. Rev. B0, 4231(1999.

. . D. Shoenberg, J. Low Temp. Phyg6, 417 (1984.
limit and also the result of paragraph 2 presupposes a field Ando, A. Fowler, and F. Stem, “Electronic properties of two-

strength exceeding a value dimensional systems,” Rev. Mod. Phy&4, No. 2 (1982.
(Na3)2’3 (D=3) 4J. Vosnitza,Fermi Surfaces of Low-Dimensional Organic Metals and Su-
e he ! perconductorsVol. 134 of Springer Tracts in Modern Physitk996.
HQZ ZF — Nad (D=2), (26) 5F. F. Fang and P. G. Stiles, Phys. R&V4, 823(1968.
B e 32 R. B. Laughlin, Phys. Rev. Let60, 1395(1983.
(Na*)° (D=1), M. Ya. Azbel’ and E. G. Skrotskaya, ZhkEp. Teor. Fiz47, 1958(1964

3 - . [Sov. Phys. JETRO, 1315(1965].
whereNa® is the number of electrons per unit cell of the sg v vonsovski, Magnetismiin Russiaf}, Nauka, Moscow(1971.

crystal,a is an averaged linear dimension of the cell, and °I. M. Lifshits, M. Ya. Azbel', and M. I. KaganovElectron Theory of
ficlea?=10° Oe is a value of the field at which the radius of Metals Consultants Bureau, New Yord973. o
localization of the lowest magnetic subband is comparable to f}?@“ﬁ&??'ﬁf,’WT'TQ'r;qﬁ,hﬁfys‘;’zé?5’3%'}'255(%'76‘5'"“"" Fiz. Nizk. Ter@f,
a. Since the present-day experimental capabilities for statie:_. p. Landau and E. M. LifshitzQuantum Mechanics: Non-Relativistic
fields do not exceeHl ~ 1f Oe, the electron density must be Theory 2nd ed., Pergamon Press, Oxf61®65, Nauka, Moscow1963.
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Stationary nonlinear waves at the surface of a thin liquid layer under inverted
gravitation conditions
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Instability of the flat surface of a thin liquid layer wetting a solid substrate under inverted
gravitation conditions is discovered. The development of this instability leads to the formation of
a new stationary nonuniform liquid surface state. It looks like a solitary hill with
characteristics sensitive to the liquid film parameters, particularly to the layer thickness at which
the instability begins to develop. By application of a variational approach the mechanical
stability of such a hill(dropled in the one-dimensional approximation is proved. A variational
picture of the shape evolution for a cylindrical charged droplet in an external electric

field is constructed, too. The results obtained are compared with an experiment on liquid hydrogen
droplets [A. A. Levchenko, G. V. Kolmakov, L. P. Mezhov-Deglin, M. G. Mikhailov, and

A. B. Trusov, Low Temp. Phy25, 242 (1999 ]. The theory developed is in good agreement

with the results of experiments. @004 American Institute of Physics.

[DOI: 10.1063/1.1645156

1. INTRODUCTION of the deformation wave amplitude takes place at a critical
point.

The computed evolution of the shape of the recon-
structed surface is compared with the data obtained in earlier
xperiment¥ on neutral and charged liquid hydrogen layers.

The solution to the problem of stationary surface shapes
f thick liquid layers and droplets placed at the surface of a

A charged or neutral liquid layer is an example of a
two-dimensional2D) system that can exhibit a mechanical
instability under inverted gravitation conditions, i.e., under
conditions when the layer is suspended on the horizontal
surface of a solid substrate. It is known that a liquid layer

suspended on a solid substrate under inverted gravitatio lid substrat d in Erenkel
conditions is absolutely unstable if the van der Waals forceg?'ld Stbstrale was proposed many years ago in Frenkets

are neglectedn the presence of the attractive van der Waalspapers? In_ that consideration the van der Waals fo.r ces be-
forces between liquid and substrate, there is a finite intervatf"’een liquid a”‘?' substrate were pgglected, and their interac-
of layer thicknesses for which a mechanical equilibrium istiO" Was taken into account by fixing the contact angle be-
possible, and a sufficiently thin layer covers the substratéVeen the liquid and the solidthe wetting angle Such a
uniformly. At thicknesses larger than some critical value, the@rmulation of the problem excludes, by definition, the pos-

van der Waals forces cannot keep a liquid layer in a flat statSiPility of considering a transition from the flat to the non-
and the instability develogs. uniform liquid surface shape: in Frenkel’s treatment the layer

The mechanical instability of the flat free surface of a'S always in a nonuniform state. As we shall see, the shape of
neutral liquid layer of a thickness larger than the criticalth® nonuniform liquid film surface tends to be that of a drop-
value develops at small wave vectdmshich is similar to the '€t as found in Ref. 13, only for a sufficiently large volume
instability of the charged surface of a thin liquid layer in an ©f the liquid layer.
external pressing electric fiefd® This situation is quite dif- To simplify the presentation below we propose to intro-
ferent from the known instability phenomena of charged surduce a new term—*reconstruction.” Reconstruction implies
faces of a thick liquid helium layér;** because in this case the transition from the flat to the new mechanically stable
the instability develops at a finite wave number of the ordeonuniform liquid surface state.
of the inverse capillary wavelength. The scenario of devel- ~ The structure of this paper is as follows. Sec. 2 contains
opment of the long-wave instability of thin layer surfacesthe general mechanical equilibrium equatiad) for a liquid
was not clear till now. film under inverted gravitation conditions, with comments

The main goal of this paper is to study the nonuniformrelated to the origin of the instability and the corresponding
phenomena that occur on neutral and charged surfaces ofedfective energy definitiori24).
thin liquid layer. We show that the instability leads to the ~ The one-dimensional versid@2) of Eq. (11) is suitable
formation of a stationary, nonlinear, solitary wave of surfacefor analytical description of the reconstruction details. We
deformations. The wave amplitude increases with increasingbtain the explicit solutiori27), (28) of the one-dimensional
liguid layer thickness or with increasing stretching electricreconstruction problem. In contrast to the bulk situdtioh
field above some critical values. This behavior is quite dif-this solution is not unique. It contains the arbitrary parameter
ferent from that of a bulk liquid surface, where the final jump C which must be physically reasonable. One possibility for

1063-777X/2004/30(1)/12/$26.00 58 © 2004 American Institute of Physics
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defining this parameter could correspond to a soliton-like c\7t

representation of the solutidi27). It corresponds to the re- Puw({)= I a.

quirementT—<, where the period is given by Eq.(28). v

But this condition is in contradiction with the normalization is the pressure of the van der Waals forcéss(the van der

condition (14). The second possible picture—the periodic Waals constant and,, is some characteristic width

reconstruction—is also invalid. This follows from the prop- ~ Expression(1) contains two terms conventional for the

erties of the second variation for the functiogatiefined by ~ capillary problem(the Laplace and the gravitational pres-

Eq. (24). Finally, the main conclusion of Sec. 2 is the proof sures, see, e.g., Ref. )1Besides we take into account the

of mechanically stable reconstruction of the inverted liquidvan der WaalgvdW) forces between the liquid layer and the

film in the form of an individual droplet which is sensitive to solid substrat¢the last termP,,({) of Eq. (1)]. The interpo-

the boundary conditions. lated form(2) for the van der Waals pressure was proposed
The one-dimensional speculations from Sec. 2 give u$" Ref. 15. This expression describes two dependences as

reason to believe that the main characteristics of the recorlimiting cases:

struction phenomena remain the same in the 2D ¢ese — /73 <

tainly, this assumption cannot be proyedhe variational PulO)=11¢7 (at £<du) @

picture for an individual radial droplet in the neutral and and

charged states is constructéske Sec. B The results ob-

tained are shown to be in agreement with the currently avail-

able experimental data. The corresponding fitting is pre- The asymptotic expressidB) is applicable in the situa-

sented in Sec. 3, too. tions of “thin” films, where the retarding effects in the defi-

nition of the vdW forces can be neglected, and expresgipn

is valid for “thick” films, for which the retarding effects play

a significant role. The measurement of the consthaisdd,,

is a special problem. It is possible to use some original

2.1. Instability of the flat surface of a liquid layer techniques? or, in the case of superfluid helium, to deter-

mine these constants from measurements of the third-sound

propagationt® For hydrogen films the values éfandd,, are

1+ 2

Pu(¢)=fdy/¢* (at {>d,,). 4

2. RECONSTRUCTION OF A THIN LAYER OF NEUTRAL
LIQUID

We consider first the stability problem for a neutral lig-
uid layer covering a flat horizontal surface of a solid sub-
) o e not yet known.
strate under inverted gravitation conditiofise., when the . I
N . . . Generally speaking, the definition of the local vdW pres-
gravitational force is opposite to the attractive van der Waals

force between the liquid and substnat& schematic picture sureflike in Eq. (1)] is correct for af[at umform surface.c.)nlly.
) o . It can be used, for example, for estimations of an equilibrium
of the system under study is shown in Fig. 1. We introduc

the following frame of reference. Thewy) plane coincides ei|qU|d film thlckness(se_e Ref. 1Y, In 1ts?e nonuniform case
. N the vdW force has an integral forti1® The local approxi-

with the substrate surface. Thkeaxis is directed downward, mation used in Eq(l) is acceptable if

parallel to the force of gravity. The free liquid surface is

described by the equation={(r), wherer is the two- d<x, (5)

dimensional vector within thex(y) plane.

The equilibrium shape of the free surface of the liquid
layer is governed by three forces: the gravitational force, th
Laplace capillary force, and the van der Waals force, which
holds the liquid on the substrate. Under inverted gravitation
conditions the pressure at the free surface is given by th
following expression:

where \ is the typical nonuniform scale along the liquid
urface. For the reconstruction problem under consideration
he condition(5) is fulfilled.

If the free surface is flat, and the layer thickness is a
onstant{=h, then the Laplace term in E¢l) goes to zero,
and the pressure at the surface is

al{ P=—pgh—Py(h).
P=- [1+(V§)2]332_pg§_ Pul(4)- @ One can introduce the effective gravitational accelera-

tion at the liquid surface.q=p*(dP/sh), which controls the
net force acting on the surface. The presd@igas an extre-
mum at the thicknesh, ,

Here « is the surface tensiorp is the density of the
liquid, g is the free fall acceleration, and

(9P/(9h|h:h*=0, or :O: (6)

*

aPW(h))
—pg-— oh

h=h

where the derivativédP/dh changes sign. Thus with increas-

h J- e R~ - - - - - - -+ -+ - ing layer thickness fromh<h, to h>h,, the effective

g l Z(x) gravitational acceleratioges changes sign from positive to
negative. This change of the direction of the effective gravi-

tational acceleration implies that the flat state of the free

FIG. 1. Schematic view of a reconstructed liquid layer suspended on Fyrface should be unstable for thicknesbesh* , and that

substrate. The liquid layer covers a region of the substrate surface betweenm Il disturban f the flat f hould grow with tim
vertical walls.L is the distance between the walls, anis the mean thick- sma sturbances o € Tlat surface should gro €.

ness of layer. The gravitational force is directed downward, along thés. m the Iimiti_r!g cases of Iarg_e or O_f small thicknesses of
The equation describing the free surfaceisZ(x). the film, the critical thicknesh, is defined as follows:




60 Low Temp. Phys. 30 (1), January 2004 Kolmakov et al.

h, =(4fdw/Pg)1/5(h*>dw). (7) In order to describe the main qualitative features of the
reconstruction phenomena we restrict our consideration in
h,=(3f/pg)*™ (h, <d,). (8 this Section to the model case where a one-dimensidmy!
Note that a solution of Eq(6) always exists because the wave of deformation appears at the surface. In this case the
inequality function ¢ depends on only one horizontal coordinate,

The normalization conditiofiL2) in the one-dimensional

IPw(h) <0 (9) case reads
oh
holds for any values of the constarftendd,, . j dx{(x)=S, (14

In the opposite geometry, when the liquid layer covers
the upper horizontal surface of the substrétee gravita- WhereS is the “two-dimensional volumeTarea of the lig-
tional and van der Waals forces have the same diregtiba  uid layer.
sign of the effective gravitational force is positive for all ~ We suppose, also, that the angle of slope of the free
thicknesse. This is in agreement with the fact that the flat surface with respect to the horizontal plane is smil]
free layer surface is always stable under “normal” gravita- <1. As is shown below, this condition holds to a high accu-
tion conditions. racy whenh<10°h, , which is true for typical conditions of
As is shown in the next Section, the instability of flat €xperiment. In this case one can expand @4) in the gra-
surface at largé leads to reconstruction, which consists in dient{’; as a first approximation this equation will read
the creation of a stationary, nonlinear wave of deformations al"+pgl+Py(0)+p=0. (15)

of the free surface.
Note that the deformation of the surface is not assumed to be
small in the general case, so we keep the t&¢) in this

2.2. Equilibrium shape of the reconstructed liquid surface equation.

One can show that the development of the instability of

In order ri liariti f the reconstruction . .
order to describe peculiarities of the reconstructio atthe flat surface at the initial stage of the reconstruction, i.e.,

the surface of a liquid layer wetting a horizontal flat sub—W
strate, we determine the equilibrium shape of the free surface
of the layer taking into account the gravitational, capillary, (h—=h,)/h,<1 (h>h,), (16)

and van der Waals forces. Generally speaking, such a prob-
lem reduces to solution of the equilibrium equation does not depend on the model b_eha\[Eq. (4) or Eq. (3).]
assumed for the vdW forces. It is shown below that if the

P({)=const, (100 inequality (16) holds, then the stationary nonuniform devia-

where P(¢) is defined by Eqs(1) and (2). Equation(10)  tion of the reconstructed surface from the initial flat state is
reflects the fact that in a steady state the pressure at the fré81all in comparison ta, . In this case the surface shape can

surface should be constant over the entire surface. This give¥® c@lculated using a perturbation approach. For this purpose
it is convenient to present the deformation of the surface as
alAl

[T+ (Vo2 P9t Pulf)+p=0. (11 {(x)=h, +&x), (17)
We denote the constant on the right-hand side of(Eg.as ~ Where
p. The value of the constaptshould depend on the shape of |£(%)|

the liquid surface and should be determined from the “nor-
malization condition”

<1. (18
*

By using the representatiofi7) the equation(15) can be

J d?r¢(r)=V, (12)  expanded in a series in the small paraméty. In this way

the deviation¢(x) should be represented as a series

whereV is the total volume of the liquid in the layer, and the
integration is over the area of the substrate covered by liquid. §00=EM00+ 200+ (19

As is shown below, taking the boundary conditign®t-  The term&)(x) is a small function of the first order, the
ting the substrate by the liquidhto account is of fundamen- term ¢?)(x) is a small function of the second order, etc.
tal importance for consideration of instability and reconstruc-Equation(15) reads as a linear approximation
tion phenomena. We discuss here a model case in which the Dy (D)
layer is restricted in the horizontal direction by vertical walls a(&™)"+p=0. (20
(see Fig. 1. The effective wetting angléhe angle of slope Here p(») is a first-order correction to the constgmt The
of the liquid surface at the point of contact between the lig-second(quadrati¢ approximation reads
uid and the solid surfacgsve denote a®. The solution to

2
the set of equationéll), (12) with the following boundary 2)\n } Py (124 n(2)—
conditions at the vertical walls, a(&7)"+ 2| oh? h (£7)7+p 0. (21)

*

|V¢|=tané, (13 The higher-order equations can be written down in a
will uniquely determine the stationary shape of the liquidstraightforward way. The values @f*) and p(® should be
surface. found from the normalization conditiofi4).
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It can be seen that the expressi@p given by Eq.(2) is  lowing variational principle: the total energy of the liquid at
dropped from the linearized E@20) due to condition(6), equilibrium must reach a minimum, which is found under the
and the derivative oP,, (taken ath=h, ) is a factor in the additional restriction of Eq(12), i.e.,
guadratic term of the second-order equati@h), only. This
means that the choice of the explicit functional dependence s g_pf d2r (r)
of the vdW pressur®,, on the layer thichnesB,,=P,,(h)

from model(3) or from model(4) is not of importance for  The total energy of the liquid, which includes contributions

analyses of the reconstruction transitionhatlose toh, . from the surface tension, the gravitational force, and the van
The der|vat|ve(92PW/(?h2|h=h* (which can be evaluated eas- ger Waals force, is

ily in both model$ controls only the “nonlinearity level” in

=0. (23

the system at giveh. 5:J d2rl a1+ (V)2 2_} + f 24
As we show in this paper, in the opposite caseh, the “ (VO 2pg§ ﬁ ) 29

main part of liquid in the layer should be accumulated in ar

droplet of macroscopic dimension formed at the substrat . : -
surface. The thickness of the vdW liquid layé,, wetting ?23) using the Lagrange undetermined multiplier method, the

the substrate outside the droplet should remain small. Moré[gressurep at surface of liquid playing the role of that unde-

. . . . ermined multiplier.
over, th's thickness min<h, anc_j it decreases further with The first integral of the one-dimensional equati@g) is
increasing total volum# of the liquid. For very largémac-

he normalization conditiofil2) is taken into account in Eq.

roscopig V the thickness{,, of the vdW wetting layer 1,

should become comparable to or even less hanand in 55' +U()=C, (25
this case the mod€l3) is more appropriatésee the corre-

sponding estimations in Section 2.3 whereU ()= (pgs*+2p°—1)2a?.

Keeping in mind that the goal of this paper is not only to For analyzing the above set of equations, the following
analyze the peculiarities of the reconstruction picture itselfnechanical analogy is useful. Equatit®b) can be consid-
but also to compare the results of calculations with the exered as the energy conservation law for an effective point-
perimental data obtained’for a macroscopic droplet, we like particle with massn=1 moving in an external potential
will not restrict ourselves to the expansion provided by EqsU(¢). The variablex plays the role of time, and is the
(20), (21) but will consider the more general equati¢ib). coordinate of the particle. The first term in E@5) is the
Unfortunately, the integration of E¢15) in analytical form  kinetic energy of the particle, and is the total energy.
with the general expression f&,,(¢) from (2) is a compli- Figure 2 shows the evolution of the effective potential
cated problem. But this integraton can be done easily itJ(£) with increasing layer thickness. Figure 2a illustrates
P,(2) is taken in a power-like forni3) or (4). In this paper the case of small layer thicknesges h, , whereh, is de-
we restrict our consideration to the limiting cag® for  fined by Eq.(6). The point of the maximuni=h on the
P.({). It should be taken into account that the results ob-U({) curve corresponds to a stable flat surface of the thin
tained are valid quantitatively in the macroscopic case liquid layer. The “velocity” of the particle at this point is
>h, (largeV), only. But the qualitative picture of the recon- ¢{'=0, andC=U(h).
struction does not depend on the model assumed for the vdw  With increasingh up to the critical valuen, the curve
pressure. U(¢) transforms into a curve with an inflection point fat

Under the above-stated assumptions @&) reads =h, (see Fig. 2h If h>h, , the dip on the curve develops

again (Fig. 29. The point of the minimum of the function
Y f U(¢) at some{>h, corresponds to an unstable flat state of
al"+pglt F“Lpzo' 22 the liquid surface. Formation of the possible stationary sur-
face deformation wave is described by periodic motion of the
In the rest of this Section the solutions of H&2) deter- particle in the potential well around the minimum in the
mined under the additional constraid#) are analyzed. region whereU () — C<0.

It is useful for the next consideration to note here that The coordinates of the turning points that restrict the

Eq. (11) with P,,(¢) from (3) can be derived from the fol- motion of the particle can be found from the equation

- 17 T\

C 23 ro)

/
[
\
_—
C
\
-
C
[~~~

T~
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\

a h< h, b h= h, ¢ h>h,

(

24

FIG. 2. Evolution of the effective potentiéal({) with increasing mean layer thickness a—small thicknessh<h, ; b—the thickness of layer is equal to
the critical valueh, ; c—the thicknesi>h, . The pointsz;, i=1,...,4correspond to solutions of the equatioifz) =C.
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U({)—C=0. In the general case this equation has four dif-dence on thex coordinate. This parameter can be chosen
ferent solutions{=z;, i=1,...,4, which are the roots of the arbitrarily. In the subsequent analysis we suppose that the
polynomial constantC plays the role of this parameter. The peribaf
the stationary wave depends on this parameter, as well.
pge’+2pe®-2aCe% 1. One possibility of avoiding the problem nonuniqueness
We will number these roots in the following order;<<z;  of the paramete€ could be the realization of a soliton-like
<z,<2z;. solution for (x). Following the conventional recommenda-
Now it is reasonable to remind ourselves that we ardion (see, e.g., the problem of steady-state wave propagation
trying to find possible nonuniform solutions of the problem at the free liquid surface in Ref. 20ve have to use for this
(22). In the case of an infinite film areac<x+ the non-  purpose the additional requirement
uniform shape of the surfac&x) can be periodic, or, under

' - ; X —s 00, (29
some special conditions, a soliton-like one. Therefore we
should start by obtaining the periodic solutions of E2Q) However, this requirement turns out to be incompatible
and investigating their properties. with the normalization conditioril4), because in this case
The general periodic solution to E5) in the region the integral
z,<{<z; can be written in integral form as follows:
dx(Z(x)—h 30
e ) | axeoo-m 30
2,\2[C—U(?)] —X X (26) diverges. Therefore the conventional soliton-like solution is
not valid.

The arbitrary parametex; in the right-hand side of Eq26)

X ] e g - Now, turning back to the general periodic picture of re-
appears due to the invariance of the initial equatibl) with

g ' ; construction, we have only one possibility for resolving the
respect to translations in the horizontal plane. problem of nonuniqueness of the parame@er Here it is

The integral on the left-hand side of ER6) can be nacessary to use stability arguments. Using the results ob-
expressed via the elliptic integrals of the first and third kinds5ineq below(see paragraph 2.3 a check, we can show
F(u,r) andII(p,n,r), as follows: that the deformatiord(x) with the maximal periodr is the
most favorable energetically. For the case of unbounded ge-

2 (z,—z3)II| N\, G I +23F(,u,r)} ometry —oo<x< + o this means that the period of the struc-
V(21— 23)(22—24) 21723 ture on the reconstructed surface should tend to infinity.
X—Xq Therefore energetically stable periodic reconstruction of the
= (270 unbounded thin helium film is impossible, too.

Nevertheless, we can bring the factor of stability into the
where formulation of the problem artificially, by considering a film
of limited area. Such a scenario corresponds to the experi-

\ = arcsin [(z1—23)({—2)) mental situation. We therefore assume that
(23— 23)({—23)’

—L/2sx<L/2 (31
= [(21—25) (23— 24) and, in addition, that the following boundary conditions are
(21— 23)(2,—24)’ fulfilled:
anda=(a/pg)*?is the capillary length. {'|+1p=0. (32

Equation(27) defines in implicit form the reconstructed . " .
shape of the free surface of the liquid layer covering the solidlhe simplest boundary conditiof2) with the contact angle

. o . t the walls#=0 are necessary to save the basic instabilit
substrate under inverted gravitation conditions. The peFiod y y

) ) . indicatorh, in the form(6).
of the surface deformation wave defined by E2y) is equal After r*eformulation (31), (32) the dependence of the
to ’

function £(x) defined by Eqs(27), (28) on the parametet
4a T 2,-2, changes its character. Under the new boundary conditons
(22—23)1'[(5, P ,r) can take only a definite discrete set of values. Now our ob-
V(2= 25)(22—24) s jective is to demonstrate that the most energetically prefer-

- ” able solution can be found among the solutions correspond-
=,
2 L

+z3F (28)  ing to these values.

We should mention that the roots depend on two free
parameters, i.e., on the pressyrat the surface and on the
constant of integratiol© (in addition to the dependence on
the constants characterizing the properties of the liquid and Following the speculations above, we have to investigate
its interaction with the substrateThe solution defined by the solutiong27) under the boundary conditiori82).

Eq. (27) should obey the normalization conditigf4), too. The values of the paramet€ at which the boundary
This condition provides an additional relation between theconditions(32) are satisfied can be found from the require-
parameterg andC. Thus one can conclude that the function ment that the ratid./T be equal to some natural numbeér

{ depends on one free parameter, in addition to the deperf-he numbemN coincides with the number of maxima of the

2.3. Reconstruction of the free surface of a thin layer in
restricted geometry
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L/2 R
SPE= f dx8L(X)ASL(x),
L/2

R a & pg 3f
= > p— _|._ 4_
2 9x 2 M(x)
is a linear differential operator. The positive definiteness of
the second variation of energy is equivalent to the fact that

the operatorA has only positive eigenvalues,>0. The

problem of finding the spectrui, of the operator\ can be

x/a mapped onto the well-known problem of the energy spec-
FIG. 3. Results of calculations of the stationary shape of the reconstructegum o.f a quantum pamCIe W'”} mass= 1/a moving In t.h.e
layer with a single dropletcurve 1) and with two dropletgcurve2) formed potentlal wellU=— pg/2+ 3f/§ (X) We StUdy the Stablllty
at the surface. The coordinate is normalized to the capillary lengthand ~ Problem for the case when the perturbation does not affect
the layer thickness is normalized to the critical thicknegs The distance  the wetting conditions at the walls, so the boundary condi-
between the vertical walls is equal tc=13.3. The mean thickness of the tions for the “wave function” ares'(x)=0 atx==*L/2. It

layer ish=1.7&n, . The dashed line corresponds to the flat surface of ais q1aqr from this consideration that the perturbation that cor-
layer with h=h, . The estimated energy of the single- and two-droplet

solutions areE, = —3.8(E,, andE,= —2.86E,, whereEq= Japgh?/4. responds to the lowest eigenvalue of the “Hamiltoniak”
(i.e., to the “ground state leve)’is the most dangerous for
destroying the stability of the steady-state surface shape.
The low-energy part of the spectrum of the opera&ds
function (x) in the region—L/2<x<L/2. Thus such a so- found numerically, by direct diagonalization of the matrix
lution describes the formation &f humps, or “droplets,” at  corresponding to the operatdr. The matrix elements .,
the liquid surface. These droplets are connected betweesre calculated in an orthogonal normalized basis consisting
each other by the liquid layer covering the substrate. of a set of symmetricd) and antisymmetricy) functions
Detailed numerical analysis of the stability problem for — (@) BT i (W)
the solution withN droplets at the surface shows that only 2/ cogay"x), 21 sin(ay ),
Lhel solution withN=1 can be realized in experiment; see  \\here q9=2m(n+1)/L,
elow.
First, the energy of the liquid layer witk droplets at the and q\=m(2n+1)/L, n=0,1,2,....
surface (“ N droplet configurationj is estimated numeri-

cally. The results of estimations show that the configuration The functpng(x) IS symmetric W!th respect to inversion
: - . of the x coordinate {(—x)=¢(x). This means that the ma-
with N=1 corresponds to a minimum of the energy, while

the energy of configurations with>1 is higher. Figure 3 trix is diagonal with respect to the index of the perturbation

. ! ; arity, i.e., only the matrix elements with two or two g
shows an example of two possible stationary profiles of the .. . L .
o - indices are nonzero. This enables examination of the stability
reconstructed surface witi=1 (curvel) andN=2 (curve

2) calculated for the case—1.78, . The horizontal coor- problem against symmetric and antisymmetric perturbations
T8, .

dinatex is expressed in units of the capillary length and separately. The matrix element calculated for two basis func-

the vertical coordinate is expressed in units of the criticaltlons of the same parity corresponding to excitation levels

thicknessh, . The distance between the vertical wallsLis andm is

=13.3. The line with zero vertical coordinate is the sub- a pg 1

strate surface. The horizontal dashed line corresponds to the Anm:[E_ 7} Smn+ 3f m) '

flat layer of thicknessh=h, . The estimated energy of the nm

configurations is expressed in units of the enefgy  Wwhere o,y is the Kroneker delta, and the indexor g is

=(apg)*?h?/4. The energy of the configuration with=1 omitted. The elements (49),,, are calculated numerically

(the profile has one maximunis equal toE;= —3.8CE,, for the lowest 10 harmonics),m=<10. Numerical estima-

while the energy of the configuration with two maxima is tions show that taking higher harmonias, n>10) into ac-

equal toE,= — 2.86E,. Thus the configuration withi=1 is  count does not change noticeably the character of the lower

energetically preferable and should be realized in experipart of the spectrum of the operatdr We study the case

ment. whereL<15a andh<<10h, . Analysis show that all eigen-
Now we study the stability of the solution with a single values are positive\,>0. This means that small perturba-

maximum against small perturbations of the surface. For thisions of the reconstructed surface wib~=1 increase the

purpose the sign of the second variation of the ené@E  total energy, and, hence, the shape of the steady state of the

at small perturbations of the shape of the liquid surface isurface is stable.

determined. For a stable solution the second variation is Such a direct stability analysis cannot be done success-

positive definite(a solution should correspond to a minimum fully by numerical reasoning if the mean thickness of the

of the total energy The variationd®)E is represented by the liquid layerh>10h, or the dimensior.>15a, due to losses

following functional, which is quadratic in the small pertur- of accuracy in the numerical calculations of the values of the

bation §(x) of the steady-state surface profgéx): rootsz; .
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Meanwhile, at highh one can use the following qualita-
tive considerations to demonstrate the fact that the solution
with one droplet on the reconstructed surface is energetically
preferable, and only this configuration can be forrfieth
the general situation, the profile of the steady state of the
reconstructed surface corresponds to the formatiorNof
droplets at the surface, which are connected by the liquid
layer covering the substrate. In the limiting case where the
volume of liquid is macroscopically large, the thickness of
such a layer is small in comparison to the height of the drop- ) 5 0 5 4
let. The main part of the liquid is accumulated in droplets,
and the volume of liquid contained in the layer covering the
substrate between the droplets is negligibly small. As a firsEIG. 4. Evolution of the shape of the reconstructed liquid layer with a single

approximation the shape of each droplet can be described b}poplet at the center with increasing mean thicknéssCurve 1: h

. 1.5h, , curve2: h=2.2n, , curve3: h=7h, . The thickness of the layer
the 1D Frenkel solutioitsee Ref. 13 is expressed in units of the critical thickness. The distance between the

vertical walls isL=9a.

Ao
{(X)= 7(1+ cosx/a), (33
where the height of the droplet is depends weakly on the mean thickndss The thickness
{min={(=L12) of the liquid layer covering the substrate out-
Ay=Slma, (39

side the droplet is less than the critical thicknbgs and it
andS s the “two-dimensional volumetarea of the droplet.  decreases with increasing mean thicknksdn the caseh
The energy of a single droplet whose shape is described by h, the main part of the liquid is concentrated in the drop-

Eq. (33) can be calculated directly. This gives let, and the volume of liquid in the thin layer wetting the
substrate outside the droplet is much smaller than the total
E(S)=— 2 (35) liquid volume.
! 2ma’ As was shown in Ref. 21
The total energy of the liquid can be estimated as a sum of /. \3 h_
energies of each “isolated” droplet. If the total volume of (h_ =37 {ma= Aot Lmin - (37
* max

liquid, S, is distributed among\ identical droplets, then the

energy of such a configuration can be estimated as followsHereA, is given from Eq.(34). The combination of Eq37)
with the requirement ,,;,<<d,, leads to estimates of the criti-

a S? it ;
_ __ e cal valueS,,, necessary for simplificatio8). Thus it should
E=NE;(S/N) B N (36 be in
Thus the energy of the liquid is increased if the liquid is S>S.in, Where Syin= wahi/3d§,. (39

redistributed from one droplet into a number of droplets. In
the macroscopic cade>h, the solution with one droplet
formed inside a cell is also preferable from energy consider
ations.

From the results obtained it follows that the consider-
ation of the reconstruction process can be restricted to th
case where a single droplet is formed at the surface. Belolf
we present results of numerical computations of the
evolution of the shape of the reconstructed layer with one

Estimate(38) confirms the propositions made in the preced-
ing qualitative analysis.

Figure 5 shows the dependence of the droplet hefght
={(0)—¢(L/2) on the parametef=(h—h,)/h, (the over-
8ritica|ity parameter. For comparison of our results with the
sults of macroscopic consideratidiishe droplet heighA

droplet formed at the surface with increasing mean layer 1'0_

thicknessh. 08l
Figure 4 shows the shape of the reconstructed surface |

obtained by numerical integration of E®2) in cases where 06k

the mean liquid layer thickness is equalhe1.5n, (curve & “l

1), 2.2h, (curve2), and 7, (curve3d). Thex coordinate at <

the graph is expressed in units of the capillary leratland 0.4r

the z coordinate is expressed in units of the critical thickness i

h, . The distancd. between the vertical walls is equal to 0.2

9a. Thez coordinate of the substrate surface is equal to zero. i o
It can be seen from Fig. 4 that the amplitude of the wave 0 1 2 3 4 5 6 7

of surface deformation increases gradually with increaking 8=h/h.—1

aboveh, . The maximum of the deformation is situated at G J o itude of th ¢ surface def )

the center of the cell. The wave acquires a droplet-like shap%I - 5 Dependence of the amplitude of the wave of surface deformation on
.. . . . e overcriticality paramete$=h/h, — 1. Amplitudes are measured in units

at suff|0|ent_ly largeh. The characterlstlc_ horizontal size of_ of A, WhereAy=S/4ra is the amplitude of Frenkel's droplet, asds the

the droplet is of the order of a few capillary lengths, and ittotal area of the one-dimensional layer.
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is normalized to the heighd, given by Eq.(34) for Fren-  importance for the representation of the van der Waals pres-
kel's droplet, i.e., on the height of the droplet formed undersure as a power law of the layer thickness in EQ. The
inverted gravitation conditions from a liquid of the same condition|{’(x)|<1 is of crucial importance for calculations
volumeS=Lh and calculated in the case where the angle obf the electric pressure at the surface of charged liquids, too
wetting of the substraténot the wallg by the liquid is 6 (see the next Section
=0. In these calculations the horizontal dimension of the cell
is L=9a, which is the same as in Fig. 4. 3. MACROSCOPIC CHARGED DROPLET FORMED ON A

It follows from Fig. 5 that at large thicknessés-h, SOLID SUBSTRATE
(i.e., at high overcriticality level5>1) .the height of thg 3.1. Equipotentially charged surface of a liquid in an
droplet formed at the center of the cell is close to the height,ccyic field
of Frenkel's droplet of the same volume. The difference be- ) . )
tween the heights of the “van der Waals droplet” and Fren- [N this Section the evolution of the shape of a charged
kel's droplet is about 10% af~6 and decreases with in- droplet with increasing mass of the droplet and external elec-
creasings. Thus, at a layer thickness one order of magnituddTic field strength is studied. Calculations are carried out for
higher than the critical thickness, the shape of the droplet WO cases, where the droplet is suspended from a metallic
formed under inverted gravitation conditions can be deSubstrate or is lying on the substrate. In the first case the
scribed to rather good accuracy by the “macroscopic” solu-direction of the stretching electric force acting on the liquid
tion (33). The effective angle of wetting of the substrate by Surface is the same as the direction of the force of gravity,

liquid at the edges of the macroscopic droplet is and in the second case the forces have opposite directions.
These situations correspond to conditions of experiniénts
Bo=0. (39 with liquid hydrogen droplets. In the experiments the upper

or the lower plate of a horizontally arranged flat capacitor

The characteristic horizontal dimension of the droplet is ofplay the role of the substrates.
the order of the capillary length &> 1. Thus, if the over- It is supposed that the charges are localized under the
criticality level is not very small and the dimensions of the free surface of the liquid and they create a quasi-two-
cell are much larger tham, then the boundary conditions dimensional layer, which totally screens the electric field in
should have a weak effect on the equilibrium shape of thehe bulk of the liquid(i.e., the electric field and the density of
droplet. charges in the bulk of the liquid are equal to 2erdhe

At h~h, the dependence of the droplet height electric potential at the liquid surface is maintained equal to
=A(h) differs significantly from that obtained in the macro- some constant value by an external battery, and the total
scopic approximations, and &=h, (at overcriticality §  number of positive charges localized under the surface can
=0) the height of the droplet tends to zero. At thicknessede varied due to a continuously working source of charges,
smaller than the critical thickness the flat liquid surface iswhich is placed in the bulk of the liquid.
stable, and the layer is in the nonreconstructed stadede- A macroscopic situation will be considered here, i.e., the
formation wave appears at the surfadeetails of the behav- height of the droplet is supposed to be much larger than the
ior of the surface shape htclose toh, depend on the value critical thicknessh, . As was pointed out above, a typical
of the wetting angled. The corresponding analysis will be value of the critical thickness is of the order of Tocm, and
published elsewhere. it is smaller than droplet heights suitable for optical observa-

Let us consider in addition t¢38) the limitations for tions. The influence of the van der Waals forces on the shape
applicability of the results obtained. The main assumption irof the macroscopic droplet is negligibly small, and one can
the treatments presented is the small-angle approximatioexclude it from consideration. Meanwhile, the van der Waals
|¢'(x)|<1. The characteristic length scales in the horizontaforces are comparable with the electric and gravitational
and vertical directions differ drastically. The horizontal sizeforces at the edges of the droplet, where the liquid depth
of the deformation wave is of the order of the capillary becomes of the same order as the thickness of the thin liquid
length. For liquid hydrogen it is equal ta~0.2 cm. The layer wetting the substrate, i.e., of the order of the critical
characteristic thickness scale is represented by the criticahickness. As is shown in the previous Section, the influence
thicknessh, , and in the case of a hydrogen film covering a of the wetting layer at the substrate surface on the shape of
dielectric substrate it ih, ~10 * cm. The condition at the droplet could be taken into account by using the effective
which our treatment fails can be written &¢a~1, or, in  boundary condition$39) that read/’ =0 at the edges of the
equivalent formh~a?/L. One can conclude from these es- droplet. The thin liquid layer wetting the substrate outside
timations that the results of our considerations are validhe droplet should be considered to have zero thicknéss (
(from the side of large thicknegsf d<a/h,~10° or h =0) in the macroscopic treatment used in this Section.
<10 ! cm, forL~a. From the side of small thickness the It was shown above that almost all the volume of a neu-
applicability of the results is restricted to the possibility of tral liquid covering a substrate is concentrated in a single
considering the liquid as a continuous medium, il., droplet at the substrate surface. It is natural to assume that
>10 % cm. Thus there is a macroscopically wide interval ofthis property also holds for a charged liquid, and a single
layer thickness where the results obtained are valid. droplet should appear at the equipotentially charged surface

The problem of the stationary shape of a liquid dropletof the liquid.
can be solved without the assumption of smallness of the Here we consider a real “two-dimensional” situation in
gradient of the surface deformation if the capillary forces arewvhich the shape of the liquid surface depends on two coor-
taken into accounfsee, e.g., Ref. 33This assumption is of dinates in the X,y) plane. We also assume that the droplet
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formed at the surface has an axially symmetric shape, i.e., ¢|z:g<r>:Eo§a #l,—q=0. (42)

the liquid surface is described by an equatong(|rl). In the case under study<d<R, the potential/ could

Calculations of the equilibrium shape of the droplet are . . : L
carried out in two steps. First, the effective energy of thebe calculated using perturbation theory, with the liquid layer

charged droplet formed at the capacitor plate is calculated égicknessg considered as a small function,

a function of the shape of the droplet and of the voltage =y V+ D+ (43
applied to the capacitor. After that, the dependence of the 1) @) 2 .
height A and the effective radiuR of the droplet is found Where ¢''~¢, ¢2=~{%, etc. In order to determine the

it iong™ -
using the variation approach, from the condition that the efPoundary conditions for the function™ one should sub
fective energy acquires a minimal value at the equilibriumSt'tUte the expansio3) into E_q.(42) and equate the ter_ms
of the same order. For the first-order terms the conditions

state.
Let us consider a droplet suspended on the upper plate &fad
the flat horizontal capacitdt.e., the droplet is under inverted P Y),—q=0, Y|, 0=Eol. (44)

gravitation conditions The equilibrium shape of the liquid

droplet with an equipotentially charged surface correspond¥/e assume that the droplet has an axially symmetric shape,

to a minimum of the effective energgee Ref. 2P e, {=¢(r), wher_er=_|r|. The solution of the problem of
the potential distribution with boundary conditio44) is

1 d known from potential theory. In the regiaf=z=d, where
E=Emeci- o— | d?r | dzE? (40) gy -
mech g . [ : the electric field is not equal to zero, the solution can be
found using a Bessel transformation. It reads

sinht(d—2)
sinhtd ’

Here&ecnis the mechanical energy of the liquid sum
of the surface energy and the energy of the liquid in the ¢<1>(r,z)=EoJmdtJO(rt)F(t)t
gravitational field, the last term in the right-hand side rep- 0
resents the energy of the electric field in the capackois B
the electric field strength in the gas phase, dnd the dis- where F(t)=f drrdo(rt)Z(r),
tance between the capacitor plates. The frame of reference is 0
chosen the same as was used in the previous Section: “&ﬁd‘lo(t) is the Bessel function of order zero.
(x,y) plane coincides with the surface of the upper capacitor

plate, from which the droplet is suspended, andzlais is tially nonzero if its argument<1/R. Thus the arguments of

directed along the gravitatior_1a| force. . the hyperbolic functions in the right-hand side of E4p) are
The form of the expression for the electric field eNergy ot order d/R<1, and these functions can be expanded in

n a capacitor depends on the rz_atlo between the horlzontfgeries in their arguments. Below we need the expression for
size of the droplefits effective radiu?) and the distancd o gerjyative of thay) function. Calculations give the fol-

between the capacitor plates. Ip. the calculations presentq wing relation:
below we assume that the conditidhR<1 holds.
Also, in order to simplify the calculations it is assumed 1/ dz|,— o= —Eo{/d. (46)
that the height of the dropl&t is small in comparison to the
distanced, A<d.
From this it follows that the angle of the slope of the
surface with respect to the horizon is given in order of mag-

. " ene
nitude by a product of two small quantitiefy |~ ¢/R
~(¢/d) X (d/R), and it is a small quantity of high order.
Restrictions for applicability of the results obtained, which
follow from these assumptions, will be discussed later. 1 > (¢ 5

In order to determine the contribution of the electric field 56"_§f d rL dz(Vy)*, (47
energy to the total effective ener@g0) one should calculate
the electric potentialp inside the capacitor. The electric po- where we have neglected an inessential constant in the right-
tential obeys Laplace’s equatida is the Laplacian opera- hand side of47). In the same third-order approximation this
tor) and the boundary conditions at the upper and lowefXpression can be reduced to an integral over the surface of

(45

The Bessel transforrf(t) of the function{(r) is essen-

Here we use the inverse Bessel transformation in the calcu-
lations.

We will calculate the dependence of the electric field
rgy on the shape of the droplet up to third-order accuracy
in the ratio{/d. The energy of the electric field in the ca-
pacitor is expressed via thg potential as

plates the upper plate as follows:
_ _ _ E Eaiey P2y
Ap=0, ¢[=;n=0, ¢|,=4=U. (41) 5e|:_£J’ dzr(g lgz e ;iz ) 49
z=0 z=0

The value of the electric potential at the charged surface
of a droplet suspended from the upper plate is assumed to befollows from the relation obtained that the energy of the
equal to the value of the potential at the plate. This value i®lectric field written up to the third-order terms is expressed
chosen equal to zero. The value of the potential at the lowevia the first-order term of thg potential and via the func-
plate is denoted as. tion. One can eliminate the function® from expression

It is convenient to introduce a new potentiatlefined by  (48) using Eq.(46) and a similar equation for the second
the equationy=¢+Eqz, where Ej=—U/d. As follows derivative of the potential obtained from the integral repre-
from Eq. (41), the boundary conditions for thg potential  sentation(45). This gives the following dependence of the
are the following: electric field energy in the capacitor on the droplet shape:
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u? SIS -
- 20124 2 — ’2
ge'_87rdfd r(d2+d3)' Co wao dxxf <(x),

One can see from this expression that the energy of the elec- %
tric field depends locally on the thickness of the liquid layer Cn=277f dxxf'(x) (at n>0). (53
Z(r). This results from the assumption that the effective ra- 0

dius of the droplet is large in comparison to the distance  The region of integration if53) is enlarged to infinity
between the capacitor plates. thanks to convergence of the integrals.

In calculating the contribution from the surface energyto  The values of the variational parameters in the equilib-
the mechanical energy of the liquid to the same accuracyjum state can be determined from the condition that the
one should take into account only the lowest-order terms ireffective energy of the liquid acquires a minimal value under
the angle of slope of the surface in the expression for théhe additional normalization conditiofi2). The normaliza-
capillary energy. tion condition can be expressed via the variational param-

The total effective energy of the systg@0) calculated eters as
in the approximation adopted is given by the following ex-

2 _
pression: CIAR™=V. (54)
2 The condition (54) can be taken into account using the
a 1 U S ..
E= _f d2r(ve)2— _pgf d2ry2— — Lagrange multipliers method, as was done earlier in calcula-
2 2 8md tions of the stationary shape of the neutral liquid surface.
2 8 Thus the values of the parameters in the equilibrium state
X J d’r ?+ rEIR (50 can be determined from the equations
, e o o€
Note that the electric energy {#0) has the opposite sign -~ Z_o (55)
to the mechanical energy. A IR

where&=£-pAR andp is a Lagrange multiplier.
The solution of Eqs(55) gives the following depen-

3.2. Equilibrium shape of a charged droplet dence of the droplet heigl on the voltageJ:
Let us determine the dependence of the shape of a 2 k,U 2y\ 1
charged droplet on the voltagé applied to the capacitor. A A=KV @t el a= 4 ) (56)

nonlinear equation describing the shape of the droplet can be
derived using a variational principle from expressigf) for ~ The constants in(56) are equal tok;=c,/2coCy, k;
the effective energy of the system in the same way as was C3/CoC; -
done for Eq.(1). But the solution of the equation obtained in Note that the functiorf(x) enters into expressior(54),
the 2D situation meets difficulties because of the absence ¢b6) only as an integrand in the constarts, k,, andc; .
a first integral of the equation. In this work we determine theThus the choice of the explicit form of the functié(x) has
height and the radius of the droplet using a variational aponly a weak effect on the calculated values of the droplet
proach in which the shape of the droplet is approximated byizes.
some ftrial function. In order to estimate the values of the constant$5®)
We seek the coordinate dependence of the trial functionve choose the functiof(x) in the form

Z in a general axially symmetric form F()=q(de()—Jo(B1)),  0<xX< By,

: (51) f(x)=0, x>8;. (57)

Here B,~3.83 is the least root the first-order Bessel func-
whereA is the droplet height anB is the effective radius of g J1(B81)=0, andg=(1—Jo(B1)) 1~0.71 is a normal-
the droplet. Parameters andR are positive variables play- jzation constant. The explicit forrts7) of the functionf(x)
ing the role of variational parameters in the problem. Theis chosen from the following considerations. The function
function f(x) is a bell-shaped function of the variable  (57) s a solution of the equation which describes the liquid
=r/R. Itis normalized by the condition§(0)=1 andf(x)  surface shape in a linear approximation over the droplets
—0 atx>1 (recall that the effective wetting angle at the pejght. The exact shape of the droplet should be close to that

Z(r)y=Af %

edges of the droplet is equal to zgro o function at a small nonlinearity level in the system, i.e.,

The dependence of the total energy of the liquid on thgynen the inequalitietV ¢| <1, A/d<1 hold.
variational parametera andR can be calculated by substi-  The values of the constants estimated from definition
tuting the function(51) into expression50). This gives the (53) using the function(57) arek,=0.0754,k,=0.106, and
following expression: c,=18.5.

o 1 U2 2 The dependence of the effective radius of the droplet on
E= ECOAZ— (Engr W) C,A’R2— g c3A%R2, the voltage U can be calculated from Eq(54) as R
aa v

=(V/c;A)Y? whereA is given by Eq.(56). The droplet
diameterD (i.e., the diameter of the circular base of the
where the constants, are defined as dropled can be estimated d&3~7.66R.
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Let us analyze the result obtained. The droplet hefght r,mm
estimated from(56) grows infinitely when the voltage is in- -101-8 -6 -4 -2 0 2 4 6 8
creased to the value 0 —bamig L g

4’7Tad4 1/2
Ueo= GV (58) EO'S
_ £1.01

At U>U_, Egs.(55) have no solution. At these voltages = \ & ouU=0
the effective energy of the droplet as a function of amplitude 1'}1 51 u A U=350V
A decreases with increasifgand, hence, has no minimum. ' o U=560V
That means that a suspended droplet is absolutely unstable at 2.0
high voltages. Thus the voltagé., given by Eq.(58) can be

considered as an estimate for the second critical VOltage’ ia—FG 6. Droplet profiles obtained by scanning snapshots of a suspended

which the liquid droplet loses mechanical stability in the charged hydrogen droplet at different voltagesapplied to the capacitor.

external electric field. At voltages higher thép,, discharge

from the surface accompanied by transfer of liquid from the

suspended droplet to the lower plate of the capacitor shoulthents the droplet was created by condensation of hydrogen

take place. Expressiof8) should be considered only as an from a gas phase on a cooled upper plate of a horizontally

order-of-magnitude estimate because in the case where ti@ranged capacitor. This technique allows one to control the

amplitude A is comparable with the distanak the theory layer thickness over a wide range by using precise control of

developed is of a qualitative character. the substrate temperature and of the volume of gas intro-
Dependencé56) can be used to describe the evolution duced into the experimental cell.

of the shape of the droplet formed from a liquid layer cov-  In these experiments the evolution of shape of the sus-

ering the lower plate of the capacitor, with increasing volt-pended charged droplets with increasing voltage applied to

age. In this case the stretching electric force, which acts othe capacitor plates and with increasing volume of the drop-

the equipotentially charged surface of the droplet, is directedet was studied.

oppositely to the gravitational force. To obtain the voltage  Figure 6 shows the changes of the profile of the droplet

dependence of the amplitude of a droplet lying on a substrateith increasing voltagéJ, obtained by analysis of snapshots

one should change the sign of the constarin Eq. (56). of the droplet. The volumé&/ of the droplet was equal to

This gives the formula 60 mn? in this experiment. The distance between the capaci-
tor plates wasdl=3 mm. The experimental data in Figs. 7
A=0 at U<U = 4mpgd®, and 8 are reproduced from Figs. 8 and 9 of Ref. 12. Figure 7
U2 U2V -1 shows the dependence of the droplet heiylun the voltage
_ _ _ 2 U obtained from plots in Fig. 6. The points represent the
A=k\V| —=F — at U>U;.
Y\ 4md pg) ( " 4md® ot results of measurements, and the solid curve the dependence

(590 (56). Note that the voltage at which the discharge of the
Note that the voltage),; coincides with the critical voltage SUTface was observed is equalle,~800 V. Figure 8 dem-

at which the reconstruction of a thin equipotentially chargecxons'[raltes the evolution of the depgnd_ence of_the height of the
layer of liquid takes place, see Ref. 3. From the dependencdroPlet on the droplet volume with increasing voltage

(59) one could see that a droplet is formed at the surface of "€ solid circles show the dependence of the amplitude

the liquid layer if the “renormalized” gravitational accelera- € volumeV measured at zero voltagé=0. The squares
tion ger=g—UZUZ, changes its sign from positive to nega- show the same dependence measuredl at630 V. The

tive with increasing voltage). Thus atU>U,, the surface dashed lines correspond to the theoretical dependebégs

of the liquid layer condensed on the lower plate of the caCalculated at the given voltages.
pacitor could be considered, as a first approximation, to be

under “inverted gravitation conditions,” where the effective =
gravitational acceleration is directed oppositely to the real
gravitational force. This situation is quite similar to the case
of the reconstruction of the thin van der Waals liquid layer
considered in the previous Sections. But here the renormal-
ization of the gravitational acceleration that acts on the liquid
arises from the electric forces.

As one can see from E8), the second critical voltage
U.,, at which the droplet surface becomes unstable, does not
depend on the gravitational acceleration. Thus in the “small
angle” approximation used the voltages at which the dis- 1.0 , | ‘ |
charge from the surface should take place have the same 0 200 400
values in the cases of lying and suspended droplets. u.v

We use theA(U) dependence Q'Ve” by EGS6) for FIG. 7. Dependence of the height of the suspended droplet on the voltage
treatment the results of experimefftwith charged hydrogen applied to the capacitor. The volume of the droplet is equalVto
droplets suspended on a metal substrate. In these expek-60 mnt. Points—experiment, line—theoretical depende(t®.

|
600
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3 ~ strate outside the droplet. The presence of such a film is
’ important for transitions between states with several humps
. at the substrate and the state with a single hump.
2F The application of an electric field to the equipotential
‘ charged surface of liquid layer leads, in a first approxima-
e 0 tion, to renormalization of the gravitational acceleratitm
an increase of the effective gravitational acceleration if the
[ droplet is suspended from the metallic plate, and to a de-

: crease of the effective gravitational acceleration if the droplet
0 . L L ' : is lying on the platg
40 80 120 The results of the theoretical considerations are in good
3

agreement with experimental observations.

FIG. 8. Dependence of the droplet height on the volume of a neutral droplet, 1 his work is supported in part by INTAS Grant 2001-
U=0 (circles, and of a charged droplet)=360 V (squares Points— 0618, RFBR Grant 03-02-16121 and RFBR Grant 03-02-
experiment, lines—the dependen&®). 16865-a. G.K. also thanks the Science Support Foundation
(Russia for support. We thank M. Strzhemechny and J. Klier

for helpful discussions and useful remarks.
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Two type of plaquette systems are proposed for modeling a vortex in an easy-plane two-
dimensional Heisenberg ferromagnet with the dipole—dipole interaction of the magnetic moments
of the lattice taken into account. The first plaquette describes a system with the boundary

spins fixed in the easy plane perpendicular to the “surface” of the magnet, while in the second
plaguette the boundary spins are fixed parallel to the “surface.” The properties of static

vortex ordering of the magnetization and the transformation of the spectra of eigenmodes of the
plaguettes upon a change in the parameters of the easy-plane exchange anisotropy and
dipole—dipole interaction are investigated. It is shown that the region of stability of the various
vortex solutions on the plane of the anisotropy and dipole—dipole interaction parameters

is substantially different for these two plaquettes. The differences between the results obtained
for the dynamics and structure of the vortex solutions with the dipole interaction taken

into account and those obtained in a treatment including only the exchange interaction are
analyzed. ©2004 American Institute of Physic§DOI: 10.1063/1.1645157

1. INTRODUCTION tropic exchange models for the theoretical description of the
properties of magnetically ordered media, in studying real

The dipole interaction plays an important role in stabi- L . :
lizing the long-range order of low-dimensional magnets thatsystems one often encounters a situation requiring rigorous
' consideration of the DDI. Only when the DDI is taken into

of two-dimensional magnetic systems, in particular, and in

the formation of the structure of the ordered state of magg;\ccount can one determine and investigate correctly the com-

netic mediat? The interplay between the local anisotropy plex inhomogeneous ordering of the magnetization in the

and the short-range exchange and long-range dipole intera%round state of real magnetic structures, where, because of

tions (the latter being by nature the most anisotropiads to 1€ Presence of stray fields, the geometry of the sample be-

a greater diversity of features of the magnetic ordering oINS t0 play an important roféeven under the condition of a

such structures. In particular, the ordering of the magnetizadniform distribution of the magnetization a sample of finite

tion determined by the dipole—dipole interactié®DI) in a sjze(if nonellipsoida) wiI_I have nonuniform de_magnetizing
system differs from the ordering obtained when only the ex fi€lds that can be taken into account only qualitatively by the
change interaction is taken into account. Without taking thdntroduction of anisotropic demagnetizing factdsee Ref.
long-range DDI into account it is impossible to explain the 10 and .the referenceg cited thepeilonlocal interactions
formation of domain structure in a magnetic sanipla| play an important role in the study of the properties of.mag—
though the form of the domain wall itself is determined Netic films! In some rare-earth compounds called “dipole
solely by the competition between the exchange and locdnagnets™? the exchange interaction is anomalously small,
anisotropy"® For this reason the nonlinear topological exci- and it is absolutely necessary to take the nonlocal interaction
tations in different magnetically ordered media have forinto account. It is the DDI that is responsible for the stability
many years been treated theoretically in the framework off the complex inhomogeneous states of diverse magnetic
the classical Heisenberg model with only the exchange intefarticles having sizes that vary from tens of nanometers to
action and different sorts of anisotropy taken into accountSeveral hundred nanometeithe so-called “magnetic nan-
This practice has also come about because of the comput@dots” and similar objects'*** Nanodots are candidates for
tional difficulties in taking the slowly decaying DDI into the creation of various devices which underlie “magnetic
account, although there have been papers investigating thegic’ schemes;>*® highly sensitive magnetic sensdfs,
influence of a nonlocal interaction on the nonlinear dynamicsspintronic devices, ett® There is great interest in the study
of magnet$. (In two-dimensional systems the nonlocal inter- of the propagation of solitonic magnetic pulses in nanodot
actions can also be taken into account approximately by insystems=>*°
troducing an effective local anisotropic tefiriThe exchange Thanks to the presence of stray fields, nanodots made in
approximation often allows one to give a good qualitativethe form of a cylinder with a low height can have a stable
and sometimes even quantitative explanation for a largstate with a vortex at the center of each tbt A large
number of experimental results concerning the nonlineanumber of papers have been devoted to the study of vortices
properties of magnets. in two-dimensional ferromagnets in the framework of the
Despite the undeniable success with the use of aniseexchange model with easy-plane anisotrdpy’ (a large bib-

1063-777X/2004/30(1)/12/$26.00 70 © 2004 American Institute of Physics
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liographic listing is given in the review by Mertens and a
Bishop?®). In particular, there is significant interest in the
unusual dynamic properties of magnetic vortiée®>13%he
transformation of the spectrum of eigenmodes of a two- X

dimensional magnet of finite siZ&;2%2°3'and the activa- 2 1

tion of magnon modes of a magnet with a vortex by an ‘

external influencé*?"28A natural next step in the theoretical - Vi ——o—J
study of magnetic vortices is to take the DDI into account,
since that is important in the experimental study of vortices
in nanodots. Vortexlike structures have been observed in a —— T
numerical study of a two-dimensional monolayer of finite

size in the case when the DDI is dominant over the anisot- 3 4

ropy energy(see Ref. 33 and references thejeifihe exis-

tence of solutions of the vortex type for two-dimensional
systems when the DDI is taken into account was pointed out

in Refs. 20 and 34see also Ref.)LAn important theoretical z
problem is to elucidate the extent to which the results of the
exchange approximation are modified when the long-range
forces are taken into account and to what degree the data
obtained without taking the DDI into account can be applied
to the description of the properties of real systems.

In this paper we analyze the properties of the static vor-
tex solution and the linear eigenmode spectra in the plaguette
models illustrated in Figs. 1 and(Re., for two coordination
spheres of a square spin latfideut, in contrast to previous
studies of this kind®27-33%he DDI of the site spins is taken
into account. Such models are sometimes called “core mod-
els,” a name which reflects the fact that over a wide range of
values of the anisotropy, the vortex cdtke region in which
the magnetization gradients are larges a small size, and
for a correct description of the properties of the system it is
sufficient to consider the properties of the spins only near the
center of the vortex. It has been shown previotfsfythat in
the exchange approximation the spectrum of magnon eigen-
modes and the structure of the vortex solution arising in
similar plaguette systems have a good qualitative similarity
to the analogous properties of two-dimensional systems of
large size. The question of the spectrum of linear eigenmodes
of a magnetic nanodot containing a vortex is how the subject
of active discussiofisee Ref. 36 and the articles discussed in
the texj and intensive experimental reseafétData on the
vortex structure, dynamics, and spectra of nanodots contain-
ing a vortex are extremely important for understanding the
physical nature of the process of dynamical magnetization

reversal, which might potentially be used for a resonanLIG. 1. Plaquette | with boundary spins fixed perpendicular to its “surface”

change of state of a magnetic d@te., in magnetic 10giC (e unfilled circlets correspond to fixed spindistribution of the spins in

elements However, as was pointed out above, direct calcu-he plane of the vortexa); three-dimensional view of the distribution of

lation of the properties of nonlinear excitations in real SyS_spins inan out-_of-planéDP) vortex (the in-plane_distribution of the spins in

tems is often rather complicatsven in the exchange ap- e G e! & aTaegaus o e case of an nplvorex see o

proximation), and therefore the construction of simplified gashed arrows correspond to the TIP vortex of opposite “chirality.”

models capable of giving an analytical explanation of the

results of experimental and numerical studies is an important

problem from the standpoint of basic research on the prop-

erties of magnets. the presence of strong surface anisotropy, analogous to that
In principle, the study of systems like that considered inarising on the surface of thin filnfs® If the plaquette is

this paper is also of independent interest in connection witltonsidered as a system that models the properties of a mag-

the study of so-called “magnetic molecule$® Fixing the  netic molecule, then the presence of such anisotropy may be

spins of the outer coordination sphere in the direction perdue to the strong influence of the “matrixhonmagnetic

pendicular (plaquette | and parallel(plaquette ) to the  environmenk on the magnetic atoms of the outer coordina-

“surface” of the plaquettgsee Fig. 1 can be explained by tion sphere.
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FIG. 2. Plaquette Il with boundary spins fixed parallel to the “surfagb&
unfilled circlets correspond to the fixed spindistribution of spins in an IP

vortex (a); three-dimensional view of the of the distribution of spins in an

A. S. Kovalev and J. E. Prilepsky

described by the Landau-Lifshitz equati@n.E).3-° For de-
scribing the spatial orientation of the vectBrit is conve-
nient to use as variables tlzeprojection of the spin on the
“hard” axis, m;=S", and the azimuthal angle of the spin,
¢;=arctan§/S); in these variables the LLE takes a Hamil-
tonian form, andp; andm; play the role of canonically con-
jugate effective coordinates and momenta for the Hamil-
tonian H(m; ,¢;). In these variables the LLE looks like

do; m, sm; 1
£=2 ( L9 'cos%s—)\mg +DE_ —

s my i T
1ijmi
X\ myt 5 = [cosgj;+3 cog o+ ¢j—2a)) ]|,
2
%:_Eﬁ mLimLésm(Pi&_D; m§+3?“
X[sing;;+3 sin(¢i+¢;—2ajj) ], Q)

where
— 2 —
m=y1-m Pik= @i~ P>
CoSajj = (I COSY; — I cosy;)/ri;

andy; is the azimuthal coordinate of thih spin site. In Eqgs.
(2) and (3) the time is measured in units df ! and the

OP vortex(the IP distribution of the spins in the OP vortex is analogous to renormalizationD/J—D is made, i.e., the variation of the

that in the IP vortex; see texb).

1. MODEL AND STRUCTURE OF THE VORTEX SOLUTION

1.1. Equations of spin dynamics and the features of
the vortex solution in the exchange approximation

renormalizedD formally corresponds to the variation Jf
andag.

In a two-dimensional ferromagnet with easy-plane an-
isotropy (exchange or single-igra magnetic vortex is a to-
pological defect. In the long-wavelength limit the solution of
the LLE for a static magnetic vortex in an infinite system
with allowance for only the exchange part of the Hamil-

In the framework of the classical discrete Heisenbergonian(1) was obtained in Refs. 21 and 2e also Ref. 32
model the Hamiltonian of a two-dimensional ferromagnetin polar coordinatesr(y) connected to the center of the
with easy-plane exchange anisotropy and a dipolar interagsortex it has the formp=xy+C, m=m(r), whereC is an

tion of the magnetic moments of the lattice has the form

HzHJ:HDz—J;s (S'SK+ S+ NSSY)

bS 3'3% _3(S'rij)gsj'rij) ,

oo\ T rij

D

arbitrary constant, and an analytical expression rftr)

does not exist. For largethe z projection of the magnetiza-
tion of the vortex falls off exponentially, and at the center of
the vortex it reaches a valum= =1 (the different signs
correspond to different polarization of the vortesuch a
vortex is called an “out-of-plane(OP) vortex. When the
discreteness of the system is taken into account, another type

where§; is the classical site spihenceforth the modulus of of vortex is also possible, depending on the anisotropy: for
the spin vector is assumed to be the same for all sites anstrong anisotropyA <\. (A,~0.7 for a square lattice; for

equal to unity, the indicesi andj go over all sites of the

other types of lattices the value differs somewf3) the

two-dimensional spin lattice, ané enumerates the nearest “in-plane” (IP) vortex configuration wittm=0 is stable. At
neighbors of théth site. The exchange interaction constint a lower value of the anisotropy the static vortex goes over to
is positive in the case of a ferromagnet, and the exchangthe OP configuratior>2°2°32n a continuum description the
anisotropy parametex in the case of easy-plane symmetry IP vortex does not exist, since the energy of its core diverges

varies in the range €A <1; r;j=r;—r; is a vector connect-

logarithmically at the center of the vortex, while the energy

ing theith andjth spin sitedmeasured in units of the inter- of the OP vortex remains finite. In a discrete model the en-

site distancg and D is the dipole—dipole interaction con-

stant. In dimensional uni1B=(,uBg)2/2a(3), whereug is the
Bohr magnetong is the gyromagnetic ratigLande factoy,

ergy of the core of the IP vortex is finite, and it is stable for
N<\.. Taking the DDI into account destroys the invariance
of the Hamiltonian of the systerfl) with respect to a uni-

anday is the intersite distance, i.e., the physical case is foform rotation of the spins in the easy plane. In cylindrical
D>0. The dynamics of the classical magnetization vector isnagnetic nanodots the requirement that there be no stray
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fields (minimization of the magnetic dipole interactideads the proposed plaquette model the vortex state is fixed by the
to fixing of the value of the constant for a stable vortexboundary conditions. Therefore in this model the vortex ex-
lattice asC= = /2 (see, e.g., Ref. 36where the different ists forA>1 as well. But in analogy with the infinite system,
signs correspond to the different chiralities of the vortex. all of the dependence aawill be given below only for the

region\<1.
1.2. Modeling the vortex properties with the aid of a The goal Of_ t[he presgnt study is to |nvest|_gate Fhe struc-
plaquette analysis ture and stability of different vortex configurations of

. ) ) plaguettes and the spectra of linear excitations with the DDI
In plaquettes | and I{Fig. 1) the four spins of the inner i5xen into account.

(first) coordination sphere of the plaquette can change in

their spatial orientation, while the spins of the second coor-

dination sphere are fixed in the “easy” plane perpendicular2. PLAQUETTE | WITH A FIXED BOUNDARY WITH

(Fig. 1) and parallelFig. 2) to the “surface” of the plaquette ALLOWANCE FOR THE DIPOLE-DIPOLE INTERACTION

(its lateral facep Even in the exchar_nge apprOX|_m_at|on the 2.1. Static vortex configuration and the dynamical equations

vortex state for such plaqgettes, owing to t.he f|x_|ng qf theror the eigenmodes

spins of the outer sphere in a vortical configuration, is the ) ) o
ground state. For finding its explicit form it is necessary to Ve take into account the dipole part of the Hamiltonian
find a static solution of the system of equatid@, (3) for 'Hp and consider the influence of the DDI on the static IP and
four unfixed spins with indices=1,2,3,4. In the exchange OP configurations of plaquette I. Taking into account the
approximation D=0) the IP configuration corresponds symmetry of the vortex solutions, we make the substitution
to the solution ;= m/4+ m(i—1)/2 for plaquette | and Mi=M ¢i=¢+m(i—1)/2 in Egs.(2) and(3), and we set
;= — ml4+ (i — 1)/2 for plaquette Ilm; =0 (Figs. 1a and the time derivatives in them equal to zero. As a result, for the
2a): the IP vortex is stable in the interval of anisotropy pa-Varablesm and ¢ we obtain a system of two ordinary non-

rameters B\ <\,=cos@/4)=v2/2~0.71. The difference lIN€ar equations:

in the critical value of the anisotropy,. from that obtained m(1+aD) m

in Refs. 26 and 28 is due to a somewhat different fixing of ~———(Sing+CoS¢) —2Am+D g(\/ﬂ 16—3(v2
the outer spins. This fact is not fundamental, since it entails

only a slight quantitative change in the results without affect- +8)sin 2¢) =0, (4

ing the qualitative agreement. All of the analytical expres-

sions fron_1 Refs_. 26 and 28 for plaquet_tes with a fixed bo_und- m, (cos¢—sing)

ary remain valid if one seta.=v2/2 in them. The static

distribution of derivatives of the mobile spins for the OP

configuration in the exchange approximatitfigs. 1b and +sin<p)) =0, 5)

2b) is given by the following expressions: as in the IP case

¢;=ml4+ /2 for plaquette | andp;=—mw/4+mi/2 for  wherea=7/4—1/2/2—13/25/5~1.164 is a numerical con-

plaquette Il, and for thez projection one hasm=m  stant.

=1—(\./\)? in both plaquettes. The first solution of this system corresponds, as before,
The spectrum of plaquettes analogous to those conside the IP configuration(Fig. 1a: ¢=w/4, ¢j= w4+ (i

ered in the present paper was investigated in Refs. 24, 26;1)/2, m=0. The solution for the OP configuratidifrig.

and 28 in the exchange approximation. It contains four val-lb) looks as follows: the expression far is analogous to

ues of the frequencithe total number of modes is equal to that obtained for the IP configuration, while the static OP

the number of degrees of freedom of the Hamiltonian sysmagnetizatiorm is given by the expression

tem, i.e., the number of free spinsvhich are classified by m(x:D)

the discrete “azimuthal wave numbeK, which takes the '

valuesk=0,1,2. The spectrum of the plaquettes in the region \/(A—XC(D))[A+1/V§+D(1+ 1/2\Q+a\/§)/2)]

of stability of the IP configuration N\<\.) contains three =2 .

values of the frequenc), i.e., three branches of the function 2N+ D(1+1/272)

Q=Q(\) (the mode withk=1, i.e., the first azimuthal (6)

mode, is twofold degeneratdn the region of stability of the Of course there exists an analogous OP configuration with

OP configuration the degeneracy of the first azimuthal modes . T o i "
(k=1) is lifted, and the frequency dependence for them iSnegatlve polarization, i.e., witm;=—m(\;D). The critical

split into a doublet, with the spin wave of the lower branchValue of the anisotropy parameter separating the existence

of the doublet traveling clockwise and the upper branct{%ﬂoor;stﬁétg%:PpZ?:moefef.o nfigurations now becomes a func-

counterclockwise. The frequency dependence&laind the
dependence of the amplitude ratio of the transverse and lon- _ 1 ( a 1 1 )

3D
1+aD—- ?ml(\/f+8)(COSgo

gltudlnal oscillations of the spins for all the modes are given Ae(D) e + 5 2 2 D (7)

y formulas(8)—(21) of Ref. 28.(They can also be obtained

by settingD =0 in the corresponding formulas of the presentand the corresponding boundary on the plane of the param-
paper We note that in an infinite system the value of theeters O,\) is shown by linel in Fig. 5a. However, as will
anisotropy parametex=1 is critical: the magnetic anisot- be shown below, the given vortices with= /4 exist only

ropy become easy-axis, and the magnetic vortex vanishes. for a sufficiently weak DDI. With increasing dipole interac-
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tion the vortex is transformed into a configuration with
# ar/4, which will be called a “twisted” in-plane vortexin-
dicated by a subscriptt” in the formulas; see Fig. Ic Let
us consider a twisted in-plan@IP) vortex. The solution of

equations(4) and (5) describing the static distribution of
the magnetization in a TIP vortex is as follows=0,

¢:¢t(D)1 (PII(;S'[—’_”T(I _1)/2!
8(D—Dy)
3v2DD (vV2+8) )’

where D= (3v2+3/4—a) 1~0.261. Solutions of the TIP
type can exist only foD>D_ (see line2 in Fig. 53. The

$(D)= —+arcco€ 1- (8)

A. S. Kovalev and J. E. Prilepsky

the OP, IP, and TIP vorticein terms of A and D) it is
necessary to analyze the values of the frequencies of the
eigenmodes of the plaquette in the IP, OP, and TIP configu-
rations and their dependence »andD (for analysis of the
stability of the IP and OP solutions for a plaquette in the
exchange approximation see Refs. 26 angd 28

The system of dynamical equations linearized about a
static vortex state is written in general form as follows: in-
troducing the small correctiong and » to the static solu-
tions, m;(t) = w;(t) +m;, ¢;(t)=r;(t) + ¢;, we obtain from
(2) and(3) in the approximation linear ip and v

double sign= in Eq. (8) is explained by the degeneracy of vi=2 méé_,m MiMs COSqDl(s (vi—vy)
the TIP vortex with respect to its effective “chirality:” At the g my; myimy
point of an IP-TIP or OP-TIP transition, two stable TIP mm, m -
solutions appear, i.e., a bifurcation of the solutions with re- X sm<p,(s JRN +DE Mi é'
spect to the angle occurs. The splitting off of the stable Li i 2r” My
solutions from the unstable solutions at the IP—TIP transition m
(i.e., at the transition through the valiz=D. at fixed A M m [cos(,o,]+3 cog @i+ ¢ — 2ajj) |
from the region of stability of the IP vortex to the region of L
stability of the TIP vortex occurs by a square-root law: for mm,; _ _
D—-D. <D, we have T Tmy [(vi—vj)sing;; +3(v;+vj)sin(¢; + ¢;
I
w(D)~ T\ [ DD ©
—+— . — )14+ ’
t 47D, Vanavats 2ai)]+2u), (12)
The bifurcation diagram of the OP-TIP transition is more
. mim, s MmsMyi| .

unusual(see Sec. 24 _ _ Mi:z H i i s i sine; 5

We note that Eqs(4) and (5) also admit continuously 5 m,; I
degenerate solutions for twisted out-of-pld@©P) vortices.
Thus the solutions~on the pIane~0f parametés\() corre- —(vi— vﬁ)cos<p,5] 4 DE [ﬂi mim, |
spond to a line\=\% (D), where\’ (D) is determined by 2r My
the formula . mym; [Sing: +3 i+ ¢ — 2a; )]

%*(D)=D(5+1W2)/2. (10 Him) i FITEIT e
On this straight line Eqe4) and(5) are satisfied identically —m;m, ;[ (v;—v;)cose;;+ 3(vi+ v))
if m and g are related as

8 1+aD XCOS(<Pi+<Pj—2aij)]]- (13
m, = —, (11

3D(vV2+8) COS¢+sing

In explicit form for plaquette | in the IP or OP configuration

i.e., at a fixedD, to each=m in the admissible interval 0 we have the following system:

=<m=1 there corresponds a definite value @for of =/2

—¢). For o= /4 the TOP vortex goes over continuously to

the OP vortex[for A belonging to the straight linex

=X§(D)], and form=0 the TOP vortex goes over to a TIP
vortex. As will be seen below from an analysis of the stabil-
ity of the different vortex configurations of the plaquette,
such a continuously degenerate solution can be realized on

the straight line\=X\%* (D) only for D>D,.

Although we have obtained the dependence of the char-
acteristics of the static vortex solutions on the model param-

. V2 M3
Vlzﬁ(:H'a[)),U«l+([)_7\)(,M2‘F wg)+D o
1

eters, this does not mean that the IP and OP solutions found

are stable over all of the corresponding intervala afalues
(N<\¢(D) for the IP vortex and\.(D)<\<1 for the OP

vortex). Stable solutions should correspond not just to an

extremum but to a minimum of the Hamiltoniga(m; , ¢;).
It follows from an analysis of expressid8) that ¢,= /4 for

D=D., and it can be assumed that the IP vortex becomes

unstable forD>D_. To find the true regions of stability of

D 3
mi1+= (V4_V2)+m_f 5 M (2t pa)
LI P (14)
‘/EM:’: ‘/2 M|
. ’ 1
jii=(—\2(1+aD)m, +Dm? 3+ fnatm
+=( )+D 3( Fog)+ —
- - m 14 14 —
2 Ma— M2 1l 2 4 2‘/_
(15)
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Equations suitable in the region of the stable TIP vortex are 1
obtained from(12) and (13) in an analogous waywith al- Q3P()\;D)= \/ V2+2\N+D|av2—-5— —D
lowance for the symmetry of the TIP vorjex 2v2
v1=pa(1+aD)(sin¢i+cosdy) + (D —N) (ot wa) 3
X v2+D|av2— —| |. (21
3 Duy . 2v2
+D— — —=(V2+3(8+2)sin2¢,), (16)
2v2 8 Relations(20) and (21) are valid only in the region (€A

DV3 <X¢(D), 0<D<D,), where the IP vortex is stable.
1= —v(1+aD)(sin¢;+cos¢,) + T(Vl_ v3)

+ Esin 24,([8+ \/E] v+ A Vot va]+V213). 2.3. Eigenmodes and the stability region of the out-of-plane
8 vortex
(17 As was shown previously, the OP vortex can be stable

Three more pairs of equations in addition (i, (15 and  only in the interval\ >X (D). However, as will be found

(16), (17) are obtained by cyclic permutation of the indices. below, the stability region of the OP vortex acquires addi-
tional restrictions with growth of the DDI parameter. Let us

consider the spectrum of frequencies of the systes) (13)
2.2. Eigenmodes and the stability region of the in-plane for the OP region. .
vortex The dependence of the frequency of a symmetric mode

o ) _on the parameters and D is conveniently written in the
The classification of the eigenmodes of a plaquette withq

allowance for the DDI is the same as that given previously in
the exchange approximatiéh?® The most important is the

‘ e ofP(;D)
symmetric moddgwith k=0 and the lowest frequengyfor
which the solution has the formy;=0sinQt, u; ;’(L—ZC(D))(A—XZ(D))§’2).+«/§+D{(1 5 +1+_1_D
=ulcosOt, and the dependence of the frequency on the =2 | N 22
parameters. andD reduces to the following: V . +D(1 +§—1ﬁ]
0 (\D)=2v2D {Xo(D)~M)(D=D).  (18) (22

P IP ; -
The vanishing of the frequend§, determines the bound- whereX* (D) is determined by expressid0), and the am-

aries of the st.a.bility regior? of the. _IP vortex: in our model plitude ratio of the oscillations of different polarization for
they are specified by the inequalities<@ <\ (D), 0<D  this mode has the form

<D, (the region bounded by linésand?2 in Fig. 53. The

ratio of the amplitudes of the oscillations of the spins per- \—X*(D)
pendicular to the easy plane and in the easy plafgy°, for u®1%=m, (\:D) __e
)\ —

the symmetric mode in the IP region depends\cendD as (D)
follows:
y \/ 2N+ D(1+1M2) 3
wbv0= v2(D. D) (19) 2N +v2+D(av2+1+1/22)

Do(Xe(D)—N)
c(Ae(D)=1) We see from expressiof22) that a stable OP configuration

This ratio tends to infinity fom—>XC(D), which indicates a exists only when two conditions hold simultaneously:
transition to a new stable stat®P) after the IP-OP transi- > (D) and A>X\*(D). (When the opposite inequalities
tion. ForD—D¢, on the contrary, because of the symmetryngld simultaneously the OP solution does not exi¥he
of the TIP vortex the ratid19) goes to zeroa tendency  yependenck* (D) according to Eq(L0) is shown in Fig. 5a
toward a change of the in-plane ordering by the straight line3, which separates the existence regions
5 Fo(rj a)\t)wo;oltil deg_enetLatlém thedIP region of Val?hea?tz of of the OP and TIP vortices. All three critical dependences,
_ vfznsinc“—ﬂli)s, Mia:z':}‘,écg‘s(xi”_“;n)e,' W:shs:vrr;mg " N(D), )‘:(D)' andeDC converge at a single poiri2,,
—D., A =N*(Dg)=Xo(Do)=8v2/([12V2+3—4a][5V2
P +1]). Thus for an OP vortex the dependence of the critical
Q7(N\;D)= v2a—-3- > value of the anisotropy parameter on the dipole interaction
N

parameter is a nonlinear function:
Finally, for the second azimuthal modgy;=1°sin(2y
—Ot), ui=uscos(2;—Qt)] the expression determining the Accordingly, the expression for the out-of-plane magnetiza-
dependence of its frequency on the parameteasdD is tion has the form

v2+D

v2+D

). (20) X\(D) for 0<D<Dy,
Ae(D)= (24)

1
V2a—3— —
2V2 ~y
Az (D) for D.<D.
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m(\;D), for (0<Dg, A\>X,) generacy of the first azimuthal modes is lifted. The depen-
_ dence of the frequencies of these modes on the parameters

5 and for (Dc<D,A>\7), andD is as follows:
m(\:D)= - (29

0, for (D.<D,N<\}) op D

and for (D<D,, \<X.), 07;(\;D)=2m(\;D)| 1+ +\/U1()\,D)W1()\,Dz),
wherem(\,D) is determined by formulb). It is of interest (8
to note the following feature of expressié®5) and the dif- Where
ference between it anb). In the parameter region<0D
<D. the dependence of the static out-of-plane magnetization U;(\;D)= —5 v2 + 3a‘/2 —3— i
of the OP vortex on has the standard bifurcation form: this my(\;D) my(\;D) 2v2
dependence splits off from the OP solutimi\;D)=0 by a 5
square-root law at the point where the IP vortex ceases to be _m (\;D)
stable, i.e., fohn=A.(D). In the regionD>D. at the bound- V2 '
ary of the existence region of the stable OP vortex, i.e., on
the line\} (D) (line 3in Fig. 53, the out-of-plane magneti- ] ) ) ]
zation jurcnps by a finite amourdm(D). This jump goes to Wi(x;D)=v2m, (X;D)+Dm, (x;D)| av2—m, (x;D)
zero at the point, ,A,) and grows by a square-root law
for D— D <Dy,: 1 ))

X| 3+ —| . (27
2v2

5 2v2\1+4v2 \\D-D,
m~ .
V3[3+4v2] D The radicand in Eq(26) remains positive in the entire exis-

The dependence of the out-of-plane magnetization dor ~ €NCE region x>, A>\g) of the OP configuration, and
D<D, andD>D. is given in Fig. 3. It is seen from expres- additional instability with respect to growth of the azimuthal
C C . .

sion(23) that forD > D, the ratiox®/»° tends toward zero at modes does not aris_e. However, we note the qualitative dif-
ference of the behavior of the lower branch of the frequency

~ i o ) i
A=A (D), L.e,, the oscillations of the spins oceur in the,dependence of the first azimuthal mode with allowance for

qmmuthal direction, and the vort_e_x has a tendency tp tW".St the DDI (Fig. 53 from the form of this dependence obtained
(i.e., a tendency toward a transition to the TIP configuration (,29.31

, ~ o0, 0 Inthe exchange approximatié on the plane of param-
with #m/4). ForD<D. andA—X(D) the ratio u™/v™  otere) andD there exists a region in which the frequency of

tends toward inﬁ_nity, a_nd the vortex has a tendency to apaqhis mode changes sigfiThe sign of the frequency of the
don the OP conflgurat|on and rotate to the IP_ configuration zimythal modes indicates the direction of rotation of the
Let us consider the higher-lying modes using the data oRy»\ejing spin wave, i.e., in this region of parameters the spin
the stability region of the OP configuration. For an OP VOrteX,aye of this mode begins to rotate counterclockwise, like a
this question is important because even in the exchange ag,ye of the upper branch of the doublet of the first azimuthal
proximation the modulus of the frequency of the first aZi- modes) The region where the frequency changes sign is de-
muthal mode can be smaller than the frequency of the synoi0q by shading in Fig. 5. Such a feature is found in analo-

; 9,31 ;
metric mode? _ Becausc_e of the lowering of the symmetry gous systeméboth plaquette systerffsand systems of large
of the system in the region of the stable OP vortex, the de-size29,3l) in the exchange approximation, but with free spins

at the boundary. It is interesting to note a consequence of this
fact for systems of large size. As was shown in Ref. 31, the

Do 7 0,35 direction of rotation of a wave of the lower first azimuthal
m mode(called the translational Goldstone moaan be inter-
0.70¢ preted as a small-amplitude rotation of the center of the OP
vortex under the condition that the radial eigenfunction of

this mode is sufficiently well localized in the vortex core.
The direction of rotation of this modénd, hence, of the
small-amplitude rotation of the vortgxs determined com-
pletely by the type of boundary conditions: a negative value
of the frequency should correspond to a fixed boundary, a
positive value, to a free boundary. Since in our case the fre-
quency of this mode in a system with fixed spins at the
boundary can become positive, while the type of boundary
0.7 0.8 0.9 1.0 conditions selects a definitén our case opposiiadirection

of rotation of the vortex, one can conclude that in this region
FIG. 3. Change in the dependence of the out-of-plane magnetization of 8f parametera. andD the direction of its rotation cannot be
S“T“C ?E V?;f)gfgefs;hpémuggﬁe'sOgnghfoFt’r?éa\g%;g’i;h(sigﬁée:jicg associated with the direction of rotation of the vortex. This,
\lli:r?doD =.0.29> D, (curve2, the dasEed part of which C(;rresponds to the In turn, C‘?‘” ha_ppen if the radial EIgenfunC.tlon of this mode is
instability region of the OP vortgxThe inset shows the stability region of not localized in the vortex core. Thus, if the effect found
the OP vortexshadedl here—a change in the direction of rotation of the lowest first

0.35¢
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azimuthal mode—actually does take place in systems of (D-D )[D(3\f+3/4+a)+1]
large size with spins fixed perpendicular to the “surface,” w0/ 0= \/ \/ c
3DD, (A\=X*(D))(v2+8)

then it can be supposed that in that region of parameters the
eigenfunction of this mode is poorly localized in the vortex (31
core, and this mode itself cannot be considered responsible

for the small-amplitude rotation of the center of the OP vor- Expression(31) can be used to assess the symmetry of new

tex. Interestingly, for the indicated mode there exists a nargq) tions that will be stable at values Bfandx outside the
row interval of val f th ram | D
0 terval of values of the paramet@, close toDc, stability intervals of the TIP vortex: fox—>)\*(D) i.e., at

where the frequency can change sign twice with increasin
\. This sort of dependence is not observed in the exchanggel? e TIP-OP transition, this ratio goes to infinity, attesting to
a tendency of the spins to come out of the plane, while for

app::og:rphzztlgz Cfgrr] ; ;Zii:i:r%:l":g oa:j;re\,;veebr?;vnedary D*)'D-c, i.e., at the TIP—IP transition, this ratio goes tp zero,
attesting to the tendency toward a change of the in-plane
Q9°(\;D)=F1(\;D)G1(\;D), (28)  ordering.
The dependence of the frequency of the first azimuthal
mode on the paramet& (it is independent of the value of
1 the anisotropy\) is as follows:

a
—_2_ N
m?(\;D) 22

where

V2
Fy(\;D)= ———+2\+D

m°(\;D)
2 V(8v2[1+aD]?+3D?[3—2 %7])(3+2%?)
1+m?(\;D) L= .
- 2— y ' ‘/2"1_8
m7(\;D) (32

Gi1(\;D)=v2m, (\;D)+Dm,(X\;D)

3
av2—m,(\;D)—|.
) ( )2‘Q

For the highest second azimuthal mode we have
8—v2 8(1+aD)? 3D
The ratio of the amplitudes of all the azimuthal modes isQy= \/ +—

1
1+— .

nonsingular in the stability region of the OP vortex, and all ‘/2)) 8+v23D(8+v2) 2v2
of the results on the frequency dependence for the azimuthal (33
modes are valid only in the stability region of the OP vortex:
A(D)<\. With increasingD the values of the eigenfre- In the stability region of the TIP vortex the values of the
guencies in the IP and OP regions of the parametensd D eigenfrequencies grow with increasiiy i.e., the effective
decrease. This indicates that in this region of parameters agirength of the spin—spin couplings increases with increasing
increase in the DDI weakens the coupling strength, and th®. This indicates that the DDI is dominant in this region. At
influence of the DDI is opposite to that of the exchange. the TIP—IP transition the frequency dependence of the azi-

muthal modes has a kink, while at the TIP—OP transition the

frequency dependence, except for that of the “soft” zeroth
2.4. Eigenmodes and the stability region of the twisted mode, has a jump. The reason for this lies in the fact that at
in-plane vortex the OP-TIP transition we have a rather unusual threshold

Let us consider the spectrum of eigenmodes of difurcation diagram, which is shown in Fig. 4. Upon a
plaquette in the stability region of the TIP vortex. From thechange in the parametér at a fixed value\>\,, (Fig. 43
foregoing analysis we can conclude that the domain of stathe main bifurcation occurs at a point on the libe=D?*
bility of the TIP vortex in terms o andD is given by the where the two stable OP vortices with different polarization
inequalities)\<X§(D), D>D,. The dependence of the fre- and zero chirality are abruptly transformed into two stable

quency of the symmetric mode on the paramekeasdD is ~ TIP vortices with different chirality and zero polarization.

determined by the expression Here there are unrealized bifurcations at points on the lines
D.andD} , where there arise two unstable TIP vortices with
ot 16D different chirality (at D=D.) and two unstable OP vortices

o with zero chirality(atD =D¢). At a fixed valueD > D, (Fig.
\/(D 5 4b) the main bifurcationfon the Iine)\zxg), at which the

(29

2\+D

o(X¢ <(D)— )\)[D(3\f+3/4+a)+1] polarization and chirality of the vortex change abruptly, is

v2+8 preceded by an unrealized bifurcation in which two unstable

(30) OP solutions with zero chirality arise.
From all of the dependences presented in this Section

The frequency of this “soft” mode goes to zero with a one can obtain expressions for the frequencies of a purely
square-root singularity at the poirvt?X:(D) (the TIP-OP  dipolar system by taking to the limit. In particular, when
transition and atD =D (the TIP—IP transition The ratio of  only the dipole interaction is taken into account, the TIP
the amplitude of the oscillations of the spins perpendicular tosortex has the configuratiorm=0, ¢= m/4—arccos(4/[3
the easy plane to the amplitude of the oscillations in thet+4v2])~—0.0697, or m=0, ¢= w/4+arccos(4/[3+4v2)
plane is given by the formula ~0.569r.
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FIG. 4. Bifurcation diagrams of the TIP—OP transiti@he stable solutions
are indicated by solid lines, the unstable by dashed )inEse OP-TIP

transition upon a change in the paramedeat a fixed\. 5: corresponds to
the value ofD on the straight line\=X*(D) (a). The TIP—OP transition

upon a change in at constanD (b). The insets show schematically the

lines corresponding to each diagram on the plane of parametansiD.

3. PLAQUETTE Il WITH A FIXED BOUNDARY WITH THE
DIPOLE-DIPOLE INTERACTION TAKEN INTO ACCOUNT

3.1. Static vortex configuration and the dynamical equations
for the eigenmodes

For plaquette Il(Fig. 2) with boundary spins fixed par-
allel to the lateral boundaries of the plaquette, the static vor-

tex configurationgm;=m, ¢1=¢, ¢;=¢+m(i—1)/2] are

determined by the following pair of equations replacing the

system of equation&t), (5):

m(1—-bD) ) m
T(005¢—3|n<p)—2)\m+Dg(\/i+16—3(\f2
+8)sin 2¢) =0, (34)
) 3D
mi(c03<p+sm<p)(1—bD—?mi(\/?+8)(003¢
—sin (p)) =0, (35
where
7 1 8
b=——-—-—=~0.0248
8 V2 25\/g

is a numerical constant.

A. S. Kovalev and J. E. Prilepsky

As in the case of plaquette |, Eg84) and (35 admit
solutions for a static IP vortex with a structure analogous to
the IP vortex in plaquette | in the exchange approximation
(Fig. 29, i.e., with m=0 and ¢=—w/4. There is also a
possible OP solution analogous to the solution in the ex-
change approximatiofFig. 2b with ¢=—7/4 and

1 1
\/()\—)\C(D)) AN—D|—+5+bv2|/2+ —
V2 V2
m=2
2\—D(1NV2+5)
(36)

It is seen from Eq(36) that the OP vortex exists when

the inequalitiesA >\ (D) and )\>7\C(D) hold simulta-
neously, where

Ne(D)=D(1N2+5—bv2)/2+ 12, (37)

A(D)=D(1V2+5+bv2)/2—1NV2. (39

The critical values of the parametdds andA, at which the
dependenca (D) changes to..(D) at the boundary of the
existence region of the OP vortex af®, =1/b and \,
=(10+v2)/4b, respectively. Figure 5b shows only the re-
gion of anisotropy parameter<ON<1 with the linex (D),
sinceA , ~115>1. It will be shown below that the OP vortex
is stable only in the parameter region>A.(D),
A>X (D). At the very boundary of the existence region of
the OP vortex the dependence of the out-of-plane magneti-
zation (36) has the bifurcation form standard for the IP-OP
transition.

Plaquette Il also admits solutions in the form of TIP and
TOP vortices. The solution for the TIP vortex is as follows:
m=0 ande¢= ¢¢(D), where the functionp, is given by the
formula

0.35¢ g 57

- - -
................... s

0.26 —1

0.9

OoP

0.8 0.9 1.0
g

FIG. 5. Regions of stable vortex solutions on the plane of parametens!

D for the different plaquettes. The stability regions of the IP, OP, and TIP
vortices in plaquette |, separated by the cuxyéD) [Eq. (24)]. The dotted

lines separate the region of parameters where the sign of the frequency of
the lower first azimuthal mode changes sign; this curve is determined by the
equationQ2"(\;D)=0, where Q9" is given by expressioii26) (a); the
stability regions of the IP and OP vortices in plaquette Il, separated by the
straight linex (D) [Eq. (37)] (b).
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8 1-bD\| = plitudes of the oscillations of the spins in the zeroth mode in
d(D)== arcco{ 71 (39 the perpendicular directions has the usual form for an IP-OP
3v2D v2+8 transition:

In addition, for system34), (35) there formally exist two
solutions of the twisted out-of-plan@OP) type, in which or 0 ~ (V2T D[3/2v2-b/2])
the distribution of the magnetization is given by the formulas ~ # 'V~ 2(A(D)—N\) '
o= ¢"(\;D), m=m,(\;D), and ¢

(44)

which indicates a tendency to abandon the out-of-plane or-
8 1-bD om dering ath\ —\ (D) (% 1°—c on this line. For the two-
3v2D m! (\;D)(v2+8)] 4’ fold degenerate first azimuthal mode we have

?P()\;D)ziarccoé

\/ 2(x—2¢(D)) 0%~ (v2+D[3—bva]) V(v2+D[3 - bv2—1/2/2].
MD)=N o b2 7 s
8(1-bD)? For the second azimuthal mode we obtain the following
A(D)= —————D(1+2 %32, (40)  dependence:
3D(V2+8) o 7 .
wherem! = \/1—m?. However, it can be shown that the TIP Q3 =V(vZ+21+D[1+1V2-bv2])
and TOP vortices are unstable at all values of the parameters » \/(‘f2+ D[3/2v2— b\/2—]). 46

D and\ in the intervals investigated. Thus only the OP and

IP vortices are stable in plaquette I, as will be demonstrated he ratios of the amplitudes of the azimuthal modes do not

below. have singularities, and their frequencies remain real fox all
To elucidate the stability of the different vortex configu- andD. The values of the frequencies increase with increas-

rations it is necessary to study the spectrum of linear excitaihg D, i.e., growth ofD leads to stabilization of the IP vor-

tions on top of them. The dynamical equations for the eigentex. We note that the IP vortex in plaquette 1l is stable even

modes in the IP and OP configurations look like for a purely dipolar system, i.e., for all the expressions ob-
> tained in this Section one can obtain expressions for a dipo-
S M3 lar system by takind to the limit in them. The reason for
= 1-bD)u;+(D—A +u,)+D— b . . . :
" ﬁg( Yt Jpat pa) 2V2 stability of this configuration, unlike the case for plaquette I,

is that in such a configuration of the plaquette there are no
9 surface “magnetostatic charges,” i.e., the magnetic dipole

2 contribution obtained in the continuum limit is minimized;
the magnetostatic charge density itself is determined by the

+m

D D
1+§ (V4—V2)—HZ

m? 1 magnetization component perpendicular to the surface of the
3| 3+ —|ua, (41) sample.

2v2 2V2

i1=| —V2(1—-bD)m—Dm? 3+i vi+m
1 2V2 ! 3.3. Eigenmodes and the stability region of the out-of-plane
vortex
D 3 V3 3 ~
|1+ > (pa— pp) —Dm? E(V2+ va)+ ‘7 ' For an OP vortex of the regiom\((D)<\,\¢(D)<\)
2

for the zeroth symmetric mode we obtain the following de-
(42)  pendence:

and three more pairs of equations obtained by a cyclic per- A=ADNN=XNAD))(2\+D
09P=2 (A= Ac(D))(A—A(D))( ) 47

mutation of the indices.
2\—D(5+1N2)

whereX (D) is determined by expressiaB88). This depen-
3.2. Eigenmodes and the stability region of the in-plane dence goes to zero with a square-root singularity at the point
vortex of the OP—IP transition =\ (D) (for A<\, ). The ratio of

The dependence of the frequency of the zeroth symmet-he amplitudes of the oscillations of different polarization for

ric mode for the stability region of the IP vortex of plaquette 1S M0de has the standard form for an OP—IP transition:
Il is given by the expression . O_mJ_()\;D) \/(2)\+D)(2)\—D[5+1/\/2])

/0=
O =V200(D)-N(V2+D[6+322-b\2]). (43 | 2 (= re(D) (A —Ro(D))

At the point of the IP—OP transition on the line=\ (D)

for A<\, this dependence goes to zero with a square-rooand goes to infinity on the line of transition=A.(D).
singularity (ordinary bifurcation. ForA >\, the transition is The frequencies of the first azimuthal modes are deter-
of a more complicated character, but becadge>1, this mined by expression26) with the substitutionU;,W;
process will not be considered further. The ratio of the am-—U,,W,, where

(48)
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1 m2(\:D) a large surface anis_otropy of th_e sample or fo_r a strong in-
U(\;D)=—F5——=+D| —5— fluence of the “matrix” surrounding the magnetic molecule,
my(A;D) mi(A;D) 2v2 there can exist a new stable type of vorti¢&&) which are
bv3 1 absent in the exchange approximation. The reason for this is
+3+ —| -], that taking the DDI into account lifts the degeneracy of the
2v2) mi(MD) 2v2 ground state and makes it favorable for the magnetization to

order parallel to the lateral boundary of the sample. For
boundary conditions corresponding to plaquette Il, taking the
DDI into account leads to the situation that the the “azi-
—b\f2) . (490 muthal” distribution of the magnetization in the vortices be-
comes the only one possible.

The dependence of the frequency of the second azimuthal 2. Stability diagrams, shown in Fig. 5, have been ob-
mode onD and\ is given by formula(28) with the substi- tained for the plaquettes. We showed that when the DDI

Wy(N;D)=v2m, (\;D)+Dm, (\;D)

1
X{m (N;D)|3———
(movos- 2

tution F,,G,—F,G,, where become dominant, the TIP vortex in plaquette | and the IP
vortex in plaquette 1l become the only stable types of vorti-

F,(\:D)= +oN+D 3 3m(\;D) ces. This is due to the circumstance that taking the DDI into

2 m>(\;D) 2v3 m>(\;D) account leads to additional effective easy-plane anisotropy.

We showed that the IP—OP transition in the plaquettes has

bv2 the standard bifurcation form of the solution, with a square-
- m3(\;D) 2 root growth of the static OP magnetization, while the IP=TIP
transition in plaguette | has a square-root growth of the twist
Gy(\;D)=v2m,(\;D)+Dm, (\;D) angle. Moreover, we have demonstrated that the OP—TIP
transition in plaquette | is accompanied by a jump in the OP
" 3ml(>\;D)_b‘/2). (50  Magnetization. .
2V2 3. We have considered and analyzed the feature of the

. . . f pl i h [ h h
The frequencies of the azimuthal modes remain real fox all spegtrum orp aquette elgenmodgs that can arise when the
DDl is taken into account. Increasing the value of the param-

andD, and taking these modes into account does not NarroWierd leads to a decrease in the values of the frequencies of
the stability region of the OP vortex. The ratios of the am- q

plitudes of the oscillations of the spins in perpendicular di-aII the eigenmodes for plaquette | in the OP and IP configu-

. . e - - rations and for plaquette Il in the OP configuration. In the
rections does not have any singularities in the stability region_, _, ... .
stability region of the TIP vortex for plaquette | and the IP
of the OP vortex. We note that for plaquette 1l the frequency C
. vortex for plaquette Il the values of the frequencies increase
of the lower branch of the doublet of azimuthal modes re- . . . . ; )
. L . . . with increasingD. It is necessary to note the difference in
mains negative in the entire stability region of the OP vortex : . .
. L the behavior of the ratio of the amplitudes of the IP and OP
as in the exchange approximatitre., the wave correspond-

. . : oscillations for the symmetric mode ®t—\ (D) for the OP
ing to this mode rotates clockwise, as does the vortex jtself . T . : 00
. : : vortex in plane I: in the regiorD <D, this ratio u°/v
This may mean that taking the DDI into account when the . 0,0 :
; , —oo, while for D>D, we haveu”/v°—0, which can be
outer spins are fixed parallel to the boundary of the plaquette f . imolified slightl i d
does not lead to delocalization of the wave function corre-'mportmlt or constructing simplified slightly nonlinear mod-
<ponding to this mode. as was predicted for svstems with gls. An interesting feature of the spectrum of eigenfrequen-
zr end?cular fixcin of,the S insp y Cies of the linear spin modes of plaquette | is the change in
perp 9 pIns. direction of rotation of the wave of the lowest first azimuthal
mode at certain values of the parametBrsand A. If this
CONCLUSION effect takes place in systems of large size, it can lead to
. _ _ delocalization of this mode outside the core of the OP vortex.
In this article we have considered, for the example ofrne pehavior of the frequency dependence of this mode for
two spin plaquettes, the properties of the static vortex orderpjaquette 11, on the contrary, is analogous to that which takes
ing of the magnetization and the transformation of the specp|ace in the exchange approximation. Thus it can be assumed
tra of linear eigenmodes in an easy-plane two-dimensionahat the results obtained in the exchange approximation can
Heisenberg ferromagnet with the exchange and dipole intefyso pe suitable when the DDI is taken into account for a
actions taken into account simultaneously. Since preV'OUS|¥1uaIitative analysis of large systems with “outer” spins par-
in an analysis of analogous plaquette systems of small size ifie| to the boundary of the sample.
the exchange approximation it was found that the properties  This study was supported in part by the program

of the static vortex solutions and the features of the spectrun\TAS-99 (Grant No. 167. The authors acknowledge M. M.

of such systems in a vortex configuration are quaIitativerE;,Ogdan for interest in this study and valuable comments.
similar to the analogous properties of systems of large

size?®?® there are grounds for assuming the presence of a
qualitative similarity of the results obtained for a plaquette E-mail: kovalev@ilt. kharkov.ua
with those for systems of large size. The main results of this_______
study reduce to the following.
1. When the surface spins are fixed perpendicular to the.y, v rozenbaum, V. M. Ognenko, and A. A. Gho, Usp. Fiz. Nauk
boundary(plaquette ), which takes place in the presence of 161(10), 79 (1991 [Sov. Phys. Usp34, 883(1991)].
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1. INTRODUCTION resistivity was due to the contribution of point defe¢ta-
. cancies and interstitial atomsand the formation of the dis-

The transition of a metal from the normal to the super-jocation structure did not depend on the electronic state of
conducting state at temperatures befdw(the critical tem- e sample. The additional generation of point defects during
perature for superconductivityis accompanied by appre-  jetormation in theS state was explained by a decrease in
ciable changes of its plasticity: a decrease in the flow Strest?]eir energy of formation and a change in the dislocation
and increases in the stress relaxation depth and the creg, namics. A direct comparison of the strain hardening coef-
rate. To explain these effects, which are sometimes referre(ﬁcients dljring stress relaxatidand active deformatidrf in

to as the “softening” of a metal at th S transition, several theN andS states h firmed the hvoothesis of a diff N
theoretical models have been proposed, based on an increagg andsstates ) as confirme .e ypothesis ofa di ergn
rate of accumulation of deformation defects: the hardening

in the mobility of dislocations due to a decrease in the elec- o
tron drag in the superconducting phase. These models hag@efficient depended on the state of the sample. In a number

explained the experimental temperature dependence of tff cases the electronic state of the deforming sample was
softening effects, which is similar to the temperature depencyclically alternated by repeatedly turning the magnetic field
dence of the superconducting energy gap and of the coeffpf @ superconducting solenoid on and off. Under such con-
cient of friction for dislocations in a crystal, and also the ditions the strain hardening rate of Pb—Bi alloys grew in
strong dependence of the magnitude of the effects on theroportion to the number of cyclésAs a result of cyclic
concentration and strength of the barriers impeding the moalternation of the state, the strain hardening rate of a Pb—In
tion of the dislocations. However, the influence of (&  alloy even exceeded that in ti8state’ The growth of the
transition on the defect structure and rate of strain hardeninpardening coefficient, proportional to the growth of the re-
of a crystal has turned out to be more complicated, and thsistivity to the 0.5 power, was explained by an additional
observed effects do not reduce to a “softening” in the superincrement of the dislocation density as a result of the motion
conducting state. For example, it was found in Ref. 2 thabf the interface between the normal and superconducting
equal creep deformations of pure lead at a temperature be'%hases during the repeated switching on and off of the mag-
T¢ in the N state(in the magnetic field of a superconducting petic field.

solenoid and in theS state lead to a different increment of Thus besides the known effects of “softening” of metal-

the resistivity: deformation in thé state causes a larger lic crystals at the superconducting transition under conditions

Increase in the resistivity. Th? authors qonjectured th_at deforc-)f an unchanged defect structuf@uring the characteristic
mation in the superconducting state is accompanied by

faster formation of crystal lattice defects. Since the mainFllme of the superconducting transition in the magnetic field

contribution to the increase in the resistivity comes fromﬂeId of a solenomi.there are addltloqal strain hardenlng.
point defects arising at intersections of dislocations, theeffECtS observed in a crys.tal both m the superconducting
growth of the number of intersection events in the Supercon§tate apd as a result of cyclic alternation of the states. Such a
ducting state was explained by an increase in the velocitj@rdening of the superconductor apparently reflects the com-
and density of mobile dislocations due to a change in thélex dynamics of dislocation processes during the restructur-
conditions of their dynamic drag. Analogous results werend of the electron energy spectrum of the metal at the time
obtained in Refs. 3 and 4 in a study of the change in thef the phase transition and the subsequent deformation. In
defect structure of single-crystal and polycrystalline leadthis regard it is of interest to study the strain hardening of a
during its active deformation. The deformation of samples asuperconductor under conditions such that the superconduct-
a temperaturd <T, in the N andS states was accompanied ing transition is brought about not only by an external mag-
by a monotonic growth of the resistivity, but the rate of netic field but also by the a change in the deformation tem-
growth was higher in th& state. The observed growth of the perature. That is the problem addressed in this paper.
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2. EXPERIMENTAL TECHNIQUE Al 99.999 %

We studied Al single crystals of 99.999% purity and also
single crystals of the alloy Pb—5 at. % (the purity of the 20
initial materials was 99.999% for Pb and 99.997% foy. In
The aluminum single crystals were grown by the Bridgman
method in two ways: |I—in the form of a long, flat single
crystal of complex shape and arbitrary orientation, which
was then cut into 5 identical samples suitable for tensile
straining; ll—in a knock-down graphite mold, making it pos-
sible to obtain 10 flat samples for straining from a single
seed crystal. The lead—indium single crystals were grown by
method Il. The samples for deformation had a length of 15
mm and a cross section of<3L mm. The orientation of the
single crystals is indicated in the figures.

The aluminum samples of type | were deformed at a
constant rate of 1410 ° s ! at a temperaturd=0.52 K
(T<0.5T., whereT.=1.175 K is the critical temperature of
the superconducting transition in alumintﬂm and the ten- FIG. 1. Curves of the hardening of Al single crystals in the nor(salid
sile straining diagrams were recorded in load—time coordicurve and superconductingdashed curjestates atT=0.52 K, £=1.1
nates. The technique of straining at ultralow temperatures ig 10 ° s™*. The inset on the left shows the initial parts of the curves. The
described in detail in Ref. 11. In the first series of experi-Nsét on the right shows the jumps in the flow stress atNi®and SN

. . transitions in the region of high strains.
ments, after the diagrams were converted to coordinates of
shear stressversus shear strai) the hardening coefficients

6= drlde were compared for samples deformed only in thestrain fore>0.05 it is necessary to apply a larger stress to
superconducting or only in the normal statea longitudinal  the superconducting sample than to the normal sample. In
field of strengthH>H., whereH =104 Oe is the critical thjs sense one can speak of a hardening of the superconduct-
magnetic field in aluminuff). In a second series of experi- ing sample, which foe~0.3 reaches a value of more than
ments we recorded the change in the hardening rate of the7 pmpa. At large deformationgs/ 6y~ 1.01. It is important
same sample as a result of the superconducting transition i3 note that arSN or NS transition(in a magnetic fielyl at

the magnetic field of a solenoid. The aluminum single CryS-any point of ther(e) curves is accompanied by an increase
tals of type Il were deformed at a constant rate of 1.1A r. or decrease\ rys, respectively, of the level of flow
X10"*s™*, and the strain hardening coefficients at twogtress(see the inset in Fig.)Lbut the jump in stress is an
temperaturesT;=1.0 K andT,=1.3 K, chosen such that qrder of magnitude smaller than the difference of the stresses
T1<T.<T,, were compared. in the region of large strains.

The Pb-5 at. % In single crystals, oriented for easy slip,  The observed hardening effegs> 6y can be explained
were deformed at a rate of <10 ° s™*, with the sample py differences in the defect structure of the initial single
simultaneously heated in the vicinity of the critical tempera-crystals and by features of its evolution in the course of
ture of the superconducting transitioh,=7.05-7.1 K!°  geformation, arising either in the external magnetic field or
The drift of the signal corresponding to zero load on thegg g result of a change in the electronic state of the crystal at
sample was monitored before and after the experiment. Thiye phase transition. Our data pertain to single crystals of a
strain hardening coefficientsof the same sample above and single growth series, with the same orientation and with
below T were determined from the strain diagram. nearly the same defect structures, as is indirectly indicated by
the sign and absolute value dfryyg, which agree with
published data on the jump in stress in the same aluminum
sample'? However, an influence of the initial structure on

The hardening curves in coordinates of shear stress vethe value of the coefficiet is not ruled out, and it is there-
sus shear strain obtained for two aluminum single crystals ofore important to compare the hardening observed on differ-
the same orientation at a constant temperaiu@®.5T, ina  ent samples with the hardening of one single-crystal sample
medium of liquid Hé are shown in Fig. 1. The dashed curve deformed in theS and N states. Characteristic parts of the
corresponds to deformation of a superconducting sample, thtensile straining curve(e) of an aluminum single crystal at a
solid curve to that of a normal sample, which was placed inemperature of 0.52 K wittEN transitions in an external
the magnetic field of a superconducting solenoid with magnetic field are presented in Fig. 2. At low stra{fgg.
>H,.. It is seen that the critical shear stress for the super2a) the SN transition is accompanied by an increase of the
conducting sample is lower than that of the normal sampleflow stress by an amount r5=0.27 MPa, while the hard-
T0s<Ton- The difference of the stresse\ rons= Ton ening coefficient falls s> 6y) by approximately 10%. The
— 795, amounts to 0.27-0.30 MPa for different pairs of observed increase in the stressgy is equal to the differ-
samples. At the same time, the strain hardening rate of thence of the critical shear stress&sys= 7on— Tos Of the
superconducting sample is markedly higher than that of th@ormal and superconducting samples in the previous experi-
normal sampleds> 6y, (in the region of strains<0.15 their ment. The decrease of the hardening coefficient at the tran-
ratio is A5/ 6y~ 1.43). As a result, to maintain a given rate of sition of the crystal to thé\ state(see Fig. 2 also agrees

T=0.52K A

t , MPa

3. EXPERIMENTAL RESULTS AND DISCUSSION
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FIG. 2. Parts of the hardening curve of an Al single crystal with a change ofFIG. 3. Hardening curves of Al single crystals in the norrtslid curve
the electronic state of the sample in the fit transient(b), and secondc) and superconductin@lashed curvestates at temperatures above and below
stages of deformation t=0.52 K. T.. The inset shows the initial part of the curves=1.1x10°° s 1.

with the data for different samples, although the ratioconducting statéthe dashed curyewhile the other, aff,
6s/ 6y~1.1 is noticeably smaller than in the previous experi-=1.3 K, corresponds to the normal stdgelid curve. Un-
ment. The reverse transition to tBestate is accompanied by der these conditions the difference of the critical stresses
a decrease in the flow stredsrys and an increase in the ATons= Ton— 7os= 0.1 MPa decreases sharply in compari-
coefficienté. In the transient regiofFig. 2b) the parameters son with the director foff=0.52 K (see Figs. 1 and)2in
of the hardening curve at tf&N transition change change in agreement with the known experimental and theoretical de-
a similar way, but at high strair(&ig. 20 the influence of the pendence ofA 7oy g(T) discussed in Ref. 1. At>0.1 the
SNtransition decreases. Thus one observes qualitative agre@ardening rates, as before, obey the inequali(T,)
ment between the data obtained on a single sample and onh0n(T2): for a given rate of strain the superconducting
different samples: at a temperature bel®wthe supercon- sample requires a greater stress be applied in comparison to
ducting transition causes an increase in the rate of straifie normal sample. The ratigs(T1)/ 6n(T2) =1.68, and the
hardening of the crystal. maximum difference of the flow stresses is 1.2 MPa. With
Since all of the previous experiments have been done igl/lowance for the different growth conditions and orientation
an external magnetic field produced by a superconductingf the single crystals of series | and Il, these estimates agree
solenoid, one of the causes of the observed effect might be \&ith the data calculated from the hardening curves in Figs. 1
dynamic disturbance of the defect structure of the crystal as @nd 2. Thus a qualitative analogy is observed between the
result of the turning on and off of the magnetic field or aresults of experiments in an external magnetic field and an
nonuniform distribution of the magnetic field in the plane of experiment in which the temperature of the sample is varied
a sample of finite length. The influence of the field in thesenear T¢: the strain hardening coefficient of aluminum is
cases is obviously stronger the higher the field strength, ant@rger in the superconducting state than in the normal state.
it is therefore important to note the qualitative agreement of ~ For further assessment of the influence of experimental
the effects observed in aluminum and in lead and its affoys.conditions on the result of an experiment, it is of interest to
In spite of the fact that the critical magnetic field strength ~ combine the advantages of the two techniques: to compare
of aluminum is almost an order of magnitude less than thdhe strain hardening rate for the same sample at temperatures
second critical fieldH, of the Pb—5 at.% In allo}f the  above and below the critical, i.e., under conditions of a su-
character of the observed hardening effects at the supercoRerconducting transition in the absence of magnetic field. For
ducting transition in magnetic field remains unchanged. ~ such a comparison to be reliable, the hardening of the crystal
Of fundamental importance for assessing the role oflue to the evolution of its defect structure in the course of
magnetic field are experiments in zero field, when the supeithe deformation with simultaneous heating should be mini-
conducting transition is brought about by a change in temmal; this is most characteristic of the easy-slip stage. Since it
perature. Making use of the fact that in the low-temperaturds difficult to arrange such slip in aluminum because of the
region the yield stress and the strain hardening coefficient ofery high energy of a stacking fault, we chose the alloy Pb—5
aluminum are weakly dependent on temperatathese pa- at.% In with a suitable crystallographic orientation as the
rameters were measured at different temperatures above afBject of study. A typical result for the three samples studied
below T, i.e., under conditions of a superconducting tran-by straining with heating (the heating rate wasT
sition in the absence of magnetic field. The results for single<10 2 K/s) is illustrated in Fig. 4. It is seen that: in the
crystals (growth series )l deformed in the vicinity ofT, regionT<T, a change in the heating rate does not affect the
=1.175 K, are illustrated in Fig. 3. One of the hardeningvalue of 57, which at a fixed strain rate is proportional to the
curves, afT;=1.0 K, corresponds to straining in the super- coefficientfs; at the transition through,. the heating rate is
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7.3 count the electron drag forces at low temperatures and do not
7.2 consider their influence on the increase of the density of
« mobile dislocations and the mechanisms of formation of dis-
- 7.1 location pileups as a basic structural element of the deformed
F70 material. Meanwhile, a clear experimental example of the
6.9 influence of the electronic state on plastic deformation of a
crystal is the jumplike deformation at a constant rate of load-
6.8 ing: as a result of the destruction of superconductivity by an
external magnetic field the depth and frequency of the jumps
of the load increase sharply. The phenomenological models
of this effect presuppose that dislocation pileups capable of
breaking through the barriers on account of the high stresses

0.16

% 0.12F é=ConSt

£ 0.08| £ ‘/\/ at the head of a pileup are formed in the course of the defor-
' s T mation. It may be that, because of the low values of the heat
0.04F | capacity and thermal conductivity at helium temperatures, a
| | . | o8 I7'0T,K7|'2 local heating occurs when an obstacle is broken through,

0 1 ) 3 4 5 6 7 promoting the avalanche motion of the dislocatidh¥’ It

has not been possible to prove the influence of the electron
drag and heat capacity in tf®andN states on the intensity
FIG. 4. Strain hardening of a Pb—5 at. % In single crystal in the easy-slifdf such motion. However, it can be assumed that the devel-
stage: variation of the temperature of the crystal with ti@ethe increase  opment of jumplike deformation as a result of t8& tran-
of thfesﬂoiml/ stress as a function of the straining time at a strainaaté.1 sition is due to features of the strain hardening of type-I and
:alrgenizg c(é)éff-ll;:rl‘:ng] isneihsehsrt\:lfnitt:eo;e'ri]?erature dependence of the Stra"i'ype-ll superconductors, wh?ch were.o_bserved in our study:
the decrease of the hardening coefficiefig<€ 6y) and the
jump in stressA >0 at theSN transition in an external
) ) o magnetic field can promote unstable flow of the crystal,
constant but a noticeable drop in the valueSafis observed;  \yhich under certain conditions explains the increase in in-
there is no jump in the flow stress &=Tc: A7gy=0. For  tensity of jumplike deformation in the normal state; the
different samples the ratio of the hardening coefficients Varthange ofé at the superconducting transition in zero mag-
ied in the range Z fs/0y<3. The time of the experiment petic field observed in a hard superconductor ieamay be
was not more than 1/10 the time of deformation at a fixedjye to a change in the heat capacity and kinetic constants of
rate in the easy-slip stage. Prior to the start of the experimenhe crystal and to the development of heating processes in
all of the samples were preliminarily deformed by 5-7%tne dislocation slip bands.
above the yield point. The results obtained show that besides a decrease of the
The experimental results presented in Figs. 1-4 showo stresgsoftening of the single crystals studied at theS
that the observed hardening effect in the superconductingansition, their plastic deformation in the superconducting
statefs> 6y is not due to the natural variations in the defectstate js characterized by a higher strain hardening coefficient
structures of the initialundeformedl crystals or to the influ- a0 in the normal state. This means that a phenomenological
ence of the external magnetic field on the defect structure ipygdel for strain hardening of a superconducting crystal
the course of the deformation of the samples. The change ighould incorporate fluctuation—dynamic mechanisms of dis-
the strain hardening coefficient of superconducting crystalgycation motion in connection with both the low-temperature
should be assigned to features of the plasticity of metals anghgion itself and with the fundamental characteristics of the

alloys in the low-temperature region. superconducting transition.
Among the known low-temperature features of plasticity

are the anomalous temperature dependence of the yield point

of a number of metals and alloy$the jumplike character of

their plastic flow!* and the change in the flow stress, stress

relaxation depth, and creep rate at &N transition® At

present it is assumed that the majority of the phenomena

listed are due to a combination of the fluctuation and dy- _ N
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The temperature dependence of the logarithmic decredant! dynamic Young’s modulus in
niobium single crystals of high purity is investigated in a wide interval of low temperatures

3 K=T=300 K. Measurements are made by means of a two-component composite vibrator
method under excitation of longitudinal vibrations with a frequency of 88 kHz and a

relative amplitude of the acoustic strain varying in the rangeld °<gy<7x107°. In the
temperature interval 50—R0K a nonlinear effect is registered: an amplitude-dependent
contribution to the decrement and Young's modulus is observed when the amplitude of the
ultrasound reaches a threshold valyg=10"°. The dependence of the threshold valyg on
temperature and on preliminary plastic deformation of the sample is established. The

amplitude dependence®eo) andE(eg) at eg>¢eq. and their transformation with temperature

are investigated in detail. Analysis shows that the nonlinear effects are due to the

breakaway of ultrasonically excited dislocations from impurity atoms. The experimental results
are in satisfactory agreement with the conclusions of the Granattkeltheory of athermal

dislocation hysteresis and its generalization to the case of thermally activated hysteresis proposed
by Indenbom and Chernov. @004 American Institute of Physic$DOI: 10.1063/1.1645159

1. INTRODUCTION crystals, with the potential relief, and with various defects of
) ) , the crystal structur&:® Although it is possible to achieve
Study of the acoustic properties of crystals in the low-

t i | ber of I q i ualitative agreement of the experimental results with the
tempera ure region reveals a numoer ot linéar and Noniineay,q yictions of the theory on the whole, the interpretation of
effects which owe their origin to dislocations, as is evidence

onlinear (amplitude-dependentdislocation effects® en-

by their dependence on the dislocation density and other Pounters a number of difficulties, the cause of which lies in

rameters of the dislocation structure. An analysis of thes . . . . . :
. o e complexity and diversity of the dynamic behavior of dis-
effects on the basis of the present-day theoretical ideas abo . : : o
ocations under different experimental conditions. A number

the low-temperature mobility of dislocations yields informa- ) . . . . )
P y y of questions still remain open for discussion. Among them is

tion about the fine details of the dynamic behavior of dislo—th i f the sh fthe hvst is in the d d

cations, e.g., about the interaction of dislocations with impu- fetr?uej_ |<|)n Ot' € St ape o the ys Tred5|st|n € %pen ence

rities and with the Peierls potential relief, about the influence®’ M€ dislocation strain on-the applied Stress under sign-
arying loading of a crystal, which is intimately related to

of the electronic viscosity and quantum fluctuations on the’ : o ) :
motion of dislocations. etc. the question of the character of the depinning of dislocations

Among the linear acoustic effects it is customary to in-from local pinning centers: the breakaway of a double dislo-

clude the relaxation resonances—peaks of the sound absorflion segment from an isolated obstacle, the “catastrophic”
tion and the corresponding “steps” on the dynamic Young'sPréakaway of dislocations from a set of obstacles, the “dry”
modulus defect—which are observed in studies of the temfriction effect in the motion of a dislocation line through an
perature and frequency dependences of the acoustic propdfPurity, etc. The question of the functional form of the am-
ties of crystals. The nonlinear effects, as a rule, appear in thlitude dependence of the sound absorption and Young's
form of a dependence of the sound absorption and dynami@odulus has not yet been conclusively answered. Finally, the
Young's modulus on the amplitude of the acoustic strainduestion of the influence of thermal and quantum fluctua-
Here the criterion of observation and the character of thdions on the motion of dislocations through barriers of differ-
nonlinear effects also depend substantially on temperatur@nt natures and on the acoustic effects involving dislocations
and on the sound frequency. is of significant interest. The experimental data currently
The data of acoustic measurements are an indirect, ma@vailable are insufficient to give unambiguous answers to the
roscopically averaged reflection of dislocation processes ifuestions posed above.
crystals. To make it possible to obtain the quantitative char- ~ Very little experimental data has been obtained up till
acteristics of the corresponding elementary events occurringow on the low-temperature nonlinear acoustic properties of
on the microscopic scale it is necessary to interpret the réscc metals, in which the mobility of dislocations can be gov-
sults of acoustic measurements with the use of microscopierned by the braking action of both Peierls barriers and im-
models that reflect the specifics of the dynamic behavior opurities. The main goal of the present study was the experi-
dislocations under the action of an acoustic wave and theimental investigation and analysis of the nonlinear acoustic
interaction with the phonon and electron subsystems of theffects in niobium, which is a typical representative of metals

1063-777X/2004/30(1)/8/$26.00 87 © 2004 American Institute of Physics
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with the bcc structure. The features in the acoustic absorption 1072

and dynamic Young’s modulus due to the dynamic properties F a 2

of dislocations are investigated in the kilohertz frequency - F
range over a wide interval of low temperatures. Although the 10_3;‘ Nb <100> 1

»
ry
linear acoustic properties of niobium at temperatures of RRR = 10000 3

a»
2-300 K have been systematically investigated in several 10-4k ﬂ'
studies®1%3there is practically no information in the litera- — A

ture about the nonlinear properties.

2. EXPERIMENTAL TECHNIQUE

As the object of study we used a niobium single crystal 1076
of high purity, with a reduced residual resistanBRR 155
=R300/Ry=10000. The values of theR RRwere determined
by measuring the temperature dependence of the electrical
resistance of the sample in the interval 2—300 K. For this the
sample was placed in an external magnetic field, which was
used to bring the sample to a normal state at temperatures

—h
o
o
T
N oW
>
W

E|, GPa
N
o
10° [E,/E, (T)™"]
[= Y
[ %:%g> H
» % E 3

below the superconducting transition temperatufe -1

~9.3 K,** and then the experimental data were extrapolated o %\

to 0 K and zero field. A spectral analysis showed that the . L ; : t—

main substitutional impurities were Mo, Ta, and Zr atoms. 1401 2 4 TGK 8 10 21

The number of interstitial impurities N, O, and H was re- L e eiin -
duced by a long high-temperature annealing, first in flowing 10 100

oxygen at a pressure of 10" Pa and then in an ultrahigh T.K

vacuum~10"° Pa® FIG. 1. Temperature dependence of the logarithmic decrefagaind dy-

The samples were in the form of cylindrical rods 4.2 mmnamic Young's modulus(b) in niobium, measured in the amplitude-
in diameter and~24 mm long. The crystallographic orien- inldetpef}?er:jt ;egiozyto—ugd:;g/rmed Sagplé:ur\g 1); A, Al—dsamplel
taton of the longiudinal axis of the Sample had 1190 _ Pesical seeimed 05 e oL (amonnd el
direction and was determined with the aid of the Laue dif-g 0
fraction pattern to an accuracy af1°. The initial density of
dislocations in the sample was5x 10° cm™ 2. To elucidate
the influence of dislocations on the acoustic properties oI

niobium, we studied samples both in the initial state and with - components: lineafbackgroundl terms 4 and E;, de-

a larger dislocation density. Immediately before the acoustitgendlng only on the temperature, and amplitude-dependent

. . . ermsdy andEy :
measurements were made, fresh dislocations were mtroducedr H H

in the sample by means of plastic deformation by a four-  8(eq,T)=6;(T)+ éy(eq,T), (1a
point bend at room temperature to a value of the residual
plastic deformation of ,=0.65%. E(e0, T)=Ei(T) +En(eo. T). (1b)

The acoustic measurements were made using a two- A specific feature of the nonlinear acoustic properties of
component composite vibrattt!’ Longitudinal standing niobium as compared to other bcc metals studied previously
waves with a frequencyf~88 kHz were excited in the is the existence of amplitude dependence&@andE against
samples. The ultrasonic strain amplitugeand the tempera- a complex background of nonmonotonic temperature depen-
ture T were varied in the intervals 10 9<g,<7x10°°  dencess(T) andE;(T) (see Fig. 1L The data shown in the
and 2 K<KT<340 K, respectively. In the experiments the figure were obtained on an undeformed samplevel), a
temperature dependence and amplitude dependence of teemple deformed by 0.65%urve2), and a sample that was
logarithmic decremend(T,eq) and resonance frequency of annealed after deformatiofturve 3). The curves of5;(T)
the composite vibrator were measured, and the results weand E;(T) have several characteristic features pertaining to
used to calculate the dynamic Young’s modulT,o).1”  different temperature intervals.
To monitor possible irreversible changes in the structure of  First of all, one notices the significant change in the
the sample due to the high-amplitude ultrasound, the amplidecrementby 3—4 orders of magnituglevithin the tempera-
tude dependence(eg) andE(ey) were measured both on ture range studied. This is explained mainly by the presence
increasing and decreasing amplitude of the ultrasonic strairof a broad relaxation maximurtthe so-callede peak®) on

6;(T), the position of which on the temperature scale is sen-

3. RESULTS OF THE MEASUREMENTS sitive to the structural state of the sample and lies in the
interval 240-280 K. In addition, on rapid cooling of the
samples in the existence region of the superconducting state
T<T.~9.3 K, thed;(T) curves in both the normahj and

The measured temperature—amplitude dependences sfiperconducting §) states exhibit the so-called Kramer—
the logarithmic decremerdi(s,,T) and the dynamic Young's Bauer peak located at a temperature of 2-8'RBoth peaks
modulusE(eq,T) can be represented in the form of a sum ofcorrespond to steps on the temperature dependence of the

3.1. Amplitude-independent background of the internal
friction and Young’s modulus
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FIG. 2. Influence of the ultrasound amplitude on the decrent@nand
dynamic Young’'s modulugb) in the temperature region<25 K and atT
=300 K: ¥—25K, £,=0; A—6 K, n state,e,=0.65%; A—6 K, s state,
£5=0.65%; ®—3 K, n state,e;=0.65%; O—3 K, s state,e,=0.65%;
B—300 K, g, =0.

modulusg;(T). The superconducting transition in both the

undeformed and deformed niobium has a substantial effectample.

on the temperature dependence of the acoustic characteristics

below T.: it leads to decreases in the decrement and dy-
namic Young's modulus.
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FIG. 3. Amplitude dependences of the decrem@hfand dynamic Young's
modulus (b) in the temperature interval 55-185 K in the undeformed

appreciable temperature dependengg:increases with de-

A preliminary plastic deformation and annealing of the creasing temperature. Moreover, upon changesT ithe

sample have practically no effect on the background losseamplitude-dependent

parts of

thedy(T,eq) and

below T, in the n state. At higher temperatures the value of E,,(T,e,)/E;(T) curves in the chosen semilogarithmic coor-
6; increases slightly after deformation and decreases marldinates shift as a whole while remaining practically parallel
edly as a result of annealing. Accordingly, the value of theto one another. In the sample plastically deformedehy
Young’s modulus decreases after plastic deformation and in=0.65% the behavior of the amplitude dependences remains
creases after high-temperature annealing in a high vacuumualitatively the samésee Fig. 4. However, the critical am-

The maximum sensitivity of the background component to
plastic deformation is observed in tkestate and also in all
cases in the temperature region in which the relaxation reso-
nances(the absorption peak and the steps on the modulus
defec) are located.

3.2. Amplitude dependences of the decrement and
dynamical Young’s modulus

The plots in Fig. 2 show that in the temperature region
3 K<T<25 K at the ultrasound amplitudes used in the ex-
periment,e,<7x 10 °, there is practically no amplitude de-
pendence of the decrement and Young’s modulus irrespective
of whether the measurements were made on an undeformed
or deformed sample, in theor in thes state, in the region of
the Kramer—Bauer peak or outside it. The same sort of be-
havior of §(T,ey) and E(T,ey) was also registered in the
temperature region 210KT<300 K near thex peak.

Noticeable dependence of the acoustic properties of nio-
bium on the sound amplitude was revealed in the inter-
mediate temperature region 50K <200 K. Figure 3
shows the amplitude-dependent components of the decre-
ment, oy(T,e0)=6(T,eq)— 6,(T), and of the relative
change in Young's moduluskEy(T,eq)/E;(T)=[E(T,eo)
—E;(T)1/E;(T), measured in this temperature interval. It is
seen that the critical amplitude,. for the start of the non-

10

Nb <100>

b

1078

1077
)

10°8

10° 107

FIG. 4. Influence of plastic deformation on the amplitude dependence of the
decrement(a) and dynamic Young's modulugb): unfilled symbols—e

linear effects has approximately the same value for the g. fijeq symbols—e,=0.65%;V, ¥—75 K; O, ®—130 K; A, A—160

6u(T,eq) and Ey(T,eq)/E;(T) curves. This parameter has K.
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plitude . for the start of nonlinear effects increases notice-mainly on the known theoretical ideas about dislocation hys-
ably at all values of the temperature. teresis due to the breakaway of dislocations from impurity

It should be noted that thedy(T,eq) and  pinning points.

En(T,e0)/E;i(T) curves shown in Figs. 2—4 are completely There exist several theoretical studies of the dislocation-

reversible, i.e., the values of the decrement and modulus deelated amplitude-dependent internal friction. Historically

fect measured on increasing and then decreasing ultrasoutige first and most popular is the Granato€ke theory of

amplitude agree with each other to within the experimentatlislocation hysteresis lossedJsing a string model of the

error. dislocation, those authors made the assumption that an indi-
vidual event contributing to the dislocation deformatiamd
hence, bringing about an additional sound absorption and

4. DISCUSSION modulus defect which increase with ampliti@activation-

4.1. Linear effects less “catastrophic” breakaway of dislocation segments from

) ) i ) comparatively weak local pinning centeglesg., impurity at-

In this paper we mainly discuss amplitude-dependent g For an exponential distribution of lengths of the
(nonllne_a) acoustic effects. UItras.omc anomalies in the l'n'dislocation segments an exponential dependence was ob-
ear region Of, gltra;ound absorption and the c.hang_e qf thﬁ‘:lined for the amplitude-dependent part of the decrerignt
elasyc moduli in smgle-cr.ystal .and polycrystallme n|ob|um on the amplitude of the applied shear stress in the slip plane
of different purity and orientation have been discussed ma'o=Gso=QE80 (G is the shear modulus) is an orienta-

detail in Refs. 8 and 10-13. Here it is appropriate merely Q5| tactor that depends on the mutual position of the load
recall that the low-temperature Kramer—Bauer peak is a CONzyis the normal to the slip plane, and the direction of the
sequence of the resonance interaction of elastic Vibrationéurgers vectob):

with chains of geometric kinks on dislocations in the process

of their thermally activated diffusion in the Peierls relief of 8GL?ALY (o om
the second kind° This process is characterized by ex- 6H:W(0’__1+“' eXD<—U—): (29
tremely low activation energietly~3x10"° eV. The el- c 170 0
ementary mechanism responsible for the high-temperature o= F J4bL,. (2b)

peak, as was shown in Ref. 13, is the nucleation of a pair of
kinks on dislocation segments lying in the valleys of the Here b is the modulus of the Burgers vectay, is the
Peierls relief of the first kind. This process corresponds taiislocation densityl is the distance between insurmount-
values of the activation enerdy,=0.15 eV. able dislocation pinning centeror example, nodes of a
It should be noted that both of the relaxation resonancesgislocation network L. is the mean length of a dislocation
are due to the initial dislocation structure of niobium—a sys-segment, which characterizes the average distance between
tem of screw or mixed dislocations arising during prepara“weak” obstacles (impurities and other point defegtsC
tion of the samples in the slip plang81l} and{112 and =Gb?/2 is the linear tension of a dislocationy,, is the
located in the valleys of the Peierls relief. Electron micro-critical stress for activationless breakaway of a dislocation;
scope studies show that the plastic deformation of niobium:m is the maximum force binding a dislocation to a pinning
crystals at room temperature gives rise to dislocations with genter.
predominantly edge componetitand their dislocation lines Strictly speaking, the conclusions of the theory of Ref. 1
are oriented at an angle to the valleys of the Peierls reliefare valid only for T=0K. In its subsequent
and their mobility is mainly controlled by the impurity at- modificationé**?°it was shown that in the region of rela-
oms. These dislocations have a definite influence on the paively low temperatures the character of the pinning of dis-
rameters of the relaxation processes under discussion but dications and, hence, the functional form of the amplitude
not lead to any fundamental changes in the conditions oflependences do not change when the temperature is raised,
their observatior:*? i.e., the dependencé,(o,) remains exponential as before.
Taking thermal fluctuations into account reduces to a renor-
_ malization of the critical stress,,, for breakaway, i.e., to its
4.2. Functional form of the dependences  dy(#o,7) and replacement by some effective stress with a value that should
Euleo.T) decrease with increasing temperature. At sufficiently low
The presence of amplitude dependence in these charaaeoustic stressesrf<<o,,) one can restrict consideration in
teristics attests to the nonlinear character of the elastic anexpression(2a to one term of the expansion in the pre-
inelastic responses of the crystal to an externally applied peexponential. In this case the agreement of the experimental
riodic load. To establish the nature of the nonlinearity it isdata with the conclusions of the theory can be checked in the
necessary to carry out an analysis of the functional form ofo-called Granato—Llake coordinates, |Iﬂ_|s(l)/2)—(sa Y (the
the amplitude dependences and their behavior upon changpswer of 1/2 fore allows us to take into account the non-
in temperature, and also to establish the value,dhe ratio  uniformity of the strain in the sample when the composite
of the amplitude-dependent component of the decrement taibrator method is usedFigure 5 shows such reconstructed
the relative value of the amplitude-dependent component gblots of 54(T,e) for an undeformed niobium sample in the
the Young’s modulus: = 6(e) E; /En(gp). Since inthein-  temperature interval where nonlinear effects are observed,
vestigated region of frequencies, vibration amplitudes, an®5 K<T< 185 K (the initial data are presented in Fig. &
temperatures the most likely mechanism of nonlinearity igs seen that the experimental points conform well to the
the dislocation mechanism, the following analysis is basedtraight lines. The slope of the straight lines decreases with



Low Temp. Phys. 30 (1), January 2004 Pal-Val et al. 91

increasing temperature, which leads to a decrease in the criti-
cal stressr,. In the case wheh, is constant this is equiva- -12f
lent to a decrease of the effective maximum binding force of B
the dislocation to the pinning centeks, [see expressions __-l4r 185K
(28 and(2b)]. g, R
The problem of the breakaway of a double dislocation :;I 16}
loop from a local pinning center at finite temperatures =1 L 160
>0 K was considered in the Indenbom—Chernov theory of -18} 130
thermally activated dislocation hysteresis in Ref. 6. The fol- L 75
lowing expression was found for the amplitude-dependent -20k 55 100
decrementsy : ! I ! 1 . L ! | L
L 5 10 5 15 20
N o
5H=L?mnf LN(L)dL; (38 1975
min FIG. 5. Amplitude dependences of the decrement in an undeformed niobium
— sample in the temperature interval 55-185 K, plotted in Granatoke.u
Lmin=Fm(T)/boy. (3b) coordinates.
Here F,,=F(T,f) is the temperature-dependent and
sound-frequency-dependent critical value of the binding Su~el; EnlEi~el. (6)

force of the dislocation to a defect, which brings about a

thermally activated breakaway of the dislocation from the  Such a model of the vibrations of a dislocation inside a
defect over an oscillation period. According to the thébay,  Kottrell impurity atmosphere was also considered in the pa-
a constant value of the frequentyhe change in temperature Per by Gelli?> The power-law character of théy (o)

is equivalent to a change in the scale along the axis of loagurves can easily be revealed in a log—log plot in the coor-
(strain. Consequently, the curves of the amplitude dependinates Ing)—In(oo). However, a check done for the ampli-
dence of the decremerl;(T,e,) should go over to each tude dependencesy(eo) and Ey(eo)/E; obtained in the
other when the stress scale is changed or, equivalently, thédfesent study showed that they, unlike the data obtained pre-
should be parallel in a semilog plot in the coordinatesviously on high-purity irorf are not described by the power
Sy—log(o). Such behavior is actually observed for the am-law of the type in(6).

plitude dependences obtained for niobium in the temperature ~ Thus in the investigated interval of temperatures and am-
interval 25-185 K(see Fig. 3 The functional form of plitudes the nonlinear losses in niobium are described satis-
Su(op) in this case is determined by the type of distributionfactorily in both the framework of the Granato-tke

of the lengths of the dislocation segments. For an exponeriheory"? and by the Indenbom—Chernov thebrynder the

tial distribution the amplitude dependence is also exponenassumption that the distribution of the impurities along the
tial: dislocation lines in niobium corresponds to an exponential

distribution of the lengths of the dislocation segments.

_ 2 I-min) F{ . I—min)
OH Ame( o Le X Le /)’ @ 4.3. Activation analysis
and for the case of a power-lafwith a powerm) distribu- According to Eq.(2a), the slope of the straight lines in
tion function for the segment lengths we obtain the expresGranato—Lake coordinates is determined by the value of the
sion critical stress for breakawayr,,= wF/4bL.. The results
) Cmia presented in Fig. 5 show that the value ®@f, decreases
Sz ALg I-min) 5) monotonically with increasing temperature in the interval
Hom—21 L, 55-185 K. If it is assumed that the mean lengithof the

dislocation segments remains unchanged upon the change in
temperature, then the observed behavior may be evidence of
a lowering of the effective value of the binding foreg, of

'the dislocation to the pinning centers with increasing tem-

perature:Fm—>Em(T). With the assumptions made, the tem-
perature dependence of the effective binding force of a dis-

ferent strengths. Asarf, building on the ideas of . : .
Davidenko?® and Pisarenké? investigated the nonlinear location to the obstacles, obtained with the use of the
experimental data, is shown in Fig. 6 in the coordinates

losses associated with an above-barrier dislocation line vis-

cously overcoming the stress field of the point defects sur:r_':m(T)“:m(l_OO K)- ) )
rounding it(the mechanism of “dry” friction. In this case it The above interpretation of the influence of temperature

is assumed that reversible microplastic deformation i€" the nonlinear acoustic effects corresponds to the conclu-

present, and the hysteresis loop on e ;) curve (4isthe ~ SIONS of the Irlldenbom—.Ch.ernov theory of thermglly acti-
dislocation straii unlike the case for the breakaway mecha-vated hysteresisIn the “binding energy” approximation the

nisms of Refs. 1, 2, and 6, does not pass through zero. Asarf"'Plitude-dependent decremeh; depends only on one pa-
obtained the same power law for the amplitude-dependeri@meterL ,i,=Fy/bog [see Figs(3a) and(4)]. The function
decrement and modulus defect: Fn=Fn(T,f) is a solution of the equation

A power-law form of (o) is also predicted by a num-
ber of other theoriegsee, e.g., Refs. 21-PWwhich use dif-
ferent models for describing the amplitude-dependent inte
nal friction. Kharitono¥* calculated the hysteresis losses in
the breakaway of a dislocation pinned by impurities of dif-
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0 0.5 _ 1.0 1.5 20 2.5 FIG. 7. Dependence of the parameter 54E; /Ey on the amplitude of the
Frn (T)/IEm(1OO K) acoustic strain at different temperatures in the initial sanpfgilled sym-
bols) and after plastic deformation by,=0.65% (filled symbolg: <,
FIG. 6. Activation graph constructed by two methods: from the change in®—75 K, L], B—100 K; V, ¥—130 K; O, ®—160 K; A, A—185 K.
slope of the straight line in the Granato-dke coordinategsee Fig. 5 (A)
and from the change in the amplitude of the vibrations for sections of a

. _ . . _ —5. . . . . .
fse”e;;fl‘z)“_(fo:) fsu“’elsxalt‘éﬂjcoT”hSt n 'lz_('jg' 3(‘_5hH_1>§hlo N O_t_ | Which is in good agreement with the experimental results
= ) —Op= . € solld curve shows the eoretical . . N . . .
d;pendenc@_ : ) (the solid curve in Fig. Ballows one to estimate the binding
energy of the dislocations to the pinning centers s

=(0.21+0.01) eV.

U(F)szTln(g?), (7a) 44 Ratio 8u/E
In the majority of studies of nonlinear acoustic effects it
1/2 is the amplitude dependence of the absorption of ultrasound
F—blLo o= i(g) (7b) (the logarithmic decrementhat is analyzed, while the ques-
A TR V-V tion of the functional form of the amplitude dependence of
the modulus defect, as a rule, is not discussed. It was noted

whereU (F) is the effective activation energy for the process! the paper by Granato and tke" that for a catastrophic

of thermal-fluctuation breakaway of a dislocation segment ofréakaway of dislocations at low sound amplitudes,
|ength L from a pinning Cente?,,ZO kB is Boltzmann’s con- EH(SO)/Ei b.ehaves ||k&SH(8(?), so that to a first approxima-
stant,¢ is a constant of the order of unity, is an eigenfre- tion the ratio of the amplitude-dependent decrement and
quency of the vibrations of a dislocation segment of lengthYoUng’s modulus should not depend on the amplitude and
L.; A=pb? is the mass per unit length of the dislocation Should have a value of the order of unity: 5, E;/E,~1. A
line: p is the density of the material. Th, =const tie lines MOTe detailed analysis in Ref. 9 s_howed that amplitude de-
of a series of amplitude dependences measured at differeRENdeNce of can be absent only in the case whé(eo)
temperatures can be interpreted as the tie lines=const, andEy(eq)/E; are power-law functions with the same expo-

and from the(T) curve[and, hence, frorf(T)] one can nentn [see expressio(6)]. Here the value of is Iarggr Fhe
4 reater the value af, and the expected range of variation of
assess the stress dependence of the activation ener%

turns out to be substantially different for different models
U(bLinoo). The results of such a procedure done for severa . . . :
values3,,= const have been plotted in arbitrary units on theof the dislocation hysteresis. For the case qf catastrophic
H breakaway one has 0.86 <1.15 for exponents in the range

- ; T<n<10. Under more general assumptions about the func-
Granato—Lgke theory(Fig. 6). The good agreement of the tional form of 8y (o) and Ex(eg)/E; the value ofr in the

results obtained by the two substantially different methods Is  mework of the catastrophic breakaway model cannot ex-

notable. ceedr ,,,=2. In the case when a hysteresis mechanism of the
The use of expressioni&b) and (7b) allows one to ob- [~ maX = . : y X .
dry” friction type is realized (when the dislocation seg-

I — 1 i ~ —5 ~
tamogeli fon3|§tent estlmat.elsc 110> cm arld Ve 2 ments overcome a large number of obstacles during a period
X10's™*, while extrapolation of the data of Fig. 6 ®,  of the vibration$, the values ofr should be much larger

=0 gives the value of the binding energy, of a dislocation (1.33<r<5.41 for 1<n<10), and there should be no am-
to an obstaclgin units of kg In(év./f)]. To reduce the arbi- plitude dependence af ’

trariness in making the extrapolation and determinihgone Figure 7 shows the amplitude dependence obtained

can use some sort of theoretical dependence of the activatiqg, \arious temperatures for undeformed and deformed
energy on the stress. The use of the quadratic dependenggmjes of niobium. One notices the large scatter of the ex-

proposed in Ref. 19, perimental points corresponding to the initial regions of the
amplitude dependencé®r smalle the values of lie in the
U(F)=Uy(1—F/F.)?, (8) interval 0.4<r=<2.2). The scatter may be due to the circum-
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stance that the extraction of the small values&f and sample. For the chosen geometry of loading of the sample,
E4 /E; from the background of the rather sizable measuredll four easy-slip systems have the same Schmid factors,
values of the decrement and Young's modulus in the initialwhich even in the early stage promote the development of
parts of the amplitude dependences is associated with signifslip simultaneously in several mutually intersecting planes.
cant errors. These errors decrease with increasipgand  Here the probability of intersection of dislocations of differ-
Ey/E; asgq increases. The scatter of the experimental pointent slip systems and the formation of additional insurmount-
decreases noticeably, and a clear tendency forapproach able pinning centergnodes of the dislocation networkn-
unity may be discerned. Such behaviorrohas been ob- creases substantially, and that can lead to a decrease of both
tained previously in studies of the amplitude dependence df , andL.. For a conclusive answer to this question further
the internal friction in iroR® and zinc?’ Unlike the data ob- studies of the dislocation structure of deformed niobium
tained in zin¢’ in the present study we did not reveal any samples should be done by the methods of direct structural
systematic change in the parameters of the dependénge  analysis, e.g., with the use of a high-voltage electron micro-
with changing temperature. At some temperatures the valuescope.

of r at small amplitudes were less than unity, while for others

they were greater than unity. We also did not discern any;.6. The high- and low-temperature regions

systematic change af as a result of the the preliminary

plastic deformation At first glance the absence of amplitude dependence in

The indicated features of the behaviorrafan be judged the tgmperature region 210<Kr.<300 K, near thax po!nt,
as one more piece of evidence that the high purity of theand in the Iow-tempgra}tureSreglon 3KI<55 K, looks just
niobium sample makes it possible to achieve, in the investi®® unusual. Indeed, in ir6h**the presence of the peak had
gated regions of temperature and ultrasound frequency, such. effect whatsoever on the am_plltude dependences: the am-
experimental conditions which, according to the theote%, P itude dependences were obtained both below and above the
are necessary for reversible breakaway of dislocation Seg{_emper'ature of ther peak, aqd their pehavpr correqunded
ments from local pinning centers. o the |_deas of thermally actlvateql dlslc_Jcatlon hystefeisis
the entire range of temperatures investigated. The authors of

Refs. 26 and 28 came to the conclusion thatdhgeak and
the amplitude dependences in iron are a reflection of differ-

Comparing the data of the undeformed sample and thént thermally activated dislocation processes: the formation
sample preliminarily deformed at room temperature, weof kink pairs on non-screw dislocations, and the breakaway,
can see that the plastic deformation leads to a shift of th&om local pinning centers, of dislocations crossing the pri-
amplitude dependence®,(so) andE(s0)/E; in the direc- mary Peierls relief at a small angle. Further, a study of de-
tion of higher amplitude$see Fig. 4 This influence of plas- formed niobium samples at a frequency of 0.5 Hz in Ref. 32
tic deformation was observed in the present study for the firstevealed noticeable amplitude-dependent effects near and
time and is directly contrary to the influence that has usuallyabove the temperature of the peak, which was observed
been registered in other crystals, in particular, in single crysnear 135 K at that vibrational frequency. This even suggested
tals of other bcc metals—irat?;?8* molybdenun?®3®and  to the authors that the microscopic mechanism ofdtpeak
tungstert! It is known that as a result of plastic deformation is the thermally activated depinning of dislocations from pin-
the parameters of the dislocation structure of crystaldling centers in accordance with the Koiwa—Hasiguti mddel.
changes substantially: the dislocation densftyincreases However, the absence of amplitude dependence of the acous-
and there are changes in the mean lergttof the disloca- tic characteristics in the temperature region 210-300 K in
tion segments and in the length distributid(L) of the seg-  the present study finds a natural explanation if one turns to
ments. At small degrees of plastic deformation in rather puréhe result in Fig. 6, which gives the temperature dependence
crystals an increase in, can occur, both on account of the of the relative change in the effective binding force of dislo-
formation of fresh, comparatively long dislocation segments-ations to obstacles. Upon extrapolation of the graph to the
and on account of the tearing away of dislocations existingzalueF,,= 0 the intercept on the vertical axis Bt&=200 K is
prior to the deformation from the Kottrell impurity atmo- the value of the temperature above which the activationless
spheres. Since an increase of the mean length of the dislochreakaway of dislocations should begin. Thus the absence of
tion segments leads to a decrease in the critical stress for tleamplitude dependence in the temperature interval 210—-300
breakaway of the dislocatiorisee expression®) and(4)], K may be due to the circumstance that the dislocation break-
the conditions for breakaway of dislocations from pinningaway mechanism responsible for the amplitude dependence
centers become easier, and that should cause the amplitude 55 K<T=185 K is completely exhausted in the region
dependences to shift to lower amplitudes of the ultrasoundl' >200 K. The coincidence with the temperature position of
The shift in the opposite direction of the amplitude depen-the « peak is accidental and is due to the choice of frequency
dencesdy(gg) and Ey(gp)/E; which we observed in the used to excite vibrations in the sample.
present study may be a consequence of a decredsgim The absence of amplitude dependence of the acoustic
the deformed sample. Moreover, if a catastrophic breakawagharacteristics in the low-temperature region can be ex-
of dislocation segments occurs, then the shift of the ampliplained by the circumstance that the valueg gtchieved in
tude dependences may also be due to a substantial decredlse experiment are too low to cause breakaway of the dislo-
in the distancely between insurmountable obstaclesee cation segments at temperaturés<25 K. However, ex-
expression2)]. The cause of this change in the parameterdrapolation of the graph in Fig. 6 t8=0 K in accordance
of the dislocation structure may be multiple slips in thewith expression8) shows that the amplitude dependence of

4.5. Influence of plastic deformation
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ERRATA

Erratum: Anisotropy of the critical current and the guided motion of vortices
in a stochastic model of bianisotropic pinning. Il. Observed effects
(Low Temp. Phys. 28, 312 (2002))

V. A. Shklovskij and A. A. Soroka
Fiz. Nizk. Temp.30, 126 (January 2004

Figure 10 should have the following form:
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FIG. 10. Series of graphs of the functipiia) for a sequence of values of
the parametej: 0.66(1), 1 (2), 1.34(3), 1.43(4), 1.48(5), 1.7(6), 2(7), 3
(8) for p=1.4, 7=0.01,£=0.001,k=1; a* =27°.
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