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The method of direct reconstruction of the orientational order paramgefieam diffraction

intensities is applied to the case of the orientationally ordered phase of the quantum crystal para-
D, using the neutron elastic scattering data of Yarnell, Mills, and Schuch. The average

value obtainedys=0.368, is close but somewhat lower than the value 0.4 corresponding to the
theoretical value al=0 in the molecular field approximation. The nature of this decrease

is assessed theoretically with allowance for three factors that influence the absolute vatue of
thermal excitation of librons, rotational anharmonicities, and rotational polarization. It is

shown that the total theoretical renormalizationg.8%) is close to the value obtained in the
reconstruction £ 8.0%). © 2004 American Institute of Physic$DOI: 10.1063/1.1645162

1. INTRODUCTION studies mentioned the values reconstructed were those of the

reduced quantity, i.e., the values of; from Eq.(1) relative

to its value atT=0. The absolute values af in the low-

temperature phases of hydrogen and deuterium, which could

in principle be reconstructed from structural data, have long

rotational momenturd=0, while the species with=1 have resisted determination. The problem of determining the ab-
solute values ofy for ordered phases of crystals formed by

a rotational momentum equal to 1. Molecules witk:1 mmetric diatomic molecules can be solved relativel
have a quadrupole moment, which gives rise to a noncentral. y

intermolecular interaction and the possibility of orientationaleas'v if one has reliable information about the intensities of

ordering of the rotational subsystem. Such a transformatioR]Oth structure and superstructure reflections. The intensity of
occurs at sufficiently low temperatures and sufficiently hight N Iatte_r are dlre(_:tly related to the ch_aracter a_nd degree of
concentrations=0.55 of the species with=1. This phase orlentatlczg]al ordering of the molecules in the lattice. In x-ray
transition has been the subject of many theoretical and eﬁtUd'eg of hydrogen and deuterium with high concentra-
perimental studiegsee, e.g., Refs. 1 and,2as a result of tions of theJ=1 species only the hcp—fcc phage transition
which it has been established that the transition occurs fror}@S Peen documented, but it has not been possible to observe
the high-temperature orientationally disordered hcp phase € Superstructure reflections characteristi®a8 symmetry

a cubic orientationally ordered pha$a3 with four mol- N .th?_u low-temperature  phase.  Neutron-diffraction
ecules oriented with their axes along directions of ¢hil) studies'* of the cubic phase of paradeuterium containing
type in the crystal. The ordering is characterized by the ori®ver 80% molecules witil=1 have been more fruitful.

The total nuclear spin of homonuclear molecules of
hydrogen isotopes can assume values of 0 and 1 joartdl
of 0, 1, and 2 for . In the solid phase at sufficiently low
temperatures the species with eveare found in a state with

entational order parameter Weak superstructure reflections were observed, and good
agreement of the observed and calculated structure ampli-
7=(Pa(cosd)), (D tudes for the scattering has been obtained; thu®tg sym-

where the angle brackets denote thermodynamic anthetry of the low-temperature phase of the hydrogens has
quantum-mechanical averaging over rotational stafess  been confirmed experimentallThe measurements in Refs.
the angle between the instantaneous orientation of the mol3 and 14 were made on samples with an appreciably higher
ecule and the corresponding direction of tié1) type, and  concentration of the para fractiah=1 (x>90%) and with
P,(x) is a Legendre polynomial. higher precision, making it possible for the investigators to
Skipping the historical details of the determination of thecarry out a quantitative comparison of the intensities with the
structure of the ordered phase of solid hydrogens with theoretical values calculated with allowance for the quantum
=1, we refer the reader to review articfeEhe circumstance nhature of the rotation of the molecules. In particular, the
that the Pake doublet splitting in the NMR spectrum is pro-experimental values of the scattering amplituéi€s)) were
portional to the orientational order paramétenas useti®to  reconstructed for several Bragg reflectiofl® in all), and
construct the temperature dependence of the order parameteey were compared with the theoretically calculated values
in a wide region of temperatures and concentrations of parasf F(q) integrated with the use of the wave functions of the
D, (J=1). Good agreement was obtained with the results ofotational states witld=1, m=1 in the local frame(along
a calculation by the cluster expansion methadd with cal-  the space diagonal of the cube of tRa3 structurg.
culations using experimental data on the energy of libronic  These calculations showed satisfactory agreement with
excitations: It should be noted that in all the experimental the experimental scattering amplitudes, providing strong
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proof of the realization of th&a3 structure. AfT=0 all of ¢ is the scattering angle, is the de Broglie wavelength of
the molecules witld=1 in Pa3 are oriented along the space the neutrons, anailiz is the mean-square thermal displace-
diagonals of the cube, so that their rotational ground state ifent of atomi in the isotropic approximatiot’. In neu-
described by the functiofd =1, m=0), where the projection tronography the scattering amplitude on the bound nucleus
m of the rotational motion is taken in relation to that diago- of an atomi is independent of the interplane distar(tiee
nal. By definition, the orientational order parametgfor T diffraction angl¢. The dependence on angle enters in the
=0 is given by the expression expression for the Debye—Waller temperature fa@GarPro-

7=(GYP,(c0s9)|GY), ) cgedmg from this, we can write the structure scattering am-

plitude in the form
where |GS) is the ground-state wave function. It is easy to
5 e .

show?® that if fine effects(see below are neglected in the F(q)=bpe M@ exp2mig-R.)cosé(gm,), (5)
framework of the simplest molecular field approximation, c
|GS coincides with|J=1,m=0) and, as a result, we have

/5 atT=0 where the summation is over the four sublatticesf the
o= =V.

Pa3 structure R. enumerates the centers of the molecules,

. The_ availability of experlmental data_ on th(_a scattenngmc is the instantaneous direction of the unit vector along the
intensities on ordered sublattices makes it possible to recor(l:—Orresponding molecular axis in sublattice é=2md/a

struct the value of the order parameter directly from them, ;o eq— 0 3707 A is one-half the internuclear separation in
The idea for the correct reconstruction of the characteristic'tshe D, molecule, anda=5.0760 A is the lattice parameter

of orientational order from the diffraction intensities by ex- The values off anda were taken from Ref. 14. In that paper

pansion of_the scattering amplitudes in spherical harmoniCﬁqe experimental structural data are given not in the form of
for the particular case of the ordered phases of the hyOIrOgeri‘ﬁtensities but in the form of values of the structure ampli-

was apparently first published in the papers by Pteasthe tudes for the corresponding diffraction lines, without allow-
time those papers appeared, however, there had not yet beg ce for the constant cofactbp in Eq. (5). We used those

any precision measurements of the intensities of the dIﬁracétructure amplitudes to reconstruct the orientational order pa-

tion lines, and the idea remained without application. To aSiameter.

sess the applicability of that approach, the corresponding For short molecules a good approximation for the struc-

procedure was used successfully to reconstruitom x-ray ture amplitudess) is the sum of the first two ternts:
data for thea phase of nitrogeh.This same approach has

been usel for a semi-quantitative estimate of the orienta-
tional order parameter of G2 Ar mixtures from electron-

diffraction data. The application of this method to the case of here | h herical v .
orientational ordering of triatomic molecules has some pecu?VNeréin(x) are the spherical Bessel functions, a@¢(q)
liarities of its ownl8 has the same meaning as in Ref. 7. The technique proposed

The present study was motivated by the following con-i” Ref. 7 was used to calculate in an analogous way the error

siderations. First, since the time that Refs. 11 and 14 a2’ USiNg the approximate formulég) for the regular and

peared, our understanding of the nature of quantum crystafPerstructure lines given in Ref. 14 for almost pure para-
has become considerably deeper, making it possible to elimP2- AS had been assumed, as a consequence of the short
nate a number of inconsistencies in the published treatmentlae.ngth of t_he D .molecule the error even for the .far super-
Second, on the basis of the available structural data it hadlructure I'lnes did not exceed 1% for the cagel in com-

now become possible for the method of direct reconstructioR@"1SON With the results of the exact calculatfbfor rigidly

of the absolute values of the orientational order paramgter Ofi€nted molecules. Such an accuracy gives a high degree of
from the intensities of diffraction lines to be tested on actuafonfidence in the procedure of reconstructing the valug of
quantum crystald’ Third, the question of numerical esti- from experimental values of the_scatterlng amplltud_es. An
mation of the theoretically predicted fine effects in the rota-MPOrtant property of formuld6) is that for regular lines

tional dynamics of the solid hydrogens is addressed here fdly the first term in(6) is nonzero, while for superstructure
the first time reflections only the second term is nonzero. This distinction

makes it possible to determine the expone(q)) in Eqg. (6)
from experiment. Taking this fact into account, we wii€&
for the quantityF(q)/bp in the form

F(q)=bpe @ 4jo<fq>—5njz<fq>§ G|, (©

2. THEORY

E /b Efcalc+ fcalc_ 7
The structure amplitude for neutron scattering can be (@7bo=T; s 0
written in the following form?® The problem of taking the Debye—Waller factw(q) into
account consists in the following. The expressionvigg) in

F(q)=>, bje Wigtm @, (3) (4 is usually written in the fornisee, e.g., Ref. 20

| 6m242H2[ (0| 1

whereb; is the amplitude for scattering by the bound nucleus ~ W(d)= Mkg@aZ Pl 7l (8)

of an atomi (in this particular casea D atom), r; enumerates

the vectors of the atomic scatterers within a unit agls the ~ Where® is the Debye temperaturé(x) is the well-known
momentum transfer in the scattering, Debye—Waller functionM is the mass of a deuterium atom,

5 ) kg is Boltzmann’s constant, and?=h?+k?+12 (h,k,| are
w;=8mui[sind/\ ], (4)  the indices of the reflecting plane€xpression8) was ob-
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tals of diatomic molecules but also for quantum crystals. The
fact that the values ofy were reconstructed from the neutron-
diffraction data confirms that the applicability of the method
is independent of the experimental techniques. For satisfac-
tory application of the proposed method it is only necessary
to know the integrated intensitiésr structure amplitudego
sufficient accuracy.

Besides the calculation of from the results of neutron-
diffraction studies of [ with a para concentration
x>90%!* we have attempted to reconstruct the orienta-
tional order parameter from the results of Ref. 11, where to

-0.8 : : : : . the p-D, concentration was barely over 80%. However, our
2 4 6 8 10 12 calculations of the corresponding structure amplitudes
H?= h2+ K2+ 12 showed(and this agrees with the conclusions of the analysis

by Yarnellet al% that for the superstructure lines the values

FIG. 1. Plot from which the coefficier in the Debye—Waller factor is . . .
determined. of the structure amplitudes in Ref. 11 are highly overstated.

The authors of Ref. 14 estimated the change in the concen-
aﬁration of the para species during the course of the experi-

well in which the particle moves is quadratic. However evenmnent. It follows from the data given that even for the highest
! - i ~ 0 I 1 -
when all possible factors are taken into account, the potentiaﬁ th g(_)dnce?tratlor»; 2?5 A)F, its charllge d.?r:mgl the experi
well in a quantum crystal of any isotope of hydrogen is ex—{netn !ch nohexcee Old bor samp <te_s Wlt Ia owelzlr concen-
tremely far from being harmonfc. Therefore, the true value ration the changes would be proportionately smatler.

of the rms displacement of the particle must be determined pscussioN OF THE RESULTS
from experiment, if possible. Fortunately in the case under
discussion such a possibility does exist. In particular, it fol-

lows from (4) and (8) that the argument of the exponential
@ ® g P approximation, 0.4, but systematically lower bz

function in Ref.(5) is proportional toH?. This makes it 0032 L id q esti he th d
possible to use the scattering amplitudes measured by Yarnef] =~ ~< etus consider and estimate the three most ponder-

et al* for regular reflections, which should be described by? le causes of this decrease.

the expressioric%s i exr — _where can be Thermal librons The most obvious cause is the influence
it f;g’(é‘ﬂz XF[Fig‘m)] 1wshow";’(q; ot of Of thermal librations, the excitation of which is a disordering

IN[F¥jo(£0)] versusH?, whereF®®is, of course, assumed factor. An estimate of this effect can be obtained in the
prop;orti?)nal tofcalc |t i,s seen trr1at a, linear dep;endence iSframework of the simplest single-particle approximation, in
i

well obeyed, as a result of which we obtain a value of 0.060 Eh|cE 1the_ |3’Vf\1€ flnlcgon\s;v of local S}xctlt;]d statelsf are
for B, which after the appropriate adjustments is close to th X(£1))=|J=1,m=+1). We assume that the population

; ; —E/KT ;
value determined in Ref. 14 from the formula of the self- of these states is proportional fo-e , WhereE is the
consistent harmonic approximation.

weighted mean energy of the libronic excitations relative to
In contrast to Ref. 7, where the orientational order pa-zr;(ii?ergusqgt:tate' The quantum-mechanical average over the

rameter was reconstructed directly from the intensities, in
Ref. 14 we had the more-convenient structure amplitudes at  #,,,=(Ex(m)|P,(cos®)|Ex(m))=1/5
our disposal. As a result, the values pfwere determined
from the relation
ngpf(r:alc
7= Cexpreal 9 > ppe Em/kT
r S m

tained in the approximation that the self-consistent potenti

Thus we have obtained absolute valueszofn good
agreement with the theoretical value in the molecular field

is independent of the sign ofi. The value ofy as the ther-
modynamic mean has the formy{=2/5)

e 10
where F&® and F{*? are the scattering amplitudes obtained 7 S kT (10
m

on the basis of the experimental neutron-scattering data for
reflections of the corresponding types, aifl and f& are

; . . . where the summation is over the three values of the projec-
defined in Eq(7) and are obtained as a result of a numerical

tion of the rotational momentum in the stale=1. In sum,

calculation. _ _ _ we have(the subscript 1 denotes the deviation due to thermal
Performing the calculation of for the 20 intensity ra- librons)

tios of superstructure to regular reflections at our disposal 2/51—p)

and averaging the values found fgr we obtained a value n=2/5—-An= (12)

7=0.368£0.006, or =2/5—A7 with A5=0.032. This 1+2p

value agrees remarkably well with the theoretical value inwhich gives A»n;=2[5p/(1+2p)], or Axn,/ny=p/(1
the zeroth approximationy,= 0.4, but there is a systematic +2p). When the temperature of the neutron-diffraction
shift to lower values\ 77/ 7,=—8%. Thus the present study experiment' T=1.5 K and the experimentally determirféd
demonstrates the universality, simplicity, and accuracy of théhermodynamically weighted mean valle=19.2 K are
method proposed in Ref. 7 for reconstruction of the orientataken into account, we obtain the estimate;,/7y=2.3
tional order parameter not only for classical molecular crys-x 10”4, Thus the influence of librons is negligible.



Low Temp. Phys. 30 (2), February 2004 Danchuk et al. 121

Rotational polarization Each molecule in thePa3 2. The value of the rotational order parameter
structure is found in a molecular field which in the proper =0.368 obtained from the neutron diffraction data of Yarnell
frame of this molecule has the fotA?> et all* is close to the valuey,=0.4 obtained in molecular

_ field theory afT =0. The relative deviation frony, is —8%.

V=VeCadw), (12 3. We have carried out a theoretical analysis of the fac-
wherew is the orientation vector of the molecule, and tors capable of renormalizing. We showed that the stron-

V.= —(5/3)19T, (13) gest influence is due to two causes: rotational polarization of

the rotational ground state, and rotational anharmonicity. The
where the experimentally determirfedvalue of the total renormalization due to these two factors—s8.8%,
quadrupole—quadrupole coupling constBrfor deuterium is  surprisingly close to the value obtained in the reconstruction
1.026 K. The field(12) polarizes the ground eigenstai®)  of 5 from the neutron diffraction data. Thermal librons have
of the molecule, mixing in higher rotational states, primarily a negligible effect on the value of (at least at the tempera-
the state with)=3. Using a standard perturbation theory, oneture 1.8 K of the neutron experiméntSince the first two
can easily show that to a first approximation the singlefactors depend weakly on temperature, the valueyafi-

particle wave functionV” has the form vided by its value aff=0 should depend weakly on tem-
perature, as in fact follows from various experiméts.
3v3V, ;
¥ =]10)+ 130), (14) The authors are sincerely grateful to the referee for con-
50\7B structive comments that helped improve this paper signifi-
cantly. This study was supported by the CRFrant UP2-

whereB=42.97 K is the rotational constant of the deuterium
molecule (the correction to the normalization is neglected2445'KH'03‘
because it is of second order in the small parameter of the
expansion,V./(10B)=0.076). Starting from Eq(14), one
can estimate the correctioh 7,/7, due to the rotational
polarization of the rotational ground state:
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The relaxation of temperature and concentration of a superikid-*He mixture with an initial

molar concentration of 9.8%He is investigated in the temperature interval 100-500 mK

for different values of the heat flux. It is shown that the kinetics of the change in temperature of
the liquid can be approximated by an exponential function, and the time constants obtained
depend weakly on temperature. The concentration relaxation processes are analogous to the
temperature relaxation processes only in the region of the single-phase mixture, while

below the phase separation temperature the change in concentration with time is of a
nonmonotonic character and can be described by a superposition of two exponential functions. This
kind of kinetic behavior of the mixture is explained in the framework of a simple model

which illustrates the distribution of the concentration over the height of the cell at various times
after a heat flux is turned on. In this case the concentration relaxation of the dilute phase
consists of two processes—growth of the concentration due to the participatibte of the

normal motion, and decline of the concentration due to the formation and growth of the
concentrated phase. The data on the relaxation times are used for determining the effective thermal
conductivity of the mixture; the value obtained is in agreement with a calculation done in

the framework of a kinetic theory of the phonon—impurity system of superfluid mixture20@4
American Institute of Physics[DOI: 10.1063/1.1645163

1. INTRODUCTION low input of thermal power and found that the characteristic
times describing the relaxation of temperature and concen-

The principles of description of the kinetic properties of tration are practically equal. The time constants correspond-

superfluid®He—*He mixtures were set forth by Khalatnikov ing to the switching on and switching off of the power input

and ZharkoV, who showed that the mechanism of heat trans-are also the same. These experimental results are in agree-

fer in such mixtures is much richer and more complex tharment with the theoretical analysis done by the authors of

in pure He Il. Whereas in He I, according to Landau theory,Refs. 4 and 5.

the heat carriers are thermal excitations—phonons and In the present paper we report an experimental study of

rotons—in superfluid mixtures a substantial role can also b&e processes of temperature and concentration relaxation in

played by impurity excitations®He quasiparticles which ~ a lower temperature region over a wide range of heat flux

collide and interact with phonons and rotons and are enpowers. An important factor is the presence of phase separa-

trained by their motion. tion of the superfluid mixtures, the features of which in the
In the general case, temperature and concentration gr&resence of a heat flux have been studied in Ref. 12.

dients will arise in a mixture in the presence of a heat flux,

and those gradients determine the flow of impurity excita-

tions. In such a situation the processes of heat conduction,

mass diffusion, and thermodiffusion are interrelated. Furthep £xpeRIMENTAL TECHNIQUE

theoretical studies of the kinetic and relaxation processes in

superfluid mixtures were done in Refs. 2-9, where it was  We investigated &He—*He mixture with an initial molar

noted that relaxation of the temperature and concentratiogoncentration of 9.8%He in the temperature interval 100—

can come about through two mechanisms: second sound, asd0 mK at the saturated vapor pressure. We used a cylindri-

a mechanism involving dissipation processes. cal cell 24 mm in diameter and 47 mm in height, the con-
The experimental study of processes of temperature anstruction of which is described in Ref. 12. To prevent the

concentration relaxation in superfluile—*He mixtures has walls of the cell from introducing a noticeable contribution

so far been carried out only at rather high temperatureso the heat transfer, they were made of stainless steel, 0.1

(above~0.8 K), close to the temperature of the superfluidmm thick. The upper flange of the cell was in thermal contact

transition>®>1%11The authors have made measurements at aith the mixing chamber, and a special heat exchanger of

1063-777X/2004/30(2)/6/$26.00 122 © 2004 American Institute of Physics
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ultradisperse silver powder, with a surface area-df.5 n?, 40
was used to decrease the thermal boundary resistance be-
tween the liquid and flange. 30k

The heat flux was produced by a flat heater placed di-
rectly in the liquid in the lower part of the cell. The tempera-
ture was registered by means of two miniature Ru€sis-
tance thermometers placed at distances of 15 and 25 mm
from the lower edge of the cell. The maximum absolute error 10
in the temperature determination was 0.2 mK.

The change in the concentration of the mixture was de-
termined from the change in the dielectric constant of two or
special capacitive sensors with the use of the Clausius—
Mossotti equation. The sensors were cylindrical capacitors 5
mm in height, the electrodes of which were wound in a helix
with a gap between windings. Both capacitive sensors Werg|G. 1. Typical time dependence of the change in temperature in experiment
placed near the resistance thermometers a distance 10 MAITO=4.4 uWicr?). The arrows indicate the times at which the heat flux
apart. The accuracy of determination of tfiée concentra- was turned on4) and off (8).
tion was +0.1%. Owing to the mutual influence via the
electric coupling the sensors operated alternately, and there- ) ) o
fore the time dependence of the change in concentration was Ve note that the functiofl) gives a good approximation
determined according to the upper sensor, while the lowepf the time dependence of the temperature registered by the

sensor was used only for determination of the steady-staf¥/0 thermometers used in the experiment, and practically the
concentration gradients. same values ofr were obtained. The same values of the

The thermometers and concentration sensors were caffime constantr were also obtained in an analysis of the time
brated in the absence of heat flux, when the temperature aftfPendence of the difference of the readings of the two ther-
concentration were the same throughout the entire cell. DafdOmMeters,ly—T;. _
on the variation of the temperature, concentration, and pres- 1h€ exponential character of the change in temperature

sure were automatically registered with the aid of a computeHPON switching on of the heat flux is most clearly revealed in
program. a semilog plof(see Fig. 2, where a linear dependence indi-

Several types of experiments were done. cates the presence of a single exponential. The influence of

Experiment A The temperature of the upper flange of the heat flux poweQ on the character of the temperature
the cell was fixed at values of 150 and 270 mK, and a spet€laxation is illustrated in Fig. 3, which shows the data ob-
cific power of from 1 to 2QuW/cn? was delivered to the tained in experimenA at a constant temperature of the upper
heater. The relaxation of the temperature and concentratioifange of the cell.
was measured both with the heat flux turned on and turned ~ The kinetics of the change in temperature of the mixture
off. upon a stepwise increase in the heat flux po®@etexperi-

Experiment B The relaxation of the temperature and mentC) is shown in Fig. 4. In this case the values®fvere
concentration in the mixture was measured upon the switchchosen the same as in experim@ntFig. 3), and at each step
ing on and off of the same heat fligx=4.5 uW/cn? but for  the dependenc@&(t) is also well described by the function
different mean temperatures of the liquid, which were set by(1). The values obtained for the temperature relaxation time
varying the temperature of the mixing chamber. constantry in all three types of experiments are summarized

Experiment C The variations of the temperature and in Fig. 5 as a function of the mean temperature of the mix-
concentration were registered upon a stepwise increase of the
heat quxQ from 0.2 to 15uW/cn?. Here the starting equi-
librium temperatures of the liquid were 150 and 270 mK.

t, h

0.1%
3. TEMPERATURE RELAXATION =
Figure 1 shows the typical time dependence of the tem- =
perature changAT(t) upon the switching on and off of the
heat flux. Both of these time dependences can be well ap-
proximated by a single exponential function: 0.01

AT(t)=be ¥, 1)

whereb is a function that depends on the distance along the
height of the cell, while the time constant is a quantitative
characteristic describing the relaxation of the temperaturezig. 2. semilogarithmic plot of the change in temperature versus time upon

Here it was found that the Value§ of for the switching on e turning on a heat fluQ=4.4 LWicn? in experimen® at various mean
and off of the heat flux are practically the same. temperatured of the liquid [mK]: 253 (1), 290 (2), 328(3), 371(4).
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( FIG. 5. Dependence of the temperature relaxation time of the mixture on the

FIG. 3. Change in the temperature of the liquid upon the turnington : : ;
mean temperatureOD—experimentA, A—experimentB; [0—experiment

=0) of various heat fluxes in experimeft Q [uW/cn?]: 2.2(1), 3.8(2),
5.5(3), 8.9(4), 13.3(5), 17.8(6). The temperature of the upper flange of the
cell was constant and equal to 270 mK. The solid curves show the calcula-
tion according to formuldl).

excitations arise in it, governed by the effective thermal con-
o _ductivity of the mixture. Here at each point in time the varia-
ture. As can be seen from this figure, all of the data are ifjong arising in the gradients of the osmotic pressure of the
agreement with each other within the experimental error liMyarma| and impurity excitations also relax at the velocity of
its and do not show any noticeable temperature dependencg,.onq sounfiThe relaxation time in the second step, which
is governed by a dissipative mechanism, is much longer than
4. RELAXATION OF THE CONCENTRATION OF THE the time constant for relaxation of the concentration and tem-
MIXTURE perature due to the sonic mechanism. In an experiment one
When a heat flux is turned on in superfluile—*He  actually registers the time of the second step of the relax-
mixtures the local increase in the density of thermal excitaation, in comparison with which the characteristic time of the
tions near the heater relaxes very rapitiy the velocity of  first step is negligibly short.
second sound This is accompanied by the establishment in According to this model, the characteristic relaxation
the mixture of a nonequilibrium state which is characterizedimes 7t and, for the temperature and concentration should
by the simultaneous creation of a temperature gradVe'ht be close to each other. The experiments showed that this
and concentration gradieRtx in the absence of gradients of holds under the condition that phase separation does not oc-
both the total pressure and the sum of the osmotic pressur€4r in the mixture under the influence of the heat flux. The
of the thermal and impurity excitations; this is a consequencé&orresponding dependence of the concentration of the mix-
of the constancy of the chemical potential*efe in the mix-  ture on the time after the turning on of the heat flexperi-
ture. Such processes represent the first rapid step of the tefent B is shown in Fig. 6(curves1-3). These curves can
perature and concentration relaxation, governed by a soniee approximated by the function

mechanism. ;{ t—to)

In the second step of the relaxation process, as a conse- AXx(t)=Xy+Bex (2
guence of the presence of temperature and concentration gra-

dients in the liquid, dissipative flows of thermal and impurity

0.2F 1

380} 6/0 o1l
- 5

Q
360} f" a0
L oh_0.1_
x 340} .1 %

'...
320} , —o0al

300+ 1 -0.4L

280 I 1 L L 1 1 ] L
0O 2 4 6 8 10 12 14 16 18 20
t, h FIG. 6. Time dependence of the change in concentration of the mixture after
o o ) the turning on of a heat fluQ =4.4 uWi/cn? (experimentB) for different
FIG. 4. Typical time dependence of the liquid temperaturg registered by ongng| temperatured near the concentration sendonK]: 290 (1), 330 (2),
of the thermometers upon a stepwise change in the hea€fl(experiment ~ 370(3), 255(4). The solid curves show a calculation according to formulas
C) [uW/en?]: 2.2 (1), 3.8(2), 5.5(3), 8.9(4), 13.3(5), 17.8(6). (2) and (3).
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FIG. 7. Change in the concentration with time in experimérdat a fixed
temperature of the upper flange of the c&l=270 mK, and various values

of the heat flux poweQ [uW/cn?]: 2.2(1), 3.8(2), 8.9(3), 13.3(4), 17.8
(5). The solid curves show a calculation according to form@sand (3).

FIG. 8. Temperature dependence of the time constant for relaxation of the
concentrationC]—experiment B O—experimentC.

turned on(Fig. 9). Figure 9a corresponds to the initial time
i i i _ .. prior to the turning on of the heat flux, when the concentra-
where X is th_e concentration of the mixture at the initial 44, X, of the mixture is the same along the entire height.
time ty, whenQ=0, and the parametdd is determined by  After the heat flux is turned on, when thide atoms together
the initial and boundary conditions. with the normal component of the mixture tend to move
Curve4 in Fig. 6 corresponds to a lower temperature oftoward the colder part of the cell, tHele concentration will
the liquid, when phase separation occurs in the mixture unincrease in the upper part of the cell. On the assumption of a
der the influence of a heat fldX.For this case the depen- [inear distribution of théHe concentration along the height
dence obtained foAx(t) can be described by a superposi- of the cell(Fig. 9b), the concentration at the center of the cell
tion of two exponential functions with weight factaBs and  will remain equal tox,. This corresponds to the point in time
B,: when the concentration near the upper flange of the cell is
t—to lower than the concentratioxs at which phase separation
+B, exp( — ) ., (3 occurs.
x2 Figure 9c corresponds to the time when the concentra-
with two characteristic relaxation times for the concentra-tion at the top of the cell becomes equalxg and phase
tion, 7y, and 7y5. separation of the mixture begins. The lighter concentrated
This kind of behavior is manifested more clearly in ex- phase is located in the upper part, and the concentration sen-
perimentA (Fig. 7). The data shown pertain to a fixed tem- sor lies in the dilute phase. From that time on, the further
perature of the upper flange of the c&}=270 mK under relaxation of the solution toward an equilibrium relation be-
the influence of various heat fluxes. Curdeand?2 in Fig. 7 tween the amounts of the concentrated and dilute phases oc-
correspond to conditions for which phase separation does naurs on account of depletion of the lower dilute phase. This
occur in the mixture, and, as for experim@&tcurvesl-3in means that théHe concentration at the place where the sen-
Fig. 6 the experimental data are well described by expressor is located will decrease until a steady state is reached,
sion (2) with a single exponential. The evolution of the and the concentration at the center of the cell becomes less

Ax(T) curves with increasing heat flux pow@rcan be seen thanx,.
by examining curve8-5 in Fig. 7. The time dependence of
the change in concentration becomes nonmonotonic, the

value of the maximum increasing with increasi@@ An 1 X
analogous nonmonotonicity was also observed in experiment
C in those cases when phase separation occurs in the mixture 2 j
under the influence of the heat flux. 3 ;

The measured values of the concentration relaxation a
time constantr, as a function of the mean temperature in the ;
absence of phase separation are shown in Fig. 8 for two types :
of experiments. The values af are practically independent Xo XOX XXO Xs
of temperature, within the experimental error, and, as it a b c d
turned out, the characteristic relaxation times of the concen: . . . o I

. icallv th IG. 9. Diagram illustrating the concentration distribution over height in the
tration and temperatu're are practically the sa}me: cell at different times: a—before the heat flux was turned on; b—after the

The nonmonotonic character of the kinetics of theheat flux was turned on but before the onset of phase separation; c—after
change in concentration of the mixture in the presence ophase separatiofthe dotted line corresponds to a time when the volume of
phase separation can be explained by starting from a simpf e upper phase had groWrd—Q_lstrlbqun of the concentration W|_th time

. . L . . at the site of the sensal—Position of the cell’s upper flange, which was

mOdel_ illustrating the dle[HbUthﬂI of the concentration OVer cqpleq by the dilution refrigeratoe—position of the capacitive concentra-
the height of the cell at different times after the heat flux wasion sensor3—center of the cell.

to

t
AXx(t)=xo+ By ex;{ —
Tx1

zZ
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Thus, if phase separation occurs in a mixture under the
influence of a heat flux, then the relaxation of the concentra-
tion of the dilute phase consists of two processes: growth of
the concentration under the influence of the heat flux, and
(after phase separatipa decrease in the concentration of the
dilute phase necessary for the formation of the normal phase,
which at sufficiently low temperatures is almost pdke.
Hence a maximum arises in the time dependence, aind 0.1
there are two characteristic concentration relaxation times '
(Fig. 9d.

K« mW/cm-K

5. RELAXATION PROCESSES AND THE EFFECTIVE
THERMAL CONDUCTIVITY 0.01

100 1000
In superfluid®*He—*He mixtures the relaxation time con- T, mK

Stan_ts are determined by _the eﬁe_Ctlv_e thermal_cor_]duc'{'V't)#IG. 10. Temperature dependence of the effective thermal conductivity in a
ke introduced by Khalatnikov,which is a combination of mixture with a 9.8%°He concentration:A—steady-state measurements;
the diffusion coefficient, thermal conductivity, and thermod- O—relaxation measurement®—the results of Ref. 13; the solid curve is

iffusion coefficient: the total effectiv_e the_rmal conductivity c_a!culated according to &,
1—the phonon—impurity thermal conductivity calculated according to Eq.
Keﬁ:’;’(_;_ K3, (4) (6); 2—the impurity thermal conductivity calculated according to Eip).

The arrow indicates the phase separation temperature.
where the so-called phonon—impurity thermal conductixity

is due to the macroscopic motion of the normal component

of the mixture, diffusion, and thermodiffusion of impuritons, .
while x5 is due to the thermal conductivity of the gas of agreement with one another. The agreement between the re-

impuritons. We note that formul@) was obtained in neglect sults pf the relaxation an(_j _steady-state me_zasurements of the

of the roton contribution. effective thermal conductivity means physically that the as-
A relation between the temperatufer concentration sumpFion thaIf(T,x)_ _is equal to unity adequately reflects the

relaxation timer; (or 7,) and the effective thermal conduc- €xPerimental conditions. _

tivity for superfluid mixtures was obtained in Ref. 5 on the 1€ values ofxeq obtained can be compared with the

basis of an analysis of the dispersion relation for the diffy-result of a_cglculanon in the framework of the kinetic theory

sion mode, obtained by solving a system of hydrodynamicf superfluid He—4.He mixtures(see, e.g., Ref. 24The term

equations forP=const. When the corresponding boundary X Was calculated in neglect of rotons in Ref. &:

conditions are taken into account, this relation is expressed

as follows: ~ )
5 K:§Cphul7'ph' s (6)
d“pCp x
TTZK—f(T,X), (5)
ff
© whereC,, is the phonon heat capacity of the mixtug, is

whered is the height of the experimental ceflis the den- velocity of first sound in the mixture, angy is the

sity of the liquid,C,, « is the heat capacity per unit volume of e ive phonon—impurity relaxation time. The calculation

the mixture, and the functiof(T,x) is determined by the of i in Ref. 6 was done with allowance for extremely

properties. of th_e mixture and the boundary conditions. Incomplex and diverse mechanisms for establishing equilib-
Ref. 5 the functionf(T,x) was calculated only for the tem-

; He poi der th dit hat th rium in the phonon subsystem in the presencéHﬁ impu-
perature region near thepoint under the condition that the rities. Because of the decomposing character of the phonon

impurity flux equals zero on both ends of the cell. Then ag,0m in mixtures at low pressufésthree-particle pho-
steady heat flux is applied to one of the flanges, while thg,,, rocesses are allowed, ensuring a rapid establishment of

temperature of the other flange is held constant. In a Sim"aéquilibrium along a specified directiofongitudinal relax-
situation for the conditions of the given experiment atation) with a characteristic time

T<0.5 K, estimates show that the valuef¢T,x) is close to
unity. 3 Coros
In this approximation the values ofy; calculated ac- 7=2.6107°T"° [s]. @)
cording to formula5) with the use of the relaxation times

measured in the present paper are plotted in Fig. 10. Also Besides the time, the value ofr,, is also determined
shown for comparison are the corresponding valuegf by processes of interaction between phonons and impurity
obtained for the same mixture from measurements of thexcitations. As was shown in Ref. 15, these processes are
steady-state temperature gradiéhtsnder conditions such described by two relaxation times—the timg, which takes
that thermal convection has not yet arisen in the mixtureinto account Rayleigh scattering of long-wavelength “light”
Figure 10 also shows the results of high-temperature megshonon on a “heavy” impurity, and the timig , which takes
surements of the effective thermal conductivity obtained ininto account processes of absorption and emission of
Ref. 13 for a mixture with the same 9.8%e concentration. phonons by impurity excitations, which limit the free path of

It is seen that the experimental results are all in satisfactorthe phonons at low momenta. In sum, we have
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o B 6. CONCLUSION
f ton(7+tp) ~'p*n’dp
- 0 ®) The experiments done here comprise the first systematic
pri o - ’ study of temperature and concentration relaxation processes
f (7 +tpn) *p'n’dp in superfluid®He—*He mixtures at low temperatures, when
the initial mixture separates into a concentrated and a dilute
where phase. They showed that only in the homogeneous region do
_ the temperature and concentration of the mixture relax ac-
Ton =tec +ta % (9 cording to the same law with close values of the relaxation
times. In the phase-separation region the relaxation of the
“concentration is more complicated because of the formation

rivative of ”}e phonon dilstrlt')utlon function \.N'th respect' o and growth of the concentrated phase in the upper part of the
momentum-* The relaxation time corresponding to Rayleigh cell

scattering of phonons on impurities can be written in the

0

andp andn’ are, respectively, the momentum and the de

Another specific feature of superfluttie—*He mixtures

form is due to the presence of two modes—sonic and dissipative,
7. N which leads to a peculiar two-step relaxation. In the presence
tdp)= Tt (10 of a heat flux the variations that arise in the osmotic pressure
XPp of the thermal and impurity excitations relax at the velocity
whereN, is the number ofHe atoms per unit volume. of second sound, and then, on account of the appearance of

The relaxation rate characterizing the absorption oftemperature and concentration gradients, there arise dissipa-
phonons by impurities is given, according to Ref. 16, by tive flows of excitations, which are characterized by an ef-
fective thermal conductivity. The values of the effective ther-

PAZp?r 1+( € )2 mal conductivity obtained from relaxation measurements are

. 4 FAE i 27T in good agreement with the corresponding data obtained
t,"(p)= 3 s \2]2 : (11 upon a change in steady-state temperature gradients.

p4ﬁ2+ 1+(m +827-ﬁ} This study was supported in part by the NATO Science

Program, Grant PST.CLG.978495.

where P is the pressure of the Fermi gasijs the phonon

energy,7;; is the impurity—impurity relaxation time, which

can usually be found from experiments on the viscosity and

absorption of first sound, ard is a parameter of the mixture

which is determined by the energy and effective mass of theE-mail: zadorozhko@ilt. kharkov.ua

impurity excitations:*
Since the main role in the integration of expressit®

and (11) over momenta is played by phonons with a mean

thermal energy BT, in calculating the times.. andt, we

used the values=3kT andp=3kT/u;. In accordance with .

Ref. 6, here the role of the longitudinal phonon relaxation ‘- M- Khalatnikov and V. A. Zharkov, Zh. Esp. Teor. Fiz32, 1108(1957

was not taken into account for concentrated mixtures. The [Sov. Phys. JETB, 905(1957]; 1. M. Khalatnikov,An Introduction to the

: . . Theory of SuperfluidityBenjamin, New York(1965, Nauka, Moscow

calculated phonon—impurity pakt of the effective thermal (1972. )

conductivity is shown by the dashed curién Fig. 10. L. P. Gorkov and L. P. PitaevskiZh. Eksp. Teor. Fiz.33, 634 (1957
The impuriton partk; of the effective thermal conduc- [Sov- Phys. JETB, 486 (1958,

. > L . 3A. Griffin, Can. J. Phys47, 429(1969.
tivity can be calculated in the usual gas-kinetic approxima-sg p gepringer and H. Meyer, J. Low Temp. Phg6, 407 (1982.

tion, and for the degenerate case it is given by °R. P. Behringer and H. Meyer, J. Low Temp. Ph#8, 435(1982.
51. N. Adamenko and V. I. Tsyganok, ZhkBp. Teor. Fiz88, 1641(1985
1 5 [Sov. Phys. JETB1, 978 (1985].
K3:§C3UFT” ) (12) “I. N. Adamenko, K. ENemchenko, V. I. Tsyganok, and A. I. Chervanev,

Fiz, Nizk. Temp.20, 636 (1994 [Low Temp. Phys20, 498(1994].

. . . . . 8K. E. Nemchenko, Fiz. Nizk. Temj23, 799(1997 [Low Temp. Phys23,
whereC; is the impurity part of the heat capacity and is 599 (192% enko, Fiz. Nizk Temg (1999 [Low Temp. Phys

the Fermi velocity of the impurity excitations. The calcula- °k. E. Nemchenko, Fiz. Nizk. Tem24, 941(1998 [Low Temp. Phys24,
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Precision measurements of the pressure during phase separation in samples of solid solutions of
“He in *He have been used to obtain data on the characteristic times of the phase transition.

A processing of the results gives additional evidence supporting the view that homogeneous
nucleation is realized ifHe—*He solid solutions at significant supercoolings and

heterogeneous nucleation at the smallest supercoolings. Two different ways are proposed for
comparing the results with a theoretical calculation taking into account the processes at the
boundary of a nucleus of the new phase. Both give roughly similar values of the coefficient

of surface tension at the nucleus—matrix boundary, and those values agree with those obtained in
other studies. It is conjectured that the bcc—hcp transition has a substantial influence on the
kinetics of separation at the lowest supersaturation2004 American Institute of Physics.
[DOI: 10.1063/1.1645164

1. INTRODUCTION degree of supersaturation on the rate of the phase transition
and a comparison with theoretical results.
Solid helium has been of interest as an object of physics
research primarily as a typical representative of the quanturp. BASIC RELATIONS OF THE THEORY OF HOMOGENEOUS
crystals. Indeed, it is helium that is typified by such unusuaNUCLEATION

properties as melting at arbitrarily low temperatures, quan- 5 phase transition under conditions of homogeneous

tum diffusion of impurities, and phase separation of mixtures, ,cieation occurs in a supersaturated solution by the fluctua-
at low temperatures. On the other hand, a number of effectgyna| formation of new-phase nuclei randomly distributed in
first observed and studied in solid helium have been subsgpe volume. Nuclei in which the number of particless less
quently found in other substances: the hydrodynamic flow othan a certain critical value,, specified by the condition of
phonons, second sound in crystals, and faceting phase tragguality of the bulk and surface contributions to the thermo-
sitions. It has turned out that the study of these and othegynamic potential, are unstable and rapidly dissolve. For
phenomena can be done more efficiently in helium thanks tg>n_ the nuclei are stable, and their size increases with
the possibility of obtaining pure and perfect crystals and theime, bringing about the development of the phase transition.
presence of diverse well-developed low-temperature experithe number of particles in a roughly spherical critical
mental techniques. nucleus formed in an initially homogeneous solution with a
A number of papers® have expressed the idea that he-concentratiorc, and supercooled from the phase separation
lium would be a good object on which to study the kineticstemperatureTg, to a temperaturel; corresponding to an
of phase transformations. Research on this topic has nowquilibrium concentratiort; is determined by the relations
been done for several decades, and yet many important atee, e.g., Ref.)8

pects of this fundamental problem remain unclear. It can be B 3

hoped that the advantages of helium will permit a detailed ncz(—) , (1)

investigation of the physical mechanisms of the phase sepa- In(co/cy)

ration of isotopic mixtures and to obtain experimental datavhere

suitable for quantitative comparison with the calculations 87 oa’

done in the theory of homogeneous nucleation. =3 7 2
f

Our recent experimental research on phase separation in
solid mixtures of helium isotopes has already led to the dis is the surface tension at the nucleus—matrix boundaiy,
covery of a number of interesting, often unexpected effectshe interatomic separation, determined by the relation
(see Refs. 497 The present paper reports a continuation of477a3/3:VM/NA (V, is the molar volume, andN, is
this research and is devoted to a study of the influence of thAvogadro’s number

1063-777X/2004/30(2)/5/$26.00 128 © 2004 American Institute of Physics
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A governing role in the kinetics of the phase transition iswhere\ is a solution of the transcendental equation
played by a functionl (n) which characterizes the rate of =
growth of the nuclei and can be regarded as the flux in the tam (R=r)=AR. (10
space of nucleus sizéaumbers of particles in the nucleus For
I(n) is a very sharplexponential fung‘uon of the nucleus MNR-1)<1 (103
size, and the development of practically all the processes _ . _
occurring at the phase transition is specified by the vijue tan\(R—r) can be expanded in a series; keeping only the
=I(n.), which is the flux of particles through the critical cubic terms of this expansion, we get

point in the size spacé, can be written in the forfi 37
N=————, 11
N F{ A®(ny) o R(1-2) 1)
=\/5z—Ccoexg — ,
0 27 70 T where
whereA®d(n) is the change of the thermodynamic potential r co—C\ 3
upon the transition aof particles from the initial solution into z=2=\12¢] (12)
the nucleus. If the nucleus is assumed spherical, then one can _ . o _
write andc is the mean concentration of the impurity in the matrix.
om Equation(12) was obtained with the use of the conservation
AP(n)=nAu+4ma‘on®. (4 law for impurities in the volume of a sphere of radis
For an ideal solution the difference of the chemical po-.  12king Eq.(11) into account, we can write an expression
tentials of an impurity in the initial solution and in the or 7p -
nucleus is R? (1-2)3 a® (1-2)°
P 5 ™73z 3DNP 2
=Tlh—.
M Co aZBl/Z (1_ 2)3 (13)
Taking Eqgs.(1), (2), and(5) into account, one can get - 3D(4Co)l’ﬂm z
A®(n,) B3 and, substitutind, from Eq. (6), we find
T, o w832 (1—2)3 3
2In*— o= P 776 ( ) 2,6 , (14
Cs Dcy z 41In“(cqlct)
ﬁ 183 77_1/4
— /2P 2 _ = ~
|0— o Co ex;{ 2 |n2(CO/Cf)) . (6) where « W 0.32.
An expression for the nucleation time in the approach ~ Thus for a knownD, Eq. (14) can be used with values
considered here was found in Ref. 8: obtained forrp to determine3 and hence the surface tension
4.2 o which enters into it.
_ [ 4¢co a“cy ;
™=\, Do (7

3. EXPERIMENTAL RESULTS AND DISCUSSION
whereD is the diffusion coefficient of the impurities. Esti-
mates show thaty is an extremely small quantity, at least in
comparison with the time of the next stage of diffusional
growth of the nucleus. Indeed, this circumstance provide
grounds for assuming that the nucleation process takes pla
at a practically constant concentration, since it is essentiall
completed at a concentratiag determined by the condition
(co—ce)/co~ nc_1< 1. This, in turn, allows one to introduce
the concept of a maximum concentration of new-phas
nuclei® equal to the ratio of the number of nuclei to the
number of lattice sites:

In the experiment the time dependence of the pressure in
samples of solid solutions dHe in *He was measured after
cooling from the region of the homogeneous state to various
?emperatureﬂ' ¢+ below the phase separation temperaflyg
F the initial solution. The measurement techniques and the
%xperimental setup are described in detail in Ref. 5. An im-
portant element of the previous experiments was the devel-
opment of a technique for obtaining homogeneous samples,
Elznaking it possible to obtain practically equilibrium solu-
tions. Samples of solid helium in the form a disk 9 mm in
diameter and 1.5 mm in height were located inside a metal
1o\ %4 chamber cooled by a dilution refrigerator; the samples were
E) (8 grown by the capillary blocking method from a gaseous mix-

ture containing approximately 2%He. The bottom of the

If it is assumed that the diffusional growth of the nuclei chamber, which was=1 mm thick, served as the movable
takes place under conditions such that each nucleus of radiggate of a precision capacitive pressure gauge of the Straty—
r is found in a sphere of mean radiBs=a/N5°, then the  Adams type. Thé'He concentration in the sample was re-
characteristic time for the diffusional growth will be equal to fined according to the value of the change in pressure upon
(see, e.g., Ref.)5 complete separatioryP,, by the Mullin formulal®

1
\°D’

D
Np=1 oTN_COaz = (400)1/4(

VP«
D= (9) APO:O47 Co(l_Co), (15)
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TABLE I. Some characteristics of the samples studied.

Sa,\':;?le Cor % ‘He PO, bar Vu, cm®/mole Tso,K T* K a*10%, erg/cm2 5102, erg/cm2
1 2.25 34.82 23.99 0.199 0.170 2.20 1.4
2 2.43 38.616 23.55 0.201 0.191 1.11 -
3 2.8 31.435 24.42 0.212 0.182 2.21 1.4
4 2.93 35.465 23.89 0.212 0.189 1.84 1.1
5 3.34 32.85 24.20 0.220 - - 1.2

Note: ¢ is the*He concentrationP,, is the pressurey, is the molar volumeT, is the phase separation temperature of the intial solution,
T* is the temperature of intense nucleation, affdand o are the coefficients of interfacial surface tension found by different means.

where y is the compressibility. At small supercoolingsXT<20 mK) the characteristic
We studied five samples with concentrations from 2.2 tatimes turn out to be extremely longp to 1¢ s), and they
3.35%*He. We note that for all the samples the experimentallecrease rapidly with increasinigr to values of the order of
values of the separation temperature corresponded within tH#00—700 s, and ahT=50 mK they become practically in-
error limits with those calculated according to the formulasdependent of the degree of supercooling. This behavior
of Edwards and Balibdt Some of the characteristics of the agrees qualitatively with what is expected under conditions
samples studied are presented in Table I. of homogeneous nucleation. According to EdJ5), the
As in the majority of previously studied situations, the change in pressure is uniquely related to the change in con-
time dependence of the pressure in the sample upon a stepentration, and the timesfound characterize the progress of
wise lowering of the temperature in the phase separation rahe diffusion process in the presence of separation, which is
gion is described well by an exponential function of the formgoverned by a timeer~vRZ/Df~vN;]2/3D‘1 (see Sec. R The
concentration of nucleN,, in the presence of separation
Pi=PU)=APpexp—t/7), (16) grows sharply with increerl?sing degrpee of supersatu?a(tiun
whereAP,=P;— P; is the difference of the equilibrium val- percooling [see Eq(8)], and that brings about a correspond-
ues of the final pressur; and initial pressuré;; ris the ing decrease of. The ultimate plateauing of can be come
characteristic time for establishment of equilibrium at theabout for several reasons.
step under consideration. In the present study we measured 1. At short diffusion times, as we have mentioned
the values ofr corresponding to lowering of the temperature previously*?*® the impurity atoms at the nucleus—matrix
from the region of the homogeneous solution into the phaseoundary have a resistance to transition characterized by a
separation region. The primary data for one of the samplesme . that is practically independent o at low
are presented in Fig. 1, which shows the time dependenaemperature$®
AP=P(t)— Py for different values ofT;. All of the curves 2. As was shown in Refs. 3 and 14, at a finite rate of
are described satisfactorily by relatioh6), and the timer  cooling, when it is necessary to take into account the change
decreases noticeably at lar§ie and becomes practically in- of the concentratiog; with time, one can introduce the con-
dependent off; for T;=160 mK. This is more clearly seen cept of the temperature of maximum nucleation rate, at
in Fig. 2, where the values offor all the samples are plotted
as a function of the relative supercooliddl/T; (AT=Tg
—Ty).

12r °
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FIG. 1. Time dependence of the change in pressure in sample No. 4 updRIG. 2. Characteristic times versus the relative supercooling for all the
cooling from the region of the homogeneous solution to different temperasamples studied: samples No(@®), No. 2(A), No. 3(O), No. 4 (W), No.
turesT;, indicated in the figure. 5 (V).
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which the decrease of the degree of supersaturation

e=c(t)—c¢(t) due to the decrease of the matrix concentra- 700 °
tion c(t) with time owing to the escape of impurities into the 600F
new-phase nuclei is comparable to the increase @ue to
the decrease od¢(t). The value ofT* becomes the deter- 5001
mining factor specifying the concentration of nuclei, and de- 400k
H ®

creasingT; further does not alter the value &f,, and, »
hence, ofr for a sufficiently weak temperature dependence *200t
of D(T).

3. The minimum times found are close to the charac- 2001
teristic times for establishment of a temperature. 100k .

4. With decreasing™* a fundamental circumstance can . 6 s*
be come into play: at sufficiently high supersaturations the ob o ** @ eme
number of atoms in a nucleus becomes of the order of 1. This . L . . . s
will mean that the macroscopic approach described in Sec. 2 0.10 0.12 0.14 0.16 0.18 0.20
will not be applicable under these conditions, and there is T K
probably a change of nucleation mechanism. FIG. 3. Dependence of the reduced tithésee texton the final temperature

Apparently the most probable cause of the plateauing ofor samples No. 4®) and No. 1(O).
7Wwith increasing supersaturation is a combination of the first
two factors. The time for establishment of an equilibrium
temperature was practically always less than the experimerscatter of the values of* for different samples is most
tal values ofr. It was shown in Ref. 13 that under condition likely due to inaccuracy of the purely visual estimateTdf
(109 the measured characteristic time for the influence ofrom the plot in Fig. 3.
the boundary resistance to be noticeable can be written in the The data obtained at medium supersaturations, i.e., for
form T:>T*, can also be used for an estimatesof~ormula(17),

written in the form

T=Tp+Ts, (17
. . R (1-2°® R 1-7°
where rp as before is described by formula3), and = _
D ) y ula3) =35 % + 3K 2 (21)
R 1-z

=, (18)  can be considered to be an equation for findi@nd can
3K z thus be used with the measured values(df;) to determine

whereK is a constant characterizing the probability of pen-R(T¢) and, with the use 0f20), o. The values ofo thus

etration of an impurity through the boundary of a nucleus. Ifobtained, averaged for the different, are listed in the table

T;<T*, thenR ceases to depend dfy, and then the ex- undero. The difference of the mean values of the surface of

pression surface tension ¢*=1.8x10 2 erg/cnf and o=1.3

X 10" 2 erg/cnt) estimated by the two methods is20%.

Ts

z? R® (1-2°% R

= _ - An averaging of all the data gives a value=1.5
T=T 3 3 y (19) 5 X .
1-z7 3D 1-z 3K X 102 ergl/cnt, practically the same as the results of previ-
H ,13
obtained by substituting formuldé1) and(18) into (17) will ~ OUS estimates’

be a constant. Relatidii9) can be used to estimalé as the Curious features of the time dependence are observed at
temperature starting with which the left-hand side of thisthe lowest supersaturatiofi§ig. 4): the total time for estab-
formula becomes independent®f, and the value oR here lishment of equmbr'lum turns out to pe very Ipﬂg thgre, and
is figured as the minimum value &;, corresponding to the theAP(t') curves display noticeable |.rregular|t|es. Since the
temperatureT* . For determination of the values 3F and probability of homogeneous nucleation at such low super-

R, we constructed a plot afversusT; according to Eq(19)
(see Fig. 3 In constructing the plot we used the valle
=2.7xX10 ° cm/s from Ref. 13, while the values of the dif-
fusion coefficientD obtained in Ref. 13 were adjusted to the 0.02
molar volumes of the samples studied. From the valués of
in the plateau region one can use Ef8) to estimate the
experimental value dR,, corresponding to the concentration -
of nuclei formed at the temperatuie (see Table ) and 3
a
<

compare it with the calculated value

a B*3
R — o n 712 s 2
mENTET A% R 2 e | 20
oL . . .
where the asterisk denotes values corresponding to the 0 4 8 12

temperaturdl*. Such a comparison makes it possible to de- th

termineg and th? quar_]titY’ which enters intg3. The_ValueS FIG. 4. Time dependence of the change in pressure at very low degrees of
thus found are listed in the table undef. The noticeable supersaturation for samples No(II; curve2) and No. 3(O; curvel).
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saturations is very small, it can be assumed that heteroge- a) the approximate character of formulél?) and(19),
neous nucleation becomes the governing process. If heteravhich are based on an expansion of ELf), because of the
geneous nucleation occurs on the wall of the cell, then th@roximity of N\(R—r) to 1;

change in the mean concentrati@nd, hence, the pressure b) insufficient accuracy of the estimate &f, owing to
should correspond to the solution of the diffusion problemthe small number of experimental points;

for a sample situated between two planes and is described by c) possible errors in bringing in the parametBrandK

the expressiorfsee, e.g., Ref. 15 from Ref. 13(it would be desirable to measure them in the
N 1 2Dt same experimeht .
AP=AP,, 1—a,§1 zexp( — L (2n+1)? } d) possible influence of heterogeneous nucleation and a
n=0 (2n+1) d bce—hep transition, especially at low supersaturations.
(22) Experiments done with these circumstances taken into
where ay=3N_,1/(2n+1)?, d is the distance between account will make it possible to perform a more quantitative
planes, andN is the number of terms in the sum. comparison with the results of the theory of homogeneous

A processing of the curves in Fig. 4 with the aid@®)  nucleation, extended to the situation with a finite rate of

shows that the use of 3—4 terms of the sum decreases the riigpercooling;’ and to trace the transition from heteroge-
deviation & by more than a factor of 3 compared to process€ous to homogeneous nucleatior’ife—*He solutions.

ing with the use of a single exponential, and increadihg This study was supported in part by the Ukrainian Gov-
further has little effect on the value & We note that for- €mment Foundation for Basic Resear¢Rroject 02.07/
mula(22) differs from the analogous formula for a spherical 00391, contract F7/286-20D1

geometry(see, e.g., Ref.)By a significantly slower decrease

of the successive terms of the sum. The relaxation time . _ _ _

=d? 72D obtained here is of the order ofxdl(t s, and = Mal symikov@iltkharkov.ua

when the height of the cell is substituted in fbone obtains

a value D~5x10 8 cn?/s for the diffusion coefficient,
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The quasi-two-dimensional antiferromagnet CsDy(MpQs studied by neutron diffraction and
guasielastic neutron scattering. The crystal structure of two low-temperature phekes

120 K and below 40 Kis determined. An approximate structure of the magnetically ordered
phase Ty=1.36 K) is proposed. In the ordered state the order-parameter critical exponent
B=0.17(0.01), the in-plane correlation length exponent0.94(0.07), and the staggered
susceptibility critical indexy=1.01(0.04) were determined. Comparing these results to

the exact solution for a 2D Ising magnet, we conclude that, although 2D behavior is apparent in
CsDy(MoQy),, there are deviations from the simple 2D Ising model.2@04 American

Institute of Physics.[DOI: 10.1063/1.1645155

1. INTRODUCTION in several speciés® and typically occurs only at sub-kelvin

) . . temperatures. The rather unusual magnetic properties of
For many years low-dimensiondbw-D) magnetism has  prys have been investigated using dc and ac magnetic
remained at the forefront of solid-state research. Experimens,qasurements?® optical experiment&' and ESR213

tal studies of magnetic phase transitions in quaSI-Iow-D_com- Although neutron diffraction has been widely used in the
pounds are very important for the general understanding o

" ; _ fétudy of crystal structurés>*we were surprised not to find
critical phenomena. The study of 2D Ising compounds is 0 . . . .
any reports in the literature on magnetic neutron scattering

special interest, since for certain low-dimensional Ising the—eX eriments on DRMs. Althouah maanetic neutron diffrac-
oretical models there is an exact solution and the results catn P ' 9 g

be directly compared to experiment. A relatively few mate- lon often is the *ultimate” technique for studying magnetic

rials simultaneously have strong single-ion anisotropy andhase transitions and critical behavior, actual experiments

adequate two-dimensional magnetic interactions to qualify ad'ay be, from a purely '_cechmcql point of view, nontnv!al to
model 2D Ising magnets. carry out. Low magnetic ordering temperatures require the

Double rare-earth molybdaté®RMs) with the general US€ Of bulky cryogenic equipment that limits the regior(of
formula MR(MoQy), (R=rare earth, M- alkali meta) crys- ~ SPace accessible in a diffraction experiment. In addition,
tallize in a variety of layered structurgsee for example Most DRMs go through a whole series of structural transfor-
Refs. 1-4 and are a large family of 2D compounds with Mations when cooled down from room temperature, and the
some very interesting species. The magnetism of molybdatégrmation of crystallographic domains may complicate the
is entirely due to the presence of trivalent rare-earth ions. Fohterpretation of the diffraction pattern. These problems in-
the latter, magnetic anisotropy effects are crucial, and comdeed have to be dealt with, but, as we show below, do not
ponents of they tensor may vary from almost 0 to as much present an insurmountable obstacle.
as 20. In many DRMs the rare-earth sites behave as nearly In the present paper we report the results of neutron
ideal Ising centers. Typically large rare-earth magnetic moscattering experiments on one particular compound, namely
ments in many cases result in appreciable dipolar magneti€sDy(MoQ,),. Data pertaining to the crystallographic and
interactions’® Long-range magnetic order has been detectednagnetic structures, as well as measurements of the mag-

1063-777X/2004/30(2)/7/$26.00 133 © 2004 American Institute of Physics
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netic critical behavior, confirm the 2D Ising nature of this a b

system. At the same time, certain new features hint at the 42 : : |

important role played by dipolar interactions. < @ < a :

2. EXPERIMENTAL S50 O 95A
MOO4 '

Our choice of CsDy(Mo@), over other DRM species JARN bi..o--Jo--
was largely governed by the availability of large single- A /514 /
crystal samples. Among the rare-earth ions®Din the mo- DyO ® al
lybdates has the advantage of having one of the largest mag- . 0 39A° ©
netic moments. The tradeoff is its appreciable neutron c

_absorptlon_ Cross S_eCt'On'_ CSDy(_MQQ WOUId_ n_Ot be an_ FIG. 1. “Parent” model of thePccm structure of CsDy(Mo@),. () A
ideal candidate for inelastic experiments, but it is well suitedyrojection onto thec crystallographic plane showing the Dy and Cs sites as
for measurements of elastic magnetic scattering. Mica-likevell as the MoQ tetrahedra.(b) Structural relation between nearest-
transparent rectangular single-crystal samples for our experfieighbor magnetic Dy ions in the unit cell.

ments were prepared by spontaneous crystallization from

[ L}
melt Isolunon. 4:?(0'15 mm ar:d 3<12><0.1§ mm For our samples the room-temperature structure was
samples were used for conventional and magnetic neutrog, g o bemonoclinic with the measured cell parameters
Scattering experiments, respectively. a=9.49 A, b=5.05A,c=7.97 A, andB=88.4°. The two
4-circle diffraction data were collected at the H6M monoclinic domains share commati andb* axes. A typi-

4-circle dlffractirr:weter at _the IHIgE Flux Bear;]w_ React(_)rcal rocking curve of thg0,0,49 Bragg reflection, rotating
(HFBRF)] at Brool aven National La orato(;y. (Ijn t, |s|exper|.— around thg0,1,0] axis, is shown in Fig. 2 and illustrates the
ment the sample environment was a standard Displex refri omain structure. It should be noted that monoclinic struc-

erator. Two separate sets dfil) data were collected at 50 K ture at room temperature correlates with recent x-ray

and 15 K, respectively. analysist’ No further crystallographic information was ob-

Low-temperature0.35-5 K) neutron scattering EXPET" tained at room temperature, since our main interest was with
ments were performed at the H8, H7, and H4M 3-axis SPeCie low-temperature behavior

trometers at the HFBR with the use of a pumpéte Dewar. Below T;~120 K, a structural phase transition takes

The temperature was controlled with an automated reSiStan(fﬁace and CsDy(Mog), becomes orthorhombi¢Fig. 2

_bridge toa precisiqn 0+0.01 K. The sample was Wrappgd curve?2). An analysis of the 4-circle diffraction data suggests
in thin aluminum foil and mounted as strain-free as possibley . space group in this low-temperatufT-1) phase is

A neutron beam of fixed final energy¢=14.7 MeV was ... with the 50 K cell parametersi=18.760(7) A
used with a pyrolitic graphitéPG) filter positioned after the & P -760(7)

sample. Pyrolitic graphité002) reflections were used for the
monochromator and analyzer. The collimation setup was 50 000
40'—40 —-40 —-80. The sample mosaic was found to be of (0.0,4)
the order of 2.5° full width at half maximutFWHM). Spe- Y
cial care was taken to precisely measure the dimensions and
orientations of the crystallographic faces. This information
was later used to analytically calculate absorption corrections
to the measured intensities.

40000

30000
3. RESULTS

3.1. Crystal structure T=60K: Pcca

counts/2 s

- 20000

T

At room temperature CsDy(Mop, was believed to be
orthorhombic, space groupccm with cell constantsa
=9.51 A, b=5.05 A, andc=7.97 A2 This structure is es-
sentlglly the same as for C;Pr(M@)@ (Ref. 16. The most 10 000
prominent feature is a stacking of alternating layers along the

crystallographia axis: —Dy—(MoQ)—Cs—(MoQ)- (Fig. T=35K P2yc

1a). Each layer is parallel to th@.00) perfect cleavage plane. 3

The arrangement of magnetic ions is quasi-two-dimensional. 0 ook 1 X ' l l

The interlayer Dy—Dy distance is large;9.5 A=a (Fig. 122 124 126 128 130 132 134
1b). Within each layer the magnetic sites form a rectangular ¢, deg

lattice with nearest-neighbor distances A=b and~4 A _ _

=c/2. Although theP ccmstructure has not been seen in any FIG- 2. Rocking curves of thé,0,4 Bragg peak(rotation around0,1,0)
measured at different temperatures in a CsDy(MeGingle crystal. The

of our CSDy(MOQ)Z samples at any temperature, all the crystal structure is monoclinic at room temperat(ite becomes orthorhom-

CryStal|O§_Jr"3‘phIC phases_ that were obsert®ee belowcan  pic (Pcca below T,~120 K (2), and finally turns monoclinic again

be described as distortions of this “parent” structure. (P2, /c) on cooling throughT,~40 K (3).
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=2apcem, b=5.013(4) A, andc=7.920(6) A. Compared TABLE I. Positions of atoms in the CsDy(Mq@, lattice.
to the “parent” Pccmstructure the axis is doubled and the

Dy ions are displaced along the axis in a direction that Atom | x/d b /e loce | sat [
alternates from site to site along theaxis!® The Dy point T=50K
group isC,, as compared t®, in the Pccmcell. Peca (54) a =18760(7) A, b=5013(4) A, ¢ =7920(6) &,

On cooling throughl,~40 K a structural phase transi- o =90°, p=90°, y=90°

tion to yet another monoclinic structure occyiFég. 2, curve

3). It is interesting to note that both crystallographic transi-
tions atT, andT, are totally reversible. The low-temperature Dy | 0.250000 [ 0.000000 | 0.265612 | 0.5 [ 1.690000
monaoclinic (LT-2) phase is ofP2;/c symmetry, witha Mo | 0.347931 | 0.476683 | 0.015128 | 1.0 | 0.695000
=18.86(5) A=2ap.cm, b=10.05(3) A=2bpcems  C
=7.78(2) A, and3=86.62)° atT=15 K. As in the high-
temperature monoclinic phase, the two types of monoclinic O(2) | 0.281962 | 0.747241 | 0.014366 | 1.0 | 0.580300
domains share commoa* and b* axes. Atom positions 03) | 0.430135 | 0.616141 | 0.018499 | 1.0 | 0.580300
above(50 K) and belowm(15 K) the phase transition at, are
summarized in Table I. The phase transitioriTathas been

Cs 0.500000 [ 0.030423 | 0.250000 [ 0.5 | 0.542000

O(1) | 0.346349 | 0.260980 | —0.160873 | 1.0 | 0.580300

0O(4) | 0.343858 | 0.259971 0.193318 1.0 | 0.580300

previously observed by Zvyagiretal,'® but the low- T=15K

temperature phase structure could not be determined froi P21 /¢ (14) a =18860(5) A, b=1005(3)A, c=778(2)A,

their experiments. It is accompanied by an abrupt change i a=9¢, =86, y=90°

the energy spectrum of the BYy ions which is due to a Dy(1) | 0.748648 | 0.250331 | 0.305721 | 1.0 | 1.690000

lowering of the Dy site symmetrgpoint group 1 in the LT-2
phase.’® In the low-temperature phase there are two crystal-
lographically inequivalent Dy site¥. Cs(1) | 0.505550 | 0.217766 | 0.252675 | 1.0 | 0.542000

Dy(2) | 0.748415 | —0.249622 | 0.259788 1.0 | 1.690000

Cs(2) | 0.005550 | —0.217766 | 0.252675 1.0 | 0.542000

8.2. Magnetic long-range order Mo(1) | 0.840773 | -0.504712 | 0.040900 | 1.0 | 0.695000

Below Ty=1.36 K new magnetic Bragg reflections with oa1) | 0.781186 | —0.377342 | 0.004581 | 1.0 | 0.580300
Miller indices (P2, /c notation (h,0]l) (h-odd,|-even and
(h,k,0) (h,k-integer, h-odd, k-even were observed in the
(0,1,0 and (0,0,) reciprocal-space planes, respectively. O(13) | 0.842379 | —0.625712 | 0.229138 | 1.0 | 0.580300
Much weaker magnetic peaks were seerhat,0) (h,!-odd O(14) | 0.844800 | ~0.617309 | -0.105179 | 1.0 | 0.580300
positions. Constraints imposed by the experimental geometr
prevented us from measuring magnetic scattering in othe
planes. Most of the diffraction data were collected Tat 0O(21) | 0.654182 | 0.127886 | 0.245055 | 1.0 | 0.580300
=0.35 K in the f,0]) zone. In general, magnetic reflections
from different structural domains could always be separatec
although partial overlap occurs in some cases. A typica  ©@3
h-scan along1§,0,2) measured at=0.35 K is presented in 0(24) | 0.571327 { —0.049736 [ 0.086437 | 1.0 | 0.580300
Fig. 3. It shows both the nuclear and magnetic peaks origi
nating from the two monoclinic domains.

Peak shapesAs can be seen in Fig. Gor example, by oG
comparing the(3,0,2 magnetic and4,0,2 nuclear peaks 0(32) | 0.653336 | —0.119275 | 0.347094 | 1.0 | 0.580300
the magnetic Bragg reflections are visibly broader than the
nuclear ones. This anomalously large width of magnetic re
flections, more clearly seen in Fig. 4, was only observec ~ O(4) | 0.715736 | 0.121061 | 0.538746 | 1.0 | 0.580300
along thea* direction. TheQ-width of all the magnetic Mo(4) | 0.841970 | 0.500006 | 0.494863 | 1.0 | 0.695000
peaks investigated is resolution-limited in th& and c*
directions. The anomalous-width was found to be depen-
dent on the rate at which the sample is brought down to low ~ ©(42) | 0.783495 | 0.379413 | 0.524604 | 1.0 | 0.580300
temperature. Fast coolind0 min from T=1.5 K down to 0(43) | 0.841672 | 0.620472 | 0.663917 | 1.0 | 0.580300
T=0.35 K produces the broadest pealiSig. 4, open
circles, whereas slow2 hourg cooling throughTy results
in sharper peaksFig. 4, solid circles The Q-integrated
magnetic Bragg intensity was slightly higher in slow-cooling
experiments. Moreover, some annealigsharpening and in- condensation temperature &fle, and long measurements
tensifying of the magnetic peak®ver a time scale of 24 aboveT=1 K are hard to perform due to a high consumption
hours was observed even Bt 0.35 K. of liquid ®He. The best we could do was to collect data on

Order parameter The large time constants associatedslow cooling (1 hour per fixed temperature with a 0.05 K
with the establishing of long-range magnetic order makestep. The resulting order parameter deduced from the mea-
temperature-dependent measurements of the order paramesered(3,0,0 magnetic Bragg intensity is plotted against tem-
extremely difficult. Ty=~1.3 K happens to be close to the perature in Fig. 5. The critical expone@tand the Nel tem-

0O(12) | 0.923480 | —0.448149 | 0.036071 1.0 | 0.580300

Mo(2) | 0.647130 | 0.008269 | 0.081290 1.0 | 0.695000

0(22) | 0.654667 | 0.117729 | —0.084289 | 1.0 | 0.580300
0.717159 | —0.122156 { 0.015003 1.0 | 0.580300

Mo(3) | 0.649459 | —0.008883 | 0.520559 1.0 | 0.695000
0.649830 { —0.117424 | 0.708992 1.0 | 0.580300

O(33) | 0.566060 | 0.068361 0.544750 1.0 | 0.580300

0O(41) | 0.846766 | 0.624122 | 0.296780 1.0 | 0.580300

0(44) | 0.923446 | 0.438145 | 0.486899 1.0 | 0.580300
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FIG. 3. Elastic scan allong1(0,2)le ;e measured in a CsDy(Maofp, single
crystal. Bragg reflections originating from the two monoclinic domains are oL °
labeled in italic and normal characters, respectively. The indices of magnetic = O
reflections are underlined. é o CsDy(MoOJ,
=
1k
perature were obtained in log—log plots. The analysis yielded 102 1(').2 1(;_1 ]
Tn=1.36(0.01) K ang3=0.17(0.01). The normalization of (TN-TY/Tn . .
the data in Fig. 5 is as discussed below. B e——
. . . . . 0 0.4 0.8 1.2 1.6
Approximate spin structureDetailed magnetic diffrac- T K

tion data could only be collected in thé,0|) reciprocal-

space plane. Accurately determining the magnetic structurgi. 5. Magnetic order parameter in CsDy(MgQ plotted against tem-

is further hindered by the necessity of making strong absorprerature (circles, as deduced from the temperature dependence of the
tion corrections to the measured Bragg intensities. The |att§‘0’o magnetic Bragg intensity. The solid line represents a power law with

introduces systematic errors, which become very importang, cical exponenis=0.17 andTy=1.36 K. The top inset shows the
. o . pproximate spin structure determinedliat 0.4 K. In the bottom inset the
at large reflection(transmissiop angles. The quantity and measured temperature dependence of the magnetizatjmen circley is
quality of the data do not allow us to base the analysis ofompared to the exact result of Onsager for a 2D Ising syssefid line).
magnetic intensities on the complicated low-temperature
crystal structure determined in the experiments with the .
4-circle diffractometer. Instead, we have utilized an oversimhave totally neglected theh(0J) (h,1-odd magnetic peaks,
plified a priori model for the arrangement of magnetic ions Since they are significantly weaker than those @jo{)
in the crystal to obtain information on the spin structure.  (n-0dd, [-even and only a few could be measured. The sim-
For each monoclinic domain the observed resolutionPlified monoclinic arrangement for the BY ions that we

and absorption-corrected intensities B2, /c-inequivalent €MPloyed in the analysis of the magnetic structure was there-

(h,0]) and (h,0,—1) Bragg peaks were found to be the samefore based on a reduced cell with=3ap,; ~9.43 A, b

within experimental error. In addition, in our treatment we =30p21,c~5.03 A, T=cpp1 c~7.82 A, andB=86.62)°.
We have also assumed all the Dy sites to be crystallographi-

cally equivalent and positioned @,0,1/49 and(0,0,3/9. The

1200 above construct is oversimplified, but a model for the mag-
netic structure based on these positional coordinates accounts
1000 Q=(h00) resolution reasonably well for the experimental data.
" T=04K [} 7 A good consistency test for our experiments is an analy-
0 800 sis of Bragg intensities measured hirscans alongh,0,0).
> These were corrected for absorption and resolution effects
£ 600r and are plotted against momentum transfer in Figoen
§ slow cooling ¥ circles. The experimenta) dependence is in good agree-
— 400} 9]; ) ment with a theoretical prediction for the square of the form
fast cooling factor of a free DY ion,?* shown as solid line in Fig. 6.
200f The models used for the analysis of the magnetic struc-
ture assumed a parallel alignment of nearest-neighbor spins

along theb andc axes. The nearest neighbors alangvere
assumed to have antiparallel spins. Three models were con-
sidered, with spins lying in thac, bc, andab planes. Only
FIG. 4. Longitudinalh-scans through thé3,0,0 magnetic Bragg peak in the last model was found to be consistent with the data. The
CsDy(MoQy), measured aff =0.4 K. Fast cooling througfTy produces it of the spins in theab plane with respect to thie axis and

very broad peakéopen circles, as compared to the experimental resolution .\ /4| scaling factor were the only two adjustable param-
(dotted ling. Slow cooling results in much sharper Bragg reflectitsalid . . . . .
circles. Thek- andl-width of all magnetic reflections is resolution-limited ©t€rs. These were refined to best fit the experimental intensi-

ties of 17 magnetic Bragg peaks of the tygeQl) (h-odd,

3.0 3.2
h, r.l.u.

2.8

independently of the cooling rate.
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1.4 TABLE II. List of calculatedl .4 and experimentally observeg, intensi-
ties for the 17 independent magnetic reflections in CsDy(MeGat T
=0.35 K.
1.2
B0 poi /¢ I(Ll)é Sobs Ieale
30-2 3379 34 3681
1.0 50-2 3092 49 3140
g 90-2 2228 121 2135
c
3_ 0.8 110 -2 1720 110 1704
0
& 304 3511 219 2656
’% 06 504 2403 267 2362
2 0.
g Q=(h00) T=0.35K 704 2384 1328 2014
102 4568 50 4110
0.4f
302 3726 36 3681
502 3020 84 3140
02r 902 1937 164 2135
1102 1461 71 1707
1 L ) 1
500 3040 23 3114
0 1 2 3 4 5
4nsing/ A 700 2716 25 2701
FIG. 6. Intensity of h,0,0) magnetic Bragg reflections measured in 900 2359 29 2254
CsDy(MoQ,), as a function of momentum transf@pen circles The data
. . e 1100 1947 28 1819
were corrected for absorption and resolution effects. The solid line repre
sents the square of the magnetic form factor for a freé Dign. 1300 1486 30 1427

[-even that were measured im-scans to compensate for the flections. The Lorentzian component represents the classical
anomalous broadening of magnetic peaks inahealirection.  Ornstein—Zernike form for the energy-integrated neutron
Measurements were done separately for each monoclinic deross sectiod??3

main and corrected for resolution and absorption effects. The

results of the refinement are summarized in Table Il. Consid- d_" _ AT = A/ k2 1)

ering the limiting systematic errors arising from severe reso-  d{} K2+q2' X '

lution and absorption effects, a reasonably good fit to theI'he Lorentzian widths (reciprocal correlation lengthand

experimental data was obtained. o . : .
The refined value for the angle between the spin direc}emperature adjusted amplitud@swere refined to best fit

tion and theb axis is 17.7(0.5)°. The resulting spin structure the data. Th_e solid lines |n.F|g. 7a show the resulis of such
o . : : - its. The reciprocal correlation lengths aloay andc*, «,
is visualized in the top inset in Fig. 5. The absolute value o . . S
: T : . ~andk,., respectively, are plotted again§t< Ty)/Ty in Fig.

the magnetic moment residing on the Dy sites was obtaine . - .

. . . " b usingTy=1.36 K. The same figure shows the tempera-
through normalizing the magnetic Bragg intensities by thos%ure evolution of the staggered susceptibilityAs shown b
of several (,0,0) nuclear peaks. The structure factors for the 99 P Y y

. : solid lines in Fig. 7b, the experimental temperature depen-
latter were calculated from the known atomic fractional CO-yences were analvzed using power-law fits to the data. We
ordinates. AfT=0.35 K the Dy moment was estimated to y gp :

- L — have obtained the following values for the critical exponents:
be Mp,~6.8ug. This is to be compared p,=guie ) _1 140,04, »,=0.35+0.04, andv,=0.94+0.07.
~10ug for a free ion.

4. DISCUSSION

3.3. Magnetic critical scattering The distinguishing features of rare-earth double molyb-

Generous magnetic neutron scattering intensities aldates in general, and CsDy(Mg) in particular, are the
lowed us to study the magnetic critical scattering, whichrelatively low crystallographic symmetry and rather high
could be plainly seen at temperatures ugte1.8 K. All of magnetic moments associated with the rare-earth ions. These
the measurements were performed on the (2.59,dmag-  peculiarities make single-ion crystal-field effects extremely
netic Bragg reflection in a two-axis mode. Scans alongmportant and result in a huge anisotropy of magnetic
(h,0,0) and (2.5,0) were analyzed by first subtracting susceptibility’® The site symmetry of the By ions (the
(point by poin} the background measured &t=4 K and  ground term®H,,) in the low-temperature phase is low
then fitting the data to Voigt profiles. Some typical scans areenough for the ground state to be a single Kramers doublet
shown in Fig. 7a. The width of the Gaussian component ofvith J=+15/2 (Ref. 8. In other words, the DY are ex-
the Voigt function was fixed to the experimen@lresolution  pected to be Ising magnetic centers. Indeed, according to
determined from measurements on nearby nuclear Bragg r&PR studie$? there are two magnetically inequivalent sites
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700 4 nent 8=0.17 measured in CsDy(MaQ®, are reasonably
§ 600k Q=(25,0,1) close to the exact characteristics of a 2D Ising magnet, where
o B=0.125 andv=1. Such behavior is consistent with the
@ 900 layered structure of CsDy(Mag,.
§ 400 Other data obtained in the present study indicate that the
© 300 temperature dependences of magnetic characteristics of
%’ CsDy(MoGQy,), are more complicated than simple 2D Ising
@ 200 : .

I3 behavior. In particular, the measured temperature depen-
£ 100 dence of the order parameter deviates from the exact results
0 of Onsager in a wide temperature ran@ég. 5, bottom in-

-06 seb. An even more obvious discrepancy is revealed in the
behavior of the critical indexy. The experimental valuer
10k 410 =1 is the same as in Ginsburg—Landau theory and quite
] m different from that for a 2D Ising magnet, wheje=1.75 is
. [ y=1.01£0.04 — 1 = expected. Note that in well-established 2D Ising materials,
=i s 41 2 such as KCoF, (Refs. 25 and 26and RBCoF, (Refs. 27—
B A,‘—‘,:A—/A‘“’M & 29), all three critical indices3, v, and v are in good agree-
i ] = ment with theory.
ol Vam0.852004 2 o1 We tentatively propose that the main reason for any de-
"k ) V,=0.94:0.07 3 viations from 2D Ising behavior in CsDy(Mao, are due to

Ty dipolar interactions. As indicated in experiments and calcu-
0:01 (T-Ty/ .?.r: Iatiqns on related molybdates, Qipolar coupling of lIsing
chains or planes may be responsible for experimentally ob-
FIG. 7. Magnetic critical scattering measured in CsDy(MpQaboveT,  S€rvable short-range effet and may even drive the mag-
=1.36 K. (a) Example two-axis scans across the magnetic zone center. Thaetic phase transition, as, for example, in KEr(Mp(Ref.

background has been subtracted, as described in the text. The solid Iing_ For CSDy(MOQ)2 the in-plane interactions are relatively
represent fits with Lorentzian profiles, convolved with the Gaussian experi- : .
mental resolutioridotted ling. (b) Measured temperature dependence of the strong and are, most likely, of exchange origin. On the other

staggered susceptibility (solid circles and reciprocal magnetic correlation hand, interplane coupling is much weaker and yields only
length « along thea (triangles andc (open circleg crystallographic axes.  short-range order between the planes. At—(Ty\)/Ty

The solid lines are power-law fits to the data. =0.03, for instance, the interplane magnetic correlation
length amounts to only a few lattice repe@Esg. 7b|. All
relevant interactions, but the weak interplane coupling most
of all, should have a significant contribution from dipolar
effects. The latter must be enhanced bylarge magnetic
moments of the DY" ions, and i} ferromagneticcorrelations

in the planes. Indeed, the ordered moments are nearly paral-
lel to the planes and generate a large magnetic field that
avors antiparallel spin alignment in adjacent planes. If the
correlations within the planes were antiferromagnetic, the di-
polar field would decay much more rapidly with distance. As

. _has been experimentally confirmtédfor LiTbF,, dipolar
CsDy(MoQy), is expected to be much larger than the order magnets fall into a universality class different from that of

ing temperature, i.e., than the characteristic energy of magéxchange systems, and this may be responsible for the ob-
netic interactions. The direction of magnetic moments in the Lo ;
erved values of critical indices in CsDy(Mg)Q.

ordered phase is therefore dictated by the orientations o Ve
Finally, let us comment on the observed anomalous

single-ion easy axes. From our analysis of the magnetic dif- , . . .
fraction data we conclude that the moments lie in & & width of the magnetic Bragg reflections. The effect can

crystallographic plane and are tilted by 17° with respect tot.’e eagly explame.d. C_r|t|cal slowing down .Of Spin quctug-
; o . .~ _tions is enhanced in Ising systems. On relatively fast cooling
the b axis. It is important to emphasize, though, that since

two inequivalent magnetic sites are present, the actual stru throughTy the short-range magnetic correlations present in

. . '%he critical regime are “frozen” in the ordered phase. Since
ture should be noncollinear, and that the collinear model is . : !

o in-plane spin correlations are much stronger that interplane
no more than an approximation.

The 2D lIsing character of the material becomes apparencfnes’ the broadening of magnetic Bragg peaks is most pro-

in its critical behavior. The technique used to measure thgounced in the direction normal to the planes.

indicesv andy relies on the so-called static approximatfdn,

: . N . CONCLUSION
i.e., on the assumption that the incident neutron energy in
two-axis experiments is much larger than the characteristic In summary, the present investigations enabled us to de-
energy width of critical scattering. Fortunately, for Ising sys-termine the crystal structure of two low-temperature struc-
tems the approximation is excellent, since the time scale dfural phasegbelow 120 K and below 40 K and suggest an
critical fluctuations is infinitely long. The in-plane correla- approximate magnetic structure of the CsDy(Md»O A

tion length exponent.=0.94 and the order-parameter expo- more precise model of the magnetic structure calls for further

with similar principal values of the effectivg-factor tensor
(gar=38.7:0.2,9,,=13.4£ 0.5, g, =1+ 0.5). Theg-tensor
principal axisa’ is reportedly tilted by~ +10° with respect
to thea direction in theab plane, and’ forms an angle of
no more thar=*5° with theb axis in thebc plane. These
two g-tensor orientations presumably correspond to the tw
crystallographically inequivalent By sites that are identi-
fied in this work.

The crystal-field separation of By Kramers doublets in
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The temperature dependence of the coercive figlds determined for a multilayer

[Gd75 A/Si5 A/Co30 A/Si5 A, film with ferrimagnetic ordering of the magnetic moments of
the cobalt and gadolinium layers. The maximum valuddgfis observed at a temperature

of around 118 K, which corresponds to the compensation point of the film. It is established that
in the entire interval of temperatures studied, the variation of the coercive field is due to

the variation of the spontaneous magnetization2@4 American Institute of Physics.

[DOI: 10.1063/1.1645165

Multilayer films grown on the basis of alternating nano- and also differences in the structural properties of the layers
scopic layers of a rare-earth metREM) and a 3l transition  of the film can promote the magnetization reversal of indi-
metal (TM) are attracting attention primarily as model ob- vidual layers of its rare-earth and transition-metal sub-
jects for studying fundamental physical phenomena. Bysystems. In this case the coercive properties of the film will
studying them, one can obtain information about the naturdgliffer significantly from those of ordinary ferrimagnets.
of the exchange coupling between magnetic metals of differ- It is knowr**that near the compensation point of typical
ent types. It has been established that an external field cdarrimagnets, in particular, of REM—TM alloys, there is a
induce the formation of noncollinear surface phases irfharp increase in the coercive figtt}, which is one of the
multilayer films®? On the other hand, these films may find Most important characteristics of magnetic materials. Never-
application in magnetooptical recording devices and also adeless, the temperature dependenceHof observed in
“pinning” layers in so-called spin-valve structures with giant multilayer films is of a different character. For example, in
magnetoresistand&MR) 3 It is known that a necessary con- Gd/Co films the value ofH. does not vary with tempera-
dition for the appearance of the GMR effect in such struc{ure; in Dy/Co films heating causes a weak growthtdf for
tures is a layer-by-layer magnetization reversal, which occurd =~ Tcomp (Where Teom, is the compensation temperature of
on account of the different coercive force of the differentthe particular film, while for T<Tcom, the coercive field is
components of the structure. Devices working on the basis of
the GMR effect are used, for example, as sensitive probes or
heads for magnetic recording systems. 600 b

In multilayer REM/TM films the magnetic moments of
adjacent layers lie in the plane of the film and are ordered 500
antiparallel owing to the antiferromagnetic exchange cou-
pling on the interface between layers. Therefore, in such 400
films one can observe effects which are characteristic for ©

ferromagnets—in particular, compensation of the magnetiza- s 300
tion. However, the properties of artificial magnetic superlat-
tices obtained on the basis of nanoscopic layers of an REM 200
and a TM can differ appreciably from the properties of con-

ventional ferrimagnets. The superlattice period is usually 100
much greater than the unit cell parameter of any known fer-
rimagnet. At the same time, the antiferromagnetic exchange
in multilayer films is localized in narrow regions adjacent to 100 200 300

the interfaces between layers, and the magnetic order in the T,K

rest of the _fllm IS mamtamed by the ferromagn_etlc Irmalf’j‘ye"FlG. 1. Temperature dependence of the spontaneous magnetization of
exchange interaction. Therefore, a decrease in the antiferrg-(gq7s A/sis A/Co30 A/Si5 A, film, measured in an external field
magnetic exchange, an increase in the superlattice perio#l,=500 Oe. This film had a compensation temperafiyg,~118 K.
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Low Temp. Phys. 30 (2), February 2004 Merenkov et al. 141

practical independent of temperature. In Gd/Co films havingvas grown by rf ion sputtering on a glass substrate at a base
different ratios of the layer thicknesses and lacking a compressure of 10° torr and a working-gagAr) pressure of
pensation point at temperatures of 5—-300(Ref. 8 it is 10 % torr. The deposition took place at a temperature not
observed that the values of the coercive field and spontanebove 100°C. The rate of deposition of Gd, Co, and Si,
ous magnetizatioM are related. In view of this it is un- according to the results of a preliminary calibration, were 1,
doubtedly of interest to investigate further the coercive prop0.4, and 0.3 A/s, respectively.
erties and the possibilities for their control in multilayer In this study we used a magnetooptic method based on
REM/TM films. It should also be noted that the properties ofthe use of the longitudinal Kerr effect. The magnetic field
REM/TM films with nonmagnetic spacer layers depositedwas oriented parallel to the film in the plane of incidence of
between the magnetic layers have been little studied, ala He—Ne laser bearfwavelength 633 nm The angle of
though it is known that variation of the thickness of therotation ® of the plane of polarization of the reflected light
spacers leads to a shift of the compensation temperafre. was measured as a function of external field. In this geom-
nonmagnetic spacer of silicon weakens the antiferromagnetietry the Kerr rotation of the plane of polarization is propor-
interlayer exchange in the film under study by more than artional to the magnetization component lying in the plane of
order of magnitudé® the film parallel to the plane of incidence of the light. A
In the this paper we report the results of investigations ohelium cryostat was used in the experiments. The sample
the temperature dependence of the coercive field of aas placed on a cold finger in vacuum inside a supercon-
[Gd75 A/Si5 A/Co30 A/Si5 A,, multilayer film. The film  ducting solenoid. Measurements of the magnetization of the
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FIG. 2. Hysteresis loops measured by a magnetooptic method@ua5 A/Si5 A/Co30 A/Si5 A, film at various temperatures.
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film were also made on an MPMS-5 Quantum Designthe external field. Accordingly, a change in the sign of the
SQUID magnetometer. magnetooptic rotation occurs at the transition through the
Figure 1 shows the temperature dependence of the sponempensation point. Such a change in the sign of rotation has
taneous magnetizatio ; measured on the SQUID magne- been observédor multilayer Gd/Fe films.
tometer; it has a pronounced minimumTat 118 K associ- Figure 3 shows the temperature dependence of the coer-
ated with the compensation of the magnetic moments of theive field of a film from the magnetooptic measurements.
Gd and Co layers. The observed nonzero minimum value ofhe value ofH, increases as the compensation point is ap-
the magnetization may be due to some nonuniformity of thgoproached from both the low- and high-temperature sides. The
film and also to the onset of a noncollinear phase figgr, Hc(T) curve has a pronounced maximum near 118 K.
in the fieldH =500 Oe in which the magnetization measure-  As we know, magnetization reversal occurs by nucle-
ments were mad¥. The spontaneous magnetization falls off ation of domains of an energetically favorable phase and the
as the film is heated fro 5 K to thecompensation tempera- spreading of these domains to the whole volume of the
ture and then increases o T,m,. The sharpest change in sample. The coercivity, accordingly, is related to the nucle-
M occurs nea ¢opp. ation process and to the pinning of the domain walls at de-
Figure 2 shows the field dependence of the Kerr rotatiorfects. The expression for the coercive field can be written
®(H) obtained at different temperatures for the film underas™'2
study. The magnetooptic curves shown carry information
about the magnetization reversal in a few layers near the Hc=i—NMS, (1)
surface. However, those curves are practically no different s
from theM(H) curves measured on the SQUID magnetome-where the first term is due to energy losses in the formation
ter, which reflect the magnetization reversal process in thef a nucleus and motion of the domain wall, and the second
entire sample. The rather simple form of thé(H) and s due to demagnetizing fields of the nucleds i6 the de-
®(H) loops is evidence that the cobalt and gadolinium lay-magnetizing factor If nucleation is the dominant process,
ers forming the magnetic structure of the film are not indethen one can assume that, to within a numerical coefficient,
pendent during magnetization reversal. At a fixed temperan=o/v'?, whereo is the domain-wall energy and is the
ture these loops are close in shape and practically identical igritical volume of a nucleus. If, on the contrary, the main
width within the measurement error. It should be concludectontribution to the coercivity comes from the pinning of do-
that magnetization reversal occurs uniformly over the entirgnain walls on structural defects, then the coercive field is
thickness of the film, including its surface layers. Thus thealso described by formulél) but with « being the energy
value of the coercive field of a film is quite correctly deter- parrier surmounted by the domain wall in its motion.
mined from the half-width of the magnetooptic hysteresis |t has been shown previou$lyhat the temperature de-
loop at®=0. pendence of the coercive field of two thin multilayer films,
It should be noted that the sign of the Kerr rotation is[Gd30 A/C030 A,, and [Gd30 A/Co38 A;,, which do
different at temperatures below and above 118 K. This is dugot have compensation points, is determined by the variation
to the dominance of the contribution of the transition metalof their spontaneous magnetization. The curveHpfM,
to the Kerr effect. Below the compensation temperature thgersus 12 constructed with the use of the experimental
magnetic moment of the cobalt layenc,, is smaller than  data are straight lines with slopes determined by the coeffi-
that of the gadolinium layemgy. Because of this, it is di- cients «; (for the first film) and «, (for the second The
rected counter to the external field. A>T,y the situation  values ofe; and a, remained constant over the entire tem-
is reversedmc, is greater thamgy and is codirectional with
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FIG. 3. Temperature dependence of the coercive field of aCo30A/Si5 Al film, from experimental measurements BE T comp and
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perature interval investigated, from 25 to 300 K, and had théts, to vary the thickness of these spacers, which leads to
values:a;~0.7x 10* erg/cn? and a,~8.2x 10* erg/cnt. changes in the temperature dependence of the spontaneous
Figure 4 shows the dependencertf/Mon 1IM2 fora  magnetization of the film and in the compensation tempera-
Gd/Si/Co film. As can be seen in the figure, all of the pointsture.
plotted are well approximated by straight lines. Thus a linear V. O. Vas’kovskiy and A. V. Svalov thank the Ministry
dependence dfl./Mg on 1/1\/I§ is observed on both sides of of Education of the Russian Federation for partial support of
the compensation temperature. This allows us to conclude: 1his study under Grant T02-05.1-3153.
the variation of the coercive field of this film, which has a
compensation point, is determined mainly by the variation of
the spontaneous magnetization); the value ofa changes
only at the transition through the compensation point and—
remains constant on either side of that poi115 0.6 1W. Hahn, M. Loewenhaupt, Y. Y. Huang, G. P. Felcher, and S. S. P. Parkin
X _104_erg/cn”?’_, @7-118 K~3.5><_104 erg/cnt. We note the Phys. Rev. B52, 16041(1995. : ! ’
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The EPR spectra of powder samples of a number of metalorganic compounds contaifiing Cu
ions are investigated. These compounds are characterized by the presence of identical

chains of octahedra forming the local environment of Gubut they differ strongly in their
interchain ligand structure. The resonance absorption bands permit determination of

the components of the effectiygefactor and linewidth of individual powder particles and also
their temperature dependence. It is found that the orbital sifglety?) is the ground

state of the copper ion in all the compounds, and the exchange interaction parameters in them
are estimated. The maximum exchange is observed in the system with the simplest

geometry of the interchain structure in the series of compounds studie2D0@ American

Institute of Physics.[DOI: 10.1063/1.1645166

INTRODUCTION STRUCTURAL CHARACTERISTICS OF THE SYSTEMS AND

_ THE MEASUREMENT TECHNIQUES
Crystals of metalorganic compounds often have pro-

nounced chains or planes of metallic ions with a compara- Despite the substantial differences of the chemical com-
tively simple local environment while at the same time thePosition, all of the compounds investigated here have a uni-
interchain or interplane space is filled with large fragmentdied structural motif: the presence of chains of octahedra
of organic complexes. If the metal ions belong to an elementorming the local environment of divalent copper ions and
of a transition group, this can lead to the formation of alying along the direction of the smallest parameter of the
quasi-one-dimensional or quasi-two-dimensional magneti€€ll. Octahedra in a chain are linked by apical oxygen ions
system with a high degree of low-dimensionality. Such met-O2, Which also belong to tetrahedral sulfate groups; $0
alorganic complexes are of interest for magnetic,The basal plane of the octahedra is formed by two oxygen
coordination-chemical, biological, biochemical, etc. studies,
but the use of the informative magnetic resonance methods
for this has a certain peculiarity because such compounds are
generally synthesized in the form of finely disperse powders.

In this paper we report an EPR study of a number of
metalorganic complexes of copper. The members of this se-
ries of compounds are of the general structure formula
[Cu(SQ)L(H,0),], among which ar¢ Cu(SQ,)(C,HgN,)

X (H,0),]—henceforth referred to as @n), [Cu(SQ)

X (CsHgN20)2(H20),]—Cu(nad, and [Cu(SQ)

X (C1oHgN,) (H,0),]—Cu(phen. These compounds have a
very similar local environment of the paramagnetic ion and
differ markedly in the structure of the organic ligands.
Analysis of the magnetoresistive properties of such a series
of compounds can reveal the common traits of the EPR spec-
tra formed by the local environment and to find correlations
in the differences of their structures and magnetic character-
istics.

The goal of this study was to compare the properties of
the paramagnetic centers in powder samples of the given
compounds in order to clarify both the influence of deforma-
tions of the local environment on the parameters of the reso-

nance spectrum and t_he role of the ligand _StrUCtureS in theig. 1. Projection of the crystallographic structure of the compoun@Gu
forming of the interactions between magnetic centers. on theab plane.
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TIZO00O

1063-777X/2004/30(2)/5/$26.00 144 © 2004 American Institute of Physics



Low Temp. Phys. 30 (2), February 2004 Kravchyna et al. 145

atoms O1 belonging to two water molecules and two nitro-GENERAL CHARACTERISTICS OF THE RESONANCE
gen atoms belonging to ligand groups. The position of theSPECTRA OF POWDER SAMPLES
ions in the cell of the compound Qan), with the simplest

ligand group, is shown schematically in Fig. 1, and the basic The EPR spec_trum of a powder_ 'S a su_perposmon of the
sgectra of small single-crystal particles with a random and

fr:rflj_;tbtiga: parameters of the compounds studied are presentg uiprobable orientation with respect to the direction of the
' xternal magnetic fielt. The intensity of the total envelope

has a configuration close to square, with a distance from thgf aline at each point will be determined by both the number
9 q ' &t particles having a given orientation and the transition

fr?; t/rZ:tg)xnigrzs (Z)g\}swat:ginag ;hz S; rgeAtl_rrnheethtigséiTec Zlgonprobability for the given orientation.
. ' R ) In the case of axial symmetry of the intracrystalline field
gation of the octahedra along the direction of the chains S
. . . . . and, hence, of the resonance spectra of the individual par-
should give rise to a substantial axial component of the in-. )
L . . : . ticles, the angular dependence of the effectivéactor has
tracrystalline field, increasing with the change in bond Iength[
~ <" the form
rcu-02- Consequently, the EPR spectra of the copper ion in

these compounds, which are largely determined by the local gzzgﬁcos2 0+ gi Sir? 6, (D)

environment, should have axial anisotropy, at least. whereg,=g,, g, =9x=9y, and ¢ is the angle between the

chailr?s Ct%r::ﬁfetr(t:ﬁatizes S;rggliﬁ tazocrgritr)(/)u(ﬁ d;hgf tc;ﬁ;a:eer?erzldirection of the external field and the axis of anisotropy. The
' b P {Pansition probability in the case of a linearly polarized rf

of rather complex construction. It is filled with fragments of .. | =~ : )
molecules of the different compounds, which are five- anJleId Is proportional to the quantity

six-member rings of organic ligand groups. Under these con- K~gf[(g”/g)2+ 1] (2
ditions the interchain interaction can most likely be realizedat small anisotropy of the factor. The number of particles
via a co mplex path of hydrogen bo_nds involving hydrogenwith axes of crystallographic anisotropy lying at an angle
atoms in water molecules or in the ligand groups. The valu%'0 the field direction is given b

of this interchain coupling is not very amenable to prediction y
and must be determined experimentally. dN=2mNgsin#do, 3)

The compounds Quad and Cuphen investigated in whereNy is the total number of particles in the sample.

this study were synthesized in the form of fine-crystalline For spectra with spitS=1/2 one can use the basic reso-
powders. For C{en we first obtained small needle-shaped nance relatiomy=gugH', whereH' is the resonance field,
single crystals, for which we had previously studied the fea-,[0 introduce the fields

tures of the low-temperature resonance spéctPmwder
samples were then prepared from them. A comparison of the H;=hv/gug and H, =hv/g, ug, (4)
data obtained on the two types of samples confirmed thghich determine the boundaries of the powder spectrum with
correctness of our measurement technique and the method ngpect to field for the extreme orientatiofs=0 and 6
processing of the results in working with powder samples. = /2, respectively. Herdh is Planck’s constanty is the
The EPR spectra were studied in the wavelength rangg orking frequency, angkg is the Bohr magneton.

A~4mm to increase the resolving power with respect ©0  Then taking relation€2) and(3) into account, an expres-
magnetic field. The appreciable intensity of the signal madg;on for the field dependence of the intensity of the signal in

it possible to record the integrated shape of the resonancg, apsorption band in which all the orientations are realized
absorption band. To avoid the influence of spin—lattice relaxizkes the form

ation processes, which broaden the resonance line, the tem-

perature range of the measurements wad—30 K. This I(H)~fﬁl2Kf(H)sin0d0 ®)
made it possible to track the most interesting features due to 0 '

interionic interaction processes in the low-temperature be-

havior of the resonance spectra. The precision of the temv_vhere the resonance line shape of the individual particles

S f(H) is assumed Lorentzian and independent of orientation:
perature stabilization and measurement was 0.1 K on the
interval 2.3-15 K and~0.5 K for T>15 K. f(H)~[(H=—H")?+(AH/2)?] L. (6)

TABLE |. Some structural characteristics of the copper—organic complexes investigated in this study.

Structural characteristics
Complex Space r ’ ’ Number of
a, A b, A ¢, A . de Cu-N’ Cu-Ot’ Cu-02’ molecules Ref.
B, deg group A A A in cell
2.016 1.986 2.418
Cu(nad) 11.019 6.844 21.424 93.80 P2 /c 4 [11
2.018 1.989 2.421
Cu(phen) 14.889 13.843 7.019 108.60 C2/¢c 2.009 1.970 2.486 4 [2]
Culen) 7.232 11.725 9.768 105.50 C2/¢ 1.984 1.976 2.498 4 [3])
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FIG. 2. Low-temperature EPR spectrum of a powder sample @bl at 9 b 4 120
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Here AH/2 is the half width of the line at half maximum. i -180 <
Making a change of integration variable () and taking(1) 1 470 T
: & 210} ] <
and(2) into account, we obta 60
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The contour of the absorption band determined by this T K
expression has a specific shape. Since according to expres-
sion (3) the main mass of particles is oriented perpendicular
to the field, at smalAH a rather narrow peak is formed at - 70
the band edge ne&t, while the intensity of the band near g c 1
H, should be minimum though finite, forming a narrow 2.351 o o o 10
shelf. With increasing\H these features are smeared out to | ° ° ]
such a degree that the inflectiontdt vanishes completely. | 50
Therefore, it is desirable to use the highest possible working  2.30f 108
. . . . 1 A A 40 X
frequencyv in an experiment, since the distaneR—H, 2 a ] N
increases linearly with it. 2 10k % 30 5
For all of the systems studied, the shape of the resonance = 1
absorption band corresponds to that described above. As an " o o a o o 120
example, Fig. 2 shows the absorption band for(pben 2 05} ]
taken atT=6 K at a frequency of 72.81 GHz. Also shown i 110
there is its dependence calculated according to expression N T e 1 0
(@). 3 6 9 12 15 18 21
T,K
EXPERIMENTAL RESULTS FIG. 3. Temperature dependence of the components of the effectacor

) g, (O) andg, () and the resonance linewidttH (A) for the compounds
For all the systems studied here the shape of the bandu(en) (@), Cunad (b), and Cuphen (c).

was calculated according @) by the least-squares method

with g, g, , and AH used as adjustable parameters. The

computer program terminated the iteration procedure applied 1) Cu(en), Fig. 3a. The components of the effectige

to fit the parameters when the change in the sum of théactor have the valueg,=2.31 andg, =2.06 and are inde-
squares of the deviations calculated from 100 points becamgendent of temperature, whereas the resonance linewidth in-
less than 0.1%. From observation of the band shape over@eases sharply with decreasing temperaturél atl5 K.

wide range of temperatures we could determine the temperdis behavior of the parameters of the resonance absorption
ture dependence of these parameters. The results of the eotthe powder agrees completely with results obtafrfeda
periment are presented in Fig. 3. single crystal of this compound, where in the same tempera-
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TABLE Il. Parameters of the resonance spectra and energy interactions of the systems studied.

Parameters
Complex 5
9 g AH, Oe M,, Oe Hyip, Oe H, Oe T.. K
Cu(en) 2.31 2.06 12.13 3.2.10 180 5.35.10° 0.359
Cu(nad) 2.35 2.06 50.2 3.64-10* 191 1.45-10° 0.098
Cu(phen) 2.34 2.07 34.4 8.63-10° 93 5.02.10° 0.034

ture interval a weak {1%) change ofg, and an even a cubic field. For a typical value of the ratidA=—0.05 in
weaker (~0.5%) change o0, were observed, which were this case one should expect the relatiprcg, to hold, with
attributed to the Jahn—Teller effect. The values ofdhac- a valueg, =2.3.
tors are determined with a considerably larger error on a  For the Kramers doublék?—y?) the components of the
powder, of course, because these weak variations are ob-factor look like
scured by the process of computer calculation. ) _

At the same time, the low-temperature line-broadening 9)=2-8NA; gL=2-2MA4,
process ail <15 K, which in the single crystal was attrib- i.e., the opposite inequalitg,>g, , should hold, with ¢,
uted to the establishment of short-range magnetic order as?2)/(g, —2)~4.
the Neel point is approached, was reproduced completely in  As may be seen from the results of our experiments, for
the case of the powder. It should be noted that the highall of the systems studied this last relation holds fairly well.
temperature T>15 K) value of the linewidth in the powder This means that the orbital single®—y?) is in all cases the
turned out the be about a factor of two lower than in theground state.
single crystal. Apparently this can be explained by significant  For that orbital state the angular distribution of the elec-
inhomogeneous broadening of the line in the single crystairon density lies in the basal plane of the octahedron, with
due to internal stresses. In the powder, which was obtainethe maxima in the directions of the ligand atoms. Such a
by grinding those single crystals, the stresses are relieved lgjistribution should promote realization of indirect exchange
mechanical strains and, despite the increase in the number piteractions between copper ions predominantly in the direc-
defect centers on the developed surface of the powder pations perpendicular to the chains of octahedra. As we have
ticles, on the whole the linewidth turned out to be narrowersaid, because of the complexity of the structure of the ligand

2) Cu(nad, Fig. 3b. For this compound the values of the configurations the exchange in the interchain directions is
g-factor components have the valugs=2.35 and g, hard to calculate. Nevertheless, a general estimate of the ex-
=2.065 and are independent of temperature. One observesange interactions can be obtained starting from the expres-
appreciable low-temperature broadening of the lineTat sion relating the exchange field, with the second moment
<6 K, which can also be attributed to the establishment oM, and the resonance linewidthH observed in the experi-
short-range magnetic order in the region near the surface. ment of Ref. 7:

3) Cu(phen), Fig. 3c. The values of thg-factor compo-
nents are close to those obtained for the previous com- He=2M,/AH.
pounds,g,=2.34 andg, =2.07, and no temperature depen-  The second moment of the line for a powder can be
dence of them is observed. The resonance has a markedigiculated numericalfyby starting from the inter-ion dis-
weaker temperature dependence than in the previous caseginces in the lattice:

The values obtained for the effectigefactor and reso- 3
nance linewidth in the high-temperature part of the investi- Mzzgg“,u‘éh*zS(SJr 1)§k:

1
gated range are presented in Table II. 8

Fik

The results of a calculation of the second moment of the
line for the systems analyzed, obtained by summing ovér 10

It is known that the main orbitaD term of the C&* ion cells of the lattice, are presented in Table II. Also shown
is split in an octahedral crystalline field into a doublet and athere are the calculated values of the Lorentzian linewidth
triplet, the doublet lying lower. Under the combined influ- (6) corresponding to this value of the second moment in the
ence of the axial component of the crystalline field and theabsence of exchange, i.e., in the presence of only the mag-
spin—orhit coupling the degeneracy of the doublet is lifted,netic dipole—dipole interaction:
and the sign of the axial component determines which of the AH g~ (M )12
states|z?) or [x?2—y?) (which are still Kramers doubletss dip S
the ground state. For the spin doubji£t) the components of and also the values of the linewidths observed in the experi-
the effectiveg factor obtained in first-order perturbation ment and the corresponding values of the exchange field.
theory are Analysis of Table Il shows that Cen) has the highest

) value of the exchange interactions in the series of com-

9i=2; 9.=2-6MA, pounds studied, while the exchange field for(ghen is an
where\ is the spin—orbit coupling parametéor a free ion  order of magnitude lower; for Gonad it occupies an inter-
A=—830 cm 1), andA is the energy splitting of the term by mediate position. This agrees qualitatively with the experi-

DISCUSSION OF THE RESULTS
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mental dependence of the resonance linewidths of thesenge magnetic order is realized before the magnetic order-
compounds. For them, as we have said, the region of lowing point is reached. In that region the components of the
temperature line broadening in them corresponds to the critieffective g factor are independent of temperature, while the
cal region of the short-range magnetic order, which precedessonance linewidth increases noticeably with decreasing
the magnetic ordering point. The values of the critical tem-temperature.
peratureT, corresponding to the calculated exchange fields 3. The ground state of the copper ion in the investigated
gugHe=KT,; are also indicated in Table Il. The compound series of metalorganic compounds, which are characterized
Cu(en), which has the highest value ©f, accordingly dem- by the presence of chains of octahedra forming the local
onstrates the widest range of critical broadening. environment, is an orbital singléx?—y?). The angular dis-

It should be noted that the results of studies of the low-ribution of the electron density for this state promotes the
temperature heat capacity and magnetic susceptibility oformation of interchain exchange interactions.
these compounds® have shown that the magnetic ordering 4. The largest value of the exchange interactions in the
temperature of Cnad and Cuphen lie below 0.1 K, while investigated series is found in @n), which has the simplest
for Cu(en) it is Ty=0.9 K, and it is preceded by a region geometry of the interchain couplings in the series. This may
(=10 K wide) of short-range magnetic order. In order of also attest to the dominance of the interchain exchange in
magnitude these values correlate well the values obtained ithese compounds.
the present study. This investigation has been supported in part by the

As was pointed out above, the crystal structure of allGrant Agency VEGA Grant No. 1/0430/03 and APVT 20-
three compounds investigated is characterized by the pre€09902.
ence of practically identical chains of octahedra forming the
local environment of the copper, and that should make for
identical intrachain interactions. Therefore the marked differ- E-mail: aanders@ilt.kharkov.ua

. . . ** E-mail: feher@kosice.upjs.sk
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An anomalous acoustic transparency phenomenon is discovered and investigated in high-purity
Ga samples under conditions of the tilt effect. This phenomenon is due to resonance

coupling of the high-frequency elastic waves with weakly damped electromagnetic eigenmodes
of the metal. ©2004 American Institute of Physic§DOI: 10.1063/1.1645167

The interaction of high-frequency souna{>1, where  ¢> ¢ is accompanied by a sharp increase in the absorption
w is the angular frequency of the sound ang the relax-  of sound. The reason why acoustic transparency arises in the
ation time of the electronswith ballistic and wave excita- tilt effect is presumably that elastic strain is transported by
tions of the plasma in a metal in certain situations can lead telectromagnetic eigenmodes of the metal.
additional effective mechanisms of propagation of elastic Experiments have been done on samples of gallium pre-
strain. If the damping of the fundamental acoustic signal ipared from material of grade Ga000 at longitudinal sound
large, the amplitude of that signal can turn out to be signifi-frequencies of 50—450 MHz in magnetic fields up to 15 kOe.
cantly lower than the amplitude of the signals due to addiUnder the conditions of the experiment the direction of the
tional mechanisms of elastic strain propagation; this leads t@,ave vector of the sound coincided with the principal axes
the phenomenon of acoustic transparency of the metal. | andc of the crystalthe[100], [010], and[001] directions,

In the case when the sound is coupled with ballistic eXrespectively with an accuracy of~0.3°. The thickness of
citations, anomalous acoustic transparency can evidently hge samples ranged from 0.5 to 5 mm. The experimental
observed in weak magnetic fieldgr,>1, whereq is the  getup was a bridge with the sample in one arm. The bridge
wave number and, is the radius of gyration of the electrons 55 aytomatically balanced with respect to phase and ampli-
in the magnetic fieldH) on account of the electron transport tude and worked in a pulsed mode, making it possible to

'2 . . .
O;SSO#P& mh metalls vr\?thdflat _spotsf (;]n ]'EhedFerml slurface obtain the dependence of the dampimgnd dispersion of
(. )S h suc metals the amping o t e fundamental acousg, ¢ o ng velocityA S/S on the anglep or on the magnetic
tic signal in its synchronous motion with electrons of the flat

‘i ¢ ly largeand | i v with the f field strengtl®. The value of the parametesr was deter-
Spot IS extremely fargeand increases finearty wi € 1€ mined from the dispersion of the sound velocity in magnetic
guencyw, while the damping of the acoustic signals trans-

orted by the electrons is determined by relaxation rocesséiselds"6
b y y P The idea for the present study arose in the course of a

and is independent of the frequency of the sound. As a result : ; . . S

. ; : . study of the tilt effect in gallium, when in certain situations a
starting with a certain sound frequen@yr thickness of the strona chanae in the shape of the pulse envelope of the
sample, it is expected that the amplitude of the fundamental g 9 P P P

acoustic signal will be small compared to the amplitude of?ﬁousuf S|%][nalrlwastrc:bserve((jj a; tlt a'mg‘igﬁ,ax ("D“?a")l:‘cr'ﬂfﬂe
the signals transported by the electrons. It angie at whic € sound damping 1S maxim €

In this paper we present the results of a study of thesituation is reminiscent of the picture of the electron trans-

acoustic transparency of a metal under conditions for th&ort of sound, where one observes a change in shape of the

existence of the tilt effeotTE), which was first observed by 2COUStiC pulse owing to interference of the fundamental
Reneker on bismuthThe tilt effect is known to be a thresh- aco_usUc signal with the acoustic precursor pulse generated
old phenomenon in the resonance absorption of sound iRy it . . ) ]

classically high magnetic fieldsj¢,,<1) under conditions Under conditions qf the tl|t' effect.the distortion of the
of strong temporal dispersian7> 1. The condition of reso- e_nvelppe of the acoustic S|gnal_|s_man|fested most strongly at
nance coupling of the electrons with the sound is fulfillegdiréctions ofH close to thea axis in the caseglb andqic
starting at a threshold angie,= S/}, max Satisfying the con- and near theb axis for glla. According to gallium band-

dition structure calculatioisvhich have been confirmed by numer-
ous experiments, the Fermi surface has rather large flat spots
gVy sing—w=0, ) perpendicular to tha andb axis. Experimentally a flat spot

of the Fermi surface with a relative areal % was observed
whereS is the speed of sound,, is the drift velocity of the in Ga in Ref. 3. The direction of the electron velocity on this
electrons alongd, 7/2— ¢ is the angle betweegpandH, and  flat spot is practically coincident with thee direction.
the transition from the region of angles< ¢, to the region A detailed study of the acoustic transparency was carried

1063-777X/2004/30(2)/4/$26.00 149 © 2004 American Institute of Physics
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FIG. 2. Comparison of the experimental dependence\8fS(¢) (solid
curve with the curves calculated in the approximation of a quadratic elec-
tron spectrum (w/27=200 MHz, ®7=9.2, qry<1). The dot-and-dash

line was calculated with only the strain coupling of the electrons with the
sound, while the dashed line is that coupling renormalized by the induced
solenoidal fields.

FIG. 1. Angular dependence of the Fermi velocity of the electrons that givee_k:“'Ctr.IC ﬂelc_js with polarlzatlon qlong). It maY .be that this
the main contribution to the tilt effect fayllb in the ac plane. situation arises because the existence conditions for electro-

magnetic modes of the metal are satisfied gor ¢ .
Figure 3 demonstrates the manifestation of the acoustic
out in the experimental geometnyllb, with the anglee  transparency phenomenon at the lowest sound frequency
scanned in thab plane. This experimental geometry is con- w/2m=50 MHz (w7=2.3). The solid curves show(¢) ob-
venient because in it one observes a single strong maximutained by automatic recording on a thin sample (
of a(¢), and the dependence of the maximum drift velocity=0.92 mm) and on a thick sampld €3.7 mm) and the
on the direction in the crystal, obtained by processing thelashed curves show the results calculated for the same value
a(p) curves for this maximum, also partially confirms that of w7 in the approximation of a quadratic spectrum.
there is a significant region of the Fermi surface nearahe It is seen in Fig. 3 that the acoustic transparency phe-
axis where the electron velocity has the same value, equal taomenon is manifested only in the thick sample, where it
3.8x 10" cm/s(see Fig. 1 takes the form of a vanishing of the maximum affp); the
A specific feature of the experiment in this geometry isdamping has a lower value at~ ¢4 than ate=0, and, as a

that the dependence &fS/S on the anglep differs strongly  result, a(¢) is a smooth curve without a maximum. In other
from the theoretical dependence. A theoretical study of thavords, the acoustic transparency effects “erode” the maxi-
tilt effec®® has shown that in “good” metals such as gallium mum of a(¢) in the tilt effect. The gain in amplitude of the
under conditions of the tilt effect an important role is played
by strain-induced solenoidal electric fields accompanying the
propagation of the sound wave, in addition to the direct
strain coupling. Figure 2 shows the experimental curve of ~ 140r o /2m=50 MHz
AS/S as a function ofg, obtained under the conditions SN 0T

II Ay
gru<<1, w7=~10 (solid curve and the calculated curves for 120p / \
the case of a quadratic electron spectflife dot-and-dash 100k /," ‘\T =17K
curve corresponds to the direct strain coupling, and the Vi ‘\ L=3.7mm

dashed curve to the result of a renormalization of that cou-
pling by the solenoidal fields with polarization along tHe
vector. The theoretically predicted result of the renormaliza-
tion is quite substantial: the rate of growth AS/S on ap-
proach tog, decreases significantly, and the sharp decrease
of AS/S, with a change of sign, in a small angular region
after the transition through, vanishes. A comparison of the
results of the experiment and theory confirms the substantial
role of the solenoidal fields under the conditions of our ex- P,

periment, but only in the regionQe<¢,. In the region 9, deg

®= o, ON the other hand, the renormalization of the StralnFIG. 3. Angular dependence of the damping of an acoustic signal2at

c_oupling is Weal_«_aned sharply, a_pparently because of viola= 50 MHz (wr=2.3). The solid curves are experimental, the dashed curves
tion of the condition (8)?<1 (& is the skin depth for the calculated in the approximation of a quadratic electron spectrum.
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on the thin samplel(=0.92 mm) at sound frequencies of 150 and 450 MHz
FIG. 4. Damping of the elastic component of a coupled wave as a functiofT=1.7 K, H=15 kOe).
of wr for the thin and thick samples.

ated with flat spots of the Fermi surface, and it is therefore

) . _ natural to suppose that an electromagnetic eigenmode in the
elastic wave due to the acoustic transparency effect is abogfyen, case is also due to those formations. It is shown in Ref.
80 dB aty=~ ¢y, as can be seen from Fig. 3. 11 that forH=0 the electrons of the flat spot form a so-

Figure 4 shows the evolution of the efficiency of the .5j1eq beam wave, the spectrum of which has both parabolic
acoustic transparency mechanism as a functionofor the o ts and linear parts and depends on the mutual orientation
thin and thick samples at a sound frequency of 150 MHZz ¢ 16 \wave vector and the flat spot. It was shown in Ref. 3
The value ofrwas varied by changing the temperature of they,o¢ nder real experimental conditions in the normal state
sample. The dashed curve in the figure shows the resulige heam mode is highly damped, but below the temperature
calc_ulated using the results of Ref. 9 for the case of an ISO5f the superconducting transition its damping falls off, lead-
tropic quadratic spectrum. In the thin sample the acoustig,y 14 noticeable features in the temperature behavior of the
transparency effect begins to be manifestedat-2.5, and 4,0 velocity and damping. The properties of the beam
at a maximum value»7=6.8 the amplitude of the measured \ 5y and the features of its coupling with sound in the pres-
signal exceeds its calculated value by more than 30 dB. Iiince of a magnetic field have not been studied theoretically.
the thick sample, in contrast, the acoustic transparency effegly, sjcally it is clear, however, that is directed along the
is manifested throughout the rangewf, and atw7=6.8the \g|oity of the electrons at the flat spot then it will not drive
gain in amph;ude of the measureq elastic component IN COMem from the flat spot, and the featuig@ngularity in the
parison with its calculated value in the sound wave is a giantonqyctivity of the metal which gives rise to the electromag-
~240 dB. ) ) . netic eigenmode should be preserved.

Another manifestation of the acoustic transparency ef- . o also be expected that in a high magnetic field,
fect is the appearance of additional maxima on #@)  pacause of the vanishing of the transverse components of the
curve. Figure 5 shows the(¢) curves obtained on the thin conductivity, the spectrum of the beam wave lies in the
sample at sound frequencies of 150 and 450 MHz u”de\Fveak-damping region, unlike tHé=0 case.
conditions of maximum manifestation of the transparency 1 authors thank E. V. Bezuglyi for a helpful discussion
effect (T=1.7 K). It is seen that while at 150 MHz only a ¢ the results of this study.
weak second maximum appears on @) curve, at 450
MHz this curve displays a developed structure of additionaLE_ma”: fi@ilt kharkov.ua
peaks. Studies showed that the number of these peaks ifiere and below we use the historical term “flat spots” of the Fermi sur-
greater for higher sound frequencies and thicker samplesface. We actually have in mind objects of rather large sizép (
indicating that they are of an interference nature. >pe /queT) on which the projection of the Fermi velocity on a specified

In our view, the set of experimental results described direction is practically constant¢ ¢ /ve<1/que7). In the case whefvg|

above finds a reasonable explanation in the h pothesis that irjls practically constant on the Fermi surface these requirements lead to
y geometrically flat objects, although in principle one can imagine a distri-

the given case a resonance coupling of the sound with anytion ofv . on the Fermi surface such that the given region will not in any
electromagnetic eigenmode of the metal is observed in theway be distinguished geometrically.

tilt-effect regime. At present only one type of electromag-

netic wave that can propagate transverse to the magnetic

field in a metal is known—the so-called fast magnetosonicty. D. Fi, N. G. Burma, and P. A. Bezugly JETP Lett.23, 387 (1976.
wavel® However, its velocity is close to the Fermi velocity, “E.N. Bogachek, A. S. Rozhavskiand R. I. Shekhter, JETP Le®3, 230

. 1976.
and one cannot speak of any resonance coupling of soung<E. V. Bezuglyi, A. M. Stepanenko, and V. D. Fif, Fiz. Nizk. Temis

with it. AS we have emphaSize-d pre.ViOUS|y, the region Of- 246, 713(1987) [Sov. J. Low Temp. Phy<3, 140, 406(1987].
observation of the effects described is geometrically associ#D. H Reneker, Phys. Ret15, 303 (1959.
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The conductance of a quantum contact containing single point defects and a potential barrier is
investigated theoretically. The dependence of the conduci@nae the applied voltagé)

is obtained for the model of a quantum wire connecting massive banks. The comparative values
of the different nonlinear contributions to the conductance due to the interference of

electron waves scattered by defects and by defects and the barrier are analyzed. The latter
contribution becomes dominant even at extremely small coefficients of reflection of electrons from
the barrier. It is shown that the dependence of the transmission coeffigignh the

electron energ)E explains the experimentally observed suppression of oscillation of the
conductancés(U) when its absolute value is close to the single-quantum valge

=2e?/h. © 2004 American Institute of Physic§DOI: 10.1063/1.1645168

INTRODUCTION was first obtained in necks created on the basis of a two-

) o ) dimensional electron gas and was later observed in three-
The physical characteristics of conductors with mesosyimensional contacts of ordinary metalsee, e.g., the

copic dimensions, such as quantum contacts, wires, ring$eyiews4. In real contacts the reflection of electrons can be

and dots, for example, are extremely sensitive to the preéSayen into account with the aid of a transmission coefficient
ence of single defects, which can substantially alter theit¢ the sth mode r.<1. and the conductance in the Ohm'’s
y g™y

properties and give rise to new effects that are absent in thg,, approximation U —0) at low temperaturesT(—0) is

pure, ballistic objects. Diverse defects inevitably arise in theyagcribed by the Landauer—Buttiker formtfa
preparation of conducting structures, and the study of their

influence on the transport characteristics is important in con-
nection with the intensive development of nanoelectronics. G:GOZl Ts- €y
On the other hand, the introduction of a controlled number of .
impurities having definite properties into mesoscopic sys-The difference of the coefficients from unity is due to both
tems opens up the possibility of varying their kinetic coeffi- the shape of the contact and the scattering of electrons. Here
cients. A study of the influence of individual impurities on if the conductance is determined by a small number of quan-
transport properties in mesoscopic systems is also interestingm modes, then the presence of single defects can lead to a
from the standpoint of basic physics, since in that case theubstantial change in the conductance. A number of papers
scattering of electronée.g., Kondo scatteringmanifests it-  have been devoted to the theoretical study of this
self in the most explicit form, unobscured by averaging overuestior?*? However, effects nonlinear in the voltage in
a large number of defects, so that detailed information can bguantum contacts have been little studied. At the same time,
obtained from it. These circumstances have attracted intereite small size of the contact and, hence, its large resistance
in the experimental and theoretical study of the properties ofmake it possible to avoid heating effects at biasksof the
conductors of small size containing single defects. order of tenths of the Fermi energy, making it possible to
One of the classes of mesoscopic conductors now beingtudy highly nonequilibrium electronic states.
studied intensively is that of quantum ballistic contacts. = The nonmonotonic dependence of the conductance of a
Quantum contacts are microscopic constrictions or wiregjuantum contact on the voltage was first observed experi-
having diameters comparable to the electron de Broglienentally in Ref. 13. This effect was subsequently observed
wavelength and connecting massive metallic “banks.” Thein the experiments of Ref. 14. It was conjectured in Ref. 13
conductanceG (the first derivative of the current—voltage that the cause of this nonmonotonicity might be interference
characteristicG=dI/dU) of such systems is determined by of electron waves. The essence of this effect is as follows. An
the numbem of transverse quantization levels of the elec-electron wave with wave vectde incident on the contact
tron energy with e<er (ep is the Fermi energy,s  passes through it with a probability or is reflected with a
=1,...N) or, as is often said, the number of quantum con-probability rs. If a defect is located a distan@ from the
ducting modes. Each of those modes, according to the Larcontact, the reflected wave after backscattering on it can re-
dauer theory;? contributes toG a single quantumG, turn again to the contact. The two waves are coherent and
=2¢e?/h, so that the total conductan@=NG,. The value interfere. The corresponding contribution of this process to
of N can be varied, for example, by varying the diameter the total transmission coefficiem{ depends in an oscillatory
of the contact. Here the functidd(d) is a step function with  manner on the relative phase shifk;2, between the two
a step equal to the quantum of conductafige This effect waves. Since the electron energy and, hence the wave vec-

N
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tors ks depend on the applied voltagé, varying the latter k, L
leads to a nonmonotonic dependence of the conductance

G(U). The influence of “dirty” banks on the nonlinear con- ﬁﬂ =— o
ductanceG(U) of ballistic contacts was examined theoreti- \ }

N

N

cally in Refs. 14 and 15. The authors of Ref. 15 predicted
that conductance fluctuations will be suppressed near the )
edges of the steps of the functi@(d), and this effect was ~zil
subsequently observed experimentaflythe study in Ref.
15 was based on a numerical simulation using definite valug§C: 1. Model of a quantum contact in the form of a channel of ra@lus

. connecting two massive “banks.” The barrier and the impurities inside the
of the parameters, and for that reason its results cannot l:l%ntact are shown schematically. The arrows indicate the direction of mo-
used for analysis of concrete experimental data. In Ref. 14on of the electrons coming into the contact, reflected by the barrier, and
the scattering-matrix formalism was used to obtain a quitdransmitted through itp; is the distance of the defect from the axis of the
general expression for the nonlinear conductance. Besidé&§Mact
the scattering matrix for electrons in the contact the theory
also took into account the scattering matrix for backscatterwhich, at the points;, are found several point impurities.
ing in the banks, and the total probabilify, of transmission  The single-electron Hamiltonian of this system is written in
of an electron from one bank of the contact to another washe form

“L
R
.
Fe
|

(][

ﬂ
@,
R
-0
| §—>
[ ]
Pl il

expressed in terms of the latter matrix. Because the concrete o
form of the scattering matrices in the formulas for the con- = p—+V5(z)+gE S(r—r;), 2)
ductance which were obtained in Ref. 14 is indefinite, it is 2m i

impossible to estimate the amplitude and characteristic perWhereﬁ andm are the momentum operator and the effective
ods of the nonmonotonicities of the functi@(U). Atthe 555 of the electron, arglis the coupling constant of the
same time, the probability that an electron will again be in-gactron with the impurities.

cident on the contact after scattering by an impurity located @  c4jcyation of the conductance of a mesoscopic channel
sufficient distance from it at a poimt is small, of the order (see, e.g., Ref. Igeduces to determination of the scattering

of the solid angle within which the contact is viewed from matrixi(E) as a function of the electron energy The most

the pointr; (Ref. 16. A more realistic situation, it seems, is . .
. eneral expression for the electric current through the chan-
the interference of electron waves reflected from defect%eI has the form

within the contact or in the direct vicinity of it. In Ref. 5 the

conductance of a long quantum contdetire) containing 2e? (= eU eU
single point defects was analyzed theoretically, and the non- I= h jwdET12(E)[fF E+ 7) _fF( E- 7) '
linear corrections oscillatory in the voltage were found. Such 3)
a model ignores one important fact—the finite probability of

reflect!on of electrons even in a pure balllsnc_ contact. Such To=TrA)=> Tew=> |tes?, )
reflection may be due, for example, to a mismatch of the s ss

Fermi velocities when different metals are brought into con- : o .
. - whereT .y is the probability that an electron belonging to the
tact or to nonadiabaticity of the shape of the contact. SS P y ging

In this paper we consider the voltage dependence of thguantum conducting mode of indesdn the left bank of the

conductance of a quantum wire that contains single poinm(:jnéizt, \il\rqllth%arsi?;r::] g;?(h .Il_thznsclljnkii(;ggnt%\:ggnrg(g?nwnh
defects(for which no averaging over their positions is dpne ormula (4) is restricted b the condition ... < One
and a potential barrier cutting across the wire. This mode[ ) ) ¥ATA oSS F-

allows one to take into account both the reflection from thec@" diagonalize the matrix't and write the Landauer—

plane of the contadtwhich is described by the coefficient of BUttiker ]‘I_ormuli(l) in terms Off its ﬁlgenvzluess. At te|£n_ X
reflection from the barrig¢rand also scattering on impurities. peratureT—0 the expression for the conductance takes the

The relative simplicity of the model makes it possible to simple form
obtain exact analytical expressions describing the depen- e? e eU
dence of the conductance on the position of the defects. GC=1| Tad ert o | T Tad er = - ®)

We note that at finite voltagad the conductance of a bal-
listic contact is determined by two fluxes of electrons mov-

MODEL AND CALCULATION OF THE TRANSMISSION ing in opposite directions, with energies differing by an

19 H
COEFFICIENT OF ELECTRONS THROUGH THE CONTACT amounteU.™ Accordingly, the energy of the transverse
quantum modes for these groups of electrons also differ by

Consider a contact in the form of a long, narrow channekeU. Therefore with increasing diameter of the contact the
having a lengti. much greater than its diameté+ 2R. The  quantum mode becomes allowed for one direction of the
edge of the channel is smoothlgn the scale of the Fermi wave vector first, viz., that with the lowest energy. As a
wavelength\ ) connected to massive metallic “banké&he  result, the conductance jumps B/2.2%:2
adiabatic approximatidf), to which a voltageeU<egf is The probabilitiesTgy can be expressed in terms of the
applied(Fig. 1). These conditions permit one to neglect theadvanced Green’s functio®" (r,r’,E) of the electrongsee
reflection of electrons from the edges of the contact. At thebelow). In the adiabatic approximatiotiar from the edges
center of the contactz&0) is a potential barrieV, near the wave functiong,(r) of the electrons in a ballistic chan-
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nel in the absence of the barrief £ g=0) can be written in
the form
ho(r)= iz//l (R)€*z (6)
a \/E B ’
where a=(,k,) is the complete set of quantum numbers,
consisting of a set of two discrete numbgs (m,n) which
specify the energy levels, of the transverse quantization,

and the continuous wave numbesis the projection of the
wave vector of the electron on the axis of the contact

andr=(R,z). Accordingly, the total energy of the electron is
sa=sﬁ+ﬁ2k§/2m. The functions ¢, 5(R) satisfy zero

boundary conditions at the surface of the contact. In the nugjgp,
merical calculations presented below we have assumed for

definiteness that the channel has a cylindrical shape. Theg™*
the wave functions and energy levels of the transverse quan-

tization of the electrons in a ballistic channél-{ o) with-
out the impurities and barrier have the form

P\ .
Yiom(p9.2)= ——=—————Jn| ¥ —)e'm“’;
" VWRZJm+1('ymn) "R
hZ,YZ

Snm:Wgzn- (7
Here we have used the cylindrical coordinates(p, ¢,2);
Ymn IS thenth zero of the Bessel functiody,(x).

By factorizing the wave function6), we can write
G*(r,r’,E) in the form of an expansion:

G E)=2 4 s(R)Y.p(R)GLs(22). (8
BB’

In accordance with the results of Ref. 22, the transmission

probabilitiesT 55/ (E) are equal to
4
Tpp(E)= o kekg |Gy (2.2 E)?, 200, 2/ 42,
€)
wherekg= y2m(E—gg)/7% is the electron wave vector cor-
responding to the quantized energy lewgl. In formula(9)

we have gone from the classification of electron modes ac-

cording to indexs [formulas(1) and (4)], for which the en-
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ergiese increase with that index, to a classification accord-
ing to a set of discrete quantum numbgs

The Green’s functiorG,(r,r’) in a channel with a po-
tential barrier in the absence of impurities satisfies the equa-
tion

Gb(r!r,):GO(rirl)

+vf dR"Gy(r,R")Gy(R",1")| o,  (10)

where

¥, s(R) is the component of the electron wave function per-
pendicular to the axis of the contact and can be chosen real,

Ya(R) Y (R")

Gy (rr)=lim > —— e

n—0 «

11

is the Green’s function in the absence of impurities and the

barrier. From Eq(10) we find the coefficients of the expan-

(9) of the functionG(r,r’,E):

im . ,

bBB'(Z’Z,'E): — 5ﬁﬁ/ﬁ2—kﬁ{elkﬁlz 7Z‘+I'Belkﬁ(‘zl+|z ‘)},
(12)

where the amplitude for reflection from the barrieg,, is

equal to

imV

=— = o
] W ||rB|e' B. (13)

The matrixT g from (9) can be written in the fornT g4
=Tpds , whereTY is expressed in terms of the amplitude
of the transmitted waveg=r g+ 1=|t 5|€ %4

-1

1+ (14)

2
)
In the presence of impurities the Green’s function
G(r,r’',E) that determines the transmission probabiligy
must be found from the equation

G(r,r")=Gy(r,r'")+g>, Gp(r,r)G(r;,r').

Equation(15) can be solved exactly for any finite num-
ber of impuritiesi. For this it is necessary to write E(L5)
at all the values =r; and solve the system oflinear alge-
braic equations for the function*(r;,r’). As examples,
let us solve Eq(15) for one and two impurities.

For one impurity at the point; :

GO(r,1")=Gp(r,r")+Gy(r1)Gy(r,r1)Gy(ry,r).

Th=|tgl?=

(15

(16)
For two impurities located at the points=r, ,:

Gi(r) Gy (r,1) Gy (1, 1) + G (1)) G (1) Gy (11, 15) G (1, 1) Gy (1, 1)

G(z)(r, r) =Gy(r,1r) +

1 —Gb(rz,q )Gb(r1,l'2)G1(l'1)G1(f2)

. Gy (1)Gy (1, 15)G (19, 1) + G1(11)G(19) Gp (1,12 )Gy (1, 1 )G (1, 1)

(17

1~ Gy 1y, 11)Gp (11, 15) G (1)) G (15)

whereG4(r;)= g/1—gGy(r;,r;).

With accuracy to terms proportional ¥ we obtain

For a rather large number of impurities the exact expres-

sion for the functionG(r,r') becomes extremely cumber-
some. If it is assumed that the coupling constguis small,
the expression for the transmission probabiliti@s can be
obtained with the use of the Born expansion in powerg.of

_Tb

The first-order correction is equal to
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FIG. 2. Schematic illustration of some possible types of electron trajectories in a quantum channel with a barrier and impurities.

m 1 ) The form of the second-order correctidi 45/ to the
ATipp = 2555,(712) T%gk—Z Ag'[}|rﬁ|cos{2kﬁzi+goﬁ), transmission coefficient depends on the position of the de-
Bt (19 fects relative to the barrier. In the case when the impurities
- are located on different sides of the barri&f, 5/ is given
WhereAgjﬁ)F U g(R) ¥ g (Ry)- by the formula ¢,<0, z;>0)

2
gm 1 @) () b
h—zj Toky Hl%’”%lZAB'B' Agg” =T cos(ky + kg )(zj = 2,) + op + 9p)
i#]

Al = —(
+ |rﬁ|2 cos((kg + kg )(z; ~2;) + 20p) + IrB“rB'Icos((kB + kg )z +2;)))
+ Té’ZAéé{')z {TB’? + 2’rB|sin(2kﬁzi +0p) + ];’B”rﬁf|cos (kg + kg)z; +9p + o)} (20
i
or in the case when the impurities lie on one side of the barzer%;):

2

m\~ 1 P

ATppp = —(%2 J ol [-2TF z Aéé()AéL';) {—cos ((ky + ky)(z; —2;))
i#]

+ QIrB“rBr|cos((kﬁ +hg )z +2) +op +op)
= 2|rp|sinkg(z; +2;) + kg (zj —2;) + 9p) + [rBr|2 cos ((kg + kg )(z; = 2;))}

+ TéJZAééf){Téf + 2lrﬁ|sin(2kﬁzi +0p) — 2|7B”r‘3r|cos (kg + kg )z +op + @)}l (21
i

These formulas are valid when the value of the totalence of such terms is due to the interference of the electron
energy of the electrons is not close in value to the energiegave passing through the contact without scattefirgjec-
g of the quantum modes. If that is not the cdse., k;  tory 1 in Fig. 2 and the electron waves reflected by the
—0), then the transmission coefficient must be calculate@djefects and barrier. As an example, Fig. 2 shows several

using the exact expression for the Green’s function. possible electron trajectories. The first correctiti, g
(proportional tog) corresponds to the interference between
DISCUSSION OF THE RESULTS the directly transmitted wave and the wave that undergoes

one reflection from an impurity and one reflection from the

When the reflection of electrons from a barrier in theb rtier (trajectory 2 in Fig. 23. The interferen f the tr
contact is taken into account, the conductance becomes prrer {trajectory 9. - 'he interference of the fra

complicated nonmonotonic function of the voltage. If thelectories illustrated in Fig. 2b and 2c corresponds to a certain
coupling constang of an electron with the impurity is small, €M in the second-order correctidnyg,: , while trajecto-
then the electron transmission probabillty, in (18 canbe ries 3 and5 contain two scatterings on impurities, and tra-
obtained in the Born approximation for an arbitrary numberjectorieSA- and6 also include two reflections from the barrier.
of defects(15). In this case the terms in the probabilify,, ~ The first and second terms in formu{dl) are due to the
(18) with an oscillatory dependence on energy have a cleainterference between trajectoriégnd trajectorie$ and4 in
physical meaning and can be explained in terms of electrofig. 2b, respectively. Figure 2c shows trajectorteand 6,
trajectories. As we discussed in the Introduction, the presthe interference between each of which and trajeciocyr-
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FIG. 3. Dependence of the conductanceed2 (in units of the Fermi energyin the presence of two defects in the contactpurities located on one side
(@) and on different side) of the barriey; p;=Ag, p,=1.5k¢, go=0.1, R=3X¢, Vo=mV/(%%ks), go=mg/ (7R?%%ke).

responds to the first and second terms in form@@. It is  ductanceA G(U) for various values of the barrier potent\dl
interesting to note that the conductance of the contact corand for two impurities located on the same side or on differ-
tains a term proportional tg, which is absent when impurity ent sides of the barrigfall the numerical calculations were
scattering processes are taken into account with the quantudone at zero temperatyreThese curves show that even at
analog of the collision integral, for example. Although this relatively small values oV the contribution corresponding
term vanishes after averaging over positions of a large nunto a single act of scattering on an impurity and reflection
ber of impurities, in a mesoscopic contact with several defrom the barrier becomes dominant. For comparison Fig. 4
fects and a barrier it can play a decisive role. The additionashows the analogous dependena&(U) calculated in
phase shift depends on the distance between impurities, thesecond-order perturbation theory in the coupling conggant
distribution relative to the barrier, the possible variation of  Figure 5 shows the dependend&s(U) for a single-
the magnitude of the wave vectdy; (the indexs of the  mode channeff=(0,1) at different values of its radius. At
qguantum modgin scattering on an impurity and also in the R=3Xg the energy of the quantum modg; is quite far
reflection of an electron from the barrier. We note that thefrom the Fermi levek g, while for R=2.6X it is found near
interaction of an electron with the barrier in the frameworkthe Fermi level. These dependences clearly demonstrate sup-
of this model does not lead to mixing of the quantum modespression of the oscillations & G(U) near the steps where
The contribution of the interference terms to the conductancéhe conductance jumps occur; this agrees with the experi-
depends substantially on the position of the impurities relamental result of Ref. 14. In the framework of our model this
tive to the axis of the contacR;, and is determined by the decrease in the conductance oscillations has a natural physi-
local density of states for thgth mode at the poinR;: cal explanation. The coefficient of transmission of an elec-
V(R ,E)=m¢fﬁ(Ri)/(ﬁ2kB(E)). Since the transverse tron through the barrierTB1 (14), depends on the mode en-
wave functionsy, ; vanish at certain points, the scattering ergy ez, which, according to formuld7), decreases with
on impurities located near such points contributes little to thencreasing radiu®k. WhenR approaches the value, cor-
conductance of thgth mode. In particular, impurities on the responding to the entry of the next mode with a higher en-
surface do not influence the conductance. ergy €14 in the channel, the coe1‘ficieﬁt’5l increases and the
Figure 3 shows the voltage-dependent part of the coninterference contribution due to reflection from the barrier is

V,=0.5
6r 0. 141
2 af n 12k
= :0 1" E
: ! . ‘.
2 . v . S 1.0t
0 A < .
s ’ z : §
-nl - i DA : .0.8r
g° N ,-" S
L ) . .,' <
_2_ ‘.a’-‘~ ;l 06'
04}
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el/2 el/2

FIG. 4. Dependence of the conductance edd/2 (in units of the Fermi FIG. 5. Dependence oaU/2 (in units of the Fermi energyof the conduc-
energy calculated in the linear approximation in the coupling constgnt  tance of a single-mode channgd+ (0,1)) for different values of the radius
p1=Xg, pp=1.5%k, gp=0.1, R=3A¢. of the contacfthe radius is indicated in units af¢); go=0.1, V=0.1.
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minimum. The conductance oscillations are small nRar In closing the authors expression their gratitude to A. N.
=R, in the two-mode channelR>>R,) as well, sinceTz Omel'yanchuk for a discussion of the results of this study
—0 for E—eg4, as can easily be seen from formuliad). and for helpful comments.
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The vibrational spectrum in the vicinity of the frequency of a local vibration of an isolated light
isotopic impurity in a one-dimensional disordered chain containing such impurities is

calculated numerically. Chains consisting of2a0 atoms, corresponding to macroscopic

samples several centimeters in size, are used. A complex hierarchical structure of the spectrum is
obtained for this system. The results of the numerical calculations are compared with

simple analytical expressions. It is shown that the smoothed density of states in a narrow
neighborhood of the local mode can be obtained to sufficient accuracy from arguments based on
separating out the nearest neighbor of the chosen impurity atom. It turns out that the

expression for the density of states obtained in that manner gives an acceptable result not only
outside but also inside the region of concentration broadening of the local mo@&20®

American Institute of Physics[DOI: 10.1063/1.1645169

1. INTRODUCTION isolated defect of the type consisting of a pair of impurities
(see, e.g., Refs. 6 and.7

Determination of the vibrational spectra of disordered  Numerical modeling is extremely important and useful
systems is a traditional topic in condensed matter physicsn the analysis of the spectra of disordered systems. In par-
Such spectra are of great interest in the study of the propeticular, it can permit one to design an experiment or to check
ties of crystals at low temperatures, where they determine gesults obtained analytically. Back in the 1960s Dazarried
wide group of observable physical properties. The problemput calculations of the spectra of disordered chains at rather
of the vibrational spectrum of a nonideal crystal reduces ttigh (0.1-0.5 concentrations of impurities. In spite of the
one of solving a system of equations equal in number to théact that the density of vibrational states could not be ana-
product of the dimensionality times the number of atoms inlyzed in detail, Dean's studies showed that the high-
the system. Since translational symmetry is absent and ofteffequency part of the spectrum in the presence of a light
there are no other ways of simplifying the problem, variousisotopic impurity is very choppy. It was also established that
approximate analytical and numerical methods of solutiorcertain spectral lines located near the local mode correspond
have been developed for the physically most important modto the simplest clusters of impurity atoms. In addition, be-
els of disorder. cause of the impossibility of calculating chains of sufficient

Beginning with the pioneering work of I. M. Lifshits?  |ength, cases of low impurity concentrations have not been
many authors have proposed different analytical methods fostudied. However, it is just such a case that is of particular
determining the structure of the vibrational spectrum of dis4interest, since, on the one hand, even extremely low impurity
ordered systems, often based on comparatively simple modebncentrations can in some cases have a substantial influence
systems. One such widely used model is the linear chain witln the properties of crystals and, on the other hand, it is at
nearest-neighbor interaction and substitutional disorder. Deew impurity concentrations that one can neglect the indirect
spite its simplicity, it can describe many properties of realinteraction between impurities and for which it has been pos-
physical objects such as chain crystals and even some op#ible to obtain some analytical results.

cally inhomogeneous medid. Particular interest in disor- Today’s computational facilities enable one to treat
dered systems with reduced dimensionality arose after thehains in which the number of atoms corresponds to a
discovery of high-temperature superconductivity. sample size of several centimeters or more. As a result, one

However, the exact equatidfrom which one can deter- can study the structure of the vibrational spectrum in much
mine the spectrum of such a chain is inconvenient to apply irgreater detail, focusing attention on different spectral inter-
the general case. Other known approaches to the solution @&ls, and can include the case of low impurity concentra-
this problem often assume that there is some small parametgons. This, in turn, can aid in the construction of an adequate
or restrict consideration to some definite spectral intervals. lmnalytical method of determining the spectrum.
particular, a wide group of studies has been done on the This paper is devoted to an analysis of the vibrational
assumption that there is an isolated impurity center or aspectrum of a disordered chain near a local mode caused by
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the presence of light substitutional impurities and to a com- 1 e kR (—1)R(Jw?-Jw?—1)R
parison of the results of a humerical simulation with some gOR:NE 72— J—ZJZ— , (6
analytical results available for such a model system. kom0 o' Vo-1

where the maximum vibrational frequency of the ideal chain
2. QUALITATIVE DESCRIPTION OF THE SPECTRUM NEAR consisting only of atoms of masg, is assumed equal to
THE LOCAL MODE FREQUENCY unity. Thus the frequenciesy of the pair modes for impu-

Let us consider a disordered chain consisting of twofity atoms separated by a distarRean be determined from
types of atoms interacting only with nearest neighbors. Wdhe equation
shall assume that the presence of a defect at one of the sites 1 o217
of a given cha|r_1 leads only to a change in the mass _of the (_ IR , _1) +( /_w%_ /—sz_ 1)2R=0. @)
given atom, while the rest of the parameters all remain un- € WR
changed. The impurities will be assumed to be distributed Below, for obtaining analytic expressions for the density

randomly with some concentratian so that this model cor- of states in the vicinity of the local mode frequenoy we
responds completely to the approximation of an isotopic sub- ! vicinity . queney w
stitutional impurity. sha]l use the appr.OX|m§1t.e S(_)Iutlon qf equat(d’r) in this
The equations of motion of such a chainnvftoms with region. Here the |mpur|F|es N a pair will be placed. f."’?r
. enough apart that the shift of the pair modes from the initial
fixed ends has the form . . . .
frequency is substantially less than the distance between it
BaUn—1+ (an— ©*)Up+ B 1Un;1=0, (1)  and the band edge. Expanding the left-hand sid@)ébout
the local mode frequency, we find that the frequengyof
these pair modes are distributed almost symmetrically with
wherew is the vibrational frequency of the atonms,, is the  respect tow, and lie a distance away from it given by
mass of thenth atom,u,=p,vm,, p, is the displacement of

n:1,2..N, U1:UN+1:0,

the nth atom from its position at rest A(R) = 02— w2~ + 1-e|R 262 8
e s s (1=e2)2" )
a=2—y B=—; (2 Inoth ds, th des lyi distanke he local
" m,’ n s n other \ivorzi, t2e modes lying a |§ta _romt_.e oca
mode (A =w”— w;) correspond to pairs of impurities found
and vy is the bond stiffness. a distance apart equal to
It is well known that in the case of a light impurity in a .
i i i i - 1-¢\ 71t
one-dimensional system there exists a local mode lying RER(A):ln(A( €9) n )
above the maximum frequency of the acoustic band. The 262 1+

frequency of the local mode is determined by the expression . . i
Starting from simple qualitative arguments one can eas-

1=7v9oo, (3 ily determine the number of impurity modes that at a low
wheregq, is a diagonal element of the Green’s function in defect concentration fall within a cert%lqr: neighborhood of the
the site representation, ands a perturbation. In the case of Sduare frequency of the local vibrationThe modes corre-
an isotopic defect sponding to a pair of impurities separated by a distance
greater than the chosen valuebPfvill be split by an amount
—ew? e Mo — My @ not exceeding\ (R). The probability that the nearest impu-
’ my ' rity is found a distance greater than or equaRtérom some

where mg and my are the mass of the host and impurity given impurity is

atoms, respectively; is the mass defecfor local vibrations P(R)=(1—c)2R D), (10)
to arise it is necessary to satisfy the conditimg<m,, so

that in this case 8 ¢<1). The solution of equatiofB) for As a result, by substituting9) into (10) and neglecting
the one-dimensional case has the well-known and simpléhe discreteness, we find that the number of mddgshat
form o?=1/(1—¢&?). fall into a neighborhood of half-widtiA around the square

Interaction between impurities leads to splitting of the frequency of the local vibration is equal to
mode and the appearance of fine structure in the spectrum.

2\2
For example, the interaction of two impurities leads to split- N, = NcP(R(A))=Nc( @)q (11)
ting of the local mode into two, the distance between their 2e
frequencies decreasing with increasing distance between dﬁ/’here
fects. The frequencies of these modegmmetric and anti-
symmetric modes, respectivelgre given in implicit form by 2In(1-c)
the equations =7
v In 1+e
1= ngéR, T= , (5)
1= 7900 An expression for the density of states averaged over

whereR is the distance between the impurities of the fimr some frequency intervalthe smoothed density of states
units of the interatomic distangdn the case considered, the p(A)] can be obtained by differentiation of expressidnd)
Green’s functiongg has the form with respect to the square frequency:
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_Ll|A=g?)?\e 1—¢g|\ 71t 1-p2 a
p(A)—C T A Inm (12)

A formula similar to Eq.(12) but for the electron prob- " H n ",,
lem was obtained by LifshitS. 0] a3 165
It should be noted that expressioid) and(12) have in 3 X '

essence been obtained from analysis of the structure of pair 410 b
modes of the spectrum. Since at a low concentration of im- P I

purities the frequency spectrum above the initial acoustic ’l " "

band, except for an extremely narrow neighborhood of the oL, L 5
local mode, is formed mainly by just such pair impurity -310-5 2 3-10
modes, its approximate description by the monotonic func- 8-10° C
tion (12) is correct only under the condition that at least p

several of them fall into the averaging region. In other i

words, expressiolil2) is valid in the case when the relative 0 " ” 1 "
variation of the density of states over the discreteness inter- _3.10~9 0 3.107°
val associated with the pair modes is small, i.e., under the A

condition FIG. 1. Structure of the vibrational spectrum near a local level for different

1 A magnifications of the frequency scale. The concentratieri/20; ¢ =0.5;
&P( ) < (13 chain lengthN=10%. The density of states normalized to unity is plotted
p(A) JR along the vertical axis and the squares of the frequencies along the horizon-
) ) ] tal axis. In Fig. 1a theX axis is labeled with the true values of the squares
When the form ofp(A) described by expressiaii2) is  of the frequencie$l equals the edge of the unperturbed spectruvhile in
taken into account along with the relation betweeandR, Figs. 1b and 1c the values are measured from the frequency of the local
i.e., with the discreteness of the pair modes according to Ed?"e"
(8), we find that at low impurity concentrations criteri¢iB)
takes the form . . _ . .
above with only nearest-neighbor interactions is equal to the

number of negative terms in the sequence of vatyés?),

~In 1+e¢ <l (14) which are determined by the recursion formula
Thus expressiofil2) for the smoothed density of states ) 5 , 1
(and others like jtcan be used to some degree or other for ~ 9i(@%) =(ai—w%) = B; 9_1(0?)’ (16)

description of the states only in the case of local modes lying . , . .
near the edge of the main band. whereq; and B; are scalar quantities defined in relatid@s

We also note that previously in a number of pajssré and the index goes over all atoms of the chain. Thus the
an analysis of the convergence of the series describing clu§Umber of operations necessary to determine the number of
ter expansions in complexes of interacting impurity centerd"0des lying in an interval0,w) is proportional toN.
indicated a region of concentration broadenigaround the Figure 1 shows the structure of the spectrum near the
local vibration, i.e., a frequency intervabf ¥ A.), within  1ocal mode frequency for an isotopic impurity with=1/2

which the spectrum cannot be described by those cluster el various spectral interva!s. In Fig. 1a the distribution of the
pansions. The value df, is determined by the interaction of 10Cal mode is shown relative to the band edg€ 1), and
impurities at the mean distances, i.e. in Figs. 1b and 1c the zero is placed at the vibrational fre-

quency of an isolated impurity. The position of the main
Ac=A(XRe), (15  levels shown in this figure agree to high accuracy with the

whereR,= 1/c is the mean distance between impurities, andSolutions obtained using expressith for isolated pairs of

y is a numerical coefficient which we take equal to 0.5 in ourimpurities, including for the levels lying farthest from the
estimations. Below, in making a comparison of the analyticatnPerturbed local mode. - _ B
and numerical results, we shall ude for analysis of the It should be noted that the transition to higher magnifi-

domains of applicability of the different approaches. cation of the scale near the local frequency does not alter the
overall form of the spectrum. Such a situation is analogous to
that observed for fractal structures. It should also be noted
that here, unlike the three-dimensional case, the intensity of
An exact numerical calculation of the spectrum of a dis-the central peak is always much greater than that of the side
ordered crystal of macroscopic sizeven for the one- peaks, even in very close proximity to the local mode of an
dimensional caganvolves a considerable volume of compu- isolated isotope, in spite of the difference in the step width of
tations. The number of operations necessary to determine dhe histogram. In this case the density of states increases
of the vibrational eigenfrequencies of a linear chain is pro-monotonically as the local mode frequency is approached.
portional to N?/2. The calculation of the spectrum can be Let us estimate the chain length necessary for obtaining
optimized using a theorem of negative eigenvalues provedn adequate description of the spectrum above the initial
by Dean?®1213 acoustic band. As the chain length increases, new modes will
According to that theorem, the number of eigenfrequen-always appear, bringing with them new nuances in the fine
cies lying in an interval0,w) for the model system chosen structure of the spectrum. Strictly speaking, any spectrum of

3. NUMERICAL RESULTS
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FIG. 2. Structure of the vibrational spectrum near a local level for different
values of the number of atoms in the chai), herec=1/100,£=0.5. The
squares of the frequencies are plotted alongXhexis.
)
. .. . . 1 [ -l LS
a chain of finite length is unique and does not correspond 07105 10% 10-2 102 10~
exactly to the spectrum of an infinite system. It was men- s

tioned above that at a I,OW impurity concgntratlon the SPECEG, 3. Number of levels falling into & neighborhood of the local level
trum above the acoustic band of a chain of heavy atomg, —a, x +A) as a function of the impurity concentration, far=10"12
consists mainly of pair impurity modes. The probability of (1); 1076 (2), 1072 (3). The dashed lines show the calculation according to
pair formation for impurities located close together is propor-Ed. (12). N=1¢".
tional to the square of the concentration; consequently, the
chain length must be such that the inequality
N> 1 17 curves for concentrations of 1@ and less is due to the flnlte_
size of the chains generated. The dashed curves are obtained
holds by an extremely wide margin. It will be shown below from expressior(11). The crosses on the curves denote the
that the requirements on the chain length become more strirconcentration values for which the value Af coincides
gent for the nearest neighborhood of the local vibrationwith the specified value of the interval (the region of con-
where it is necessary to take widely separated defect pairentrations wheré ;<A lies to the leff.
into account. The best agreement of the analytical and numerical re-
Figure 2 shows how the spectrum depends on the chaisults is observed at a relatively low impurity concentration,
length for an impurity massy=0.9 and a concentrationn ~ whenA. is less than or of the order df. However, as can be
=0.01. As is seen in Fig. 2a, a chain length of Hioms is  seen in Fig. 3, good agreement is obtained even in the region
insufficient even to reveal all of the pair modes. At a chainwhere A.>A, and with increasing\ the agreement of the
length of the order of 10atoms(Fig. 2b) all the pair modes two results extends to ever higher concentrations. Thus for a
are present, but their spectral weight changes for differenbne-dimensional chain the results obtained using separation
realizations of the chain and contain a substantial noise conef the closest pair is valid in a narrow neighborhood of the
ponent. Only for chains of the order of 1@nd more atoms local vibration, with a width less than the concentration
long (Fig. 20 does the overall form of the spectrum cease tobroadening of the latter.
depend on the chain length and become similar to the spec- In Fig. 4 one can see the good agreement of the
trum of an infinitely long chain. smoothed density of stat€s2) with the calculated density of
In this paper numerical calculations are done for chainstates for a value of the mass defect satisfy(ib8). Figures
consisting of 18—10° atoms, corresponding to objects sev- 4a,b,c respectively show the spectra inside and near the
eral centimeters long. This makes it possibility to obtain staboundary and outside the concentration broadening region,
tistically reliable and reproducible results conveying the batespectively. Here small values of the mass defect (
sic features of the spectrum above the initial acoustic band at0.01) were chosen because they make it possible to ana-
impurity concentrations above 18 lyze in greater detail the fine structure of the spectrum near a
Figure 3 shows, for two values of the impurity mass, thelocal mode and accordingly to do a more detailed compari-
curves obtained numerically for the number of modlesr-  son of the numerical and analytical results.
malized tocN) that fall into aA neighborhood of the local The numerical results obtained show that the density of
vibration as a function of impurity concentration for different states always increases as the frequency of the local vibration
values of A (the solid curveps The irregular trend of the is approached. However, according to EtR), such growth
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2.108 Fig. 5b, shows that the density of states nevertheless in-
P a creases as the local mode frequency is approached. This fact
i is explained by a restructuring of the spectrum starting at
- c~¢g, so that expressiofil2) is no longer valid.
0 -12 6 -1z
-0.5-10 A 0.5-10 4. MODIFIED EXPANSION IN CONCENTRATIONS
2.10¢ . , , L
p b The direct expansion of the thermodynamic quantities in
i disordered systems in powers of the impurity concentration
- was proposed by Lifshit§:'* When only the terms corre-
L sponding to pairs are taken into account and the contribution
0 ) from clusters containing three or more impurities are ne-
—0.5-10°8 0 0.5.1078 glected, this expansion for the density of vibrational states
10 A can be written
Cc
P p(02)=C8(0— 0D+ 23 [ 5w~ (wh)?)+ 5w
a R
—(0wR)?)—28(w?—w)]+..., (19
_8.5‘10-4 0 0.5.10~4 wherew}, andw}, are the frequencies of the pair modes lying

A

to the left and right of the local mode frequency. This expan-

FIG. 4. Comparison of the smoothed spectrum described by expréagon  SION is equivalent to the so-called unrenormalized cluster
with the numerically calculated spectruffor N=5x10° and¢=0.01; ¢ expansior® and is valid outside the region of concentration
=10"3) inside (a), near(b), and outsidec) the concentration broadening. broadening.
If one considers only the terms mentioned, then the den-
) sity of vibrational states will have the form of a “universal”
of the density of states should take place only under thgnction of frequency, determined by the position of the pair
condition modes, which varies with the impurity concentration in pro-
gq<l1. (18)  portion toc?. In the case when the local vibration lies close

Figure 5a shows the region in which conditiét8) holds. to the band edge, one can introduce a smoothed density of

The lines bounding it can be described approximately by th states, as above, if the summation in formidig) is replaced

%y integration:
relationc~¢. A calculation for the case>¢, presented in y g

C2

pelo?) = ——— 1. (20
1.0 a | o} — 07 In1+8

c Figure 6 shows a comparison pfw?)/c? obtained with the

H use of expression€0) and (12). It is seen that they differ
0.5F appreciably from each other inside the concentration broad-
ening region, in that frequency interval where expression

l (12) still agrees fairly well with the results of the numerical

simulation. It would be interesting to introduce changes in

0 0'5 1.0 expressior(19) such that the results obtained on the basis of

g that expression would agree with the numerical simulation
150 over a wider range of frequencies.

o b To obtain better agreement of the numerical and analyti-
cal results and to find an interpolation formula for the aver-
aged density of states we shall choose the weight factor in

75 the pair mode not in the for?, as was done iG19), but in
the next more accurate approximation, in which the combi-
natorics of the occupation of sites by impurities giving rise to
some pair mode or other is taken into account:
]
%0 1.0001 1.0002 p(R)=c*(1—c)"%, (21)
X

FIG. 5. a—Diagram determining the regions of growithand decayl!) of

the density of stategaccording to expressiofil2)). b—Behavior of the
density of states near a local level for e (c=1/80,=0.01). The dashed
curve is the analytical calculatiofl?), the solid line is the result of a

numerical calculation foN=1CF.

wherey is a numerical coefficient. Below we shall consider
this coefficient to be a function @& and, moreover, different
for pair modes having higher or lower frequencies than that
of an isolated local mode. Thus in place of the expansion
(19 we get
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G‘ I I
~10-4 0 1074

FIG. 6. Comparison of the analytical expressions for the density of states,

normalized taz?, in the neighborhood of a local level. The dashed line is the 1.0 1 ] 1

concentration-independent expression that follows from(E@); the solid 0 2 4 6 8

curves are calculated according to E@.2): for ¢=1/1000 () and c cR

=1/500(Il) (panels a—c correspond to different values of the scale of the

region near the local levele =0.01. FIG. 7. Dependence of the exponefif (R) on the distance between impu-
rities in a pair(the value ofcR=R/R; is plotted along the horizontal axis
for different values of the mass defect and concentratien0.6, c=1/20
(©); e=0.6,c=1/100(0J); £=0.9, c=1/20(O); £=0.95, c=1/100(X);
£=0.95,c=1/20(+).

plo?)=cd(w?~wf)+ ¢ [(1-c)7PF

) . (RIRa 2 - modes. They"(R) curves obtained for different values of
X (0= (wp)?)+(1-¢)" W 8(w”—(wr))+....  the concentration and mass defect are shown in Fig. 7. It is
(22) seen that the parametgt'(R) is independent of the mass
defect and impurity concentration if the unit of distance is
taken equal to the mean distance between impurity centers,
R.=1/c, and decreases monotonically with increasiRg

where '(R) and y'(R) are the indicated numerical coeffi-
cients for the pair modes found to the left and right of the

local mode frequency. . . - The curves obtained for pair modes lying to the left and right
It is expected that in a frequency region sufficiently farOf the local mode frequency, i.ex'(R) and y'(R), are

fror%tge Iocalf TIOd.e’ as a'conbsequenc.e of th? eXphonent'z!lgomewhat different. As expected, the value of the coefficient
rap! Iercay of the interaction between |m'pur|t|es, the coe I'yr(R) approaches three at small valuesRoand is approxi-
cienty""(R) should be equal to three, which meets the sim-

lest ) t that the i i at 1o th ‘mately equal to two aR=R,=1/c. Analysis of the calcu-
piest requirement that the impurity atom nearest 1o the palf,q spectrum to the left of the local modeetween its

under consideration be found at a distance greater than U}Fequency and the band edgghows that the values of (R)
distance between the impurity atoms in that pair. Thus th ome out somewhat smalléby approximately a factor of

condition y""(R) =3 will most likely hold for the impurity 1.2 to 2.3, but the general character of the dependencR on
modes corresponding to relatively short distances betwee ’

. . o . ) fémains unchanged.
impurities (but nevertheless sufficiently long in comparison Thus if the dependencg " (R) is taken into account one
with the interatomic distangeOn the other hand, it is inter-

: r . " can, in particular, obtain a more accurate interpolation for-
esting to note that foy'"""(R) =2, an averaging of expression

. . . mula for the density of states than express{@8). Within
(22) over a frequency interval corresponding to several PaIrsy & concentration broadening band, win R, , the coeffi-

of levels will lead to an expression for the smoothed density.

f stat hich v With?). Si the latt cient y"'"(R) turns out to be less than two. In this region,
of states which agrees exactly wild2). Since the latter enerally speaking, neither expansidr®) nor interpolation

expression was obtained starting from an analysis of the der?brmula(ZZ) is applicable. However, such values gf(R)
8rma||y produce agreement betweg@?®) and the calculated

pectrum.

sity of states near the central peak, even though the heuris
discussions also correspond to the singling out of pairs o
impurity atoms, one can expect that the vaild (R)=2
will correspond to impurities located at significantly larger
distances from each othéand hence, to a spectral region
closer to the central peak In this paper we have reported a calculation of the vibra-
To determine the dependences (R), an averaging of tional spectra of disordered linear chains containing a num-
the numerical results was done, as in expres&2@j) over an  ber of atoms which corresponds to samples of macroscopic
interval larger than the distance between successive pasize. Attention is devoted mainly to the detailed examination

5. CONCLUSION
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of the structure of the spectrum near the local mode fre*E-mail: ivanov@imp.kiev.ua
quency of an isolated impurity and to comparison of the
numerical results with some simple analytical expressions.

The comparison showed that the smoothed density of
states in a narrow neighborhood of the local mode can be
obtained to a sufficient degree of accuracy from arguments. M. Lifshits, Zh. Eksp. Teor. Fiz12, 117 (1942.
based on the singling out of the nearest neighbor to a chosejd- M. Lifshits, Zh. Exsp. Teor. Fiz17, 1017(1947.
impurity center. It was found that the expression thus ob- gig'\géBe”d'Ckson' J. P. Dowling, and M. Scalora, Phys. Re§3f4107
tained for the density of states gives an acceptable resultiq ;" 1. chan, K. M. Ho, and C. M. Soukoulis, Phys. Re\s® 15577
including inside the region of concentration broadening of (1996.
the local mode. SF. J. Dyson, Phys. Re®2, 133(1953.

At an impurity concentration much less than the mass°M- A- Mamalu, E. S. Syrkin, and S. B. Fedos'ev, Fiz. Tverd. Tégt.
defecte, the main contribution to the spectral energy is given &?fﬁ?:;?;ﬁi 3?;%%?2?:: ;.SSCélldFiéit?eS\} ZFOiS Glfﬁflf (?r]élm 976
by pair impurity modes. Here, in order to describe the den- (1999 [Low Temp. Phys25, 732 (1999]. o '
sity of states at the boundary of the concentration smearingp. Dean, Rev. Mod. Phyd4, 127 (1972.
region and in a somewhat closer vicinity of the local mode it °A- A. Maradudin, E. W. Montroll, and G. H. Weisgheory of Lattice
is necessary to assign other, concentration-dependent Weighfg:(‘;‘(';‘n'?fg'ggthe Harmonic ApproximatipAcademic Press, New York-
factors to the contributions from the pairs of defects in addi-wg \y montroll, A. A. Maradudin, and G. H. Weiss, Proceedings of the
tion to the direct expansion in powers of the concentration. stevens Institute Many Body Conferenicgerscience1964.

It is of interest for the future to continue the numerical *'I. M. Lifshits, Zh. Eksp. Teor. Fiz44, 1723(1963 [Sov. Phys. JETR?Y,
studies of the vibrational spectra of long, disordered Iineagzélig(l%g]- R Soc. London SeraB4 507 (106
chains, particularly to study the fractal hierarchical structures Dzzg: P;gg: R sgg: Lg:d82: ngm’ 263 5196?):
of the local levels and also the spectrum inside the continux . Lifshits, Usp. Fiz. Nauk83, 617 (1964 [sic]. )
ous band both for light and heavy substitutional impurities.*>M. N. Botvinko, M. A. Ivanov, and Yu. G. Pogorelov, Zhk&p. Teor. Fiz.
This method can be used to treat the analogous problem in?0. 610(1976 [Sov. Phys. JETRS, 317(1976]. _
the presence of a two-parameter impurity center and to in- Ifhgér;ILS]‘hgiséorsdefé dgjgtim:fesngeb& Qrkp asgglgtrﬁiﬂlc(:\()?\/lgosctg\?v
troduce a coupling to the immobile substrate that is different ;g5 ' ' '
for different atoms. That could be applicable for the descrip+7m. A. lvanov and Yu. V. Skripnik, Fiz. Tverd. Teld_eningrad 32, 2965
tion of the vibrations of atoms on the surface of a crystal. (1990 [Sov. Phys. Solid Stat@2, 1722(1990].

With further improvements in computing power this method M- A- Ivanov and Yu. V. Skripnik, Fiz. Tverd. TeléSt. Petersburg34,
) ; . 351 (1992 [Phys. Solid Stat@4, 188 (1992].
can also be used for analysis of two- and three-dimensional

systems. Translated by Steve Torstveit
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Electron diffraction study of the structural transformations in free argon clusters
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An electron diffraction technique is used to study the structure of clusters formed in an
isentropically expanding supersonic argon jet. The formation of the hcp phase with increasing
cluster size is reliably detected for the first time. Observations are made for mean cluster
sizesN in the range from X 10° to 8x 10* atoms/cluster. An analysis of the shape of the
diffraction peaks is carried out. It is found that in the ralge 2 x 10° atoms/cluster,

where the clusters are icosahedral, the profiles of the diffraction peaks are well approximated by
a Lorentzian. For fcc clusters with=3x 10° atoms/cluster a better approximation is the
standard Gaussian function. In the céée 1x 10* atoms/cluster one observes peaks of the hcp
phase in addition to the fcc peaks. The intensity of the hcp peaks increases with increasing
cluster size, and folN~8x 10* atoms/cluster, the(110), (101), (103, and (202) peaks,
characteristic only for the hcp phase, are clearly registered in addition to the fcc peaks. A
possible mechanism for the formation of the hcp structure in Ar clusters is propos@®0®
American Institute of Physics[DOI: 10.1063/1.1645170

The problem of the formation of hcp—fcc structure in substrate. For investigation of size effects it is more correct
solidified rare gases first came up quite long ago. The ego use clusters free of a substrate, formed in a supersonic gas
sence of this problem is as follows. According to the resultget flowing into vacuum. Such objects are free of the above-
of x-ray studies, rare gase@xcept for helium in bulk listed shortcomings typical of condensed films.
samples crystallize in an fcc lattice. This experimental factis  The dependence of the structure of Ar clusters on their
nontrivial, since a calculation in the approximation of a pairsize has been investigated in a number of experimental
interaction of the atomsgwhich works rather well for de- studiesS~® but reliable evidence of fcc—hcp transformations
scribing the thermodynamic properties of atomic cryocrys-has not been obtained. The reason is that the objects of study
tals) predicts that the hexagonal close-packiech) structure  have been atomic aggregations of comparatively small size,
is stablet containing from a few tens to (2—3)10° atoms/cluster. As

It should be noted, however, that in the case of small result of a comparison of the observed diffraction patterns
particles, when the contribution of the surface energy bewith the interference functions calculated with the aid of a
comes comparable to the bulk component of the free energyomputer modeling, the authors have established the follow-
of the system, the formation of the hcp structure is, in prln-ing_ Small clusters with mean sizes not greater than

qple, possible. Thls is dye to the C|rc_u.mstance that, accordioz atoms/cluster have an amorphous or polycrystalline
ing to the theoretical notiorfsthe transition from fcc to hcp —
Structure. In the case wheN is between 19 and 2

stacking of the atoms leads to a slight lowering of the surfac X 10° atoms/clust il : hedral stacki fth

energy at faces perpendicular to ttid1) face, as a result of qomsl_c UZ (;r a m; ! a)t/1er |clzosa N dr.?f stac mﬁg orthe

the increase in the density of surface atoms. Therefore th@toms IS rga 1zed. cc.or Ing the electron diffraction '
clusters with mean sizes greater thar BJ® atoms/cluster

formation of an hcp phase in thin films and small atomic " i ]
aggregations of rare gases has long seemed quite probaﬁ]@ve the fcc structure with stacking faults, the density of the

but has been in need of an experimental check. Observatiof@tter decreasing with increasilg. By computer modeling
made previousf® on highly disperse condensed films of of the diffraction pattern the authors of Ref. 9 came to the
Ar, Kr, Xe and Ne have shown that heating them to presubconclusion that one of the possible reasons for the poor reso-
limation temperature@mounting to about 1/3 of the melting ution of the fcc peak$111) and (200 in crystalline clusters
temperaturgis always accompanied by intense recrystalliza-might be the presence in them of not only the fcc phase but
tion. As a result of that process rather large crystallites formalso of extremely small, randomly oriented regions with the
not only with the fcc but also with the hcp structure. hcp structure. However, an experiment that would unambigu-
However, for films condensed on a substrate the resultgusly confirm the presence of the hcp phase in argon clusters
of observations are influenced by a number of poorly conhas not been done.
trolled factors, including the high probability of quenching of The problem addressed in the present electron diffraction
a nonequilibrium state in the sample, contamination of thestudy is to investigate the structure of free Ar clusters over a
specimens by impurities of residual gases, and also the intewide range of mean cluster sizes with the goal of detecting
action of the particles being deposited with atoms of thethe hcp phase in them. This study has taken a qualitatively
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new approach to doing the experiments and processing thers of a given gas and their flux density increase with in-

data obtained. creasingP, and decreasind, (Ref. 12. The temperature of
the clusters depends on the species of atoms, and for a su-
EXPERIMENTAL TECHNIQUE personic argon jet it is around 38 ®R.The characteristic

: mean linear size of the clusters in the approximation of
The structure of the clusters was studied on an apparatus PP

consisting of a generator of a supersonic cluster beam and apherical cluster shape #=a3/3N/2m (wherea is the lat-
EMR-100M electron diffraction unit. The gases from the su-tice parameter of crystalline argoN,is the mean number of
personic jet were pumped out by a condensation pump wit@toms in a clustgrwas obtained as follows.
liquid hydrogen. A detailed description of the apparatus is  For clusters withN=1x 10° atoms/cluster the value of
given in Ref. 10. Here we note only the key elements of thes was found with an accuracy of 10% or better from the total
experiment. broadening of the diffraction peaks with the use of the
To create a supersonic gas jet a conical nozzle with &elyakov—Scherrer relatidi. The correctness of applying
throat diameter of 0.34 mm, a cone angle of 8.6°, and amhe Selyakov—Scherrer relation to crystalline clusters with

area ratio of the exit section to the throat of 36.7. For athe fcc structure and?>10?‘ atoms/cluster has been con-
nozzle with these parameters the Mach number at the exigmed by calculations done by the authors of Ref. 14. In
from the nozzle has the valudq,=8.0. The region of in-  aqdition, in Ref 8 a comparison of the values 6fmeasured
tersection of the cluster beam and electron beam was a digy independent methods was done: electron diffraction with
tance of 110 mm from the nozzle exit. At this distance theihe yse of the Selyakov—Scherrer relation and electron mi-
gas cooling processes are already complétenhd the clus-  croscopy. Measurements were made on gold island films ob-
ters are found in the equilibrium state. The gas presByr@  tained by the thermal evaporation of Au in high vacuum with
the nozzle entrance could be varied from 0 to 0.6 MPa, andeposition on an amorphous carbon film substrate. The val-
the temperaturél, could be varied from 120 K t0 ro0om yes of § obtained by the two methods were in good agree-
temperature. ment, with a disparity of 10% or less.

As the gas flows through the nozzle into vacuum, ther- In the case of clusters witN<3x 10® atoms cluster the
mal energy of random motion of the molecules is ConVerteQ/alue of  was found by the following technique. In Ref. 10
to kinetic energy of directed motion of the supersonic ﬂow‘it was shown by an electron diffraction method that for rare

As a result of the isentropic expansion of the jet the gas L
temperature falls and the gas is transformed into a supersa’tgf’Ises with in the range from X 10 to 1G> atoms/cluster

N pl83 _
rated vapor, and hence conditions of homogeneous nucldl€ refationN=«Pq™ holds well for To=const. We note
ation are created, i.e., the formation and growth of clusters of’at the mass spectrometric technique for supersonic jets of

the condensed phase. rare gases has shown that this relation holds even for clus-
Since the expansion of the gas is isentropic, the state drs with N=10°~10" atoms/cluster. Therefore, by deter-
the jet is determined by the equation of the adiabat: mining the parametex for large clusters one can, by speci-

fying Pgy, ie., P establish the value ofN for small
clusters.
where y=C,/Cy is the ratio of specific heats of the gas at With the goal of obtaining a large set of data for a single
constant pressure and constant volume, respectively. In thexperiment we used photographic registration of the diffrac-
case of an ideal gas one has= R andCp=C,+R, where tion pattern. For this we used photographic films designed
i is the number of degrees of freedom of a molecule of thdor nuclear research, with a wide region of linearity of the
gas andR is the universal gas constant. For a monatomic gablackeningS as a function of exposur@ose Q=1r, where
such as argon one has 3. | is the intensity of the electron beam ands the exposure
Usually in experiments the two parametdts and T,  time. The electronograms obtained were scanned on a micro-
are varied. Using relatiofil), one can reduce the situation to photometer with a scanning step of »8n. The numerical
a single parameter—the equivalent pressigg. Then the values ofS were processed on a computer to construct the
values ofN corresponding to differenP, and T, must be  densitometer traces and to isolate the background component
referred to a single temperature. In this study all the obserof the diffraction patterns, due to incoherent scattering of
vations were referred t@,=200 K, and therefore the ex- €lectrons and to their scattering on gas atoms present in the
pression for the equivalent pressure has the fdpy, jet. To separate out the background curve at different parts of
=Po(To/200)”X7_ It should be noted that the calculation the densitometer traces we took the points far from the dif-
of Py was done using the value of the exponettl— y) fraction peaks and drew through them an approximating
= —2.29 established previously for Ar by the authors of acurve which was described rather well by the sum of two
mass spectrometric stud§/(This value is somewhat smaller exponentialsA exp(—Sr) with different parameteré andr.
in absolute value than the value2.5 characteristic for an A densitometer trace before subtraction of the back-
ideal gas. Subsequently all of the diffraction patterns ob- ground is shown in Fig. la. Figure 1b shows a series of
tained were referred to an equivalent pressure with an expdlensitometer traces for different equivalent press(atéter-

PoT3/ ™" =const, (1) ear

nent of —2.29. ent values oﬁ) after subtraction of the background.
The size of the clusters, their flux density, and size dis- The recording of the diffraction patterns was usually
tribution are specified by the temperaturg, pressurePg, limited to values of the diffraction vectos~6A~1 (s

and nozzle parameters and by the thermodynamic properties4 sin 6/\, where g is the Bragg angle anil is the elec-
of the gas. For a fixed nozzle geometry the size of the clustron wavelength
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FIG. 2. Fragments of the diffractograms f(ﬁ%(l.SS, 4.8, and 22.5)
1 X 10° atoms/cluster, approximated by smoothed Gaussidhand Lorent-

1 2 3 4 5 6 7 zian (c) functions. The experimental curves are shown by heavy lines, and
-1 the Lorentzian and Gaussian contours by fine lines. The combined model
S, A curves coincide with the experimental curves to an accuracy of 3—5%.

FIG. 1. Densitometer traces for free clusters of argon Witk 22.5

X 10° atoms/cluster Req=0.7 MPa). The dashed curve shows the back-

ground component of the diffraction pattea). The diffraction patterns  structure with stacking faults, the density of which decreases
after subtraction of the background, for cluster beams with diffefent with increasingN (Ref. 8.

[10° atoms/clustdr 1.35 (Po;=0.15 MPa) (1); 2.3 (Pe;=0.2 MPa) (2); . . .
4.8 (Poq=0.3 MPa) (3); 8.2 (,'-_‘,quOA MPa) (4): 22.5 qu=0-7 MPa) (5) In the present study we have for the first time carried

(b). out an analysis of the shape of the diffraction peaks with
the aid of a computer processing of the experimental results.
This analysis was done for cluster beams witlh
=(1.35, 4.8, and 22.5) 10° atoms/cluster. The results are
RESULTS AND DISCUSSION presented in Fig. 2 in the form of three plots. The intensity
on them is expressed in arbitrary units, the intensity of the
Figure 1b shows a series of diffraction patterns corre{111) peak having been scaled to the same value for each
sponding to equivalent pressures at the nozzle entrahge, curve.
=0.15, 02, 03, 04, and 0.7 MPa. The mean size of the The bottom pane| Corresponds to clusters wWitlh 1.35
clusters corresponding to these pressures are, respectively:10°> atoms/cluster. It is seen that the distribution of the
(1.35, 2.3, 4.8, 8.8, and 22510° atoms/cluster. __intensity in the diffraction peaks in the case of small clusters
It was established previoudlythat in the caseN is well approximatedto an accuracy of around 5%y a
<(2-3)x 10° atoms/cluster in argon cluster beams and alsd_orentzian functionaw/[ w’+4(s—s)?], wheres, is the
in free metal clusters the dominant clusters are atomic aggreposition of the maximum in units of the diffraction vector.
gations with the icosahedral structure. This assertion is basdebr the highest-intensity peak the parameters of the contour
on the rather good agreement of the positions and relativare as follows:s,=2.0502 A", »v=0.2011 A%, and a
intensities of the peaks on the experimental diffraction pat=5.8715 A" !; for the second peals;=2.2928 A, »
terns with model interference functions calculated for icosa=0.2376 A", and a=1.3906 A"1. Attempts to describe
hedral formations of different sizes. The evidence for thethe experimental data by Gaussian curves while maintaining
icosahedral structure of the small clusters is the more rapithe positions of the peaks give significantly poofaround
broadening of the diffraction peaks with decreasing linear20%) accuracy, and this approximation was completely un-
size of the atomic aggregations than follows from thesuitable on the “wings.” The situation was not improved by
Selyakov—Scherrer relation and also the fact that the value ofarying the parameters of the Gaussian peéksluding
the ratioH 311)/H111) is uncharacteristically low for an fcc their positions.
structuret® where H(s11y and H(111y are the heights of the The good approximation of the experimental intensity
peaks lying in the region of the fcc peak3ll) and (111), distribution by a Lorentzian is indicative of strong lattice
respectively. It was determined that the clusters with meaulistortion, as was noted back by GuintéA Lorentzian pro-
sizes greater than the limit indicated above have the fcéile of the diffraction peaks is observed in a crystal in the
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case of a rather highly nonuniform distribution of the inter- (111)+(002)
atomic spacinggof an exponential charactel’ For an ideal + 80000 atoms/cluster
crystal a Gaussian function is usually a good approximation
of the diffraction peaks.

Modulation of the interplane distances in small clusters
in the framework of the most general approach can be a
consequence of two factors: first, the influence of the surface
on the interatomic interaction and, second, the presence of
microstresses in the clusters. However, an andfysitthe
structural studies showed that the influence of the surface
does not extend to the core of the cluster to a meaningful
degree. In our opinion, the role of microstresses, which was N S e S
evidenced in Refs. 7 and 18, is more substantial. Indeed, 1-0 2.0 8.0 4.0 5.0 6.0
nonuniformity of the interatomic distances both in the core
of the cluster and on its surface is more easily realized in th@|g, 3. piffraction pattern from an argon cluster beam with=8
presence of microstresses. Microstresses can appear in freao* atoms/cluster. The maxima for both the fcc and hcp phases are la-
clusters only when the atomic aggregations have an icosahgeled.
dral structure. Thus, even when a regular pentagonal bipyra-
mid of seven atoms, constructed by the twinning of regular
tetrahedra, is realized, an elastic strain is needed to collapsean larger clusters, which will be analyzed below, have con-
gap of 7.35° formed between two neighboring atoms. As th&j:med this supposition.
size of the icosahedral formation increases, the elastic |t following from what we have said that the results of
stresses grow, ultimately leading to instability of structuresyp analysis of the distribution of the intensity of the diffrac-
with a fivefold symmetry axis. In a multilayer relaxed icosa- tion peaks can be used as one more criterion for identifying
hedron, when the interaction of the atoms is described by ge structure of clusters. The strong modulation of the inter-
Lennard-Jones pair potential, the flall) faces of the ideal atomic distances causes the Gaussian profile characteristic

icosahedron are distorted. In this case the radial distancggr regions with constant interatomic distances to be trans-
between neighboring layers is shortened as one approach@fmed into a Lorentzian profile.

the center of the cluster, and the distance between atoms in \when the equivalent pressure is raised to 1.4 MPa and

the surface layers is larger than in the central lay®rs. the mean cluster size increasesNe-8x 10* atoms/cluster
The middle panel in Fig. 2 pertains to larger clusters,yq giffraction pattern changes substantially. A typical densi-
with N=4.8x 10’ atoms/cluster. As we have said, clusterstometer trace for this case is presented in Fig. 3. It is seen
of this size have the fcc structure. Analysis of the experimenthat here, along with the set of diffraction peaks of the fcc
tal data shows thatand this follows from the plot in the phase, there are also hcp peaks which are noncoincident with
figure) the distribution of the intensity of the diffraction them, viz.,(100), (101), and(103), and in the region where
peaks is wellto 5% accuracyapproximated by a standard the weak hcp maximung202 should be, one observes a
Gaussian curve/2/mb{exp—2(s—s)%w?}/w, wherew is the  small feature in the intensity distribution. The increase in
standard deviation. The parameters for tiél) peak are intensity of the hcp peaks indicates unambiguously that the
$o=2.0396 A%, ©=0.1652 A'!, b=5.4622 A"!, and for  conyribution of the hcp phase in clusters with~8

the (200 pflak So=2.2951 Afl' ®=02056 A%, andb 10t atoms/cluster has grown. It should be noted that the
=2.8283 A1, We call attention to the fact that the standard regions of the hcp phase have have rather large linear dimen-

deviationsw in this case are somewhat smaller than for Clus'sions as is attested to by the comparatively small width of
ters of smaller size, the diffraction peaks of which are deyne hcp maxima.

scribed by Lorentzian functions. _ _ The results obtained suggest the following mechanism of
The Gaussian curve also approximates well the diffraceyster formation. In the first step, after the jet leaves the
tion peaks in the case of clusters WwittN=22.5 nozzle, the clusters near its end are found in the liquid state.
X 10° atoms/clustefsee the upper panel in Fig).ZThe ap-  This view is confirmed by the results of an investigation of
proximation presented in the figure was the most optimal fO(’;|u5terS of organic Compounds in a supersonié%ﬁs the
minimization (to 5%) of the disparities between experiment jet moves away from the end of the nozzle toward the dif-
and the model curves. A small shift of tH200) peak to  fraction zone, a cooling of the liquid drops occurs because of
larger angles is observed. In addition, besides the intense fgatense evaporation of atoms, and there is a transition to the
peaks, one also observes weak anomalies in the region @blid state. Small clusters cool faster and solidify earlier than
diffraction vectors corresponding to thd00 and (101)  |arge clusters do. Therefore, small clusters are found in the
peaks of the hcp phasén a number of cases a maximum is solid state directly near the nozzle. They can grow further by
observed between tH&01 hcp peak and th€200) fcc peak  a mechanism involving the coalescence of icosahedral aggre-
(see Fig. 2 its origin has not yet been establisheBlased on  gations with a subsequent condensation of atoms of the gas
the foregoing facts one can say that the diffraction patterngn steps that have formed as a result of the coalescence and
obtained from clusters withN=22.5x 10° atoms/cluster are not yet overgrowf?! This process results in the forma-
show evidence of the presence of small traces of the hcpon of fcc clusters of medium size containing stacking
phase along with the predominant fcc phase. Experimentfaults. The large clusters cool slowly, and their crystallization
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is completed far from the end of the nozzle. The duration of E-mail: danylchenko@ilt.kharkov.ua
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QUANTUM EFFECTS IN SEMICONDUCTORS AND DIELECTRICS

Local exciton states at isoelectronic centers in superlattices
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The optical spectrum of strained type-1l ZnSe/ZnTe superlattices, both freshly grown and stored
for some time, are analyzed with allowance for the formation of Zngke, mixed

layers, having a cluster structure, at their heterointerfaces. The dependence of the hole localization
energy on the radius of the clusters of Te atoms is calculated and found to agree well with

the experimental data. In the samples stored for some time there is a change in the shape of the
photoluminescence band and a monotonic shift of this band to shorter wavelengths. It is

shown that the shift is caused by a change in the internal structure of the mixed layer over time
and by the formation of local states induced by isoelectronic impurifieatoms. © 2004

American Institute of Physics[DOI: 10.1063/1.1645171

1. INTRODUCTION The reason for this high efficiency of localization is that the
) ) ) ZnSq _,Te, SSSs are classed as systems with strong scatter-
Numerous experimental studies of superlatti¢Bts) ing, in which the perturbation of the electronic states due to

with alternating ZnSe and ZnTe layers grown on GaAs SUb'even isolated Te atoms is sufficient to split off the localized

strates have shown that they have a very intense photolumiy o 10 the band bottof® This property of the system
nescence band, attesting that such structures have a hi

. . due to the fact that Te atoms in ZnSe are an isoelectronic
quantum yield of photoluminescend®L).}~® Attempts to

explain this effect by radiative recombination of the eigen-Impurlty and, having a larger volume and mass but smaller

. . electronegativity than the Se atoms, they create an attractive
states of the ZnSe/ZnTe superlattice run up against a numbghort-range potential for holes in ZnSe. The Coulomb field of

of difficulties. Chief among these is the fact that superlattice_?he latter traps electrons, leading to the formation of local-

of this type are classed as type—Il quantum structures, I?zed excitons
which holes created by photoexcitation are localized in the ' .
yp The author§* who have studied Zn$e,Te, SSSs

ZnTe layers, and these regions act as potential barriers to. .
electrons. It is well known that the probability of radiative with low Te concenirations hayg found thabat0.02 the
recombination of spatially separated carriers is insignifican{oV-tmperature PL band exhibits structure due to the re-
in both 3D and 2D structures, and so the intensity of the PLCOMPination of excitons localized on Jelusters withn
band of these SLs is weak and is rapidly attenuated witlE 2- It was the opinion of those authors that isolated atoms

increasing thickness of the ZnSe and ZnTe layers and alshf: did not create bound states for holes in the band gap of

with increasing temperatur. However, it has been estab- ZnSe. Séudies of SSSS' with similar.concentrations by other
lished that, regardless of the thickness of the ZnSe and zn1@oups™® have established that in both 3D and 2D
layers, the PL intensity of ZnSe/znTe SLs is always veryZNSa-xT& structures the localization of excitons on,Te
high, and the PL is easily observed all the way up to roonflusters occurs starting wnh; 1. The values calculate.d in
temperaturé:® X-ray diffraction and optical studies of these Ref. 5 for the binding energies of holes af; Tend Te in
objects have established that the source of such intense PL#S8-xT& SSSs were 40 and 250 meV, respectively.
these SLs is the recombination of excitons localized in the Another problem that has remained little studied till now
ZnSeq _,Te, mixed layers formed at the heterointerfaces dur-rélates to the change of the structure of the Zngee,
ing growth of the structuret® mixed layer over time. That problem has a broader aspect,
The mixed layers that arise are different from their bulksince it bears upon practically all strained quantum struc-
counterparts, the Zn$e,Te, substitutional solid solutions tures, and its solution would make it possible to predict the
(SSS3, both in the way they are formegiffusion of Te operating parameters of optoelectronic devices based on such
atoms out of the planeand in their internal state, which is a materials. The essence of this problem consists in the fact
result of the lattice misfit between ZnSe and Zr(3ee be- that, because of the lattice misfit-(7.3%) the ZnSe layers
low). In spite of this, however, at low concentrations of Teare stretched and the ZnTe layers compressed in the growth
the radiative properties of both systems are mainly deterplane of the SL, and this has a definite influence on the
mined by small clusters Jewith n<4, which are aggrega- diffusion of Te atoms into the ZnSe layers. The formation of
tions of atoms in nearest-neighbor sites of the crystal latticemixed layer occurs in the growth stage of the SL, but this
Localization of excitons on such clusters is so efficient that itprocess continues even after the samples are grown, and for
completely suppresses all other channels of energy transfénat reason the structure of the ZRSgre, mixed layer will
to the radiative and nonradiative recombination cenftefs. change over the course of time. This effect was noted by the

1063-777X/2004/30(2)/8/$26.00 171 © 2004 American Institute of Physics



172 Low Temp. Phys. 30 (2), February 2004 N. V. Bondar’

authors of Ref. 14, who had studied SLs with very thin ZnSe
and ZnTe layergone or two atomic monolayers or lgsas

a result, even in the growth stage a certain mixed structure
forms which bears no relationship to a SL. The nucleation
and evolution of ZnSge ,Te, mixed layers and their influ-
ence on the band structure of a SL with ZnSe and ZnTe layer
thicknesses of a few tens of angstroms have completely es-
caped notice and have not been studied before.

In this paper we present and analyze the emission spec-
tra of ZnS€50 A)/ZnTe(50 A) type-ll SLs recorded both
immediately after fabrication of the samples and some time
later after storage at room temperature under normal condi-
tions. The feature distinguishing our SLs from the analogous 0 . R .
samples studied by other authors is a large thickness of the 27 24 2 1 1.8
ZnSe and ZnTe layers. The stretching of the ZnSe layers Photon energy, eV
weakens the bond between Zn and Se, making it easier for Te
to diffuse into the ZnSe layers and replace the Se atoms. IRIG. 1. Reflection spectrufRS) and photoluminescence spectrdRL) of
addition, the ZnSg ,Te, mixed layers are stretched in the aZnSe/ZnTe superl_attice:—S.S K,2—10 K. Lines 3a and 3b were taken at

- 20 K at different points on the surface.
growth plane of the SL. The random substitution of the Se
atoms by Te leads to a cluster structure of the mixed layers,
as a result of which the contour of the PL band exhibits
structure consisting of several peaks due to the recombin
tion of excitons localized at small clusters ,Tevith n
=1,2,3,4. In contrast to Zn$e, Te, SSSs withx<<0.01 or

jure
N
T

o
©
L4

o
»
T

Intensity, arb. units

It is seen in Fig. 1 thaEgS lies at the beginning of the
as'hort-wavelength part of the PL bandTat5.5 K (curvel),
which is broad &300 meV at half maximum structureless,

; ) .and asymmetric, with an extended long-wavelength wing.
SLs with thin ZnSe and ZnTe layers, the structure appears iWhen Ty is increased to 10 K one obséqrves a sh%rp Iong-

the PL band not at helium temperatures but at20 K; this wavelength shift of the band by about 80 merve2), and

was apparently observed for the first time in such systemsat T~20 K a distinct structure appears on it in the region

Using an exciton model in which itis assumed that only the, o, Es. The structure consists of five peaks, the shortest-
hole is localized at a cluster, while the electron is separate

. . i o . avelength of whicHthe zeroth pegkcoincides in position
spatially from it by a potential barrier in the conduction band_ . 0 - . .
and is held near it by the Coulomb interaction, we calculateWlth Eys (curve & in Fig. 1. For a more precise determi

the dependen f the ener f localization of a | Eﬂ? hation of the position of these peaks we scanned the laser
€ dependence ot the energy of focalization ot a excitation spot over the surface of the SLTa+20 K and
and excitore, as functions of the radiys of the cluster; the

L . . . recorded the band at different points of the surfaeve 3
calculated localization energies are in good agreement wit P

experiment. By periodically recording the low-temperature Fig. 1. 1t was found as a result that the peaks lie at
PL band of these SL in the course of their storage, we Werd|stances of 65, 127, 204, and 319 meV fré, and that

. : their spectral position depends very weakly on the coordinate
able to detect a monotonic shit to shorter wavelengths and_gf the point of excitation on the surface of the SL. It is seen

subsequent decrease in the half-width of the PL band. Thi Fig. 2 that the first three peaks have practically vanished

shift is directly related to a change in the internal structure O{Dy T~40 K (curve 2) and upon further increase of a

mlxed Iayelr over time gnd reflects the dynamlgs of IOC"’mza'monotonic shift of the fourth peak to longer wavelengths is
tion of excitons(holeg in them and the formation of local

states induced by isoelectronic impuriti@® atoms.

2. EXPERIMENTAL RESULTS

We studied ZnSe/ZnTe SLs obtained by molecular beam 1.9}
epitaxy on GaA&01) substrates at a growth temperature of
360 °C with a ZnSe buffer layer about 0/8n thick. The
samples had thicknesses ofd3025d, and 1@, whered
=100 A is the SL period. The source of excitation of the PL
was a He—Cd laser with wavelength= 325 nm and average
power Py=~10 mW.

It should be noted that the form of the reflection and PL
spectra is practically independent of the overall thickness of
the samples, and therefore in Fig. 1 we show the reflection
spectrum(RS) of one of them (3@) and the PL band re- Ot . . .
corded at differenf. Although the contour of the reflection 27 24 2.1 1.8
spectrum is broadened, as is characteristic for ZnSke, Photon energy, eV

structures, the Iarge amp“tUde makes it pOSSIb|e to determmﬁG. 2. Temperature dependence of the PL linewidth of ZnSe/ZnTe at

the _Value of the résonance ener@ﬁ’(ﬂ: 2521 meV) of the  ~50_100 K the broken line shows a fit to the long-wavelength part of the
exciton transition in the mixed layer to rather good accuracyband by an experimental dependence.

o
©
T

o
»

PL Intensity, arb. units
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recombination of freéhh excitons formed by electronsl

and heavy holesihl from the first subband of their size
gquantization. In the case of ideal interfaces between layers
one has

Epn(d)=Egs tOe(L)+Opn(L) —&y, (1)

whered=L;+L, (from here on the subscripts 1 and 2 refer
to ZnSe and ZnTe, respectivglf s, is the band gap of the
SL, O4(L) and ®,,(L) are the energies of electrons and
holes in the corresponding potential well& . andAE,, . If

at first we neglect the stress in the ZnSe and ZnTe layers,
then, according to the calculation scheme presented in Ref.
15, the unperturbed values of the discontinuities of the con-
39 21.8 2‘_4 20 duction band and valence band upon the formation of the SL
will be AEy.=—920 meV andAEg,=1360 meV, respec-
tively.

FIG. 3. Change in the shape of the PL band of a ZnSe/ZnT&LS4) over The internal stress arising as a result of the lattice misfit
time duri_ng storage of the sampleési—the PL spectrum of a ZnS/ZnSe petween layers brings about a new state of the SL which is
superlattice. characterized by lattice constants in the growth plapand

in the normal directiora™? which are different from those in
the bulk,a, ,. These values can be written in analytical form
by minimizing the expression for the elastic energy of the SL
but under the condition that the SL is found in a free-
standing staté® According to our estimates, this should be
the case for the solutions studied here, since their total thick-
Hess 0.3 um) is greater than the critical thickness, and
ereforea, andal? are given by the following relations:

0.9r

0.6

0.3r

PL Intensity, arb. units

Photon energy, eV

observed, reaching a value 6f385 meV/(relative toEJ,) at
T~60 K (curve 3 in Fig. 2). With further increase in tem-
perature af >60 K the band shifts in the opposite direction,
and atT~100 K its maximum coincides with the position
that it had afT~40 K (curve4 in Fig. 2). We note that when
the pump density was decreased the picture remained t
same in its overall features, but the broadening of the peak@
remained rather large, and it was impossible to make out any a;G;L;+a,G,L,
distinct structure of the PL band. a= G,L,+G,L, )
Figure 3 shows how the emission spectrum of the SL
changes over time when the sample is stored under normal ,, q,
conditions. It was noted that about a year after the SL was 2+ =a141— D12 a, 1)
grown the PL bandband2) began to shift in an unusual way '
to shorter wavelengths; this was detected over the next se
eral monthgband3). As a result, it was established that the
maximum of the band was stabilized in the region
~2900 meV, and its half widthiat half maximum de-

: ()

WhereG; , are the elastic modulD, ,=2C17/C 5, andCyy
andC1# are the elastic constantsee Table). A scheme for
calculation of the band discontinuitiesE, and AE, with
allowance for the stress in the layers is given in Ref. 15 and

creased to-190 meV (band4). Thus over such a time the was usgd by us previously for a;n analogous calculation of
emission has almost completely vanished from the regiorllz'_hh(l‘) in a type-l ZnS/ZnSe SE_’ and we shall thergfore
2600—-2400 meV, and the band has shifted~by00 meV in give only the necessary expressions Adg. an_dAEU with

the direction of shorter wavelengths. It is clear that if it Wereallowe_mc_e for the_ fgatures of the SLS.StUdqu here. For a
the case that a simple “mixing” of the original ZnSe and quaputauve de;crlp_tlon of the deformation we introduce the
ZnTe layers to form ZnSe ,Te, had occurred, then the di- strain tensor with diagonal elemerits:

rection of the shift of the band would be the opposite of this,

asis observeq in t.he SSSs. In thg Iast_ Sectl_o_n we shall d_lsﬂ\BLE |. Material parameters of ZnSe and ZnTRef. 15.

cuss the possible influence of various impurities, oxygen in—
particular, on this shift, since the SL samples were storet Parameters ZnSe ZnTe
under normal conditions.

a2, A 5.6684 6.089
3. ENERGY SPECTRUM OF HEAVY EXCITONS IN ZnSe/ZnTe 12 12 oy 65 167 83 079
MIXED SUPERLATTICES Wes 6oy B 91 5 8 s
Before turning to an analysis of the results, let us calcu: Eg12 €V 2:823 249
late the eigenstate energi€s,(d) of the SL, considering Ci2, ¢12, Mbar 0.859, 0.506 0.713, 0.407

only heavyhh excitons and using the model of ideal quan-
tum wells, assuming the presence of ideal interfaces betwee by, eV -1.2 -1.26
the corresponding layers of the SL. Then, by comparing the
value obtained folE,(d) with the experimental value, we

shall show that the eigenstates of the given SL lies signifi: AL2 eV 0.143 0.91
cantly lower in energy than the experimentally observed Pl 0
band(Fig. 1). Therefore the PL cannot be due to the radiative

Gy 1.447 1.311
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a a
1,2_ _1,2_ “l 12_"1L
gix=eyy=——1, expy=—-1 4
a2 a2

ThenAE, is determined by the following relation:

A0, ,AQ,
AECZAEOC+aC Ql +ac Qz ’

5

whereAQ; 5/, ,= e+ ey +ey7 are the relative changes

in the volumes of the respective unit cells, aadf are the

isotropic deformation potentials of the conduction band. The
stress arising in the layers leads to lifting of the degeneracy . . .
at the pointk=0 of the valence bands of ZnSe and ZnTe,

which are split into heavy-hol&l3Z, and light-hole EL{
subbandg?

5E%b211 (6)

9 0,5
+ Z(«SEéé)Z} ] (7

N. V. Bondar’
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FIG. 4. Dependence of the energy,, of heavy excitons on the SL period
d; the inset shows the dependence of their binding eneggyn d.

po is the relative distance between carriers in the plane of the
well, ande is the dielectric constant, which, since the values
of £, and e, are close, is chosen as=0.5(s;+¢,). The
wave functions of the electrons and holes in a potential well
with finite or infinitely high walls are well known, and there-
fore the problem of finding;(L) is utterly trivial. For cal-

culatinge, we take the wave function of the relative motion

SEX2=2b. (12— ¢1?3 and E?=El21a AQ,,/Q;,,
001= 201 837 £53) v Op v L2 L2 of the electron and hole in the plane of the SL in the form

andal*z(bm) are the isotropi¢uniaxial) deformation poten- :
tials of the valence bands. However, in ZnSe, the unit cells off (Po:Ze~ Zn) = B exp(~(L/a,) (2~ po)'?), where B is a
which are elongated in the SL growth plane, the maximum opormallzatlc_)n (;oeff|C|ent andy IS the Bohr radius of the )
the hh subband lies lower in energdyelative toEg) than the exglton, which |s.treatgd asa variational param_et.er.. peterm|-
maximum of thelh subband, and by virtue of the difference natloq of the excn.on bmdmg Energy requires minimizing the
of the dispersion curves, degeneracy of the valence band 6‘?"0"\"”9 expression with respect to variation aj:
ZnSe sets in again &t# 0, where these subbands have com- m2h2

mon points of intersection. In ZnTe this does not happen, &x(@x)= &L—a—<‘Pex|H|‘1’ex>:

because the subband there moves in the opposite direction as . ) ) )
a consequence of the fact that the unit cells of ZnSe ar&here u is the reduced mass of tteh exciton. Figure 4
compressed in the growth plane of the ke the scheme in Shows two curves of Ep(d) calculated for AE,

Ref. 4. We choose the energy corresponding to the points of 1212 meV:1—(AEGE(=1450 meV,AE]"=1202 meV);
intersection of thérh andlh subbands in ZnSe as the refer- 2—(AEgs|=1280 meV; AE**=1480 meV), and the inset
ence level and, usin®)—(9) and the data from Ref. 15, we Showse,(d). It is seen thatE,,(100)~1550-1350 meV,
determine the maximum and minimum depths of the poteni-€-, it lies approximately 1000 meV belo&,, and there-

tial well for holes in ZnTe and also the maximum and mini- fore the experimental PL band in Fig. 1 cannot be due to the
mum values of the band gap of the SIAE.= eigenstates of the SL, i.e., to radiative recombinatioth lof
—1212 meV, AEM™=1480 meV,AEg‘g‘L=1280 meV:; and €Xcitons as proposed above. Thus the presence pf mixed
AE.=—1212 meV, AE™=1202 meV, AETE ZnSq _,Tey layers at t_he heteromterfa_ces of Fhe SL is prac-
=1450 meV. We note that the values found fE, are in t|cally_ the only condition that can satisfactorily explain the
good agreement with the data of Ref. 17, where the result§xperimental results.

were obtained by a more rigorous method in the framework L€t us now estimate the band gBf) of the ZnSe_,Te,
of the sp’s* tight-binding model with allowance for the Mixed layers, taking into account that under the influence of

spin—orbit interaction. the stresses that have arisen in the ZnSe and ZnTe layers the

To calculate the values &, ©,,;,, ande, we solve the initial values of the band gafi&;; andE, are renormalized:
Schralinger equation, describing the motion@faindhh in
the corresponding layers with allowance for their Coulomb
attraction:

(10

AQ
ELmEL L T ol ald) i

Qi
from which we obtain the new valuﬁé:2667 meV and
E;=2589 meV €y, andEy, are given in Table)l Assum-
ing that the energy of the resonance transition in the mixed
layers is given to sufficient accuracy by the vaIueE@;, we

[Het+ Hnt Hex—V(p,Ze,20) [V (p,Ze12n)
:Ehh(d)q}ex(pvzeizh)v (8)

where obtain Eg=Ef + &,=2542 meV, wheres,~21 meV is the
5 exciton binding energy in bulk ZnSe. It is clear that if the
V(p,Ze,2n) = (99  renormalization is not taken into account, the initial ZnTe

2] 172

2 . .
elpot(ze—1zp) layers will be nontransparent to photons formed in the
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ZnSq ,Te,, since Eg,=2391 meV. The dependence of bound state to appear, the conditiofiE,=1 must hold in
Eg(x) on concentration is determined, as in a SSS, by theéhe entire range of variation df. To characterize the local
following relation3 distortions of the lattice in the bulk of the samples the pa-
0/ — w2 1 rameterX=R/(R;—R,) is used, whereR; and R,, are, re-
Eq00) =Xyt (1=X)Eq=bx(1=x) (12 spectively, the lengths of the unperturbed covalent bonds in
(whereb=1504 meV is the bowing parametefrom which  the presence and absence of an impdfityn our case we use
we obtain the value of the concentration of Te atoms in thehe quantityQ=(a,—a;)/(a,—a,), as a result of which we
mixed layersx~0.075; this value is in fair agreement with obtain Q,=0, U(Q;)=1360 meV—the unperturbed state,
the results of Ref. 18, where it was determined for analogoug),=0.475, U(Q,)=1480 meV—the free-standing state;
SLs by x-ray structural analysis. Here it should be noted thaf),=1, U(Q) = 1560—the maximum perturbation. One can
at large thicknesses of the ZnSe and ZnTe layers and of thgheck that the conditiod/E.>1 holds in the entire interval
SL as a whole, when it reaches a free-standing state, thg(Q,)-U(Q,). This scheme also gives correct results for
position of Eg(x), in contrast to the SSSs, depends weaklyother systems, e.g., Z(i&) and Cd$Te), in which the lo-
on the Te concentration. This follows already from the factcalization of excitons on isolated atoms,Tie considered a
that in the SSSs one has the valueE,=E;—Eg  reliably established fadf Using the corresponding param-
~430 meV, whereas in our case it is only 75 meV. Thiseters for those systems from Ref. 15, we fitt{Q,)
circumstance can explain why the structure in the PL band of 2230 meV for ZnS andJ(Q,) =1330 meV for CdSwe
the SL is observed even &t=0.075 while in bulk SSSs itis note that in Ref. 12 a valug(Q;) = 1320 meV was obtained
smeared even a¢%0.01.7_11 It is known that the Smearing for CdS by a f|tt|ng procedu)ewhich give U/Ecr> 1. 1tis
of the structure is due to the shift of the band edge of thgnown that in Zn§Se SSSs the states on isolated Se clusters
SSSs and to the increase in the radius of the states |0ca|i2%\/e never been observed experimenta“y; this can be con-
at clusters with 5n<3, as a consequence of which a sub-fjmed: U(Q,)=860 meV andU(Qs)=923 meV, which
sequent merging of these states with the main band occur§ive U/E,<1 in the whole range of variation
this is absent in the Znge,Te, mixed layers. U(Q;)-U(Qj3). Thus the set of data obtained allows us to
state that the localization of a hole on a single Te atom can
occur in the ZnSg ,Te, mixed layers, and since a cluster
with a larger number of atoms also creates a bound state, it is
clear that the four main peaks of the PL band are the levels of
1. Assuming that the structure observed on the contouexcitons localized on Teclusters 6=1,2,3,4) with binding
of the PL band is due to the levels of excitons localized orenergies of 65, 127, 204, and 319 meV.
small clusters of Te atoms, let us consider the features of the 2. We consider the features of the PL band shape and its
formation of bound hole states in ZnSgTe, mixed layers. variation in certain temperature intervals. WhEns raised
Substitution of an atom of the initial semiconduct@nSe to 20 K there are two discrete shifts of the maximum of the
introduces a local perturbatiod=V,—V, which can give PL band to longer wavelengths by distances comparable to
rise to a discrete structure of energy levels in its band gaphe distances between its individual peaks, and a band struc-
The particle spectrum in the presence of the perturbed potetiare appears, as is seen in Fig. 1. In the interval 20—40 K the
tial is found from the solution of the one-site Koster—Slaterlatter vanishes completely as a result of the thermal breakup
equation with an impurity potentidl.*® For a bound hole of excitons localized at clusters with<In<3. Further in-
state to appear in the band gap of ZnSe it is necessary thaiease ofT to 60 K leads to the aforementioned monotonic
the conditionUG(0)>1 be satisfied, wher&(E) is the  shift of the band in the long-wavelength directiee curves
Green’s function of the ideal crystal with the impurity poten- 2 and3 in Fig. 2).
tial ([G(0)] '=E¢) andE is the critical value ofu at The observed discrete shift of the PL band and its mono-
which the bound state appears. Using the relatley  tonic shift are easily explained if it is taken into account that
= (wh)?(8mf p7), where py~3.5 A is the radius of the a cluster of sizen has a certain number of spatial configura-
first hole bound state(see beloy, we obtain E;  tions, each of which is characterized by an exciton localiza-
=1275 meV, which is close to the analogous val@@50  tion energys{" (£,>0 is a positive quantity measured from
meV) obtained in Ref. 11. To calculatg it is necessary to Egs into the band gap of the mixed layér® Thus to each
know the values of the ionic potentials of the Te atoms ang|uster there corresponds a region of Vam@%“), the over-
the ZnSe; one must take into account the screening of thRyp of which leads to the formation of a quasi-continuous tail
difference of these potentials by the valence electrons of thgf the density of localized states. For those clusters for which
latter, and the spin—orbit interaction should also bethis overlap does not exist one observes individual exciton

included:}g UIUmately the value obtained fdv in that Way |eve|sy as, e.g., on clusters witleh=<3 (See F|gs 1 and)2
will be exactly equal to the value of the discontinuity of the gthough for clusters withn=4 (ep=e{) a quasi-

valence bands of ZnSe and ZnTe at the heterointerface:  continuous tail of the density of states is formed; otherwise

_ el 2y L 2 one would observe individual levels of excitons localized on
U=AE =G E”lﬂvmt Viad: 3 Clusters with n=5,6,7,.., as is thecase for the system
whereV =V +Vo,+ Vecs, is the averaged total potential ZnS(Te).12 At T=40 K the long-wavelength part of the PL
of the atoms of ZnSe and ZnTe. Since the Te atoms have ldand reflects a form of the density of localized stajés;,)
larger radius than the Se atoms, the valu&Jadlso depends which falls off smoothly into the band gap of the mixed layer
on the strain of the ZnSe layer, and therefore, in order for &y an exponential lawg(ep)~exd —(sp/eg)], (the part of

4. LOCALIZATION OF EXCITONS ON Te CLUSTERS IN
ZnSe, _,Te, MIXED LAYERS
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curve 2 shown by the broken line in Fig.)2where g =AE,=1480 meV. It is usually assumed that the impurity
~150 meV is the energy scale of the localized states. BasegotentialVy(r) contains two parts: a short-range psg(r)

on the data obtained we can conjecture that the en@ﬁgﬂdy =V, for r<p and a long-range parVy(r)=V,f(p/r),
=319 meV is the mobility threshold of the localized exci- which takes into account the local distortions of the lattice,
tons. This energy divides the states localized on clusters witfor r>p, wheref(p/r) is some function of andp. In our
1<n=3 and states belonging to the quasi-continuous tail ofase such a choice of potential is based on the consideration
the density of states. It was also established in Ref. 10 that ifhat, since the Te atoms are larger than the Se atoms, this
ZnSq _,Te, SSSs withx=0.13 the mobility threshold of the gives rise to an additional stress field around them and leads
localized excitons lies in the vicinity of the energy of local- to a tail of the potential at>p (Ref. 20. HereVy(r) has the

ization of a cluster of four Te atoms. following form:
The observed monotonic shift of the PL band as the tem- Vo, r<p,
perature is increased foF>40 K is due to the tunneling 3
relaxation of excitongholeg via states of the tail of the Vo(r)= V (E) r>p. (14
density of states with the emission of acoustic phonons. At o\r)”

T=60 K this shift reaches a value 385 meV relative to In choosing the wave function of the localized state one
Eis. which approximately corresponds to the energy of lo-myst take into account the degeneracy of the valence bands
calization of a hole on a cluster with=>5. As a result, we  of ZnSe and ZnTe, but this degeneracy is lifted as a result of
obtain the five experimental valuesi” =65, 127, 204, 319, the strain; therefore, starting from the spherical symmetry of
and 385 meV for &n<5, which will be used for compari- the problem and taking into account the character of the lo-
son of the calculated and experimentff)(p) curves. When  calization of a particle at an isoelectronic impurity, we write

T is increased further to 100 K, processes involving the abthe wave function of the state in the foth

sorption of phonons by localized excitons begin to dominate, 3\ 12

and as aresult, the PL band is shifted to shorter wavelengths,  (r)= ( ) _) jolar)exp—ar), r<p, (159
reaching the same spectral positionTat 100 K as atT m

=40 K (curve 4 in Fig. 2). Analogous behavior of the PL Wo(r)=(48%)Y2exp — Br)
band was noted in Ref. &ig. 2, where ZnSe ,Te, SSSs '

with x=5% were studied, i.e., concentrations for which thewhere jo(ar) is the spherical Bessel function ardis a
PL band becomes structureless. variational parameter. The coefficients in front of the wave

Let us now discuss on a qualitative level the reason whyunctions are obtained from their normalization conditions in

the structure of the PL band in the SLs studied here is mantthe corresponding regions, and the quanffif,p) = 1/p
fested at higher temperatures 20 K), which has been ob- +a[1—cot(a,p)] is obtained from the condition that'/y
served for the first time in such SLs. We recall that in SLsPe continuous at=p. We find the hole localization energy
with thin ZnSe and ZnTe layerd—2 monolayers and less &5 (p) by minimizing the expressiofy(ry)| —#2Vi/2my
and in SSSs withk=0.01 the structure of the PL band is +V(rn)|#(rn)) with respect toa, where y(rp)=¥y(r)
clearly observed at helium temperatuféd.Clearly the +¥2(r). Doing the integration over the spatial coordinate,
structureless PL band observed at helium temperatures in o€ obtain the following expressions for the kinetic energy
SLs is a consequence of the large thickness of the ZnSe artE(@.p) =KE1(a,p) +KE2(a,p) and the potential energy
ZnTe layers. The mutual deformation of these layers splitsPE(“vP): 200
i i o P

;helr degenerate \(alence ban_ds and thereby increases the KEL(ar,p)=—8—— f (D) 2L(L+ ar)

epth of the potential well, leading to stronger localization of Tmy Jo
holes as compared to the bulk SSSs. This, in turn, increases

r>p, (15b)

the occupation of exciton levels at clusters witksd=<3, x(lﬁ—zar cotar)Jdr, (16
leading to their broadening. When the temperature is raised KE?2 —_9 5J°° 2

- I . p)=- exp(—2Bp)redr, 1
to 20 K the radiative and nonradiative processes are acti- (a,p) mp B o H=2Bp) (7

vated, and an overall decline of the integrated intensity of the

PL occurs, as a result of which the structure appears in the PE(a,p)=Vo{1—

band. This can also be used to establish the position of the

shortest-wavelengttzeroth peak of the PL band, which cor-

responds tdeS,, and to link it with the recombination of free +483p3Ei(28p)

excitons in the ZnSe ,Te, mixed layers. Thus the experi-

mental data obtained allow us to make the quite definitavherem? =0.6m, is the effective mass of ahh hole, and

assumption that in systems with lowered dimensionality, i.e.Ei(x) is the exponential integral function.

the ZnSe_,Te, mixed layers, the processes of cluster forma-  The experimental position of pealts-4 of the PL band

tion have the same character as in the bulk SSSs, in spite ¢§ee Fig. 1 is given astiw,=EJ—e{"(p) —e(p), Where

the straining(stretching of the layers of the initial semicon- ¢,(p) is the binding energy of an exciton at the cluster. A

ductors due to their lattice misfit. cluster that has formed acts as a potential well for a hole and
3. Let us turn to a calculation of the dependence of thea potential barrier for an electron, which with increasjng

hole localization energy on the cluster radia§)(p). Asis  “feels” a hole charge that is smeared out over the cluster,

seen from Sec. 3, the value of the impurity potential localiz-q(p) = —e(,(p))?, and for this reason the Coulomb attrac-

ing the hh hole in the ZnSg ,Te, mixed layer isV, tion V(r.)=eq(p)/er and, hences,(p) are reduced? In

2—cog2ap)+Ssin(2ap)
exp2ap)

: (18



Low Temp. Phys. 30 (2), February 2004 N. V. Bondar’ 177

5. EVOLUTION OF THE EXCITON SPECTRUM OF A ZnSe/
ZnTe SUPERLATTICE DUE TO CHANGES IN THE
STRUCTURE OF THE MIXED LAYERS

The changes in the shape and spectral position of the PL
bands shown in Fig. 3 can be explained by the processes of
elastic energy relaxation that take place in practically any
strained quantum structure. In our particular case this occurs
through an increase in the concentration of Te atoms in the
ZnSe layers on account of diffusion. We recall that such a
diffusion process is made easier by the fact that the bonding
between Zn and Se in the ZnSe layers is weakened on ac-

count of the stretching of those layers in the growth plane. In
a SSS the growth of the Te concentration leads to a change in
p.A the width of the band gap and an increase in the number and
FIG. 5. Dependence of the hole localization enesffy on the cluster radius mean S'?e of the CIUSter_S' Tohe f!rSt faCtor_ does n_Ot play a
p. substantial role in a SL, sindgy(x) is determined mainly by
the renormalized band gaps of the ZnSe and ZnTe layers.
This follows from Fig. 3, where bang, recorded in samples
stored for some time, is shifted to shorter wavelengths, un-
like the long-wavelength shift with increasing concentration
estimatinge,(p) one must take into account that the wave gpserved in ZnSe ,Te, SSSs.
function of an exciton localized at a cluster must satisfy the  The second factor, the increase in the number and mean
boundary conditionV ¢(r3=p,rn) =0, i.e., itmust vanish on - gjze of the clusters with increasing concentration leads to
the surface of the cluster. This problem was solved in Refgyerjap of the wave functions of the states localized on them
22, where in the regiop<<0.5R., which corresponds to the anq as a consequence, to the formation of a percolating clus-
size of the clusters forming the PL band at smallthe  ter As a result of the appearance of a percolation level for
following expression was obtained: the hole states, the holes can move freely and be trapped in
the ZnTe layers; therefore, the localization in the mixed layer
2 . .
ey(p)~ 1_0_4(£) E (19) falls pff. This explamg the rather unusual phen'omenon of
X Re e practically complete disappearance of the emission from the
region 2600-2400 meYbands2 and3 in Fig. 3). However,
where E.=m*e*/(2428?), R.,=#H2%s/(m:e?), where m®!  the emission does not simply vanish from the indicated
=0.17m, is the effective mass of an electron. It is seen fromregion—the PL bands shift monotonically to shorter wave-
(19 that for p—0 the value ofe,(p) —E.=26.3 meV, i.e.,, lengths, into a region which is significantly greater than even
it tends toward the value of the binding energy of an electrorthe band gap of bulk ZnS&€823 me\). We note that be-
at a donor in ZnSe. Using equatiofi)—(18), we find the  tween band® and3 there exist several more bands that we
radius of the first hole bound stagg~3.5 A, the value of recorded at different times, showing a smooth transition be-
which is comparable to the analogous quantities in the sysaween them, but they have been left out of Fig. 3 to avoid
tems ZnS:T&3.2 A) and CdS:T&3.9 A).*? The solid line in  clutter. The short-wavelength shift of the PL band is about
Fig. 5 shows the calculated”(p) curve, and the points are 500 meV and is accompanied by a narrowing of the band to
the experimental values bn)(p)ZEg—ﬁwn—sx(p) with 190 meV at half maximuniband4).
allowance for Eq(19), where the cluster radius was taken to For a qualitative explanation of the observed short-
be p,=n3p;. Also shown in the figure is the critical size of wavelength shift of the band we show for comparison in Fig.
the potential wellp,=2.51 A in which a hole bound state 3 the PL band5) of a type-1 superlattice Zn80 A)/ZnS&20
with practically zero binding energy is formed; therefore theA) which we studied previously, in which the excitons are
first experimental poink,(ps)=26.3 meV is indicated in localized in the ZnSe layéf. Comparing the spectral posi-
the figure by a star. If the covalent radii of ZnSe;( tions of the PL band§, 2, 3, and5, we can draw the follow-
=2.45 A) and ZnTe (,=2.63 A) and the stretching of the ing conclusions. The freshly grown ZnSe/ZnTe SLs and
ZnSg _,Te, layers in the plane of the SL are taken into ac-SSSs with low Te concentrations have practically the same
count, it becomes clear that, is correlated with these quan- emission properties, which are due to localization of the ex-
tities. As we have said, as the number of atoms in a clustezitons at isolated traps and clusters. This is confirmed by the
increases, the number of its spatial configurations increasesmilar shape of the PL bands and the coincidence of their
exponentially. In a first approximation each configuration isspectral position$l* However, as time goes on, the thick-
characterized by a certain averaged spherical wave functiomess of the mixed layers increases and, accordingly, the
W (ry), as a consequence of which a slight disparity betweethickness of the ZnSe layers dencreases. The energy of size
the experimental and calculated Va|Uesa§%‘3)(p2’3) is ob-  quantization of the electrons localized in the latter begins to
served. With increasing the shape of the cluster will ap- exceed their binding energy at isolated traps and clusters,
proach ever closer to spherical, and therefore the states ahd, as a result, the PL band is shifted monotonically to
such clusters will be described most accurately by sphericathorter wavelengths. Thus a periodic structure with alternat-
wave functions. ing ZnSe and ZnTe layers after a certain time begins to ac-
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quire the characteristic features of a quantum structure, iexygen plays a substantial role, and even at low oxygen con-

which the short-wavelength shift of the PL band is due tocentrations an appreciable rearrangement of the original ex-

size quantization of the motion of one or both of the carriersciton spectrum of ZnTe occurs wherein an isolated band due

in the exciton. to the recombination of excitons on O clusters of different
A calculation shows that the fact that the size quantizashape appeafs.However, in that case the PL band is shifted

tion energy of the electrons exceeds the binding energy anto the energy region 2.2—-1.8 eV, which likewise has no

isoelectronic traps in the mixed layers begins to be the domieffect on the spectra of the SLs studied here. Thus it is clear

nant factor at ZnSe thicknesses:30 A. The hole states are that the change in the internal structure of a ZnSe/ZnTe SL

not affected by the sizes of the ZnSe layers on account odue to the influence of relaxation processes, which lead to a

their strong localization. This model of the exciton was con-lowering of the elastic energy in the system, is the main

sidered in Ref. 23, where the energy of a local exciton statsource of rearrangement of the emission spectra of the given

induced by isoelectronic traps of vanishingly small radiusSRs.

was calculated as a function of the width of the quantum

layer (ZnSe and for various positions of the impurity at it. It *g.maii: joond@iop kiev.ua

is seen from Fig. 3 that the shift of the PL band relative to

E, is £,=500 meV, which can be written as follows;

_ 2 x| 2 : H H
- (htl) /(Zme Ll)’ Wheretl is the first root of the equation IN. Takojima, F. lida, K. Imai, and K. Kumazaki, J. Cryst. GrowiBg 633
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and in Znse# 62, 2009(1987.

3H. Kuwabara, H. Fujiyasu, M. Aoki, and Sh. Yamada, Jpn. J. Appl. Phys.

t, m* | /2 q2—t§ 12 25, L707 (1986.

tar(— =( e) { = } , (20 “M. Kobajashi, N. Mino, H. Katagiri, R. Kimura, M. Kanagi, and K.

2 tl Takahashi, J. Appl. Phy®0, 773 (1986; C. D. Lee, H. K. Kim, H. L.
2 %1 2 9 Park, C. H. Chung, and S. K. Chang, J. Luni8-49, Part 1, 1161991).

whereq”=2mg LTAE./A“. SinceAE,=1212 meV, we can 53 J. Davies, Semicond. Sci. Techn@|219(1988: T. Yao, M. Kato, J. J.
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The topological aspect of the dynamics of electrons in a crybtid electronsand of crystal

lattice vibrations(phonons is discussed. The main features of the dynamics of conduction

electrons in metals are connected with the shape of their Fermi surface, which is different from
that for free electrons. It is demonstrated that the behavior of band electrons under the

influence of external electric and magnetic fields depends strongly on the topology of the Fermi
surface. Various examples of such a dependéoaleulation of the periods of quantum

oscillations, magnetic breakdown, features of the magnetoresistance, Bloch oscjllat®ns

adduced and discussed. The features of the dynamics of phonons are manifested in singularities of
the density of vibrational statdsan Hove singularities which are directly related to a

change in the topology of the constant-frequency surfaces. The presence of a topological invariant
that changes by a jump upon a change in topology of the constant-frequency surface is

pointed out. The origin of the so-called phase transition of order two and a half is
discussed. ©2004 American Institute of PhysicgDOI: 10.1063/1.1645161

1. INTRODUCTION branch of mathematics—topology. Although topology is a
younger science than physics, its methods and ideas have
The quantitative description of processes and observablgenetrated into many areas of theoretical physics and enable
physical phenomena requires the use of mathematical metine to formulate some rather important physical relations of
ods. The more complex the nature of the phenomenon, 19 general character. Topological derivations are especially
more powerful the mathematical methods that are used tQ,|,able when the equations of the physical fields have a

desc.rlbe It Delvmgllnto the.d.eta|ls of physical ProCeSSe%:omplicated mathematical structure and do not admit simple
requires that theoretical physicists employ ever more ref'negeneral solutions. Descriptions of how topological conclu-

methods of calculation. sions are used in field theory, in the theory of phase transi-

However, there are branchos of mathematl_cs that helBons, the theory of the superfluid phases®d, nonlinear
one to understand not the details of some physical phenonb-

: : . ; . ynamics, etc. can be found in the books by Nakaharal
ena(as would be important, in particular, for discussing spe-

2 .
cific experimental dajebut rather some general relations that xv%n::ty;g ' a:g ;gtrzj ie”nssigcr::;fé_ %?Zts I(t:rsl’e T(())V\:)e;;/er, gfntlze
unify the physical relationships obtained in many different P y ' ' pology

kind of experiments. Well-known examples in solid-stateqrder parameter in systems L_J.nde.rgomg pha;e transforma-
ons, and, second, the classification of possible forms of

physics are group theory and the theory of symmetry. The . . : . . . )
make it possible to systematize in a rather general way thgoch _nonhnear objects as solitons, vortices, dislocations, dis-
expected and observed effects without having to write ouF“nat'o”Sf monopoles, eto. ) _
the corresponding equations in concrete form, knowing only Ve wish to call attention to another point of view on a
the symmetry of the crystalline objects and the set of mathProblem that. reerch the or|g|.nal understanding of topology.
ematical entitiegvectors, tensors, etcused for describing From our point of view(regarding the use of topology in the
the physical phenomena in question. problems cﬁscussod be!o,v\topology refers to the geomotry
An example of a general type of assertion based only oRf curved lines(trajectorie$ and surfaces. Can these objects
symmetry properties is the following statement in the dy-Pe systematized? A curved line in a 2D or 3D space can be
namics of any periodic structure: an oscillation frequency ofeither closed or unclosed; a closed curve can have nodes or
any physical naturéor the energy of any elementary excita- Not. If those curves are classical trajectories of a particle,
tion) in such a system is a periodic function of the wawe  then its quantum properties will be different depending on
quasi-wave vector with a period determined by the structure Which class of curves the trajectory belongs to. Surf&2&s
of the reciprocal lattice and is equal in order of magnitude tonanifolds in a 3D spagecan contain holegbreaks in conti-
2(mla), wherea is the spatial period of the system under nuity) or can be continuous; the surfaces can be cldbieel
discussion. spheres or open(like a hyperboloid of one sheetsurfaces
Another type of general systematization of physical phe-can be self-intersecting. The characteristic surfaces in solid-
nomena in crystalline objects can be obtained using anothestate physics are constant-frequency or constant-energy sur-

1063-777X/2004/30(2)/21/$26.00 97 © 2004 American Institute of Physics
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faces ink space; in the electron theory of metals the Fermienergy of an electrofthe temperaturd in energy unitg is
surface most often comes to mind. It turns out that a changsmall compared to the Fermi energy, then a narrow energy
in topology of a constant-frequency surfgegransformation region(with a width of the order off) containing only par-
from a closed to an open surfaa a certain frequency leads tially filled electronic states will arise near the Fermi energy.
to the appearance of features in the density of vibrationalt is the electrons in these states that actively participate in all
states at that frequency—van Hove singularities. Metals withthe processes involving the motion of electrons. The lower
Fermi surfaces of different topology have different asymp-the temperature, the greater the confidence with which one
totics of their low-temperature magnetoresistance at higltan say that only electrons with the Fermi energy participate
magnetic fields. in physical processes.

Substantial progress in elucidating the role of the topo-  Thus we have agreed to consider electrons with energies
logical properties of the characteristic surfaces in crystatlose to the Fermi energy as free particles forming an ideal
physics has been reached thanks to the work of I. M. Lifshitd~ermi gas. The main dynamical variable of a free particle is
and his scientific schodhis students and successofBheir  its momentunp. In a quasiclassical approximation the posi-
work underlies the branch of theoretical condensed mattetion of an electron in space is specified by its coordinate
physics discussed in this review. The interweaving of theThe coordinatex andp are a pair of canonically conjugate
classical concepts of particle trajectories, the topologicalariables specifying the instantaneous state of the particle in
properties of trajectories and constant-energy surfaces, arafassical mechanics. In the absence of external fields the en-
also the quantum nature of the laws of motion of micropar-ergy e of an electron depends only gn e =¢(p), and this
ticles is, to the author, the most engaging part of those studiependence is called a dispersion relation. For a free electron
ies. And although the first studies cited in this review weree = p?/(2m,), wherem, is the mass of the electron, and we
done over half a century ago, interesting results have beespeak of a quadratic dispersion relation. An equal-energy or
obtained in recent years, demonstrating the inexhaustibilityconstant-energy} surface is a geometric mapping of the
of the problem. The author considers himself to be a directlispersion relation. A constant-energy surface is a surface in
student of I. M. Lifshits and dedicates this review to thep space specified by the condition
memory of his teacher.

e(p)=e=const. (1)
2. GEOMETRY AND TOPOLOGY OF THE FERMI SURFACE For a free electron this is a sphere of radpss 2mgpe.
OF THE ELECTRON GAS IN METALS The constant-energy surface corresponding to the Fermi
2.1. Dynamics of conduction electrons and the Fermi energy e is called the Fermi surface. For a gas of free
surface electrons it is a sphere of radiypg=y2mper. At T=0 all

. ., . o states inside the Fermi surface are occupied, and therefore
The terms “electron gas” and “electron dynamics” are fo, 5 fixed number of electrons the volume inside the Fermi

basic concepts in the branch of theoretical solid-state phySi(§phere and, hence, the Fermi enesgyare uniquely related
known as the electron theory of metals. This theory is baseg}, e numt;er of efectrons:

on the concept that the electrical conduction of a metal and

its interaction with the electromagnetic field are due to the VQ(ep)  8mVpE  m(2mg)%? 32

presence of a collective of atomic electrons which for a va- N~ (27h)%  3(2wh)®  3(2wh)3 °F )

riety of reasons behaves as a gas capable of flowing through ) ) o )
the crystal lattice. As stated in words, this concept, whichVhere (eg) is the volume inp space inside the Fermi
was formulated a century ago by Drude, remains unchange%Phere’ and the factor of 2 takes into account the two pos-

to this day. Now not only do we understand in general term$ible values of the electron spin. It follows frof@) that

the reasons for the validity of such a simple model, but it is N

also clear that the dynamics and kinematics of electrons in a |0§=3772v he. ()
crystal must be substantially altered in comparison with

those for an electron in vacuum. If we write N/V=1/a, wherea is introduced as the average

The reason why the model of a gas of noninteractingdistance between electrons, relati@ to good accuracy re-
electrons can be employed with confidence is that at lowduces to the estimate
temperatures the majority of electrons, obeying the thermo- _

. : S pe=rh(mla). 4
dynamic requirement of minimization of the energy of the
system, densely occupy the low-lying energy levels, filling  We note that estimaté4) does not contain any of the
the individual states in pairéwvith opposite spinsand be- parameters of the free-electron dispersion relation. This is an
coming incapable of participating in any motigwhich in-  extremely important circumstance, since it raises the ques-
evitably involves a transition from one state to anoth&he  tion of to what degree the calculati@®), which is based on
remaining electrons can be considered to have been pulldtie concept of a gas of free particles with a quadratic disper-
out of this “dead sea” and represent Fermi elementary excision relation, can be used to discuss the properties of elec-
tations of the whole electron system. It is completely admisirons in a crystalline metal. In fact, in a periodic structure,
sible to treat the set of these excitations as an ideal Fernsuch as any single crystal, the momentpris a convenient
gas. The energy per particle separating the occupied and udynamical variable—its role is played by the quasimomen-
occupied electronic states is called the Fermi energy. In &um, and the energy of an elementary excitation, the role of
literal sense such a clear separation of electronic states ghich we confer on the electron, becomes a periodic func-
possible only at absolute zerd@ €£0), but if the thermal tion of the quasimomentum with the period of the reciprocal
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lattice. Consequently, the dispersion relation of an electron in
a metal must be a more compléand necessarily aniso-
tropic) function of the quasimomentum, and the Fermi sur-
face can therefore acquire a shape that is very unlike a
sphere. Nevertheless, the characteristic radius of the Fermi
surface is estimated correctly by formuld). The point is
that, in the calculation of2) we were interested only in the
number of states occupied by electrons, which is actually
determined by the number of degrees of freedom of all the
electrons. In distributing the states corresponding to these
degrees of freedom over “cells” of the phase space, we will
have filled some volume of phase space invariant with re-
spect to the choice of the concrete description of the single-
particle states.

Let us turn to the question of the shape of the Fermi
surface of the electrons in a crystal and what determines that
shape, and discuss the possible manifestations of the shape
of the constant-energy surface in the electron dynamics. The
motion of an electron in a magnetic field is the most sensitive

to this shape. X

Let us consider the dynamics of an electron with a dis+ g 1. Trajectory of an electron ip space and its projection on a plane
perpendicular to the magnetic field.

persion relatiore = ¢ (p) in a uniform magnetic field. The
pair of Hamilton’s equations of classical dynamics of the
electron have the form

wherewv, is the projection of the electron velocity on the

>
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p = const

Nep)=¢

Y

dp e B de plane perpendicular to the magnetic fieBd Relation (9)
qi - clvXBlL v=gi= P (3 generates a chain of equations
Choosing thez axis along the direction dB, we obtain the dt = _C_ip_’, t= _C_J'ﬂ At = i§z&, (10
eB v, eBJ v eBJ v,

following system of equations of motion:

dp, €B dpy eB dp,

e d et d ©
which have two integrals of the motion:

e(p)=const, p,=const. (7)

The pair of conditiong7) determines the trajectory of
the electron irp space—it is the curve of the intersection of
the surfaces(p) =const and the planp,=const(Fig. 1). It
follows from Eg.(6) that the projection of the electron tra-
jectory inx space is similar to the trajectofy). Indeed, we
rewrite the first two equations @) in the form

dpx_ eBdy dpy_ eB dx

dt ¢ dt' dt c dt’ ®)

Relations(8) show that the projection of the trajectory in
x space on the&oy plane is indeed similar to that jmspace,
but rotated by 90° in relation to the coordinate aresand
oy (Fig. 2). The coincidence of the directions of the electron
velocity vector can also be noted in Fig. 2.

Analysis of the equations of motigB) and inspection of
Fig. 2 lead to the conclusion that the electron executes cycli

motion in a magnetic field, revolving along a closed trajec-

tory (in the case of a free electron this would be motion
along a circlg. The frequency of this cyclic motion is easily
calculated. It follows from(6) that the velocity of the elec-
tron’s motion along the trajectory ip space is given by

dp _eB

TS 9

v,

where the integral is evaluated along the electron trajectory,
At is the period of the cyclic motion of the electron, and the
last integral is taken over the whole closed trajectory. Know-
ing At, we determine the frequency of the cyclic motion of
the electroniw.=2m/At. This the cyclotron resonance fre-
quency in a magnetic field for an electron in a crystal. How-
ever, this frequency is customarily written in the form
=eB/mc, wherem is the electron mass. Consequently, the
cyclotron mass of the electron in a crystal depends on its
trajectory and is a function of state and not a numerical char-
acteristic(as in the case of a free electron, wheng=m
=const). It is not hard to get the geometric sense of this
characteristic of the electron. One need only calculate the
change in area bounded by an electron trajectory on the
plane p,=const upon a small increasé& in the electron
energy:

\ | S

FIG. 2. Trajectory of an electron ip space(a) and inx space(b).
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55=§e5pl dp, =§i’l 8¢ . (11) a
vy

Here the integral is evaluated over the closed trajectory of

the electron. Comparing the expression idrin (10) with
(12), we find X "\b OL-

Al S8 \ (A)
1= 2B 7 (12

(C) ¢ (D)
where the functiorS=S(e,p,) is the aforementioned area / (B)
bounded by the electron trajectory on the plane- const. /
Thus the effective cyclotron mass of the electron is given by
the expressioh

1 9S

mc=mc(s.pz)=5£. (13

/

In light of what we have said above, for electrons in a metal

formula (13) has actuality on the Fermi surfaee=¢. This b — \:\ B) [/
means that the area of the cross section of the Fermi surface (D) » {(C)
on the plangy,= const and its dependence on the Fermi en- -
ergy have direct physical meaning—the derivative18) is 77 (A) A\
an experimentally measurable quantity. E ):

2.2. Geometry of the Fermi surface in a crystal

The circumstance that the constant-energy surfaces for
electrons in a crystal can have shapes that differ strongly N |
from spherical was obvious from the time the electron theory -
of metals first appeared, as the figures for the constant-
energy surfaces in the well-known monograph of Bethe and
Sommerfeld attest. It was understood that, by virtue of the
complex structure of the electron spectrum of crystals, there
can exist a great diversity of Fermi surfaces of the most
unusual shapes, some of which are described in the book by
Lifshits, Azbel’, and Kagano¥.But for a long time it re-
mained unclear whether the shape of the Fermi surface in a
given metal could be predicted even as far as its general
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traits. Only the lucid and rather simple arguments of d ————-——d—-—- JI_ __

Harrisor’ made it possible to clarify, first, why an expected A ! A ! AN AN

shape of the Fermi surface appears in a given metal and, Vv Y TN T Y

second, the possibility of several Fermi surfa¢e®re pre- | | |

cisely, several different sheets of a multiply connected Fermi ot i s e ity I e

surfaceé coexisting in the same metal. A L A 1T A T A
Let us illustrate Harrison’s method by the example of a Y1 Y I Y |IY

2D square lattice, considering it as some symmetric cross

section of a 3D lattice. The unit cell in the reciprocal lattice FIG. 3. Construction of the Fermi surface for a square lattice: spheres in the
. . . zeroth approximationia); sheets of the Fermi surface which are situated in
is usually chosen such that the polnt-0 lies at its center igterent Brillouin zones(b,c,d.

(the main square in Fig. 3a and the square in Fig. Blow-

ever, it could also be chosen differently dashed square in

Fig. 3c or 3d. Starting from the density of electrons in the

metal under discussion, we determine the radius of the Fern@racy arose by virtue of the primitive model representation of
surface(4) (if there is one conduction electron for each atoma circular (spherical shape of the constant-energy surfaces
in the crystal, this radius will be of the same order of mag-and must be regarded as the result in zeroth approximation.
nitude as the size of the unit celWe draw a circle of that When practically any physical circumstances are taken into
radius around the coordinate origin in Fig. 3a; this will be theaccount in the next approximation the degeneracy will be
cross section of the Fermi surface. Since the energy of aremoved, and all of the points of intersection of the graphs of
electron in a crystal is a periodic function of the quasimo-the constant-energy surfaces will be shifted slightly. On a
mentum, such circles should also be drawn around each sif@ane of the reciprocal lattice an ornament of several closed
of the reciprocal lattice. Then a system of intersecting linedines appears. Part of them are conveniently placed in a unit
(Fermi surfacesappears in which each point of intersection cell of the first type, and part of them in a cell of the second
is a point of degeneracy. It is clear that the points of degentype. Usually they pertain to differergfirst, second, third,
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FIG. 6. Trajectories of an electron in the vicinity of a saddle point: the
saddle poin© on the Fermi surfacén); trajectories close to the saddle point
(b).

FIG. 4. Two types of electron trajectories on a highly anisotropic Fermi
surface: operfl) and closed?2)

hrough the saddle point on the Fermi surface and therefore
as points of self-intersection at the boundaries of the Bril-
éouin zone. These points are singular points because at them
the group velocity(equal to the gradient ip space is di-
rected strictly along the normal to the plane of section and,
consequently, the projection of the electron velocity on that
plane vanishes. The electron at this point should be at rest,
but in its motion along such a trajectory it approaches the
saddle point only asymptoticallyfor t—«). The forced

If the plane in Fig. 4 is perpendicular to the externaIStOpping of an electron at the saddle point means that its

magnetic field, then the two types of cross sections of th(%nqsstgoes to !nfm,'[Ly' Fr(;]mtha ma(tjr:jelmatlgatl Etandpo!nt tTe
Fermi surface will lead to two types of electron trajectories rajectory passing throug € saddle point has a singufar

) g . ass.
in a magnetic field: closeétypical for a free electronand . L .
open, i.e., traversing all of reciprocal space. The latter means In the previous Section it was shown that the effective

that in ordinary coordinate space in the plane perpendicul asi of afn eIectrorE) mf a m?gnfst)m fuhald ISS (_:iettcra]rmlned as a
to the magnetic field the electron executes unboundedf!"cHON Of €NEIgye Dy Tormu a(13), whereS is the cross-

motion—it goes off to infinity. It is clear that such a situation sectional area of the constant-energy surface. If one goes

is possible only for electrons in a crystal and demonstrategrom the Fermi energyr t0 an energy exceeding it by an

the manifestation of the features of the topology of the FermfOUNtAe, i.e., 1o e=e¢+Ae, then at the same, the

surface in the dynamics of the electrons singular trajectory will be replaced by a nearby closed cyclo-

Naturally, only closed cross sections can arise on closef°" trajfet(;]toré/_f(f) f typte;. Figure 6a shzv;ls porftl(:n_?r? ftrajec- |
Fermi surfaces, and therefore the corresponding electrorfg"'€s Of the different types near a saddle point. The anomaly
will move along closed(cyclic) trajectories in a magnetic of the trajectory of the second type is due to the presence of

field. On open Fermi surfaces both closed and open crystafge close-lying saddle point, and therefore the singularity re-
ults from the energy dependence of only that part of the area

are possible. Figure 5 shows various cross sections of a s 'S which i losed by th t of the traiect that
face having the form of a corrugated cylinder with its axis™ ™ WhICh 1S enciosed by the part of the frajectory hear tha
point. In the leading approximation the part of the cyclotron

along theop, axis. The lines of these cross sections detert act fint - be tak the h bol
mine electron trajectories with different values of the mo- rajectory ol interest to us can be taken as the hyperboia

mentump, in the magnetic field. Trajectories of tyfdeare 5 5

open trajectories corresponding to infinite motion of the elec- & _ i —As (14)

tron (corresponding to smajl,), while trajectories of typ& 2my  2my ’

are closed trajectories. The two types of trajectories are sepa-

rated by an open trajectorfthe separatrix which passes wherem;>0 (i=1,2) are characteristics of the correspond-
ing curvatures of the Fermi surfadéhe trajectory passing
through the saddle point can be replaced by the asymptotes

.1 Py . of the hyperbola The quantityAS can be calculated as the
N /—\‘/ area bounded by the hyperbola and the straight figre Q
0 7 i Py =const, where is chosen a smalbut finite) distance away
2 /T\ ! from the saddle pointsee Fig. 6l Then

’?\:_/\-;_/\ 5 2
' AS =2my [2'0" —Ae] dp,
Po

etc) Brillouin zones and are taken to be different sheets o
the Fermi surface.

A somewhat different system of sheets of Fermi surface
arises in an anisotropic crystdtig. 4). After the degeneracy
is lifted there will not only be closed lines but also lines
threading through the whole reciprocal lattice—cross sec
tions of open Fermi surfacesConsequently, there can exist
two topologically different types of Fermi surfaces—closed
and open.

2th "
a x(Ae)
FIG. 5. Different types of electron trajectories: opél) and closed(2), = 4.Jmymy Ae J‘\/xz -1dx,
corresponding to cross sections of a Fermi surface in the form of a corru-

gated cylinder omp,=const planes for different, . 1 (15
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wherepy=y2m;Ae andx(Ae)=Q/y2m;Ae. Then in the Ky

leading approximation the cyclotron mass of an electron on a
trajectory close to the singular trajectory is equdl to
(mymy)*2

e(Q)
m,= In

T Ae

: (16)

where £(Q)=Q?%/(2m,). Thus as the saddle point is ap-
proached, the effective mass of the electron increases loga-
rithmically. Consequently, the period of gyration of the elec-
tron in the magnetic fieldits cyclotron period increases to
infinity, and the motion along a trajectory passing through
the saddle point become similar to motion along an ope
trajectory—the electron takes an infinite time to traverse the
trajectory.

IG. 7. Magnetic orbits in the vicinity of a separatrix in the form of a figure
ight.

consider the electron orbits into which the separatrix in Fig.
4 is transformed either upon a small deviation of the mag-
netic field from thez axis or upon a small change in the
value ofp,. We shall discuss the case when there are two
A direct reflection of the shape of the Fermi surface isclosed trajectories enclosing a cross section of the Fermi sur-
found in thede Haas-van Alphen effecwhich is among the  face, of the type indicated by the shading in Fig. 7. The
most interesting of macroscopic quantum phenomena. It iguasiclassical quantization in such a case was investigated
manifested in an oscillatory dependence of the magnetizatiopy Azbel 8 If the trajectoriesl and2 in Fig. 7 have parts that
of a metal on the strength of the magnetic field. This effectgre close, then the effective value pfwill depend strongly
discovered in 1930 by the Leiden physicists for whom it ison the numben, and near the self-intersecting trajectory the
named, has a surprising distinction: the de Haas—van Alpheglistance between energy levels oscillates with variation of
effect is amenable to theoretical interpretation in all its de-the magnetic field.
tails. A detailed description of the history of the discovery of In the papers by Lifshits and Kosevitthe magnetiza-
this effect and its observation over the course of many detion of the electron gas was calculated at low temperatures
cades and an assessment of its role in the experimental dgnd an expression was obtained for the oscillatory part of the
termination of the electronic spectrum of metals is found inmagnetization of the metal. This expression can be repre-
the monograph by Shoenbét§or us it is important that itis  sented schematically in the form
a purely quantum phenomenon, due to the quantization of

2.3. Quantum magnetic oscillations and the shape of the
Fermi surface

the electron motion in a mag_netic field.. . M gec= MO(B,T)cos< ChSn(er) _ ?,) COS(W_Q ﬂ) ,
We perform a quasiclassical quantization of the electron eB 2 mg
motion along a closed orbit. It is known that the magnetic (19
flux ® enclosed by the electron orbit is quantized: whereM, is a smoothly varyingwith B) amplitude of the
2 mhe oscillations,Sy,(eg) is the area of the extremal cross section
d=g¢on, Nn=0,1,2,...; ¢po= . (17) of the Fermi surface on the plampg=const,m. is the effec-

tive cyclotron mass of an electron in the metaly is the
whereg, is the magnetic flux quantum. X denotes the area mass of a free electron, amgl is the gyromagnetic ratio,
enclosed by the projection of the electron orbit on #ye  which determines the spin magneton of the electifon a
plane, perpendicular to the magnetic fid#d then one can free electrorg=2). The main characteristic of the de Haas—
write & =BA. But according td8) the ared is proportional  van Alphen effect is the period of the oscillations. In the
to the cross-sectional area of the constant-energy surfadeverse magnetic field it is given by

e(p) =e=const on the plang,=const: 1\ 2xleln
c\? (g) =" (20)
A=(e—B) S(z,p,), S
This period is independent of the magnetic fiedeée Fig. 3
and therefore the following quantization rule arises: and also independent of temperatdre In terms of the field
itself, under the conditiol B<B? one has
2m7heB
S(e,p,)= c (n+vy), n=0,1,2,..., (18 2mehi
A(B)= cS, B<, (22)

wherey is a parameter having a value of the order of unity.

Formula(18), which was first proposed by Onsadagives i.e., at high fields the period is proportional to the square of

the dependence of the electron energy on the quantum nurthe magnetic field.

bersn andp,: e=¢,(p,), from which one can construct the If the Fermi surface is convex, then there is only one

thermodynamics of the electron gas in a magnetic field.  extremal cross sectio@ maximum. If the surface is non-
The quantization of the electron motion along trajecto-convex there may be several of théRig. 9). Consequently,

ries close to the separatrix in Fig(dr, in other words, close the experimentally observed dependencesugg. can have

to a self-intersecting trajectoryequires special study. Let us the form of a superposition of several oscillatory curves.
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FIG. 8. Oscillations of the magnetization of a Bi single crys&thoenberg,
1938.

A set of cross sections of the Fermi surface and, hence,
of oscillation periods arises in quasi-two-dimensional con-
ductors, for which the Fermi surfaces typically have the form
of corrugated cylinders. If the magnetic fieRlis directed
along the axis of the cylinder, then two types of extremal
cross sectiongminimum and maximumare possible. If the
direction ofB deviates from the axis of the cylinder by some
angle 6 (see Fig. 10 then there arises a continuous set ofFIG. 10. Cross section of_a F_ermi surface in the _form of a corrugated
cross sections whose areas increase with increasing ang|ecyllnder, in relation to the direction of the magnetic field.

It is easy to see that the areas of the extremal cross sections

will increase in proportion to tad (0<6</2), and this

will lead to an inverse dependence on teof the periods of  planeg, b) from the temperature dependen@®) one can

the quantum oscillations in the inverse magnetic fi@d).  determine the effective electron masses on the extremal tra-
For = /2 a cross section threading through the whole mo4ectories and, finally, cthe last cofactor tells about the gy-
mentum space arises, and its contour becomes an open ti@magnetic ratio for an electron in the metal. All of these
jectory of the type like curvéd in Fig. 5; the corresponding possibilities have been used successfully in numerous experi-
quantum oscillations then vanish. ments, and formuld19) is highly valued by those who in-

The amplitude of the oscillations have the simplest devestigate the electronic properties of metals. The Fermi sur-
pendence oif at not very low temperaturéE>%w., where  faces of many metals have been studied and an atlas of Fermi

w.=eB/(mc) is the cyclotron frequency, when surfaces has even been compiled on the basis of formula
22T (19). Such an atlas, prepared by Yu. P. Gaidukov, was first
M0~exp{ e ) (22 published as a proposal in Ref. 3. In Shoenberg's Bdok
C

mula (19) is called the Lifshits—KosevicliLK) formula, a
Thus the three separated factors in Eif) make it pos- name that is used repeatedly in original papers and reviews,
sible to determine the three most important characteristics dhcluding the book by Wosnitz&.
the electron system:)drom the periods of the oscillations From the standpoint of geometry, item)“ds the most
one can determine the extremal cross sections of the Fernmteresting possibility, since it entails a statement of the prob-
surface for different directions of the magnetic fiétde di-  lem of determining the shape of the Fermi surface from a set
mensions of the projection of the Fermi surface on differenf extremal cross sections for various orientations of the se-
cant plang(Fig. 11). This question was posed in the form of
an inverse problem and solved by Lifshits and Pogoré&ldiv.
Pz was shown that if the surface has a center of symmetry and
B any ray drawn from the center intersects the surface at only
< max one point(there are no folds on the surfacéhen the shape
of the surface can be reconstructed uniquely from the depen-
min dence of the area of the central cross section on the direction
of the normal to this cross section. Unfortunately, as far as
we know, this result is not being used to reconstruct the
Fermi surface from experimental data, since the attention of
0 P, researchers has been focused on searching for and identify-
ing the unusual sheets, Fermi surfaces that do not satisfy the
conditions of the Lifshits—Pogorelov theorem.
In addition to the de Haas—van Alphen effect, quantum
FIG. 9. Two types of extremal single crystals of a nonconvex Fermi surfacemagnetic oscillations are characterized by the Shubnikov—de

Px
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P,

Py
FIG. 13. Diagram explaining the nature of magnetic breakdown: an electron
Py “hops” from the small orbit to the large orbit.

FIG. 11. Cross section of the Fermi surface, in relation to the direction of

the magnetic field. gives rise to the de Haas—van Alphen effect with large peri-

ods. However, an electron on a closed trajectory of small size
: . at some times comes very close to an open trajectory of type
Haas effect—oscillatory dependence of the magnetoresi [. If the magnetic field exceeds a certain limiting value, then

tance of a metal on the magnetic field. Since the physic he electron at that time hops “by inertia” to the trajectdry
nature of the latter effect is the same, measurements of t%

¢ ist ield th iod for th ee Fig. 13and then, moving along the latter, “slips into” a
magne oresz ar?ce yflfe & Me sarpe p.e:'o S as '(I)Ir i € ort part of a second trajectory of ty2e emerging as a
aas—van Alphen eflect. vlagnetoresistance 0sciiialions ot o 3 closed trajectory of large radius. This leads to a
are easily observed not only in conventional metals but als

) . . Becrease in the period of the quantum oscillations.
in organic conductoréFig. 12) and thus can be used to study The magnetic breakdown result can be interpreted an-
their electronic spectra.

other way: an electron moving along an open trajectory of
type 1 which threads all of reciprocal space goes over to a
2.4. Magnetic breakdown closed trajectory, the area of which is shaded in Fig. 13.

In discussing the periods of the quantum oscillations inQonsequentIy, a high magnetic field can alter not only the

the case of a complex Fermi surface, we start from the fac‘?'zeltb.Ut allso t?ﬁ ;clpr)]ologg of the elec(tjron t_rsjzctones.b d

that if there are several different extremal cross sections or ¢ IS ceark ?th € Ip erjor:u(ejnon _escnf € tgoles gt);‘on

cross sections of different sheets of the Fermi surface, theﬁ‘e, ramework of the classical dynamics ot particies with a
efinite trajectory. The transitiofor nontransition to an-

the experimental plot will be a superposition of several inde-

pendent curves with independent periods. In other words, %}her ]:[rajectory O(t:_cul;s Wll<t(? a c_ertam tﬂuantum lprobabllltty.
is assumed that the motion of an electron along each of th erefore, magnetic breakdown IS a rather compiex quantum

closed orbits shown in Fig. 3b or in Fig. 4 is completely process that can lead to a rearrangement of the electronic

independent of the presence of a nearby trajectory of anothéﬁﬁtmt? of a rpetal in ?_ hig’h n;zgnetic fieldt; A? exgqsititcr)]n
type. But the Lorentz force can lead to transitions from oneg € theory o ma%ne IC breakdown may be found in the
ook by Lifshitset al2 and in several review¥.

trajectory to another. In fact, that can occur if different clas- M tic breakd . ifested i illat fct
sical trajectories approach each other very closely. The phe- agnetic breakdown 1S maniiested in osciliatory elects

nomenon due to these transitions is calledagnetic only as a jumplike change in the oscillation period when the
breakdown3 magnetic field reaches a limitingbreakdown value, at

The essence of magnetic breakdown is easily illustrated’ h'_Ch the eIegtro_ns hop f“’?“ one Clc.JSEd trajectory to _another
or in the vanishing of oscillations if the second trajectory

by examining Figs. 4 and 13. In a weak magnetic field the . o
motion of an electron along a small orbit of typén Fig. 13 encloses such a large area that the period of the oscillations
' and their amplitude become vanishingly small.

The presence of magnetic breakdown modifies the quan-
20 tization rule(18). The areaS(e,p,) appearing in this formula
is that of the closed electron trajectory lying within one unit
cell of p space. In the leading approximation, when relation
- (18) is valid, the motion along such a trajectory is autono-
mous and is insensitive to the periodic dependence of the
energy on the quasimomentum. However, in an extended
band scheme there are analogous orbits in all cells of the
reciprocal lattice—the energy levels obtained fr¢b8) are
i continuously degeneraféhe parameter of this degeneracy is
known: it is one of the coordinates of the center of the elec-

MaI'HVITOCOI'lpOTMBﬂeHMe
—
o
|

U U U tron orbit inx space; we denote it ag=—cp,/(eB)]. On
L | L ) ! the basis of magnetic breakdown concepts, one should pos-
0 10 20 30 40 tulate a small tunnel coupling between the motions along

B, Tn these orbits, which lifts the degeneracy of thdevels ob-

FIG. 12. Oscillations of the magnetoresistance of the organic conduc:to'Faine(_j from(18). _
a-(ET),TIHg(SeCN), at T=80 mK.1° Zil'berman'® showed on the basis of other arguments
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dp

with the usual Hamiltonian definition of the velocity:
FIG. 14. Chain of magnetic-breakdown orbits in a highly anisotropic metal.

de
v=—, (24

p
that taking the quantum corrections to the quasiclassical re-

sult into account leads to the conclusion that the parameter Whetres_= &(p) =&(p+G), with G being a reciprocal lattice
in (18) becomes dependent on the position of the center of €C0r INP Space. :
We direct the vectoE along theox axis and adopt the

the electron orbit within the unit cell of the metal: .
simplest dependence=e(p,):

1
2415 , o a ae a
Y 2 Yn(Px) e=¢g Slﬂ%; UzTOCOS—th; (25

and the level smearingy is small, of the order of the ratio of ) o )
the lattice constard to the minimum cyclotron radius of the then it follows from(23) that p,=eEt, which immediately

electron:e =a./eB/(ch)<1 (usually 5y~s?). gives a periodic time dependence of the electron veld&ity:
The influence of tunneling effects on the electronic spec- asy
trum is, of course, enhanced if the trajectories under discus- vx=vo(t)= TCOS{wBt)- (26)

sion have close-lyingalmost touchingparts. An example of

such a system is a chain of closed electron trajectories in &he frequencywg=eEa# is called theBloch frequency
magnetic fieldFig. 14), linked by centers of magnetic break- The point is that from a quantum point of view the pres-
down (the small dark circles at the Brillouin zone bound- ence of a definite frequency means that discrete levels, with
aries. In terms of magnetic breakdown the motion of anan energy differencée =% wg, are present in the electron
electron along the main part of the orbit is classical, while atspectrum. What reason can there be for this valukeofo be

the magnetic-breakdown center a probability= p2(B) of  selected in a uniform field? By virtue of the uniformity of the
tunneling to a neighboring closed trajectory arises. As wadield, there can be no preferred value ©f Therefore, the
shown previously® one usually has necessary discreteness can only be due to an equidistant dis-

p=exp(—By/2B) <1 crete spectrum of the type
= _ 0 < y

whereBy is called the breakdown fiel@t is determined by
the effective potential barrier separating the trajectories inThis equidistant spectrum and especially its manifestation in
the magnetic field A calculation of the energy of the sta- optical experiments is called theWannier-Stark ladder It

tionary states in a chain of circular orbits of the type shownturns out that the distance between “rungs” of this ladder in
in Fig. 14 with the magnetic-breakdown tunneling taken intothe case of an electron in a uniform electric field determines
account leads to the rest/lt the Bloch frequency of the oscillationsi= wg . A brief ac-

count of the quantum theory of Bloch oscillations can be

e=¢ggtnhow, N=0,£1,+2,... .

(_ 1)n . Px . . 0
Syn= arcsw{ pcos—|, found in a review
At reasonable values of the electric field the frequency
which in the cas@<1 reduces to a typical one-dimensional of the Bloch oscillations of an electron in a metal is many
dispersion relation orders of magnitude smaller than the electron collision fre-
(—1)" ap guency even in extremely pure metdis other words, the
Yn(Py) = p COS X oscillation period is much longer than the relaxation time
™ h in the metal, and the amplitude of the Bloch oscillations is

The broadening of the electron energy levels as a resuluch greater than the electron mean free patfherefore,
of magnetic breakdown no doubt affects the amplitude of thén calculating the electrical resistance of conductors and in
quantum oscillations, leading to an additional decrease i®ther analogous cases the periodic character of the electron
amplitude with increasing magnetic field. motion may be ignored if it is kept in mind that on small
parts of its path the motion of an electron is translational. For
a long time it was considered that Bloch oscillations are an
extremely curious physical phenomenon but one that is of
only theoretical interest.

The diversity of the shapes of constant-energy surfaces, The situation changed fundamentally when a technology
the Fermi surfaces in particular, which lead to features of thevas developed for preparing perfect semiconductor superlat-
guantum oscillations is in the final analysis due to the peritices with structure periods much greater than the lattice con-
odic dependence of the energy of a band electron on its quatant. Since in such structures the reciprocal lattice period is
simomentum. A peculiar manifestation of this dependence istrongly reduced and the electron energy spectrum is broken
observed in the behavior of an electron under the influencep into narrow subbands, the Bloch oscillations correspond-
of a uniform static electric fieldE. ing to them have rather high frequenciéise obvious condi-

In the quasiclassical approximation the electron dynamiion wg7>1 becomes attainableaffording a real opportu-
ics is determined by the usual equation nity for generating and observing these oscillations. Recently

2.5. Band electrons in an electric field and Bloch
oscillations
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direct observations of Bloch oscillations of an electron cur-2.6. Topology of the Fermi surface and the low-temperature
rent in the bulk of semiconductor superlattices have beemagnetoresistance of metals
made (the first direct experiments of this type were appar-
ently carried out in Refs. 21 and R2

The experimental possibility of “sensing” the periodic-

The above-described quantum oscillation effects in met-
als undoubtedly provide a beautiful demonstration of the

. ) . X quantum nature of magnetism, and the diverse forms of their
ity of the electron energy in a semiconductor superlattice Wakanifestation confirm the complexity of the Fermi surface in

first pomted out by Esaki and.T§é:The|r argur'nentls and a metals. However, only closed electron orbits contribute to
calculation dpne in the rela}xat|o'n-t|me approximation re.ducethe observed quantum oscillations. We have mentioned that
to the following. If relaxation did not occur, then the'tlme if, when the direction of the magnetic field is changed, an
dependence of the electron energy would be determined bé(lectron orbit on an open Fermi surface becomes very large

gqrm_ula;_(ZG), where n0\1\a |st_the_st1perlatt|cet gerlod. Takn:g and in the limit is transformed to an unclosed trajectory, then
issipative processdselaxation) into account forces one to the quantum oscillations vanish. The latter circumstance

consider that the real change in the electron velocity OCCUrg ~es it possible to determine the direction in which the

more slowly(is dampest Fermi surface is open. However, the specifics of the electron
dvy=exp(—t/7)dvg. (277 dynamics in motion along open trajectories are reflected in a
It follows from (27) that study of other phenomena. . L
The dynamics of electrons on open trajectories is clearly
tdvg , , manifested in features of those macroscopic properties of
vx()= f exp(—t/m)dvo(t) = J'OWeXp( —tindt. metals which can be described without invoking the quantum
(28) mechanics of a particle with an arbitrary dispersion relation
but which are sensitive to the shape of the classical trajecto-
ries of the current carriers. Foremost among such properties
t9%e are the galvanomagnetic properties of metals in high mag-
Ux(t):eEfo Ip2 exp—t'/7)dt’ netic fields. The topological aspect of the theory of galvano-
* magnetic phenomena in metals at low tempeer;;tures has be-
ek [t , , , come the subject of a deep mathematical analysis.
:WLCOS{“’BZ Jexp(—2z'/7)dZ, (29 However, we are not interested in the details of the
o 5. . ] mathematical analysis but with the physical inferences relat-
wherem(0) = d%¢/dp; is the inverse effective mass of an jng gpservable phenomena with the geometry of the Fermi
electron atp,=0. surface.
~ Forlong times {>7) one can set= at the upper limit  Thg theme stated by the heading of this subsection has
in (29), and then one gets the well-known formula of Esakipeen exhaustively discussed in a splendid review adfcle,
and Ts@® for the steady-state mean velocity of an electron iNand we can therefore limit the discussion here to some gen-

a semiconductor superlattice: eral qualitative remarks. It need only be said that that

Thus it turns out that

wgT  agg review’® and the aforementioned monograpiive a com-
(V)=vy()= m 7 (30) plete exposition of the theory of low-temperature galvano-

_ o magnetic properties of metals in high magnetic fields, when
In weak fields(whenwg7<1) Eq.(30) implies the standard the topological features of the Fermi surfaces are manifested
linear dependence of the mean electron velocity on the fieldn fyll measure. In its day this theory was called the LAK

theory, after the initial letters of the names of its creators,
(v)=

er
E, (31 Lifshits, Azbel’, and Kaganov.
m(0) _ . _—

At sufficiently high magnetic fields the cyclotron fre-
which explains the electrical conductivity in weak electric quency is so large that at low temperatures an electron during
fields. In a strong electric fielddg7>1), attainable in semi- jts mean free time will go around any closed trajectory
conductor materials, E430) implies that the mean velocity within the Brillouin zone many times, and it therefore
is a decreasing function & (which is impossible in metals  traverses many unit cells in the reciprocal space, moving

g0 1 along an open trajectory. It is this circumstance that makes it
(v)= o  E’ (32 possible for “openness” of the electron trajectories to be
manifested in the macroscopic properties of a metal.
and that leads to a negative differential conductance of the The value of the electric field in a metal is very small,
semiconductor superlattice. and therefore in a leading approximation the dynamics of the
Bloch oscillations, as we have said, can occur at time®lectron is determined by the shape of its trajectory in the
shorter than the relaxation time and in sufficiently strongmagnetic field. The electric field can be taken into account as
electric fields, i.e., under the conditiondd<t<7. In the  a small perturbation that makes the electron jump from one
limit 7= expression(29) goes over to formuld26). At  trajectory to another. An exception is the situation in which
large but finiter formula (29) describes Bloch oscillations of the magnetic field and electric fieldE are mutually perpen-
an anharmonic form. dicular. Then all of the electrons on the closed trajectories
The electrodynamics of semiconductor superlattices isre entrained into Hall drift with a constant macroscopic ve-
now an independent branch of phystésthe content of locity (v)=cE/B. The Hall drift for electrons on open tra-
which touches only lightly on our theme. jectories looks somewhat different, but we will mainly be
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FIG. 16. Singular dependence of the magnetoresistance of a metal with a
Fermi surface in the form of a corrugated cylinder on the direction of the
magnetic field.

reciprocal space$8), we can easily estimate the limiting
angle as that value for which the quantityr® (beB6) is
comparable to the electron mean free path. Inside the esti-
mated angular interval are extended closed orbits on which
the electrons are unable to execute cyclotron motion. As a
result, for those electron&,)=0, while at the same time
FIG. 15. Long trajectory on a Fermi surface in the form of a corrugated(yy>7&0_ The latter circumstance leads to a sharp increase in
cylinder. pxx iN the vicinity of #=0 (see Fig. 18
If the Fermi surface is more complex than a corrugated

. . ) ) cylinder, e.g., if it is like that shown in Fig. 17, then the
interested not in the Hall but in the diagonal elemgptof  qrientation of the topological features can be illustrated with
the resistivity as a function of the direction of the magneticihe aid of a stereographic projectiéfig. 18. The center of
field. A detailed analysis of the different situations and dif- e circle corresponds to the normal in Fig. 17, and the
ferent possibilities in the dynamics of electrons on OPeMoundary of the circle td= /2. The shaded areas show
Fermi surfaces was given in Refs. 27 and 28 and analyzed igygions in which one encounters open trajectories. The solid
the monograph cited as Ref. 29. We shall limit considerationyes from the center to the boundary and the citgten/2
to the simplest version. . . ~itself correspond to open trajectories, which arise when the

Let us consider a metal for which the Fermi surface is &je|q s rotated in one of the principal planes. The points at
corrugated cylindefof the type illustrated in Fig. 10 or 15 {he center and on the circumference correspond to directions
A model dispersion relation that gives such a Fermi surface, \yhich again only closed trajectories are encountered; the

IS dashed lines delimit the region of trajectories which, al-
bp p2+p2 though closed, extend for many reciprocal lattice periods.
e(p)=A sif— + +——=, (33
2 2m
wheree>A. The magnetic field direction is close to the
axis.
The cross section of such a Fermi surface ongle0 nA 6 A,
plane is shown in Fig. 5. It is clear that if the magnetic field
is strictly parallel to thez axis, then open trajectories arise
for |p,|<p;. However, if the magnetic field deviates from _/
the z axis by a finite angled, then the trajectories become @
closed(see Fig. 15 But at small angl##<1 the trajectories, D
although closed, are very extended, and therefore the length
of the trajectory can be much greater than the reciprocal
lattice period 27/b.

If the corresponding length of a trajectory in coordinate
space begins to exceed the mean free path of an electron in
the metal, then such a trajectory will be manifested in the
kinetics as open. Recalling the relationship between the pa-
rameters of the electron trajectories in the coordinate and FIG. 17. An open Fermi surface of complex shape.
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2.7. Berry phase and the topology of trajectories in a
magnetic field

Completing our discussion of the problems relating to
the topology of electron trajectories in a magnetic field, let us
mention the profoundly quantum effect of Berry’s geometric
phasé® in magnetic oscillation phenomena. The question
concerns the discussion of the parameien formula (18),
which influences the phase of the magnetization oscillations
(19). A calculation ofy by the WKB method was first carried
of these in Ref. 15, and later a more rigorous calculation was
done in Ref. 34 for a single-band electron spectrum. In par-
ticular, the calculation of Ref. 34 confirmed the special con-
tribution to y from self-intersecting electron trajectorigike
the separatrix in Fig.)5 described previously in Ref. 8.

Let us now say a few general words about the circum-
stances requiring that the Berry phase be taken into account.
FIG. 18. Stereographic projection of the directions of the magnetic field forlt is known that the local instantaneous value of the phase of
which open trajectories are possible. the wave function is not measuralfenly its gradients and
time derivative are locally measurahléVe write the wave
function in the form

A peculiar manifestation of the band motion of electrons
in a magnetic field, which affords another opportunity for WX, 1) =] ylexplip(x,t)).
studying the geometry of the Fermi surface, is demonstratefj . d th . inal lued f ,  th
by the classical size-effect oscillations of the magnetoresis-t IS g_ssime td?V’(x’?' IS a sm?he—v:; ue tunctm&n Oté €
tance in a conducting superlattice. If the superlattice is a pryoordinates and ime. However, the p a4@.1) need not be
structure with a macroscopic peridalong thex axis, then single-valued, .but its variation along. any closed contour
in the single-band approximation the electron can be agnust be amyltlple of & In the case oflntgrest to us, that of
signed a dispersion relation of the ty(&8). We assume that an ele(;tron T a sttatlc_ magr;ettr;c f(;eld d|0r|ected ?It%ng Zhhe
the external magnetic field is directed along theaxis, and axis, wdenpz—_const ,g;cons » (€ dependence ot Ineé phase
we consider classical electron trajectories in gy plane. onx andy IS important:

From all we have said it is clear that resonance features p,z— et

appear in the dynamics of an electron gas when the size of ¢~ +@o(X,Y).

the Fermi orbit of an electron along tloex axis in that plane -

is a multiple of the periodb. The corresponding calculations ~ The condition formulated above takes the form

of the low-temperature magnetoresistance of such a system 8o

and a bibliography can be found in Ref. 30. §a—x°— dxy =2mm, n=0,1,2,..., (@ =1,2), (34)

We note that the classical oscillations described are an o
analog of the magnetoacoustic osu!laﬂons predicted by P'p\hhere the integration is done along any closed contour in the
pard (see, e.g., Ref. 29We are talking about a geometric x.y) plane
resonance arising when a monochromatic longitudinal acous(- Y) P : . . o
. . The phase of a quasiclassical wave function is deter-
tic plane wave traverses a metal perpendicular to an external. . . .

o . . mined by the classical actio@ for the system under study:
magnetic field. The wave of compression and rarefaction cre- - . )
: - : : ¢=(1/2)S. In a magnetic field the actio8 acquires an ad-
ates a moving periodic structure. Since the velocity of an’...
g . .ditional term,
electron is significantly higher than the speed of sound, it
perceives this wave as a slowly moving superlattice with a e (x
period equal to the acoustic wavelength. A resonance effect 550:6 OAdX' (39
arises when the size of the electron orbit along the direction
of propagation of the wave is equal to a whole number ofwhereA is the vector potential, and therefore a closed elec-
wavelengths. The anisotropy of the effect in relation to thefron trajectory I' should satisfy the following condition,
direction of propagation of the sound wave makes it possibl&vhich drives from(34):
to judge the shape of the electron trajectory in the magnetic
field.

Additional information about the details of the Fermi
surface and the effective masses of the electron can also be Condition(36) is equivalent to the quasiclassical quanti-
obtained from an analysis of the Azbel'-Kaner cyclotronzation of the magnetic flukl6). Relation(36) underlies the
resonancé>? However that effect is due to the high- Aharonov—Bohm effeét and explains the quantization of
frequency properties of metals, an analysis of which woulccircular electron orbits in the field of a singular vector
be the subject of a separate publication. Therefore, whilpotential®® What seems strange about this effect is the fol-
appreciating the enormous importance of the Azbel'-Kanetowing. An infinitely thin (in the limit) rectilinear solenoid
effect in the electron theory of metals, here we shall onlycreates a magnetic fielll, localized along the axis, while
mention it in passing. in the surrounding space it creates a vector poteAtialith

—‘3—§>Ad1=21m, n=0172,.... (36)
hcdr
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a single nonzero angular componég=®,/(27r), where —i [t

r2=x?+y?. Although such a vector potential does not gen- |1,//(t))=exp(7f En(R(t))dt')

erate a magnetic field in the surrounding space (&satD, 0

r#0), an electron constrained to move.g., by a special X exp(i Bn(t))In(R(1))), (40

distribution of the electric potentighlong a closed trajectory , , .
T that encloses the axis nevertheless “feels” the presence where the first exponential factor is the usual phase factor,

of the magnetic flux, since its trajectory obeys conditionth® last factorln(R(t))) is a single-valued function of the
(36). parameterdk(t), and the second exponential factor, which

This is a nonlocal topological effect. There is no physical@/ises naturally in Eq40), is the key element in the analy-
field of magnetic origin acting locally on the electron at any SiS: Since the phasg(t) is not necessarily a single-valued
point z# 0. The entire trajectory functions as a whole. Thatfunction ofR(t). Therefore in a cyclic process it can happen

trajectory I' has the feature that the forced motion of thethatﬁn(T)_iﬁn(o)' , i ) i
electron takes place in a doubly connected plang)( (its Substituting(40) into (38), we easily obtain an equation

simply connected nature is destroyed by the presence of B An(1):

localized magnetic flux piercing the plane at the poirty dg,(t) an(R(t))

=0). The Aharonov—Bohm effect was in fact the first physi- g ! < n(R(t))T> . (41
cal realization of what later became attributed to a manifes-

tation of the Berry phase. Let us calculate the increment 8, upon an adiabatic

In Ref. 33, Berry made an extremely important observavariation along some closed conto@ in the parameter

tion that led to a discovery with far-reaching consequencesspace, so thaR(T)=R(0):
Suppose that the Hamiltonian and action of a quantum sys-
tem depend on some set of continuous parameters, which B (T) =i§ <n(R) an(R)> dR . (42
may be called thepace of parameterR. Then the phase of C oR
the wave function of that system will also depend on those Since the functionsn) are normalized ([n)=1), the
parameters. For an electron in a crystal the parameter space . : : . . '

: S . duantity (n|(dn/at) is purely imaginary, which guarantees
might be the Brillouin zone itk space, for exampl?. If the that the phase,(T) is real. If we take,(0)=0, then
parameterK undergo adiabatic changes and vary slowly in " ' n '

time, R(t), in such a way that at the end of some cyclic ﬂn(Bolr?stizgrgtizmeetgﬁifr::y) Egzsp}.or an electron moving in
process att=T they return to their initial valueRR(T) 9 P 9

=R(0), then the phase of the wave function obtains an adf”1 crystal along some closed orlbitin k space. As we have

ditional changedg that is not related to an increment of the Sglr(il’r:;e?g"gzz @)ig::"; this case can play the role of the
classical action. The incremeAp was called thegeometric P Su osepthat1 at time fhe electron has an enerav from
phase and that is the Berry phase. The total phase advan PP oy

. Ct‘la‘]e bands. Then its wave function has the forgwe return to
along any closed contour in the parameter space must obey,[ﬁ\e usual notation for the wave function

condition of the typg34):
|s)=usk(X)exp(ik-x), (43

5¢E%550+ 6B=2mn, n=0,1,2,... . (37 whereug(x) is the Bloch amplitude, periodic in space. The
Bloch amplitude and the electron energyk) are the eigen-

functions and eigenvalues of a stationary equation of the type

(39 at timet. The quasi-wave vectdc enters this equation

as a parameter. For example, in a magnetic figlth=k

—(e/fic)A(t). Therefore upon an adiabatic variation of the

physical conditions one should set

It is not hard to obtain a formal expression for the Berry
phase. LetH(R(t)) be the Hamiltonian andi/(t)) be the
wave function—the state vector of the systeme follow the
original papet® and use the Dirac notatirrhe evolution of
|4(t)) is described by the Schidnger equation

|s,t) = ugc(t)explik-x), (44)
i% %”> =H(P(t))|(1)). (39) assuming that the quasi-wave vector in the exponential factor
at exp(k-x) is independent of time. The slow dependence on

time is contained in the Bloch amplitude and energy

At a fixed time we obtain the eigenfunctions and eigen-g (k(t)). Taking this last observation into account, we sub-
values of the Hamiltoniaf(R), whereR=R(t): stitute (44) into (42):

En(R)[N(R))=H(R|n(R)). (39 Ba(r) =i § k| e () 2k g3, (45

We assume that the spectriEg(R) is discrete and non- This is th tric ph ¢ lect i i
degenerate. According to Ehrenfest's quantum adiabatic hy- IS 1S the geometric phase of an €lectron executing cyclic

pothesis, a system found at the initial time in a state wwith motion in a magnetic field. Curioustthe integral
energy levels will be found in the same state during adiabatic
evolution, although the state itself and the leE(R) will Q(k):if Ug(X)
vary with time. Therefore the wave function of the system at
any time can be written in the forfh coincides with the diagonal element of the matrix

0U5k(X)

o d3x (46)
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Qe (k) =i f uZ (X) Villgr () d3x, (47

which determines the so-called periodic part of the coordi-
nate operator in thke representation, which is responsible for
the interband transitionsee, e.g., Ref. 39

. 0 A
P=i— . 48
P zak+Q(k) (48)

Thus it can be considered that the Berry phase has called
attention to the second term in the coordinate opergt8r
in a spatially periodic structure.

Finally, let us return to the quantization rulé37) and
the discussion of the term in formula(18). If the corre-
sponding electron orbits with differentin a magnetic field FIG. 19. Schematic illustration of Fermi surfaces for certain metals which
are not very close to each other and their shape s substalfie 1% ) Segereey 1 e et e Seion s o 21
tla”y different from that of the self-lntersectlng orbits, then, Fermi surface for graphité). The dashed lines show lines of degeneracy.
as was shown in Ref. 15 and confirmed in Ref. 39, the pa-

rametery always has the value

The stated conditions hold in the vicinity of a line of
(49) accidental degeneracy and also near a line of degeneracy
coinciding with a threefold symmetry ax{gajectories3 and

This is the value usually used in discussing quantum oscilla? In Fig. 19b, g. Therefore, for the indicated trajectories

=3

tions in metal€ Consequently, upon quantization of the elec- y=0; (53
tron motion in a magnetic field under the conditions indi- B )
cated above, the value @5, to be used if37) is y=1 andy=0 are equivalent.

If the energy splitting near a line of degeneracy increases

_ 1 guadratically with increasing distance of the pokntfrom
0Sp=2m| n+ 5 ]h. G0 that line, then
Thus the constany in formula (18) is equal to Ap=0. (54

1 1 Consequently, in this case, and also for trajectdridsat
Y=5" 5. A8 (51  do not enclose lines of degeneraoy which enclose an even

number of lines of degeneracy—trajectories of the t¥jpad

where A= B(T)— B(0) is the advance of the geometric 2 in Fig. 19a, b,
phase in a complete turn of the electron along its closed
trajectory in the magnetic field. y==.
The possibility of using formula51) and the conse- 2

guences of doing so are discussed in Ref. 40. A nonzero Summarizing, we note that the described role of the
Berry phase is usually due to degeneracy of the electronigerry phase is of a purely topological character and depends
states. Degeneracy, i.e., the touching or intersection ohn neither the form ofe(k) in the vicinity of the line of
constant-energy surfacésheets of the Fermi surfagesan  gegeneracy nor on the linear dimensions of the trajedfory

be of two types: 1 caused by symmetry, in which case it The result depends only on whether that trajectory encloses a
occurs either at points of symmetry or along axes of symmetine of singularity for the Bloch wave functiofin which

try in the Brillouin zone; 2 along lines of accidental casey=0) or does not enclose such a lifie which case the
degeneracy" Analysis of the geometry of the Fermi surface ysyal valuey=1/2 obtaing. As we have said, experimental
shows that lines of symmetry-related and accidental contagheasurement of the phase shift of quantum oscillations in the
should exist in many metals. Figure 19 shows the peculiametals mentioned above makes it possible in principle to

shapes of the Fermi surfaces in various metals in which thgijstinguish the presence of lines of degeneracy in their en-
features under discussion are found. To calculate the value @rgy spectrum.

¥ we use a result obtained back in 1962t turns out that if

a trajectoryl” encloses a line of degeneracy, then the 9€0% 1opPOLOGY OF THE CHARACTERISTIC SURFACES IN

metric phasedg along it is largely determined by the char- + e bynAMICS AND THERMODYNAMICS OF

acter of the dependence of the energy splitting on the disouasIPARTICLES IN CRYSTALS

tance of the poink from the indicated line. If the splitting of

the energy bands increases linearly with that distance, thehl: Geometry of constant-energy  (constant-frequency )

the integral(45) giving the geometric phas&s is equal to surfaces and the asymptotics of the scattered waves

AB=+m (52 In discussing the geometry and topol_ogy Qf Fermi sur-
' faces we start from the fact that for Fermi particleach as

where the sign depends on the direction of integration irelectrong at low temperatures the region near a single sur-

(45). face is important, viz., that which corresponds to the Fermi
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FIG. 20. Cross section of a nonconvex constant-frequency surface for

acoustic oscillations in a cubic lattice. FIG. 21. Consant-frequency surface for one of the branches of vibrations of
the Ge crystal.

energy. For Bose particlesuch as photons in a medium,
phonons, and magnonthere is no single characteristic pre- *2,... . The pointsk;=m/a;, k,=m/a, correspond to the
ferred energyfrequency. Therefore it is of interest to study Maximum frequency» = wma,. The constant-frequency sur-
the dynamics of such particléguasiparticlesat all possible  faces around it are also closéallipsoids. Between the two
energies. The thermodynamics of a gas of such particles #&/pes of closed surfaces is a layer of open constant-frequency
extremely sensitive to temperature, and its features reflect tHrfaces o, <w<w, in Fig. 22. Usually the surface sepa-
singularities of the density of states of Bose particles. rating the open and closed surfaces hasrical point in the

As in the case of electrons, the main dynamical characvicinity of which the constant-frequency surfaces have the
teristic of any particles is the dispersion relation, i.e., theform shown in Fig. 23, i.e., they resemble hyperboloids. In
dependence of the energyof the particle on the quasimo- the scheme in Fig. 22 the conical points are points of the type
mentump. In the case of phonons one usually considers th&:1=0, ko= m/a; or ky=m/a,, k,=0.

dependence of the square of the frequenrcy,w?, on the The shape of the constant-frequency surface is extremely
quasi-wave vector. Here, of course, it is understood thatmportant in studying the propagation of quasiparticles. The
p="hk. phonon group velocity is given by=dw/dk, and therefore

Since the features of the manifestation of the complexts direction for a nonspherical constant-frequency surface in
form of the electron Fermi energy were discussed in detail ithe general case is noncoincident with the directiok.dfhe
Section 1, now we shall, for the sake of definiteness, speakuterrelationship of the directions is determined geometri-
of phonons. As in the case of electrons, all of the qualitativecally by the shape of the constant-frequency surfa¢k)
arguments are conveniently linked to the geometry of the=const, since the vectar is always normal to a surface of
constant-frequency surface(k)=w=const. At low fre- constant frequency levéee Fig. 24 To each wave vectd
guencies and long wavelengthak<1), when the disper-
sion relation isw=ck, the constant-frequency surfaces are

closed. However, since the sound veloatin a crystal de- ko ®© O

pends on the direction of the wave veckgreven for long-

wavelength oscillations the constant-energy surface can be 2n | ! /\ \ l l / / ” [\ \ I
nonconvex. The parts on which the cross section of the a \

constant-frequency surface is convex are separated from the
parts on which it is concave by points of zero curvature of
the cross sectioifFig. 20. In a three-dimensiondt space

the convex parts of the constant-frequency surface are sepa- T2 i J I O O
rated from the concave parts by lines along which the Gauss- 22
ian (total) curvature vanishes. Figure 21 illustrates one octant

of the constant-frequency surface of the Ge single crystal.

The heavy lines in Fig. 21 are lines of zero Gaussian curva-

ture separating the convex and concave parts of the surface. \ \ } ,

_ (
By virtue of the periodicity ofw(k)=w(k+G), where =0 \ \ \j ” / K H \’/
2

G is a reciprocal lattice vector, the closed surfaces described
must repeat periodically ik space. Figure 22 shows a cross k=0 ’y a—”
section of the reciprocal lattice on the plake=0; the cross 1 1

sections of these surfaces are situated at the poin§g, 22. scheme of the cross sections of the constant-frequency surfaces on
ki=(2wla;)n,, k,=(2w/ay)n,, where n;,n,=0,=1, the planek,=0.

ky
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{x k behavior at large distances. Such a statement of the problem
was proposed by I. M. Lifshit& who showed that the inten-
sity of the wave function in this case is conveniently charac-
terized by the integral

T(re) = exp (ik;') dSy ‘ (55)

e(k)=¢ IV g™ ()

The asymptotic behavior of the integi@lb) for r —« is
characterized by the following. First, the number of waves in
a directionn is determined by the number of points of tan-
gency of the constant-energy surface with a plane perpen-
dicular to the direction oh (pointsk,, k,, andks in Fig.

24). Second, the intensit{p5) at each point of tangendypr
“reference point”) v depends on the totdlGaussiap curve
K, of the surface at that poinK(,= a,@,, wherea; and«,
are the principal curvaturgslf K,>0 the corresponding
point is calledelliptical, and ifK,,<0 it is calledhyperbolic

All points of a convex surface are elliptical. If the sur-
face is not convexbut of the type shown in Fig. 21then it
has parts of different typeglliptical or hyperboli¢. But the
parts of the constant-frequency surface of first and second
types are separated by lines along which one of the coeffi-
cients (@4 or a,) vanishes. These are calléides of para-
bolic points Finally, at the intersection of lines of parabolic
points there are “flat spots” whera;= a,=0.

Let us begin with an analysis of the asymptotic form of
the integral(55) in the case when the reference points are
elliptical or hyperbolic points. The asymptotic expression for
(55) in this case i¥

FIG. 23. Form of the constant-frequency surface near a conical point. S
exp ik, rti—=+—
-3 - (56)
at a fixed frequency there corresponds a single velocity J(r,e)=— , 56
v Ve(VIK,|

However, to a specified direction of the group velocity
(i.e., to a specified direction of the energy transierv/v) where the signs in the argument of the exponential function
there can correspond several wave vecko(k;, k,, andk;  are determined by the signs of the principal curvaturgs

in Fig. 24), i.e., several waves with different directions of anda,. The intensity(56) is typical for a diverging spherical
propagation of the phase of the waftke wave front wave:J~1/r.

Suppose that we are studying a quasiparticle of arbitrary  Thus the scattered wave is, generally speaking, a super-
dispersion relation emittegr scattered by a point defect  position of several diverging waves. Each of these waves has
the coordinate origin, and we are interested in its asymptotiits own shape and its own propagation velocity. An idea of
the spatial distribution of the scattered waves can be got by
studying the so-calledvave surface The wave surface in
coordinate space is in a certain sense the polar opposite of
the constant-frequency surface and is constructed as follows.
From the position of a defedpoint O in Fig. 25 a ray is
constructed in the direction afi, and along it the length
r=1/(n-k,) is marked off, wherek, =k (n) are the refer-
ence points. If the constant-frequency surface is convex, then
there is a single reference point, with-v,>0. If the
constant-frequency surface is nonconvex, then there can be
several such points. In the latter case, folds and cusps appear
on the wave surface. The tangent plane in the vicinity of each
reference point generates its own part of the wave surface. At
the boundary of adjacent folds there is a transition from re-
gions of elliptical points on the constant-frequency surface to
regions of hyperbolic points. The boundaries are lines of
parabolic points K,=0). There is always a continuous
manifold of directions(conical surfacg corresponding to

FIG. 24. Reference points on the constant-frequency surface, correspondifyy= 0- T_hes_e directions are _Shown by the str_aight i3
to the directiomn. andOS,; in Fig. 25; at the point$, andS, a pair of parts of
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the scattered wave in a directionthat deviates frorm, by
an angled, (alongé&,). Then the reference point is shifted by
an amoun®é, determined by the relatios, = 33(5&,)2. At
the new reference point the Gaussian curvature has the value
K=6aB56¢,. Comparing expressior56), in which this
Gaussian curvature is used, with expres<ia®) for a para-
bolic reference point, one can see that they become of the
same order of magnitude fé&,~ 1/(| 8|r)>. Consequently,
the angle within which energy is radiated with elevated in-
tensity can be estimated @#,~ | 8|*%r?°. We see that the
angle 56, decreases with increasimgfaster than the energy
density increases. Therefore the total energy flux into the
angle 66, falls off with distance in proportion to a¥3,
which completely compensates the effect of the increased
flux density.

Finally, let us calculate the contribution to the integral

FIG. 25. Cross section of the wave surface on which the @8$sandOS, (55) due to a “flat spot,” where one has the expansion
delimit a “fold.” 3 3
h=Kko-No+ B1€1+ 6283

Without repeating the calculation of Ref. 45, we can im-
the wave surface comes together and breaks apart. In catasediately write down the corresponding part of the intégral
trophe theory a classification of such singularities is carried1):
out: in respect to the scattering of elastic waves in crystals it

|

4 2
5” expliko-r)
r?3 [Ve?(ko)|| B1B2/"*

has been made clear that the only types of catastrophes pos-
sible are the folds and cusps. The “catastrophe” lies in the (r.e)=
fact that the energy flux density in the indicated directions, ’

calculated formally with the use of E¢66), goes to infinity In this case the energy flux density in the scattered wave

(K, O)'. Indeeql, at those pointsnore premsely, on the_ CO exceeds that under ordinary conditions by the ratio
responding conical surfacea change in the asymptotic be- 73 6 . : : ;
) . 12| 8182 *". Accordingly, the solid angle in which the flux

havior of the scattered wave occurs—a decrease in the power . . . .
. : . . ) . IS concentrated with such a density decreases with distance
to which the distance is raised in the denominator of the

; ; 13y, 413
expansion of the functiod(r,e). in proportion to] 8, 8| **/r*™. . . .
. . . The presence of flat spots and lines of parabolic points
Let us consider as an example the simplest parabolic

point Ky, in the vicinity of which the functiorh=k-n has on the constant-frequency surface for phonons gives rise to
the exSénsion phonon focusingThis phenomenon consists in the fact that

the point generation of phonons in a single-crystal sample

1, 3 gives rise to elastic wave propagation characterized by sharp
h=Ko-no+ §“51+'8§2' (57) focusing along selected directions associated with these sin-
gular lines and points on the constant-frequency surface. A

wheren, is a unit vector in the direction for which the ref- j.i a4 analysis of phonon focusing and its experimental
erence planes are tangent to the constant-frequency Surfacen‘?‘lblementation is the subject of a series of papers by

the parabolic poink, (we have chosen the coordinate lines Every“® with which one can become acquainted in the book
&, and ¢, along the principal directions of curvature of the by Wolfe’

constant-frequency surfacen this case we obtaffiinstead

(59

An analogous phenomenon can be observed in a study of

of (56) the propagation of electrons in sufficiently pure metalg.,
_ T the mean free path of the electron in a metal film must be

J6nT(4/3) eXD(lkO'fil Z) greater than the thickness of the fjlnit was predicted in

J(r,e)= (58) Ref. 48 that the point excitatiofgeneratioh of electrons on

e Vo (ko)llal 181 one surface of a slab leads to electron flows which, when
Using (58) to calculate the asymptotics of the Green’s detected on the opposite surface of the slab, are also charac-
function and then the energy flux density, we find that theterized by focusing along the same kinds of directions. The
latter is proportional to 1P, If there are no other singulari- focusing of electrons was detected experimentally in Ref. 49.
ties on the line of parabolic points, then on average one has Curiously, the phonon features due to the shape of the
in order of magnitudéa| | 8[~K*, whereK* is the Gauss- constant-frequency surfaces can be manifested even in the
ian curvature at an arbitrarynonpreferredl point of the lowest-frequencysonig region of the frequency spectrum.
constant-frequency surface. Therefore, the energy flux derindeed, for certain relations between the elastic constants the
sity along the directiomg at larger “catastrophically” ex-  corresponding cross section of the acoustic constant-
ceeds the energy flux density from the other points, in thdrequency surfaces can be convex or concave. In turn, the
ratio r /3| g| Y. property of convexity of nonconvexity of these surfaces de-
However, the solid angle within which this energy flux termines, for example, the character of the decay of surface
density exists decreases with increasingndeed, consider (Rayleigh waves with depth in the crystal. For ordinary
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Rayleigh waves the amplitude falls off monotonically with For w,,— w<w,, one can usually writéas near points of a

increasing distance from the surface. In an anisotropic memaximum of a functioj

dium such as a crystal, however, the amplitude of the so- 2. 2 22 22 22

called generalized Rayleigh waves falls off nonmonotoni- “ ~ “m 71K ¥2Ka— v3ks, (62

cally (in an oscillatory manner wherek is measured from the point in the Brillouin zone at
As an example, let us consider a situation which is easilywhich o= w,,. However, because we are interested in topo-

discussed with the aid of Fig. 24. Suppose that the plane dbgically equivalent situations, E¢62) can be simplified to

the figure is the central secant plane, (k,), with the oz 20 )2 _ 22 63

axis (normal to the surfagedirected horizontally and thex W= onT YR (63

axis vertically, and that a surface wave is propagating along  Substituting(63) into (60), we get

this direction, indicated by the vectar in the figure. At a v

fixed frequencyw the vectorsk,; andks in Fig. 24 indicate g)=——— 02— & wi—s<w?. (64)

points of tangency of the planke,=const to the constant- o (2m)%y> YoM T m

frequency surface. The character of the surface waves is de- Comparing(61) and (64), we see thag(s) vanishes at

termined by the dispersion relation in the vicinity of theseina ends of the band of eigenfrequencies by a singular law:
points.

A cross section of the constant-frequency surface near d(g)=const/|e—&*|, (65
the point of tangenck =k, (wherek, coincides withk; or

X ) wheree* is one of the boundaries of the continuous spec-
k3) can be written in the form

trum of frequencies squared.
kX:kg—az(kZ— kg)'{ w(kS,O,kg)zw. Besides boundaries of the continuous spectrum, singu-
larities of the density of states are manifested at values of
separating parts of the surface with different topology. It was
mentioned above that the presence of a conical point serves
_ (kx—kg)l/z as a indicator of the corresponding surface—the separatrix.
kz:kgilK. K=—"17 Examining Fig. 23, we easily see that near the conical point
o= wy the transformation of the closed constant-frequency
Using the standard representation for a surface wave with theurfaces to open surfaces occurs continuously. However, it is
use of a complex-value#d,, we see that it falls off non- important that this continuous transformation is accompanied
monotonically with depttz: by a change in the topology of the surfaces. But the topology
u=ug exg (— xk+ ikg)z]eikxfiwt. of a surfa_cg, like its symmetry, cannot change _conti_nu_ously.
The transition from closed to open surfaces is in principle a
Since the nonmonotonicity of the dependence is jumplike process and must therefore be characterized by a
uniquely related to a nonzero valueldf, nonconvexity of a  corresponding change of some topological parameter of the
cross section of the constant-frequency surface is a sufficiesiurface. Such a parameter does indeed exist, and it is called
condition for the existence of a generalized Rayleigh wavethe topological invariant of Eulefor the Euler characteris-
A detailed discussion of the problem can be found in Refstic).
50. The topological invariant of Euler for the surfaagk)
= w=const can be written in the form

A surface wave has a wave vector comporignsome-
what greater thak? (k,>k?), and therefore

3.2. Density of vibrational states in a crystal and van Hove X(w)= EJ' K(k)dS, (66)
singularities
where the integration is over the whole surfad&, is an

The distribution of the vibrations of the crystal over fre- . :
o : ; element of surface area, aidKk) is its Gaussiarior total
guencies is conveniently characterized by the so-called den- : ; : . .
' . 2 curvature at the poirk. The Gaussian curvature is defined in
sity of vibrationsg(e), wheree = w* (the latter means that

we are talking about the distribution over the squares of thé_erms of the Eartlal derivatives of the functlcmz w_(k)
frequencies = w(ky Ky, k) =w(ky,Kz,k3) by the following formula:

© v sy V11 V12 U3 Uy
gl&)=-"—=3 § 2 1 [oo1 v22 V23 2
2 V02 (k) (60) K@) =—| =" == 5 »
(2m) (o2(k)=s| k® | ) vd [v31 V32 U3z U3 (67)

. . L v 0
whereV is the volume of the crystal and the integration is °r 9 3

over the sureferenceaes?(k)=¢. ) )

Since the band of allowed frequencies is restricted (Owhgre v; is the group velocity vectorp;;=dv;/dk;
<e<w?, andg(e)=0 for <0 ande>w2), the function =9 @/(dkidk)), 1,j=1,2,3. o
g(¢) loses analyticity at the band edges. koE w,, in the In using Eq.(66). for the characterlstlg of the constant-
isotropic approximation we have?=s2k?, and therefore freq_ue_ncy surfaces it shou_ld be kept in mind that they repeat
Eq. (60) gives periodically over all of reciprocal space. The topological in-
variant will be understood to be the integkéb) calculated
over that part of the constant-frequency surface which is

Vv Je 2 61
g(e)= )2g3 Ve &< wm: 61) found in a single unit cell ok space.

(27
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Near the conical point the dispersion relation in the sim-
plest case has the form £

o(K)= o+ Y3 (K2 +k3) — y3k3, (68)

wherek is measured from the conical point. In the vicinity of
that point one has

(7’17273)2(ﬂ)k— o) (69)

[('yikl)z-f— (7§k2)2+(‘y§k3)2]2' FIG. 26. Scheme of the electron spectrum of a metal with two groups of
conduction electrons.

K(k)=

At the conical point itself ¢ = w, andk;=k,=k3=0)
the Gaussian curvatuké9) is singular, but off that point the
constant-frequency surfaces are regular and the curvKEture spectrum of a 3D crystal there exist at least two critical
does not have singularities. We assume that the other singpoints of typeS. In Fig. 22 the two separatrices with conical
lar points on the constant-frequency surface are far from theoints e = wi and e = w% bound a layer of open constant-
selected conical point. Then far— w, the singular behavior frequency surfaces.
of the invarianty(w) due to the appearance of the conical Type-=S singularities generated by a change in topology
point should be determined by the integration®6) over a  of the constant-frequency surfaces and features at the bound-
small neighborhood of that point. aries of the continuous spectrum are calesh Hove singu-

Having a clear idea of the surfaces near the conical pointarities.

[Fig. (23)], for w— w, we can easily do the calculations
proposed in Ref. 51. For frequencies< w, they give hyper-

. 3.3. Electronic phase transition of order 2 %
boloids of two sheets:

Van Hove singularities are weakly manifested in the

V3 (70) therr_nodynamics_ qf the crystal lattice, §ince the thermody-
m ' namic characteristics are expressed by integrals over all fre-
] ] ) guencies, and square-root singularities of the density of
For frequencies»>w, we obtain hyperboloids of one states cannot lead to any noticeable effects in them. Matters
sheet: are different in the thermodynamics of the electron gas in
metals, which at low temperatures have a characteristic
Sx(w)=— L, (7 energy—the Fermi energy. And if for physical reasons the
VY1t 73 energye, at the singular point is close t- and depends so

Comparing(70) and (71), we see that in the presence of strongly on some continuous parameters that the difference

a conical point on the constant-frequency surface the topoF — &k €an pass through zero, then there arises the possibil-
logical invariant x(w) changes exactly by unity upon a ity of a change in topology of the Fermi surface. Then upon

change in frequencyfor each conical point per unit cell of & change in the indicated parameter one should expect
the reciprocal lattice anomalies of the thermodynamic characteristics of the elec-

ox(w)=1—

2

For mathematicians that statement may be trivial, but foltfon gas _ _
physicists it is important that there exists a definite topologi- ~ SUCh @ continuous parameter can be high-pressure hy-
cal invariant, which makes it possible to monitor the rela-drostatic compression. In view of the low compressibility of
tionship between the qualitative features of the constantMetals, one might assume that observation of the effect
frequency surfaces and the analytical model description of‘ould require enormous pressures. However, there is a situ-
them. ation in which the required pressures are not so large.

The presence of a jump in the frequency dependence Consider a metal for which the Fermi surface has two
y(w) should naturally be reflected in the analytical propertiesSh€€ts: large and small, i.e., two groups of electrons: numer-
of the density of states in the vicinity of the frequenay. ous and anc_)malously few. _Such a metal is interesting from
The features of the density of states generated by the dispdfl® Standpoint of observation of the de Haas—van Alphen
sion relation(68) are straightforwardly calculated, and the effect, since the cross sections of the small sheet of the Fermi

corresponding calculations are reported in Refs. 45 and 58urface will give large and easily observed periods of the
Let us summarize them. quantum oscillations. In a one-electron scheme the electron

If ex=owg is the square of the frequency at the critical 8N€rdy._spectrum can be characterized by the following
point, and if valuess<eg, correspond to closed constant- picture” (see Fig. 26 Heres is the Fermi energy, equal to

frequency surfaces and>s, correspond to open ones, then the chemical potential, measured from the bottom of the
for e, we have band of the large electron group in the absence of pressure

(analogously/s= e — ¢4 is the chemical potential measured

B d(e) —A*e—e+0(e—g), e<e; from the bottome of the anomalously small group of elec-
9(e)= g(e) +O(e—¢y), e>ey, (72 trong. At a small strain(compression under hydrostatic

) ) ) pressurep the shift Seg is proportional top, and for the
where A“=const, andO(x) is a small quantity of order | 1ain group of electrons
(for x—0).
The frequency giving a square-root feature of the type in [ee| P (79

(72) is called ananalytical critical point of type Sin the Lo G’
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whereG is the shear modulus. Finallg/G<1, but by virtue  phase transition, the “interference” in the thermodynamics
of the anomalous smallness of the second group of electroref the superconducting transition from the situation de-
(¢{s<<eg) the value ofder can be comparable t. In any  scribed above is undoubtedly of interest.
case the study of the de Haas—van Alphen effect under We have called attention to the fact that electrons in a
pressuré demonstrates the possibility of changing the oscil-metal can be separated into groups with strongly different
lation periods by an amount comparable to the period itselfFermi surfaces and dynamical properties. In the process of
But that means that at high but reasonable pressures one ctie electron—topological phase transition, one or several
achieve the conditiondsg|>¢s. Since under compression small groups of electrons can appear or disappear. Here
of the crystal, by virtue of the invariance of the number of many physical characteristics of the metal change sharply:
electrons belonging to it, the volume knspace expands, one the value and anisotropy of the electrical conductivity, mag-
expects thave - <0. Consequently, at the time whep falls  netoelastic effects, and the Hall effect. A theoretical treat-
beloweg the small closed surface vanishes, and therefore thement of the interesting physical phenomena that arise under
term of the type61) in the density of states vanishes with a such conditions was proposed by Bar'yaktar and Makatov.
singular dependence: Their pape? gave a splendid explanation of the features of
the influence of pressure on the superconducting transition in

:| thallium, observed experimentally at about the same ffine.
9s(e) ) (74) : ) : :

VA e—gs, &>¢q, A detailed review of the experimental and theoretical re-

search done by physicists in Kharkov on the manifestation of
opological features of the electron spectrum in the supercon-
’%gcting characteristics of a metal has been published in Ref.

0, e<eg;

whereA?= const.
Let us consider an electron gas with the energy spectru
described above at a temperature of absolute zero. Then t

free energy of the gas is equal to its internal energy: . .
9y 9 q %y The electron—topological features at the superconducting

eF phase transition under high pressure can even lead to an ap-

F(V)=E(V)= JO eg(e)de. (75) preciable change in the vibrational spectrum of the crystal
owing to the strong electron—phonon coupling. Something

We single out in(75) that part ofF which is generated gjmjlar is observed in the high-temperature superconductor

by the anomalously small group of electrons: MgB,. The electron and phonon spectra of this crystal have
ep certain peculiarities. First, there are two different groups of
— 2 . h
F{(V)=VA f eVe—ggde. conduction electrons: a large group of electrons with proper-
€s

ties typical for a 3D electron gas, and a small group with
The pressure in the system also includes a singular parpractically 2D dynamics, the dispersion relation of which is
analogous t@33) and the Fermi surface of which is close to
9F . ' - ahcy(Ijinder—a sitl#ationzsimilar to(;hatt] wh:ch was arr:alyzed in
Ps=— - = o [5F 76 the discussion of Fig. 25; second, the electron—phonon cou-
N —A LS eve—egde, ep>es. pling that brings about the Cooper pairing of the electrons is
N ] ) mainly due to justone phonon mode, corresponding to mo-
The transition from the region<e, to the regionsg tion of the boron atoms in the basal plaii&he strong cou-
>gs corresponds to the appearance of a new sheet of thging of this vibrational mode with the small group of elec-
surfaces (k) =& . Heres is a function of the external pa- trons makes it extremely sensitive to the state of the small
rameter that determines the singularity in question. In th%roup of electrons: when the small group of electrons van-
case of hydrostatic compression this parameter is the volgheg upon a change in pressure, a kink appears on the cor-
ume: eg=eg(V). Therefore the singular part of the com- responding experimental curves relating to the state of the
pressibility « (the second derivative of the free ener@an  yiprational system, develops a kit rather complete bibli-

0 8F<SS;

be written in the form ography on this topic can be found in Ref. 59 and in an
0, cr<es! upcoming review articf). '
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