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The manifestations of the skin effect during transient processes in systems with straight busbars
having cross sections of arbitrary shape and a general method for investigating this effect
are considered. The method permits direct observation of the dynamics of the variation of the
current density in busbars for any degree of manifestation of the skin effect in two-
dimensional problems. ©1997 American Institute of Physics.@S1063-7842~97!00107-4#
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INTRODUCTION

The development of the technology for using stro
pulsed magnetic fields raises the problem of creating ef
tive methods for calculating the transient processes in e
tromagnetic fields with consideration of the skin effect
massive conductors, including straight cables. An analyt
solution of this problem~generally on the basis of th
Laplace transformation! is possible only for one-dimensiona
systems with straight conductors having simple cross s
tions: round and annular cross sections or cross section
the form of a half plane.1–4 The application of finite-elemen
analysis requires large amounts of computer memory~since
not only the cross sections of the conductors, but also
insulators surrounding them are discretized!, and the machin-
ery for integral equations is in the development stage
requires further research.5 This attests to the inadequacy
the general methodology for analyzing the skin and prox
ity effects in pulsed systems.

The present work examines an effective and conven
method for analyzing the dynamics of the skin effect
straight conductors with busbars and shields of arbitr
cross section, which is based on the use of approxim
equivalent circuits of massive conductors obtained by div
ing the busbars and shields into elementary conductors u
the following commonly employed assumptions: 1! the fields
are plane-parallel and two-dimensional; 2! the bias currents
in the busbars and shields are negligibly small in compari
with the conduction currents, i.e., the transient processe
the conductors are quasistationary; 3! the permeabilities of
the busbars and shields are equal to the permeability
vacuumm0, and the conductivitiesg of the conducting ma-
terials are functions only of the coordinates; 4! the number of
busbars and shields is not restricted, and the shapes of
cross sections are arbitrary.

MODELS OF MASSIVE CONDUCTORS

Let us consider the construction of the proposed equ
lent circuits in the example of a system~Fig. 1a! consisting
of a power sourcee(t) and a capacitorC, which are con-
nected to anR2L load through busbarsA and B in the
presence of shieldS. The busbars and the shield have t
same lengthl . We divide the busbars and the shield in
717 Tech. Phys. 42 (7), July 1997 1063-7842/97/070717
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elementary conductors with very small cross sectionsSk ,
assuming that the currenti k(t) within thekth cross section is
uniformly distributed and that its density equals

dk~ t !5
i k~ t !

Sk
. ~1!

Clearly, the smaller are theSk , the smaller is the error o
assumption~1!. The active resistance of thekth elementary
conductor is

Rk5
l

gkSk
, ~2!

wheregk is the conductivity of thekth elementary conduc
tor.

It follows from general physical arguments that if th
system were such that wires carrying forward and reve
currents could be identifieda priori in its busbars and
shields, the elementary conductors could be paired to fo
elementary turns. In this case the analysis of the field wo
be reduced to a calculation of the transient processes
fairly simple circuit-diagram model with magnetic coupling
~mutual inductance! between all the elementary turns. Th
problem is that such wires do not exist in the general ca

The main idea is to represent the busbars and shield
a set of elementary turns with one common reverse~base!
elementary conductor for each electrically isolated s
system. The system considered in Fig. 1a contains two s
systems that are not electrically coupled. The base elem
tary conductor in the subsystem consisting of the busbarA
andB is denoted byOB . The base elementary conductor
the shieldS is denoted byOS . If the number of elementary
conductors in busbarA equalsnA , and the number in busba
B equalsnB , the number of elementary turns in the fir
subsystem will benA1(nB21). The number of equivalen
turns in the shield equalsnS21, wherenS is the number of
elementary conductors in the shield. There are magnetic c
plings between all the elementary turns. The total numbe
elementary turns in the approximate model of the syst
~Fig. 1a! equals

n5nA1nB1nS22. ~3!
717-07$10.00 © 1997 American Institute of Physics
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FIG. 1. Discretization of the busbars an
shield of a conductor~a! and its equivalent
circuit ~b! for analyzing transient processes
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In Fig. 1anA56, nB54, andnS512; therefore,n520.
The numbering of the elementary turns coincides with
numbering of the elementary conductors. The set of elem
tary turns corresponds to an equivalent circuit~Fig. 1b!, in
which all the turns are inductively coupled.

To write down the equations of the circuit-diagra
model~Fig. 1b! we introduce the following notation:iA is the
column ~of dimensionnA) of the currents in the elementar
currents of busbarA; iB is the column of the (nB21) cur-
rents in the elementary conductors of busbarB; iS is the
column of the (nS21) currents in the elementary conducto
of the shieldS; RA is the diagonal (nA•nA) matrix of the
active resistances of all the elementary conductors of bu
A; RB is the diagonal ((nB21)•(nB21)) matrix of the ac-
718 Tech. Phys. 42 (7), July 1997
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tive resistances of all the elementary conductors in busbaB,
except the base conductor;RS is the diagonal
((nS21)•(nS21)) matrix of the active resistances of all th
elementary conductors in the shield, except the base con
tor; R0

B is a column~of dimensionnA1nB21), all of whose
elements are equal to the resistanceR0

B of the base elemen
tary conductor in busbarB; R0

S is a column~of dimension
nS21), all of whose elements are equal to the resistanceR0

S

of the base elementary conductor in the shield;1 is a column
~of dimensionnA), all of whose elements are equal to unit
According to the diagram in Fig. 1b, the following system
Kirchhoff’s equations can be written in the state variablesiA ,
iB , iS , anduC and the ‘‘algebraic’’ variablesi , i 0

B , andi 0
S ( i
718M. A. Shakirov and R. P. Kiyatkin
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is the current through the elementC, which coincides with
the load current, andi 0

B and i 0
S are the currents in the bas

elementary conductors of busbarB and the shield!

F M 8A MAB MAS O

MBA MB MBS O

MSA MSB MS O

O O O C
G • d

dtF iA
iB
iS
uC

G
5F 2RA8 O O 21 O O

2R0
B

O 2RB O O O O

O O 2RS O O O 2R0
S

O O O 0 1 0 0

G
33

iA

iB
iS
uC

i

i 0
B

i 0
S

4 1F 1

O

O

0
G •e~ t !. ~4!

In ~4! R8A is a completely filled matrix formed fromRA

by adding the load resistanceR of all of its elements. This
can be represented symbolically in the form

R8A5RA1R. ~5!

The matrixM 8A is formed fromMA by adding the load
inductanceL to each of its elements (M 8A5MA1L). The
algebraic variables on the right-hand side of~4! are easily
expressed in terms of the state variables

i 5 (
k51

nA

i k
A , i 0

B5 (
k51

nA

i k
A1 (

k51

nb21

i k
B , i 0

S5 (
k51

nS21

i k
S . ~6!

Using~6!, it is not difficult to transform~4! into a system
of equations in the state variables alone:

F MA8 MAB MAS O

MBA MB MBS O

MSA MSB MS O

O O O C

G • d

dt F iA
iB
iS
uC

G
5F O 21

2R8

O O

O O 2RS8 O

1T O O 0

G •F iA
iB
iS
uC

G1F 1

O

O

0

G •e~ t !, ~7!

where@in analogy to the symbolic expression~5!#
719 Tech. Phys. 42 (7), July 1997
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O RB8
G1R0

B , RS85RS1RO
S .

The calculation results found for a certain discretizati
of the cross sections of the busbars and the shield mus
compared with the solution of the problem for division of th
busbars and the shield into a larger number of elemen
conductors, and this process must be repeated until satis
tory agreement between the new solution and the result
the preceding calculation is attained.

The formation of the system of equations~7! is the cen-
tral part of the algorithm under consideration, since all t
characteristics of the transient process, including the tem
ral variation of the current density in the busbars and
shield, the load current, the magnetic fluxes, the force in
actions between the busbars and the shield, etc., can be f
as a result of its solution in an assigned time interval. T
speed and reliability of the calculations depends significan
on the correctness of the first attempt to discretize the c
sections of the busbars and the shield, and thus the us
approximate estimates of the character of the penetratio
the field or the current into the conductors is required.

ILLUSTRATION OF THE APPLICATION OF THE METHOD IN
A MODEL PROBLEM

To illustrate the reliability and accuracy of the circui
diagram models under consideration, let us apply them to
solution of one-dimensional problems with known answ
in analytical form. One of them is shown in Fig. 2. Th
capacitorC with an initial voltageV0 is discharged into a
short-circuited system consisting of two copper busbars
length l . To be specific, we setC51 F, U051 V,
DA5DB5D50.02 m, D050, h50.01 m, l 51 m, and
g55.63107 S/m. Before performing the main calculations
would be useful to estimate the temporal characteristics
the transient process, even if only on an approximate le
This is most easily done for the case of a pronounced s
effect under the assumption of an oscillatory, ‘‘almost sin
soidally damped’’ type of process. LetT0 be the approximate
‘‘total period’’ of the oscillations of the discharge curren
and letv052p/T0 be its angular frequency. Then the activ
resistance of one busbarr 0 can be calculated as the resi
tance to a constant current passing along a surface laye
the busbar of thickness6

D05A 2

v0m0g
5A T0

pm0g
.

Therefore,

r 05
l

ghD0
5

l

h
Apm0

gT0
,

and the internal inductance of each busbar~under the as-
sumption of a pronounced skin effect! equals

L05
r 0

v0
5

T0

2p
r 0 ,
719M. A. Shakirov and R. P. Kiyatkin
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FIG. 2. Variation of the current density in busbarA of a conductor short-circuited at one end forh50.01 m,DA5DB50.02 m,D050, and busbars divided
into nA5nB510 elementary conductors~the numbers on the curves correspond to the number of the elementary conductors, and the number of
elementary conductor isn520).
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which allows us to represent a system consisting of two b
bars and a capacitor in an approximation by anRLC circuit
with a resistance 2r 0 and an inductance 2L0, where

2r 05
2l

h
Apm0

gT0
, 2L05

l

h
Am0T0

gp
.

The period of the damped oscillations in such a circ
equals

T052pA 1

C~2L0!
2

~2r 0!2

4~2L0!2

52pA1S C
l

h
•Am0T0

gp D 2
1

4S 2p

T0
D 2

,

which gives the following approximate estimate of the to
period of the oscillations in the system for a pronounced s
effect in the busbars

T05p3A25C2l 2m0

h2g
50.0056 s. ~8!

The equivalent current penetration depth~the thickness
of the skin layer! is found to be approximately equal to

D05A T0

pm0g
50.005 m.

SinceDA5DB54D0 in the present example, it can b
assumed that we are considering the case of a very
nounced manifestation of the skin effect, for which an a
lytical solution is known1,4 and can be used to evaluate t
accuracy of the proposed numerical method.
720 Tech. Phys. 42 (7), July 1997
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The knowledge ofD0 enables us to correctly discretiz
the cross sections of the busbars in the initial stage of
calculations. The division of the busbars into element
conductors~for the numerical solution! indicated by the
dashed lines in Fig. 2 was made with consideration of
one-dimensional nature of the problem. To start we tak
value of the widthak of each elementary conductor approx
mately equal to half of the equivalent penetration depth,
viding the busbars intonA5nB510 identical elementary
conductors

ak5
DA

nA
5

DB

nB
50.002 m.

Thus, ak50.4D0. The cross-sectional areasSk and the
resistancesRk of all the elementary conductors, including th
base elementary conductor, are identical:

Sk5akh5231025 m2,

Rk5R05
l

gSk
58.928631024 V.

The total number of elementary turns equals

n5nA1nB21519.

We determine the self- and mutual inductances of
elementary turns in the busbars from the formu
(k,q51,n)

Mkk[Lk5
m0

h S Dk2
ak

3 D , ~9!
720M. A. Shakirov and R. P. Kiyatkin



FIG. 3. Time dependence of the discharge current in the one-dimensional problem~Fig. 2!. 1 — DA5DB5D54D050.02 m, 2 — D5D050.005 m,
3 — D5D0/250.0025 m.
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Mkq5
m0

2hS Dk1Dq2Dkq2
ak

3 D , ~kÞq!. ~10!

When k,q51,nA, the elementsMkk and Mkq for the
symmetric matrix MA of dimension nA3nA510310

The self- and mutual inductances of the elementary tu
in busbar B are obtained from Eqs.~9! and ~10! when
k,q5(nA11),n. In the case under consideration the mat
MB is of dimension (nB21)3(nB21)5939:

The matrix of the mutual inductances between the
ementary turns in busbarA and the elementary turns in bu
bar B, which has the dimensionnA3(nB21)51039,
721 Tech. Phys. 42 (7), July 1997
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The circuit-diagram model is obtained from the diagram
Fig. 1b by eliminating the sourcee(t), the load elementsR
and L, and the subdiagram corresponding to the shield.
the basis of system~7!, the equations of state for this mod
can be represented in the form

F MA MAB O

MBA MB O

O O C
G • d

dtF iA
iB
uC

G5F 21

2R8

O

1T O 0
G

3F iA
iB
uC

G ,

iA~10!5O, iB~10!5O, uC~10!5U0 . ~11!

The order of system~11! equalsn1151911520. Af-
ter solving it by some numerical method, it is not difficu
according to Eq.~1!, to find and construct a plot of the tim
721M. A. Shakirov and R. P. Kiyatkin
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dependence of the current density in the middle part of
kth elementary conductor, as well as of the current throu
the capacitor, from Eq.~6!.

The results of these calculations were used to const
the dependence of the relative current densities for the
ters of the elementary conductors in busbarA numbered1, 5,
8, 9, and10. The valuedb5gU0/2l was taken as the bas
value. As expected, the current densities at the centers o
elementary conductors numbered11, 12, 13, and16 in bus-
barB coincide with the current densities of the 10th, 9th, 8
and 5th elementary conductors of busbarA. Curve1 in Fig.
3 shows a plot of the currenti (t)5 i (t)/ i b @it is assumed tha
i b5U0 /(2l /ghD0)5dbhD0#, the currenti (t) being calcu-
lated from Eq.~6!. It is noteworthy that, despite the ver
rough preliminary discretization, the curve presented pra
cally coincides with the current curves obtained when e
busbar is divided into doubled and quadrupled numbers
elementary conductors.

It follows from the curves in Fig. 2 that the maximum
value of the current density in the first elementary conduc
is significantly, almost 15-fold, smaller than the current de
sity in the 10th elementary conductor. Therefore, it can
assumed that the field scarcely reaches the outer faces o
busbars and that the case of a pronounced skin effect is
alized, permitting evaluation of the accuracy of the solut
obtained by comparing it with the data presented in Tab
~from Ref. 1, p. 382!. The current curve calculated from th
formulas in Ref. 1 for the system under consideration pr
tically coincides with curve1 in Fig. 3.

To distinguish the real range of the first current oscil
tion ~with the negative and positive half waves of the curv!
from T0, we denote it byT. It is seen from curve1 in
Fig. 3 thatT/T051.17; therefore, the error of approxima
formula ~8! in the present case amounts
(T02T)/T•100%5215%. We note that, as expected, t
results of the calculations scarcely depend on which of
elementary conductors is selected as the base eleme
conductor~see Table I!.

ANALYSIS OF THE DYNAMICS OF THE SKIN EFFECT

The literature does not offer an analytical solution f
the case in which the thicknesses of the busbars in the sy

TABLE I. Results of the calculation of the discharge currenti ~in amperes!
of a capacitor into an ideal bifilar consisting of short-circuited busbars~Fig.
2! of thicknessDA5DB5D54D050.02 m for various values of the timet,
n520, and selection of the elementary conductor with the numbern0 as the
basis elementary conductor (OB) (uC(0)51 V!

Exact valueNumerical calculation
for D5`

t, s t/T0 n0520 n0515 n0511 ~Ref. 1, p. 382!

0 0 0 0 0 0
0.001 0.179 2733.87 2733.88 2733.78 2725.38
0.002 0.358 2330.54 2330.55 2330.48 2325.40
0.003 0.537 41.49 41.50 41.45 39.27
0.004 0.716 158.49 158.51 158.40 153.54
0.005 0.896 107.80 107.81 107.74 105.05
0.006 1.074 26.89 26.89 26.89 26.62
722 Tech. Phys. 42 (7), July 1997
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~Fig. 2! are commensurate with the approximate wave p
etration depth (DA5DB5D<D0). The results of a numeri-
cal solution of this problem according to the propos
method are presented in the form of curves2 and3 in Fig. 3.
WhenD5D0, it is sufficient to divide the busbars into fiv
elementary conductors. It follows from curve2 thatT5T0 in
this case. WhenD5D0/2, the discharging of the capacito
already has an aperiodic character, and it is sufficient to r
resent each busbar by three elementary conductors.

In contrast to the one-dimensional problems conside
above, Fig. 4 presents a system in which the discharge
rent creates a two-dimensional electromagnetic field. The
pacitor discharges into a short-circuited system of busb
of rectangular profile with the same heighth50.01 m as in
the systems in Figs. 2 and 3. The busbars are iden
(DA5DB5D), and the gap between the busbars is vani
ingly small (D050). The main steps in the solution of th
problem and the circuit-diagram model do not differ from t
procedure and the diagrams presented above for the
dimensional problems. If the busbars are divided into
ementary conductors with cross sections of rectangular sh
~with the sidesak andbk), as is shown in Fig. 4, the formula
for calculating the self- and mutual inductances of the
ementary turns take the form

Mkk[Lk5
m0

2p
ln

Dk0
2

gkg0
,

Mkq5
m0

2p
ln

Dk0Dq0

Dkqg0
,

whereDk0 is the distance between the centers of the cr
sections of thekth elementary conductor and the base
ementary conductor, andgk50.2236(ak1bk) is the
geometric-mean distance of the area of the rectangular c
section of thekth elementary conductor from itself.

The results of the calculations for three different busb
widths D are presented in Fig. 4. When the busbars w
discretized, the sides of the rectangular elementary cross
tions did not exceedD0/2. Curve18 in Fig. 4 mimics curve1
in Fig. 3. A comparison of curves18 and1 ~Fig. 4!, which
were obtained for busbars with identical profile
(D54D050.02 m,h50.01 m,D050), shows that neglec
of the two-dimensional character of the problem leads
significant errors.

Curve3 in Fig. 4 was obtained forh/D50.01/0.002554
~which corresponds to a tape-like busbar! and therefore prac-
tically coincides with curve3 in Fig. 3 for the one-
dimensional problem.

To provide an additional illustration of the possibilitie
of the calculation method described in this paper, Fig. 5 p
sents plots of the time dependence of the discharge curre
the capacitor into a short-circuited conductor for seve
other ~including asymmetric! busbar configurations.

In conclusion, we note that the accuracy of the solutio
obtained depends on the degree of discretization of the c
sections of the conducting elements, the shapes and dim
sions of the cross sections of the elementary conductors,
the accuracy of the relations used to calculate the self-
722M. A. Shakirov and R. P. Kiyatkin



FIG. 4. Time dependence of the discharge current in the two-dimensional problem forh50.01 m andD050. 1 — DA5DB5D54D050.02 m,
2 — D5D050.005 m,3 — D5D0/250.0025 m.
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mutual inductances of the elementary turns. These quest
require separate investigations and have not been consid
in the present work.

FIG. 5. Discharge current of a capacitor through short-circuited busbaA
andB of identical cross section (0.0130.02 m! in various configurations.
723 Tech. Phys. 42 (7), July 1997
ns
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CONCLUSIONS

The approach considered is applicable to the invest
tion of transient processes with any degree of manifesta
of the skin effect in two-dimensional problems. The reliab
ity of the methodology is confirmed by the practically com
plete agreement between the results obtained on its basis
the solutions for one-dimensional problems having solutio
in analytical form. Owing to the clear-cut physical basis
the method, it can easily be adapted to taking into acco
the proximity effect in the analysis of transient processes
systems of busbars running near not only real, but also id
shields.
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Theory of one-dimensional and quasi-one-dimensional heat conduction

S. O. Gladkov

N. N. Semenov Institute of Chemical Physics, Russian Academy of Sciences, 117977 Moscow, Russia
~Submitted February 26, 1996!
Zh. Tekh. Fiz.67, 8–12~July 1997!

It is shown that the heat conduction process in a one-dimensional flow of a fluid moving with a
velocity V in a constant temperature field follows a law that is considerably more
complicated than an ‘‘ordinary’’ exponential law. It is demonstrated that in the quasi-one-
dimensional case the heat conduction process in an abstract space of dimension 11«, where«
varies from zero to unity, is described by a modified Fourier equation. Its solution for an
infinite space is found. ©1997 American Institute of Physics.@S1063-7842~97!00207-9#

Problems associated with the investigation of the physi-fluid to the shell surrounding it,x2 is the thermal diffusivity
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cal properties of structures of fractional dimension have
come crucially important in the recent period. Most of t
interest in them has been displayed since the foundation
fractal theory, percolation theory, and renormalization gro
analysis were laid.1–5 One of the most widely encountere
examples of a quasi-one-dimensional structure is a coast
Its dimension is 11«, where the number« is considerably
less than unity. One more example, but of a purely techn
character, is a set of one-dimensional water pipes that
randomly arranged in a plane and connected to one ano
in an arbitrary manner. Such a quasi-one-dimensional st
ture is the subject of investigation in the present work. T
crux of the problem is to ascertain the features of the h
conduction process in systems of dimension 11«, in which
a liquid ~or gas! moves with a velocityV in a certain direc-
tion x. The boundary conditions are as follows. At the inte
face between the fluid and the external medium it is assu
that the external medium acts as a thermostat with a cons
temperatureT0. Initially ~at t50), the temperature of the
fluid is T(x). When concrete initial and boundary conditio
are assigned, the quasi-one-dimensional problem can
solved only if the solution of the one-dimensional problem
known. Therefore, we first study the heat conduction proc
for a one-dimensional flow of a liquid~or gas! with a tem-
peratureT1 moving within another liquid~or gas! with a
temperatureT2.

It is usually assumed6 that the flow velocity can be take
into account by introducing it into the boundary condition
Let us imagine the following picture. In the initial moment
fluid stream flows into another fluid, which is confined to
very narrow, but finite cylindrical reservoir of radiusr . The
channel lengthL significantly exceeds that radius:L@r . The
system of coupled equations that takes into account the
change of heat between the two media can be written in
following, highly general form~see, for example, Ref. 7!:

]T1 /]t1V]T1 /]x5x1]2T1 /]x21a12~T22T1!, ~1!

]T2 /]t5x2]2T2 /]x21a21~T12T2!, ~2!

whereT1 is the temperature of the fluid,x1 is its thermal
diffusivity, a12 is the coefficient of heat transfer from th

724 Tech. Phys. 42 (7), July 1997 1063-7842/97/0707
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of the shell, anda21 is the coefficient of heat transfer from
the shell to the fluid.

It should be noted that consideration of the velocityV
makes the last term in Eq.~1! necessary. In fact, since th
characteristic ranges of variation of the temperature
dx@ l , where l is the mean free path of the molecules, t
condition that the second term on the left-hand side of
~1! is smaller than the last term on the right-hand side can
written in the form of the following inequality:V/dx!a12.
Hence it follows thatdx@Vt125Vl/vT , and this condition
always holds for allV,vT . The latter calls for the consid
eration of heat transfer on the right-hand side of the h
conduction equation when the fluid undergoes hydrodyna
motion. We stress once again that if the fluid is motionle
the last term in Eq.~1! vanishes.

Thus, the system of equations presented faithfully
scribes the establishment of the temperature in a o
dimensional flow of a fluid moving along thex axis when the
mutual influence of the two fluids on one another is tak
into account. It should be noted that the problem formula
in this manner has not been solved in any publication kno
to us. For this reason, the solution of the system of equat
~1! and ~2! is of interest in itself not only from a purely
cognitive standpoint, but also from a methodical standpo

We choose the initial conditions in the following form

T1~ t50, x!5T0~12tanh~x/d!!, ~3!

lim T1~ t,x!5T0 , t→`, ~4!

whered is a certain characteristic distance, to which the flu
penetrates at the initial moment in time, andT0 is the con-
stant temperature of the moving fluid at the initial momen

The solution of the system of differential equations~1!
and ~2! can be sought in this case using the Laplace tra
formation. The conditions for doing so are that the time
terval be assigned in the range from 0 to1` and that the
region for spatial variations of the temperature also be
fined by a semi-infinite interval.

Finding an expression forT2 from Eq. ~1! and substitut-
ing it into Eq. ~2!, we find the following fairly cumbersome
equation:

724-04$10.00 © 1997 American Institute of Physics
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V!a21
1/2~x22x1!3/2~3x22x1!. ~10!

all

s
ow

w
the

g-
2x2Va12
21]3T1 /]x31x1x2a12

21]4T1 /]x4

1a21a12
21~V]T1 /]x2x1]2T1 /]x2!50. ~5!

Next, expanding the functionT1(t,x) into a Laplace integra
using the transformations

T1~ t,x!5E
s2 i`

s1 i`

eqxT1q~ t !dq/2p i ,

T1q~ t !5E
0

1`

e2qxT1~ t,x!dx,

we find the equation which describes the temporal evolu
of the temperature

d2T1q /dt21w1qdT1q /dt1T1qw250, ~6!

where

w1q5a121a211Vq2~x11x2!q2,

w2q5x1x2q42Vx2q32a21x1q21Vqa21. ~7!

Let us consider the case in which the amount of heat tra
ferred from the outer fluid to the moving fluid is small
comparison with the amount of heat transferred from
moving fluid to the outer fluid, i.e.,a12!a21. In this ap-
proximation the roots of the characteristic equation cor
sponding to Eq.~6! are

k1,2~q!50.5@~x11x2!q22a212Vq#

6$@~a212~x22x1!q2!/2#4

2V2q2~0.5a212x2q2!2%1/4e0.5iz~q!, ~8!

where

z~q!5arctan@4iqV~0.5a212x2q2!/~a212~x22x1!q2!#.

As is easily understood, only the rootk1 ~the radical with
the1 sign! has physical meaning. In this case the solution
the equation is

T1q~ t !5C1qek1~q!t,

whereC1q is an integration constant.
According to the inverse Laplace transformation, w

have

T1~ t,x!5E
s2 i`

s1 i`

eqx1k1~q!tdq/2p i ,

and with consideration of the initial condition~3! we find

T1~ t,x!5E
0

`

T1~0,y!dyE
s2 i`

s1 i`

ek1~q!t2q~x2y!dq/2p i ,

~9!

whereT1(0,x) is given by~3!.
Unfortunately, the integral~9! has a fairly complicated

form, and some limiting physical cases should be conside
to calculate it. To start, let us consider the case in which
flow velocity V is small. More specifically, as follows from
~8!, it should satisfy the inequality
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This condition corresponds, in particular, to a sm
value for the expression under the radical sign ink1(q). As a
result,k1 turns out to be

k1~q!>0.5qV1x1q21~2qV~0.5a212x2q2!!/~a21

2~x22x1!q2!. ~11!

Substituting this expression into the integral~9!, after the
replacementq⇒21q we obtain a formula, which describe
the evolution of the temperature of a one-dimensional fl
of the fluid undergoing laminar motion~small Reynolds
numbers!,

T1~ t,x!5E
0

`

T1~0,y!dyE
2`

`

eiw~q!t1 iq~x2y!2x1q2tdq,

~12!

where

w~q!5qV~0.51~a2112x2q2!!/~a211~x22x1!q2!.
~13!

If the flow is motionless (V50), ~12! automatically
transforms into the known expression.6

To find the distribution of the temperature in the flo
whenV Þ 0, we should evaluate the exponent and isolate
saddle point. As is seen from~13!, the functionw(q) varies
in a fairly narrow range from 1.5qV to
(0.512x2 /(x22x1)). Since the integrand achieves its lar
est value whenq⇒0 (q⇒1/L, whereL is the linear dimen-
sion of the system!, w(q) can be replaced by 1.5qV. In such
a case

T1~ t,x!5T01E
0

`

T1~0,y!dy

3E
2`

1`

eiq~x2y!11.5qVt2x1q2tdq/2p

5T01E
0

`

T1~0,y!e2~x2y11.5Vt!2/4x1tdy. ~14!

In the other limiting case, in which the velocityV is large
and satisfies the condition

V@a21
1/2~x22x1!3/2/~3x22x1!, ~15!

the functionk1 ~after the replacementq⇒ iq) can be repre-
sented in the form

k1q50.5@ iVq2~x11x2!q22a21#

1$Vq~0.5a211x2q2!%1/2. ~16!

The maximum of this expression is found at

q05~Va21!
1/3/25/3~x11x2!2/3. ~17!

Expanding the exponent near the pointq5q0, we find
that at large velocities

T1~ t,x!5T01e20.5a21t1 iq0x

3E
0

1`

T1~0,y!e2 iq0y2~x2y!2/4~x11x2!tdy. ~18!
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T1(t,x).T0. It can concluded from~18! that heat exchange
is considerably more intense at large flow velocities, sin
the time for the establishment of a certain equilibrium te
perature is determined not by heat conduction, but purely
heat transfer and corresponds in order of magnitude
2/a21.

The problem posed of ascertaining the character of
establishment of the temperature in a flow of a liquid~or gas!
moving within another fluid raises the question of analyz
the heat conduction process in systems with a fractional
mension. Such structures include, for example, a system
randomly distributed pipes located in a single plane. Its
mension is 11«. Clearly, when«50, the system simply
becomes one-dimensional, and when«51, it becomes two-
dimensional. The intermediate case of arbitrary« is of inter-
est in regard to purely methodical aspects of the case, w
will be analyzed below.

It should be noted that the description of the characte
heat conduction in a quasi-one-dimensional system is of
damental importance from the standpoint of simulating co
plicated branched structures in order to adequately desc
how thermal equilibrium is established in such structures
how the temperature is established. It is important to str
that « is the only arbitrary parameter and that, once it
assigned, an attempt can be made to describe these m
scopically complicated systems.

Before proceeding to a solution of the heat conduct
equation in the quasi-one-dimensional case, we must un
stand what the gradient operator represents in the pre
case. We assign a certain operatorA acting in a Hilbert space
of dimension 11« in the form of the following Fourier in-
tegral

A f~x!5E
2`

1`

ik11«eikxdk/2p. ~19!

When«50, we obtain the ordinary result, which obv
ously indicates thatA is simply an operator of differentiation
with respect tox. It should be noted that the transition to th
purely two-dimensional case should be made not by me
of ~19!, but by means of the two-dimensional expansion, i

A f~x,y!5 lim
h⇒0

E
2`

1`

ik22heik•xdk/~2p!2, ~20!

whereh.0.
After defining the action of the operatorA in the form of

~19!, we can now introduce the concept of a quasi-o
dimensional heat flow. More specifically, assuming that

q52¸AT~x,t !, ~21!

we find the Fourier equation sought in the quasi-o
dimensional case

]T/]t52xE
2`

1`

k2~11«!eikxTk~ t !dk/2p, ~22!

wherex is the thermal diffusivity in a space of dimensio
11«.
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space. Passage to a finite region of the space requires m
fication of this equation and a different definition for th
operator A. This problem will not be considered in th
present paper.

We next assign the properties of the operatorA in the
following manner: 1! the action of this operator onf (x) has
the fully concrete eigenvaluesl, i.e., A f(x)5l f (x); 2! the
operatorA is a bounded self-adjunct operator, i.e.,A5A* .9

According to Eq.~22!, for the Fourier transform of the
temperature we obtain

]Tk~ t !/]t52xk2~11«!Tk~ t !. ~23!

Solving the equation obtained and performing the
verse Fourier transformation, we find

T~x,t !5E
2`

1`E
2`

1`

T~j,0!e2xtk2~11«!1 ik~x2j!dkdj/~2p!2.

~24!

We calculate the integrals overk. Utilizing the saddle-
point method for this purpose, we find that the saddle po
lies at the value

k5k05@~ iy !1/~112«!#/@2~11«!xt#1/~112«!, ~25!

wherey5x2j.
Substituting this expression into the integrand in~24!

and calculating the Gaussian integral obtained as a result
find the following expression for the distribution of the tem
perature in a quasi-one-dimensional space:

T~x,t !5E
2`

1`

T~j,0!eY~«!cos~Z~«!!dj/2~pX~«!!1/2,

~26!

where

X~«!5$u«/~112«!xt~11«!~112«!

3cos@p«/~112«!#%/~11«!2«/~112«!,

Y~«!5~112«!cos@p~11«!/~112«!#

3u~11«!/~112«!/2~11«!@~11«!#1/112«,

Z~«!5tan~p«/~112«!!2«u~11«!/~112«!

3~112«!/2~11«!@~11«!#1/~112«!,

u5~x2j!2/2xt. ~27!

In the limiting case, i.e., when« tends to zero and the
space becomes one-dimensional, we obtain a single exp
sion for the thermal conductivity.6 An analysis of~26! for
several different values of« is illustrated in Fig. 1.

It should be noted that when two-phase structures~for
example, a two-component composite or a structure of
liquid1gas type! are treated, the thermal diffusivity can b
represented in the following approximate form:8

x~p!5@p2¸11~12p!2¸2#/@pc1v1~12p!c2v#,

where the concentrationp5V1 /V0, V1 is the volume of the
impurity phase,̧ 1 and¸2 are the thermal conductivities o
the first and second phases, respectively,c1 andc2v are their
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isochoric heat capacities per unit volume, and the denom
tor is obtained from the condition that the entropies of
two phases are additive.

More specifically, since the entropy of the entire stru
ture is S5pS11(12p)S2, we can obtain the denominato
sought by differentiating the entropy with respect to the te
perature.

In addition, the relation presented forx(p) is valid under
the assumption of a weak interaction between the
phases, for which the term proportional to the prod
p(12p) is small. It was shown in Ref. 8 that this conditio
is realized quite frequently.

The minimum of the functionx(p) lies at the concen-
tration

pmin5c2v /~c2v2c1v!1uc1v2c2vu21

3$~c2v
2 ¸11c1v

2 ¸2!/~¸11¸2!%1/2.

The corresponding value of the thermal diffusivity is

xmin52~c1v2c2v!22

3@~c2v
2 ¸11c1v

2 ¸2!~¸11¸2!2c1v¸22c2v¸1#1/2.

A plot of x(p) is shown in Fig. 2.
It is important to note that the thermal diffusivity min

FIG. 1. Dependence of the temperature distribution on the coordinatex for
several different values of« («1,«2,«3).
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a-
e

-

-

o
t

mum is achieved only in two-phase structures. In ‘‘ord
nary’’ ~single-phase! substances the thermal diffusivity de
pends only on the temperature and not on the concentra
This allows us to draw the unequivocal conclusion that
process leading to equalization of the temperature in tw
phase structures at the concentrationp5pmin takes consider-
ably more time than in any single-phase substances~regard-
less of their dimension! and that cooling is, therefore
slowed. This can be very important from the practical sta
point.

1K. Wilson and G. Kogut, Phys. Rep.12, 75 ~1974!.
2A. Z. Patashinski� and V. L. Pokrovski�, Fluctuation Theory of Phase
Transitions, Pergamon Press, Oxford~1979!.
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Spectral and angular distribution of slow electrons emitted by hydrogen atoms

er-
in collisions with fast highly charged ions
A. B. Vo tkiv

Institute of Electronics, Academy of Sciences of Uzbekistan, 700143 Tashkent, Uzbekistan
~Submitted November 13, 1995; resubmitted June 5, 1996!
Zh. Tekh. Fiz.67, 13–18~July 1997!

The ionization of hydrogen atoms with the emission of slow electrons in collisions with fast
highly charged ions is considered. Analytical expressions are obtained for the singly and doubly
differential ionization cross sections and for a quantity which characterizes the angular
asymmetry in the escape of slow electrons. A unique feature of the momentum balance for
collisions that lead to the emission of slow electrons is discussed. ©1997 American Institute of
Physics.@S1063-7842~97!00307-3#
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highly charged ions is of interest both for several branche
physics~atomic physics, solid-state physics, plasma phys
etc.! and for other closely related areas of science~for ex-
ample, biophysics!. The chargesZ of these ions are fre
quently so great that, despite the large value of their velo
v (v@v0, v051a.u..23108 cm/s!, the relationZ*v holds
~here and below, atomic units are used, unless stated o
wise!. The total cross sections for the single, double, a
multiple ionization of atoms in collisions with such ions ha
been the subject of numerous experimental and theore
studies~see, for example, Refs. 1–4 and the literature ci
therein!. More detailed information on collisions between
fast highly charged ion and an atom can be obtained
investigating the various differential cross sections. The
mense progress that has been achieved in recent yea
developing experimental techniques has made it possibl
perform so-called kinetamically complete experiments on
collisions of fast charged particles with atoms,5,6 in which
not only the total ionization cross sections, but also the
gular and energetic distributions of the electrons leaving
atom, the momenta and energies of the recoil ions, etc. w
determined. Such investigations were performed for
single ionization of helium atoms in collisions with fa
highly charged ions (Z524,v512) characterized by a sma
amount of momentum imparted to the atom~such collisions
will be called ‘‘soft’’ collisions below! in Ref. 6, where the
characteristics of slow electrons with energies following
cape from an atom that do not appreciably exceed its ion
tion potential, as well as the momentum balance in a sys
consisting of a highly charged ion, an electron, and a re
ion, were studied @a classical-trajectory Monte Carl
~CTMC! calculation of such a collision process was also p
formed in that work#. The study of the characteristics of slo
electrons is of great importance, since they comprise the b
of the electrons emitted by atoms in collisions with fa
highly charged ions in the range of values ofZ andv con-
sidered.

In the present work we investigate the ionization of h
drogen atoms in ‘‘soft’’ collisions with fast highly charge
ions, in which the atoms emit slow electrons when the
rameters of the problem are as follows:v&Z!v2, v@v0,
wherev0 is the characteristic orbital velocity of the electro
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getic and angular distributions of the slow electro
(ve&v0, where ve is the velocity of the emitted electro
relative to the recoil ion!, and we shall briefly discuss
unique feature of the momentum balance in such collisi
on the basis of the analogy to photoionization.

Let a hydrogen atom with a nucleus lying at the origin
coordinates be initially in the ground state, and let a str
tureless, highly charged ion move along the classical lin
trajectoryR(t)5b1vt, whereb is the impact parameter vec
tor. We divide the entire range of values of the impact p
rameter 0<b,` into two subranges: 1! b&Z/v, 2!
b.Z/v.

In collisions in the first subrange considerable ener
which significantly exceeds the ionization potential of t
atom, is imparted on the average to the electron. In fa
when b*1, this energy can be estimated
«(b).2Z2/(b2v2),7 and it is already fairly high at
b.Z/v.1 and increases rapidly as the impact parame
decreases@for example, for the ions withZ524 andv512
used in Ref. 6,«(b51)58#. Whenb,1, the mean energy
imparted is even higher. Because of this~as well as the smal
width of the rangeb,Z/v), the contribution of the ‘‘hard’’
collisions to the emission of slow electrons is small, a
these collisions will not be considered below~for informa-
tion on the spectra of electrons emitted with a large mom
tum transfer, see, for example, Refs. 8–11 and the litera
cited therein!.

In the range of impact parametersb.Z/v.1 calcula-
tions in various approximations12–14 predict that the ioniza-
tion probability decreases rapidly with increasingb and be-
comes far smaller than unity already atb.1.5Z/v22Z/v.
To describe the transitions of an atom in such collisions
use the scattering matrix formalism, in which the transiti
amplitude of the atom has the form

Ak52 i E
2`

1`

dt^Ck
~2 !~r ,t !uW~r ,t !uf0~r ,t !&, ~1!

wheref0(r ,t)5f0(r )exp(2it2/2), f0(r )5p21/2 exp(2r) is
the wave function of the ground state of the hydrogen ato
ck

(2)(r ,t) is the wave function of the electron in the fin
state in the simultaneous presence of the fields of the nuc

728-05$10.00 © 1997 American Institute of Physics
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uR(t)u2Z/uR(t)2r u is the interaction of the atom with th
field of the highly charged ion, andr is the radius vector of
the electron.

Let us estimate the relative influence of both centers
the electron in the final stateCk

(2)(r ,t) from the ratio be-
tween the classical forces exerted on it by the fast hig
charged ion (Fi) and the nucleus of the atom (Fa). The field
of the fast highly charged ion in the region where the atom
located has a maximum as a function of time with a cente
the pointt50 and an effective widthT.b/v (b.1, see Ref.
15 and 7!. In the range of impact parametersb.v the field
of the highly charged ion at the atom is not only already v
weak ~when v2@Z), but also adiabatically slowly varying
and the ionization probability of the atom is then expone
tially small ~see, for example, Ref. 12!. In the collisions with
Z/v,b,v, which make the main contribution in the pre
ence of slow electrons,T,1, i.e., at such values of the im
pact parameter the field of the highly charged ion has a fa
sharp maximum at the timesutu,T, at which ionization oc-
curs for the most part. Then the distance between the pr
and the electron leaving it is estimated asv t̄ (t.0), where

v̄ is the mean velocity at which the electron passes thro
the region of spacer;1 and which, for slow electrons, i
equal in order of magnitude tov051. The distance betwee
the highly charged ion and the electron att.0 can be as-
sumed to be proportional to the difference between their
locities: uv2 v̄ut.vt. Thus, for the ratio between the force
we haveFi /Fa;Zv0

2/v25Z/v2,1! whence it follows that for
Z/v2!1 the behavior of the slow electron in the final state
‘‘controlled’’ mainly by the field of the nucleus of the atom
Therefore, the influence of the Coulomb interaction of a f
highly charged ion with such an electron can be taken i
account approximately. As will be seen below, the main
fect of this influence is asymmetry in the angular distributi
of the slow electrons, and the majority of them are dragg
by the Coulomb attraction of the recoiling highly charged i
in the direction of its motion.

There is another effect, which leads to asymmetry in
angular distribution of the slow electrons. Distributing t
interaction potential of the atom with the field of the high
charged ion (Z/uR(t)u2Z/uR(t)2r u) as a function of the
coordinates of the electron and the time among monoc
matic plane waves, we can easily see that the field of
highly charged ion has a longitudinal~parallel to the velocity
of the ion! momentumqp;1/v and that its absolute valu
and direction do not depend~whenZ Þ 0) on the magnitude
and sign of the charge of the impinging particle~it is impor-
tant to note that if only the dipole term in the expansion
this interaction is taken into account, the calculated value
qp vanishes!. The absorption of this momentum by an atom
electron leads~see below! to additional asymmetry in the
angular distribution of the slow electrons.

We represent the interactionW(r ,t) in the range of val-
ues of the impact parameterb.Z/v.1 in the form

W~r ,t !5W1~r ,t !1W2~r ,t !, ~2!

where
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W1~r ,t !52
R3~ t !

52
r 3~ t !

52E~ t !r ,

W2~r ,t !5
Zr2

2R3~ t !
2

3Z

2R5~ t !
~vtz1by!2. ~3!

In Eq. ~3! thez axis is directed along the velocity vecto
of the highly charged ion, and they axis is directed along the
impact parameter vector. In accordance with the forego
the interactionW(r ,t) has been expanded in~2! to the quad-
rupole terms, inclusively.

The wave functionCk
(2)(r ,t) of the electron in the final

state in the field of the two centers satisfies the Schro¨dinger
equation

i
]

]t
Ck

~1 !5S 2
D

2
2

1

r
2W12W2DCk

~1 ! . ~4!

In accordance with the arguments presented above
garding the relative roles of the two centers in the final sta
we take into account the interaction of the slow electron w
the nucleus of the atom precisely and the interaction with
field of the fast highly charged ion in the zeroth sudd
approximation16

Ck
~1 !~r ,t !5fk

~1 !~r !expS 2 ik2t/22 i E
2`

t

dt8W~ t8! D .

~5!

Herefk
(1)(r ) is the Coulomb wave function for the scatte

ing of an electron on a proton, which, atr→`, is the result
of the superposition of the incident ‘‘plane’’ wave on th
diverging spherical wave and is normalized according to
condition ^fk

(1)ufk
(1)&5(2p)23d(k2k8), where k is the

wave vector of the motion of the electron relative to t
nucleus of the atom. When~5! is substituted into~1! we have

Ak52 i K fk
~2 !~r !U E

2`

1`

dtW~r ,t !expS ivt

2 i E
2`

t

dt8W~ t8! D Uf0~r !L , ~6!

where v5(11k2)/2 is frequency of the transition, an
fk

(2)(r )5(f2k
„1…

„r ))* .
For b.Z/v.1 the term*2`

t dt8W(t8) at anyt is small
compared with unity. Expanding the corresponding expon
tial function in ~6! in a series and leaving the principal term
in ~6!, we obtain

Ak5Ak
d1Ak

q1Ak
i . ~7!

Here

Ak
d52 i K fk

~2 !~r !U E
2`

1`

dtW1~r ,t !exp~ ivt !Uf0~r !L ,

Ak
q52 i K fk

~2 !~r !U E
2`

1`

dtW2~r ,t !exp~ ivt !Uf0~r !L ~8!

are the amplitudes of the dipole and quadrupole transitio
respectively, and
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52pE`

dbb~2E!1/2w~k~E!,Q,b!, ~14!
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k K k U
2`

3~q~ t !r !W1~ t !Uf0~r !L ~9!

takes into account the principle term for the interaction of
slow electron in the final state with the field of the fast high
charged ion, whereq(t)5*2`

t dtE(t).
For the transition probability of an electron to a sta

with a definite value ofk in a collision with the impact
parameterb we have

w~k,b!5uAku2.uAk
du212 Re~Ak

d!Re~Ak
q1Ak

i !

12 Im~Ak
d!Im~Ak

q1Ak
i !. ~10!

Using the explicit forms of the interactionsW1 andW2 and
of the Coulomb wave functions and averaging~by virtue of
the geometry of the problem! the probability~10! over the
electron escape anglef (0<f,2p, f is the azimuthal
angle in the plane of the impact parameter!, we can obtain

w~k,Q,b!5
1

2p E
0

2p

dfw~k,b!

5
2Z2v2

v4
a~k!S 2K0

2~j!cos2 Q1K1
2~j!sin2 Q

1
8k

v
cosQ~K1

2~j!sin2 Q1K0
2~j!~3 cos2 Q

21!!1
4Z

v2

cosQ

v S K0~j!K1~j!

2
pk

2
exp~2j!~2K1~j!sin2 Q

1K0~j!~3cos2Q21!!D D , ~11!

where the electron escape angleQ (0<Q<p) is measured
from the direction of the velocity vector of the highl
charged ion,j5vb/v, K0 and K1 are modified Besse
functions,17 and

a~k!5
27k21

~11k2!5

expS 2
4

k
arctankD

~12exp~22p/k!!
. ~12!

For the probability of ionization with the escape of
slow electron in collisions with a fixed impact parameter
have

w~b!5E
0

kmax
dkk2 E dVw~k,Q,b!, ~13!

wherekmax.v051 anddV52p sinQdQ.
The doubly differential~with respect to the escape ang

and with respect to the energyE5k2/2) ionization cross sec
tion is defined by the expression
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e

dEdV bmin

wherebmin5lZ/v!v (l is a constant of order unity! is the
lower bound of the range of impact parameters in which
ionization probability is appreciably less than unity.

Performing the integration in~14! over the impact pa-
rameter, we find

d2s

dEdV
528

Z2

v2

1

~112E!5

exp~2~4/~2E!1/2!arctan~2E!1/2!

~12exp~22p/~2E!1/2!!

3~sin2 Q ln b1cos2 Q20.5 sin2 Q

123.5~E1/2/v !cosQ~sin2 Q ln b1cos 2Q!

12~Z/v2!cosQ~ ln2b221.5pE1/2~sin2 Q ln b

1cos 2Q20.5 sin2Q!!!, ~15!

where b51.123v/(bmin(E10.5))5(1.123/l)(v2/Z)/(E
10.5).

Since the parameterb, which is determined to within a
constant coefficient of order unity, contains the large cof
tor v2/Z and appears under the logarithm sign in Eq.~15!,
we simply assume thatl51 in it. We note that the accurac
of the approach employed increases as the geometric dim
sions of the range of impact parametersZ/v,b,v increase.

The energy distribution of the electrons is specified
the differential cross section

ds

dE
5E dV

d2s

dEdV
5

211p

3

Z2

v2

1

~112E!5

3
exp~2~4/~2E!1/2!arctan~2E!1/2!

~12exp~22p/~2E!1/2!!
lnS 2.25v2

Z~112E! D .

~16!

As follows from ~16!, the electron escape probability de
creases rapidly with increasing energy: the bulk (;90%) of
the escaping electrons have energies that do not surpas
ionization potential of the atomI 050.5. We note that in the
approximation under consideration contributions to~16! are
made only by the dipole transitions between the statesf0

andfk
(2) due to the interactionW2(r ,t) ~which leads to elec-

tric monopole and quadrupole transitions! and that the tran-
sitions to final states distorted by the field of the high
charged ion, which are responsible for the asymmetry in
angular distribution of the slow electrons, do not make
contribution to~16! and, accordingly, do not influence th
total number of slow electrons emitted in the approximat
under consideration.

To obtain the angular distribution of these electrons,
must integrate~15! over the energiesE in the range
0<E,I 0. However, since the electron escape probabi
decreases rapidly with increasingE, the upper bound of the
energy range can formally be set equal to infinity, and th
we find

ds

dV
5E

0

`

dE
d2s

dEdV
53~0.283!

Z2

v2 S sin2 Q ln b1
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1cos2 Q20.5 sin2 Q

1
8~0.61!

v
cosQ~sin2 Q lnb21cos 2Q!

1
2Z

v2
cosQ~ ln2 b11^ ln2 v&2 ln2 v1

22p0.61~sin2 Q ln b21cos 2Q

20.5 sin2Q!!D , ~17!

where

b151.12v2/~Zv1!, b251.12v2/~Zv2!,

v15expS E
0

`

dka~k!ln~v!/E
0

`

dka~k! D 50.71,

v25expS E
0

`

dkka~k!ln~v!/E
0

`

dkka~k! D 50.81,

^ ln2v&5E
0

`

dka~k!ln2~v!/E
0

`

dka~k!50.234,

ln2v150.1. ~18!

Figure 1 presents a comparison of the differential cr
sectionds/dE found from Eq.~16! with the CTMC data in
Ref. 13 forZ56 andv55. Our results for this cross sectio
appreciably exceed the data from the calculation in Ref.
in the range of emitted electron energiesE&5 eV. Figure 2
compares the differential cross sectionds/dV calculated
from Eq.~17! with the data from Ref. 13 for the same valu
of Z andv. The disparity between our results fords/dV and
the CTMC calculation, which is not very appreciable
small values of the electron escape angleQ, becomes sig-
nificant asQ increases. The disparity between our results
the differential cross sectionsds/dE and ds/dV and the
data from the CTMC calculation can be attributed to t

FIG. 1. Differential ionization cross section of hydrogen atoms with resp
to the energy in collisions with highly charged ions forZ56 and v55.
Solid line — calculation based on~16!, j — data from Ref. 13.
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following known causes. According to classical mechani
collisions with sufficiently large values of the impact param
eter, in which the mean energy imparted to the atom
smaller than its ionization potential, do not make an app
ciable contribution to the ionization process~the contribution
of this range of values ofb is ‘‘classically suppressed’’18!.
On the other hand, according to quantum mechanics, just
range of values ofb makes the main contribution to electro
emission whenv@v0, and in this case ionization takes plac
with the escape of slow electrons. This difference, in parti
lar, leads to different asymptotes of the cross sections
single ionization at the collision velocitiesv@v0 ~the sub-
scripts ‘‘cl’’ and ‘‘qu’’ refer to classical and quantum me
chanics, respectively!

scl9 v22~Ref. 19!, squ9 ~const11 ln v ! v22~v@v0 ,Z!

3~Ref. 20!,

squ9 ~const21 ln~v2/Z!!v22 ~Z;v@v0!~Ref. 1!.

In addition, as we know~see, for example, Ref. 18 an
the literature cited therein!, formidable difficulties arise
when an attempt is made to use classical mechanics to
scribe the emission of slow electrons in directions cor
sponding to large values ofQ. Thus, the disparities betwee
our calculations and the data from 13 can be attributed to
fact that the methods for calculating ionization based on c
sical mechanics are inapplicable for describing ‘‘sof
collisions.21

The asymmetry in the escape of electrons can be c
acterized by the parameter

h5S E
0

p/2

dQ sin Q
ds

dV
2E

p/2

p

dQ sin Q
ds

dV D
3S E

0

p

dQ sin Q
ds

dV D 21

. ~19!

From ~18! and ~19! we find

t

FIG. 2. Differential ionization cross section of hydrogen atoms with resp
to the angle in collisions with highly charged ions forZ56 andv55. Solid
line — calculation based on~17!, j — data from 13.
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h5
v

1
v2 S 1.5 lnS Z D22.87

12.15 ln21S 1.6v2

Z D D . ~20!

It follows from Eq. ~20! that the majority of the slow elec
trons are emitted by the atom~whenZ.0) in the direction
of motion of the fast highly charged ion. The first term
~20!, which does not depend on the magnitude or sign of
charge of the highly charged ion, and the second term, wh
depends on both~whenZ,0, uZu should be taken under th
logarithm sign!, are consequences, respectively, of the
sorption of the longitudinal momentumqp;1/v by the atom
and the dragging of the electron leaving the atom by
electric field of the recoiling highly charged ion, which we
discussed above. We note that the simple additivity of th
two effects in~20! is a consequence of expansions~7! and
~10!, in which the terms that lead to the angular asymme
~but are not the dominant terms for the total emission! are
taken into account in the first nonvanishing approximatio

For the contribution to the ionization cross section
hydrogen atoms from collisions in which slow electrons
cape, from~16! @or ~17!# we obtain

Ds58p0.283
Z2

v2
lnS 1.6v2

Z D . ~21!

This expression practically coincides with the express
for the~total! ionization cross section found in Ref. 12 and
distinguished only by the numerical multiplier under t
logarithm sign from the total ionization cross section calc
lated in Ref. 7

s i58p0.283
Z2

v2
lnS 5v2

Z D , ~22!

which faithfully describes the existing experimental data
v0!v&Z!v2. It is seen from Eqs.~21! and ~22! that
Ds.s i for v0!v&Z!v2/3, i.e., the collisions which resul
in the emission of slow electrons essentially determine
value of the ionization cross section in this case.

We note that all the cross sections~15!–~17!, ~21!, and
~22! as functions of the charge and velocity of the incide
particle satisfy the scaling relations/Z5 f (v2/Z), which is
characteristic of the ionization cross section of hydrogen
collisions in the ranges of values of the parameters of
problemZ/v.1 andv@v0.1

To simplify the treatment, we assumed above that
highly charged ion is structureless. It is obvious, howev
that a fast highly charged ion bearing electrons can also
regarded as a point charge whenb.Z/v.1@r Z , where
r Z;1/Z is the radius of the ion.

In conclusion, let us briefly dwell on the features of t
momentum balance for a collision of a fast highly charg
ion with an atom whenb.Z/v. In such collisions the mean
momentumQ.Zb/(b2v) imparted by the field of the im-
pinging particle to the atomic electron~see, for example
Ref. 17! is small in comparison with the characteristic m
mentum of the electron in the ground state of the at
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ion contains the characteristic frequenciesV;v/b, which
are small in comparison with the frequencies of atomic tr
sitions even whenb.v. Therefore, the ionization of an atom
in collisions withb.Z/v is very similar22–25,12to the ioniza-
tion of an atom by the field of a light wave when the ato
absorbs a quantum, whose energy is sufficient for ionizat
while its momentum is negligibly small. In the case of phot
ionization by a field of not excessively high frequency, t
momentum of the escaping electron is balanced by the
mentum of the atomic residue. The same situation clea
arises in the case of collisional ionization in the ran
b.Z/v.1, which leads to the escape of slow electrons, a
was experimentally detected in Ref. 6 in an investigation
‘‘soft’’ collisions with helium atoms.

1!For electrons with a velocityv0,ve,v we have v̄ .ve and
Fi /Fa;Zve

2/v2;ZE/v2. Hence it follows that the influences of the tw
centers become comparable at electron energiesE;v2/Z and that the in-
fluence of the highly charged ions predominates atE@v2/Z.
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Plasma parameters of a nonself-sustained microwave discharge created

d to
by a programmed pulse
A. F. Aleksandrov, A. S. Zarin, A. A. Kuzovnikov, V. M. Shibkov, and L. V. Shibkova

M. V. Lomonosov Moscow State University, 119899 Moscow, Russia
~Submitted August 14, 1996; resubmitted September 30, 1996!
Zh. Tekh. Fiz.67, 19–23~July 1997!

The kinetics of the electrons in the plasma of a nonself-sustained discharge formed at the focus
of a microwave beam when the gas is exposed to electromagnetic radiation with an
energy flux density that varies with time in a programmed-pulse mode are investigated. It is
shown that the temperature of the electrons in the plasma of the localized microwave discharge is
of the order of 1 eV and varies weakly during the pump pulse and as the air pressure is
varied, while the electron density is an order of magnitude or more lower than the critical density
and depends on the level of the pump generator power. It is shown that the degree of
ionization of the plasma can be regulated by altering the programmed-pulse mode. ©1997
American Institute of Physics.@S1063-7842~97!00407-8#

A freely localized microwave discharge appearing at the
1–19

low repetition rate are used, the discharge can be confine
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focus of a beam of electromagnetic energy is a compli-
cated nonlinear phenomenon, which includes nonstation
breakdown of the gas, propagation of the ionization fro
interacting with the radiation, maintenance of the noneq
librium plasma formed at the focus of the beam by the in
dent energy flux, and excitation and heating of the molecu
accompanied by deformation of the density of the neu
gas. It is known that if the electric field strength at the foc
of a microwave beam exceeds the threshold value, bre
down of the gas occurs in that region of free space. A
breakdown, the plasma formed at the beam focus begin
rapidly absorb the energy supplied to the discharge, and
microwave discharge in a beam with a sufficiently small co
vergence angle has a tendency to move toward the radia
source by some mechanism20 ~a breakdown wave, diffusion
of resonant radiation, diffusion of charged particles, a reg
of slow thermal-conductive heating, and several other p
cesses!. At the same time, the zone of effective energy
lease rapidly moves from the focus toward the energy fl
precluding strict fixation of the position of the discharge
space, and the energy supplied to the discharge is distrib
over a large body of gas.

Many practical applications call for the localization of
microwave discharge at a fixed position in space. There
various techniques for localizing a microwave discharge i
focused beam. The formation of the discharge must t
place with a minimum delay relative to the leading edge
the pulse of microwave radiation, and the leading edge of
breakdown wave must not deviate far from the focus dur
the entire time of action of the microwave energy on t
plasma formed. As experiments performed by several inv
tigators in different systems have shown, the use of a rec
gular microwave pulse of long duration and large amplitu
does not lead to the efficient introduction of energy at
assigned position in free space and, consequently, does
lead, in particular, to efficient heating of the gas.

Let us briefly examine several techniques for localizin
microwave discharge in a focused beam. For example
short~of the order of microseconds! microwave pulses with a
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a given region in space. However, the mean energy im
parted to the discharge in this case is small. It is known t
the repeated pulsed breakdown of air differs from the ini
breakdown process, since the elimination of the charged
ticles after completion of the first pulse is not complete, a
electrons, as well as positive and negative ions, remain in
region where the discharge existed when the next pulse
gins. Considerable variation of the principal components
the gas associated with the appearance of long-lived e
tronically and vibrationally excited molecules and variati
of the chemical composition of the neutral gas is also p
sible. The specific energy imparted to the plasma can
increased somewhat by increasing the pulse repetition
up to a certain limit. However, as the pulse repetition rate
increased, there is an increase in the linear dimensions o
region where the discharge exists, and, for example, the
ficiency of the heating of the gas does not increase.

To fix the location of an artificially ionized region in th
Earth’s atmosphere, several investigators7,21,22proposed cre-
ating such a region at the site of the intersection of two
more microwave beams. The energy of each beam wo
then be insufficient for breakdown of the gas, but the form
tion of a self-sustained microwave discharge would be p
sible at the site of intersection of the beams. In the case
the pulsed sustaining of a discharge in intersecting bea
the existence of a thin plasma layer capable of reflect
radio waves with frequencies up to 1 GHz is possible. T
ionized region then acquires a definite structure, depend
on the geometry of the beams and the pressure of the g

Another method for stopping a microwave discharg
viz., the programmed pulsed method, was proposed in
laboratory to localize a microwave discharge in a focus
beam of electromagnetic waves at a fixed position in f
space.2,16,17The essential point of this method is that brea
down of the gas is effected by a short power pulse, dur
which the discharge front does not manage to depart fr
the focal region, and the plasma is sustained by a sec
pulse of small amplitude~the pump pulse!, which is not ca-
pable of causing breakdown of the gas by itself, but if bre

733-04$10.00 © 1997 American Institute of Physics
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down has already been effected, the microwave power of
pump pulse is sufficient for sustaining the discharge in
fixed position in free space for a long time.

The experiments performed in our laboratory show
that the use of programmed pulses makes it possible, in p
ciple, to solve the problem of localizing a discharge crea
by a focused microwave beam~stopping it at an assigned
position in free space!. The experimental setup,23 on which
the plasma parameters of a localized air microwave d
charge were studied by optical methods, included two pul
magnetron generators operating in the centimeter wavele
range atl1510 cm andl252.4 cm. The first~breakdown!
generator produced a series of~from one to a hundred! short
(t153 ms! powerful (W1 < 1 MW! microwave pulses,
which appeared with a repetition rate of 400 Hz and effec
breakdown of the gas under investigation. The second g
erator~the pump generator! produced a pulse with a duratio
t25160 ms and a powerW2,200 kW, which immediately
followed the last of the series of pulses from the first ge
erator.

The electron density and temperature were investiga
at a gas pressurep,15 Torr using the method of simulta
neously determiningne and Te in a nonisothermal nitrogen
plasma from measurements of the absolute radiated inte
ties of bands of the second positive and first negative ni
gen systems.18,24 At higher pressures the electron temper
ture was not determined, but the electron density w
measured by microwave diagnostics.

The results for various air pressures are presented in
1. The measured electron density in the tenth pulse~the last
pulse under the present experimental conditions! of the series
from the breakdown generator amounted to 231011 cm23 at
p53 Torr, i.e., it was close to the critical densit
nec151011 cm23 for the first generator. The electron densi
measured when breakdown was effected only by a pu
from the second generator~the train of pulses from the firs
generator was absent! with W25200 kW amounted to
231012 cm23 at the beginning of the pulse and t
;631011 cm23 5 ms after the time of breakdown, i.e., to
value close to the critical densitynec251.631012 cm23 for

FIG. 1. Time dependence of the electron density~solid curves! and tempera-
ture ~dashed curves! in the plasma in a programmed-pulse mode,p, Torr:
1 — 3, 2 — 5, 3 — 13.
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the pump generator. In the case of the localized microw
discharge created in a programmed mode~Figs. 1 and 2! the
electron density in the plasma during the action of the pu
pulse was an order of magnitude lower than the critical va
for the second generator. It is also seen from the res
obtained that the effective temperature of the electrons in
plasma of the localized air microwave discharge isTe.1 eV
and varies only slightly with time and as the pressure
varied, while the electron density decreases with increas
exposure time and reaches a stationary level at the end o
pump pulse.

The low value of the electron density in the second pu
is attributed to the fact that the power of the pulse from
pump generator in the experiment was so small that if bre
down of the gas was not caused by the train of pulses fr
the first generator, the pulse from the pump generator wo
not cause breakdown of the gas, i.e., the value ofE/p for the
second generator was knowingly small~less than the break
down value!. Hence the frequencyn i of ionization by the
field of the second generator was small. Under the conditi
of the experiment we obtainedTe.0.921.2 eV. Such an
electron temperature corresponds to ionization frequen
n i /p51012103s21Torr21.

When the air pressure is greater than 1 Torr, the m
processes leading to the loss of electrons from the disch
are attachment, recombination, and diffusion. Electro
which attach to oxygen molecules either depart from the d
charge~negative ions can leave the discharge zone by di
sion or recombine with positive ions! or return to the dis-
charge as a result of detachment. According to estima
under our conditions the negative-ion densityn2 is of the
order of the electron densityne , as is confirmed by the dat
in Ref. 13, where it was shown experimentally that t
negative-ion density increases with increasing air press
and reachesn2.ne at p.10 Torr. In this case it follows
from the balance equations for the charged particles25 that
the main process maintaining the electron density during
second pulse is electron detachment from negative io
rather than direct ionization, i.e., the small termn ine just
compensates the small differencenane2ndn2 between two
large quantities (na and nd are the frequencies of electro

FIG. 2. Time dependence of the electron density in the plasma at a pre
p53 Torr ~dashed line —nec2).
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attachment and detachment!. Hence it follows that the elec
tron density in the second pulse under the conditions of
experiment cannot be greater than the density created in
plasma by the first generator~which is less than the critica
density for the second generator!.

To account for the recombination decay of the plasma
a glow discharge in air~an N2–O2 mixture!, it was theorized
in Ref. 26 that the loss of charged particles is determined
the resultant effect of electron attachment and detachmen
was shown in Ref. 26, in which the decay of the plasma o
pulsed air discharge in a constant field was considered,
the decrease in the electron density with time must take p
in two stages. In the initial stage of deionization of t
plasma, equilibrium is rapidly established between the e
tron density and the negative-ion density, so th
nane.ndn2 , and in the second stage slow decay of t
plasma as a result of electron–ion and ion–ion recomb
tion takes place with maintenance of that equilibrium. Th
for slow decay of the plasma after the field is removed
have26

dne

dt
52aeffne

2 , ~1!

whereaeff5a1bna /nd is the effective recombination coe
ficient, which takes into account that apart from t
electron–ion recombination channela there is another chan
nel for the loss of charged particles as a result of ion–
recombinationb.

It is seen from the results of our experiment~Fig. 2! that
at an air pressure of 3 Torr the electron density drops rap
~within a time of the order of several microseconds at
beginning of the pump pulse from a value of 231011 cm
23, which is characteristic of the plasma created by the
diation from the first generator, to a value of;531010 cm
23 and subsequently remains constant during the pu
pulse, since in this case the electron attachment proce
compensated by electron detachment, i.e.,nane5ndn2 , and
ionization compensates diffusion and recombination. As
gas pressure is raised, recombination begins to play an
creasingly greater role, and atp513 Torr the decay ofne

~Fig. 3! is described by the effective recombination const

FIG. 3. Time dependence of the value ofne
21 in the plasma atp513 Torr in

a programmed microwave pulse mode.
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with the data in Ref. 8. It is also seen from Fig. 1 that t
electron density achieves a stationary level at the end of
pump generator pulse and does not vary thereafter. Th
explained in the following manner. After the electron dens
has dropped to a value of;6.531010 cm23 in our case, the
subsequent decrease inne due to recombination is com
pletely compensated by bulk ionization, i.e., the balan
equation for electrons can be written in the form~since
nane5ndn2)

dne

dt
5n i ,effne2aeffne

250, ~2!

where n i ,eff5n i /(11h) is the effective ionization fre-
quency, which takes into account that some of the electr
attaching to oxygen molecules were, in effect, not create
all: h5na /nd .

Hence, the frequency of ionization by the field of th
second generator under the conditions of our experimen

n i ,eff5aeffne . ~3!

According to the data from the experiment~Fig. 1!,
when the air pressure equals 13 Torr, we obt
n i573103 s21. Using the formulas in Refs. 27 and 28,
which the functional relations between the ionization fr
quency and the reduced fieldE/n were presented, we foun
the amplitude of the electric field strength in the plasma o
localized air microwave discharge:E0.240 V/cm according
to the formulas in Ref. 27 andE0.300 V/cm according to
the formulas in Ref. 28. These values are consistent with
maintenance of the pump generator power at a level tha
insufficient for independent breakdown in our experimen

It follows from ~3! that, since the ionization frequenc
depends onE/n, the electron densityne in a freely localized
microwave discharge created in a programmed-pulse mod
a function of the electric field strength in the plasma

ne5
n i ,eff

aeff
; f ~E/n!; f ~W!, ~4!

i.e., the electron density in the second pulse depends on
level of the pump generator power, as is confirmed by
data from our experiment, which were obtained for differe
pump pulse powers (ne5631011 cm23 for W25200 kW
andne5631010 cm23 for W2550 kW!.

The creation of a programmed-pulse mode with the sa
microwave radiation frequency in the first and second pul
and a study of the threshold characteristics of the repe
microwave discharge in a wave beam led to disclosure
features in the formation of the ionization regions, their d
namics, and their relative positions.17 The amount of energy
imparted to the discharge during the second pulse influen
the dynamics of the discharge processes so strongly th
leads to alteration of the final form of the microwave d
charge, in particular, in the appearance of a specific type
discharge, viz., a localized microwave discharge.

The possibility of controlling the electron density in th
plasma of a nonself-sustained discharge, such as a loca
discharge created in a fixed region of free space by a focu
microwave beam, is also confirmed by the experiments~Fig.

735Aleksandrov et al.
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2Strong Microwave in Plasmas, A. G. Litvak ~ed.!, Inst. Appl. Phys., Acad.
Sci. USSR, Nizhny Novgorod~1991!.

.

,

.
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s,

.

n
5.

th
th
4! that we performed on the system described in Ref. 29.
parameters of the system allowed us to vary the supp
energy flux density over the course of 800ms according to a
preassigned program. In particular, in our experiments
used a program in which the energy flux densityS1 in the
focal region of the beam was at a level sufficient for ind
pendent breakdown of the gas during a timet151220 ms,
and the microwave pulse was maintained at a levelS2 that is
subthreshold for the unperturbed gas during the remainde
the time. By varyingS2 it was possible to control the geo
metric dimensions of the plasma of the microwave discha
the rate at which it propagates toward the focusing anten
and the gas heating kinetics, particularly the degree of i
ization of the plasma~Fig. 4!.

Thus, it has been demonstrated experimentally in t
systems that the use of a programmed-pulse mode mak
possible to localize a discharge created by a focused mi
wave beam in an assigned region of free space and tha
properties of the nonself-sustained microwave discha
formed at the focus of the beam when electromagnetic ra
tion with a time-varying energy flux density acts on the g
can be regulated over a broad range without a loss of lo
ization by adjusting the pulse parameters.

1High-Frequency Discharges in Wave Fields@in Russian#, A. G. Litvak
~ed.!, Inst. Prikl. Fiz. Akad. Nauk, Gor’ki� ~1988!.

FIG. 4. Dependence of the stationary level of the electron density in
plasma on the flux density of the microwave power supplied during
pump pulse.p, Torr: 1 — 10, 2 — 30, 3 — 150,4 — 300,5 — 350.
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Use of perturbing probes for plasma-jet diagnostics

V. I. Batkin and O. Ya. Savchenko

Institute of Chemical Kinetics and Combustion, Russian Academy of Sciences, Siberian Branch,
630090 Novosibirsk, Russia
~Submitted December 4, 1995!
Zh. Tekh. Fiz.67, 24–27~July 1997!

The experience gained in using an array of cylindrical Langmuir probes as a perturbing body for
plasma-jet diagnostics is described. The plasma potential on a part of the probe is determined
from the ion-scattering minimum at that part. The potential values thus obtained are compared with
the results of an analysis of the probe characteristics. The conditions for applicability of the
method are discussed. A density marker is created by applying a voltage pulse with a duration of
30 ns to the probes, and time-of-flight probing of the plasma jet is performed. ©1997
American Institute of Physics.@S1063-7842~97!00507-2#

A plasma jet created by a gas-discharge source is char-of the plasma jet and casts a shadow onto diode grid2, the
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37
acterized by high directivity of the motion of the ions, and
some cases1,2 the energy of the directed motion of the ions
103 times greater than the energy characterizing the sprea
their transverse velocities. These conditions make it poss
to record the transverse perturbation which the ions exp
ence on their route along a plasma jet by observing the
tion of ions extracted from the plasma. If a cylindrical Lan
muir probe is placed in the plasma jet, the measuremen
its current–voltage characteristic can be supplemented
observing the influence of the probe on the ions. The plas
potential can be determined from the ion-perturbation m
mum independently of the current–voltage characteri
I (U).3 In contrast to the method for determining the pote
tial from d2I /dU2 ~Ref. 4!, this method for measuring i
utilizes the first derivative of the experimental depende
and is less sensitive to the temporal instability of the plas
the influence of the magnetic field, and the anisotropy of
plasma. The design of the heatable cylindrical probe is s
plified, because there is no need for shielding.5 In the present
report determinations of the potential from the perturbat
minimum are compared with the results of measureme
using the classical probe method. Static and pulsed pr
measurements were performed on the plasma jet of an
plasma generator.6,7

The setup used to perform the measurements is show
Fig. 1. A hydrogen-plasma arc generator hurls a plasma
from the hole in anode1 onto grid diodes2 and 3, which
form a beam of protons with an energy of 6 keV. There is
apparatus,8 which makes it possible to investigate the pha
volume of the beam using slit collimator7 and multiple-wire
pickup 8. Cylindrical probes4, which are actually 10 gold-
plated tungsten filaments with a diameter of 30mm at a
distance of 500mm from one another, run through the ce
tral region of the plasma jet and are at a distance of 70
from diode grid2. It is possible to move the probes acro
the plasma jet, and the plasma generator can be moved i
longitudinal direction. The plasma jet is focused by the m
netic field of solenoid5 together with the electronic curren
on anode cover6 ~Ref. 9!. The design of the ion-sourc
expander and the solenoid were described in Ref. 9.

When the array of probes4 is located in the central par
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potential of the probes influences the angular divergence
the part of the ion beam located in the region of the shad
At a certain potential the angular spread of the ions ha
minimum value and coincides with the spread when
probes are removed. An example of the angular distributi
of the ions is given in Fig. 2. Points1 correspond to the
ion-scattering minimum at a probe potential equal to 31
Distributions2 and3 are obtained, if the potential is shifte
14.5 V in the downward (245.5 V! and upward (216.5 V!
directions from that value. Here the distance from the an
to the probes is 28 mm, and the current in the arc discha
equals 100 A. The potential corresponding to the io
scattering minimum is naturally identified with the plasm
potential. The plasma potential at the sites of the filame
can be determined by isolating portions of the shadow of
array by the collimator. This technique for measuring t
local potential made it possible to make the probes heat
without fabricating miniature shielded leads.5,6 The condi-
tions for applicability of this method and the mechanism
ion scattering are discussed in the appendix.

Since the perturbation-minimum technique is not asso
ated with a specific manifestation of the perturbation, diff
ent perturbation indicators can be used. In Fig. 3 the ind
tors are the angular spread of the ions~curve 1!, the mean
transverse velocity of the ions~curve 2!, and the current in
the grid diode~curve3!. Curves1–3 are compared with the
logarithm of the current–voltage characteristic of the prob
~curve 4!. The vertical line at 31 V illustrates the identica
nature of results of the determination of the potential fro
the perturbation minimum and from the current–volta
characteristic of the probes. The measurements were
formed in the absence of a magnetic field using a sufficien
homogeneous plasma, so that the current–voltage chara
istic of the probes could be associated with the local prop
ties of the plasma. Figures 2 and 3 depict the results of so
measurements.

The perturbing probes were used to determine the a
distribution of the potential in a plasma jet with and witho
focusing of the latter by a magnetic field. The data are p
sented in Fig. 4. The distanceZ is measured from the anode
Points1 were obtained in the absence of a magnetic field a

737-04$10.00 © 1997 American Institute of Physics
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an electronic current in the expander walls. Points2 corre-
spond to the case in which a longitudinal magnetic fi
equal to 41 Oe was created at a distance of 10 mm from
anode. In this case no focusing of the plasma jet was
served, the increase in the density of the plasma was ca
by the accumulation of secondary slow ions. When an e
tron current equal to 0.7 A was created in electrode6 ~Fig. 1!
in addition to the magnetic field, focusing of the plasma
occurred in the near-anode region and was manifested in
longitudinal potential profile~points 3!. Where possible
~cases1 and2!, the determinations of the potential from th
perturbation minimum were supplemented by determinin
from the current–voltage characteristic of the probes~points
4 and5, respectively!. The data presented in Fig. 4 illustra
the good agreement between the two methods for deter
ing the potential with considerable variation of the plas
density.

The use of perturbing probes permits the determina
not only of the potential of the plasma, but also of its kin
matic characteristics. For this purpose a pulsed negative v
age must be supplied to the probes, and modulation of

FIG. 1. Experimental setup.

FIG. 2. Angular distribution of the ions.
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plasma density is caused by the resultant variation of
capture of ions by the probes. The current response of
ions extracted from the plasma by the diode can be use
determine the mean velocity of the center of the dens
marker and the rate at which it spreads out in the gal
between the probes and the diode. The former gives the m
velocity of the ionsVi , and the latter gives the velocity o
ion soundc, which characterizes the electron temperatu
c25Te /mi ~Ref. 10!. The typical oscillogram of the ion cur
rent in Fig. 5 illustrates the wave character of the spread
of the density marker. The temporal characteristics of
current pulse do not depend on the amplitude of the ana
ing pulse, and thus the spreading process is linear. The
ration of the voltage pulse at the 0.5 level is 30 ns. If t
delay between the beginning of the leading edge of the c
rent pulse and the beginning of the leading edge of the v
age pulse isT1 and the time of the end of the trailing edge
T2, we have

FIG. 3. Indicators of the perturbation minimum.

FIG. 4. Axial distribution of the potential in a plasma jet.
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Vi5~ l /T11 l /T2!/2; c5~ l /T12 l /T2!/2. ~1!

The presence of slow ions in the plasma jet causes
additional ion-sound waves having a velocity'6c instead
of 'Vi6c to be excited. ForVi.2c the use of formulas~1!
in the presence of slow ions with the same density as the
ions does not lead to appreciable distortion ofVi and under-
estimatesTe by ,20%. The velocity of the ions when
Z.1.5 cm corresponds to a kinetic energy equal to 28
The mean electron temperatureTe calculated fromc depends
on the distanceZ between the probes and the anode. Wh
Z is increased from 4 to 25 mm, it drops from 3 to 2.4 e
and whenZ.25 mm, it drops to 2 eV. The duration of th
pulse edgesdI is significantly greater than the duration of th
voltage pulse on the probes. This difference is naturally
tributed to Landau damping of the short-wavelength com
nents of the spectrum ofdI . WhenTe52 eV and« i530 eV,
the damping of the sound waves with a ratio of the freque
to the damping coefficient equal to 4–5 takes place a
longitudinal temperature of the ions'0.5 eV, which is close
to the results of direct measurements of the spread of
longitudinal velocities of ions.2

The estimates ofTe obtained from measurements of th
wave velocity can be checked against the probe charact
tics. The electronic components of the probe characteris
are depicted in Fig. 6. The ion currentI i , which was sub-
tracted from the probe current, was approximated by the
mula

I i5aAuUu1bAUp2U,

whereU and Up are, respectively, the probe potential a
the plasma potential.

The first term is associated with ions moving away fro
the anode orifice, and the second term is associated with
ions formed within the plasma jet as a result of ionizati
and charge exchange. The ratioa/b is close to 3/2. Curves1
and2 were obtained at a distance of 4.5 mm from the ano
and are distinguished by the absence and presence of a
netic field, respectively. Curve3 was plotted forZ514 mm
in a magnetic field, and curve4 was plotted forZ528 mm
without such a field. Characteristics1 and 2 and, to some

FIG. 5. Current response of ions extracted by the diode to a voltage puls
the probes. The time is measured from the beginning of the voltage p
and I e50. The oscillogram is inverted.
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extent, characteristics3 correspond to the Boltzmann distr
bution of electrons withTe54.5 eV. As the distance from
the near-anode region increases, a low-temperature e
tronic component appears in the form of a step on pro
characteristic3 and then becomes dominant at large d
tances. The temperature of this component is 2 eV. T
‘‘hot’’ electrons are supplied by the anode orifice, and t
‘‘cold’’ electrons are secondary particles, which accumula
in the potential trap created by the plasma jet. The predo
nance of the primary electrons having a small angular m
mentum supports the dynamic model of the focusing o
plasma jet in the near-anode region,6 which attributes the
appearance of the electric field that focuses the ions to
need to compensate the Lorentz force acting on the elect
in a longitudinal magnetic field. The data on the energy d
tribution of the electrons obtained from the probe charac
istics are consistent with the results of the estimates ofTe

from the velocity of the ion sound. The Boltzmann distrib
tion, the values ofTe measured here, and the picture of t
geometric dispersal of the ions provide an estimate of
longitudinal drop in the plasma potential that is close to
data in Fig. 4. At the same time, the ambipolar mechan
for accelerating the ions does not account for their total
netic energy, which reaches 30–50 eV.1,2

CONCLUSIONS

The method of determining the plasma potential fro
the minimum of the scattering of ions by an array of cyli
drical probes can be recommended for use in cases in w
the plasma flow has a sufficient degree of directivity and
density is not excessively great. An array of probes can a
be employed in time-of-flight plasma probing, which pr
vides quick information on the velocity of the ions and t
electron temperature.

APPENDIX SCATTERING OF IONS BY AN ARRAY OF
CYLINDRICAL PROBES

If the plasma is not excessively rarefied, a potential w
of width r is filled by electrons during the characteristic tim

on
e,FIG. 6. Electronic branch of the probe characteristics.Z, mm: 1 — 8, 2 —
4.5, 3 — 14, 4 — 28; 1, 3 — without a magnetic field;2, 4 — with a
magnetic field.
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D is the Debye radius. Under these conditions, for the vic
ity of the probes up to a distance'D, as well as a probe
radiusR!D, the field of the probes is shielded at a chara
teristic distance'D. When the distance between the prob
H@D, the mutual influence of the probes can be neglec
In this case the electric field around each of them is assig
in a linear approximation by a modified Bessel functio
E;K1(x/D).

A calculation of the transverse velocityv' , which an
ion acquires as it passes at a distancex from a probe under
the conditionv' /v i!1, gives

v' /c5UF~x/D !.

HereU5ew/@ f (R/D)A« iTe#; w is the potential of the probe
relative to the plasma;c5ATe /mi is the velocity of the ion
sound;« i and Te are the kinetic energy of the ions and th
electron temperature in energy units;

F~x!5xA2E
0

`

dyK1~Ax21y2!/Ax21y2

'2.2 exp~2x!;

f ~x!5E
x

`

K1~ t !dt; when R!D, f '2.

Two principal factors displace the potential of the io
scattering minimum: the ion shadow and the absorption
electrons by the probe. WhenR!D and the transverse tem
perature of the ionsTi is small, the former effect predomi
nates. If the shadow widthh is determined from the trajec
tory of an ion near a probe, thenh52rcos(pZ/2L1), and the
shadow lengthL15pDA« i /Te. An estimate of the shadow
length from the angular spread of the ions giv
L2'RATi /« i . Combining these estimates, we obta
L'1/AL1

221L2
22. When R!D and Ti!« i , we have

h!D!L, so that the shadow attracts ions like a flat pla
charged by electrons. With consideration of the shadow

v' /c5UF~x/D !1A2~R/D !exp~2x/D !.

WhenU,0.4, the probes excite ion-sound waves in t
transverse direction, which undergo rapid Landau damp
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probes:

DTi'4.8Te~D/H !~U2U0!2,

whereU0'0.64(R/D)@114(D/R)2(Ti /Te)#0.5.
When U@0.4, many-flow dispersal of the ions occur

and it can be stated that the ions scattered by the pro
undergo drift, which is weakly perturbed by the bulk field

The data in Fig. 2 were obtained forTe'2 eV, Ti'0.1
eV, D'0.1 mm, and« i'30 eV whenR/D'0.15 and the
shadow effect is insignificant. The two-peaked distributio
2 and3 correspond toU'61. WhenTi50, a single probe
disperses the ions with an angular distribution;1/a. The
finite spacingH of the probes in the array causes the peak
the distribution to be cut off at the scattering angle of t
ions corresponding to a distance'H/2 from a probe. Under
these conditionsH/252.5D. The array of probes has finit
dimensions with an angle of vision corresponding
v' /c50.2. Ions with small scattering angles come from t
center of the array with a ‘‘cut-off’’ velocity distribution, and
the ions with large angles come from the edge of the ar
with a 1/a distribution. This effect is enhanced by the amb
polar diffusion of the plasma toward the shadow of the arr
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Instability of Abrikosov vortices in a type-II superconductor–ferrite structure

he
with a longitudinal electric field
Yu. I. Bespyatykh and V. D. Kharitonov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, 141120 Fryazino, Russia

W. Wasilewski

Higher Technical School, Radom, Poland
~Submitted February 7, 1996!
Zh. Tekh. Fiz.67, 28–34~July 1997!

The influence of the interaction of the Abrikosov vortices with the magnetization on the
longitudinal vortex instability in a layered type-II superconductor–ferrite structure is analyzed. It
is shown that in the vicinity of the orientational phase transition in the magnet, where the
transverse susceptibility of the magnet is high, the longitudinal critical current in the structure can
be almost 1.5 times smaller than the corresponding value in the isolated superconductor.
Because of the influence of the nonlocality of the interaction between the vortices, such an effect
can be observed only in structures with superconductors that have weak or moderate
pinning. A structure is considered in which the thickness of the superconductor is significantly
greater than the London magnetic-field penetration depth and the wavelength of the
critical mode. © 1997 American Institute of Physics.@S1063-7842~97!00607-7#

1. Most ferrites are semiconductors at room temperature As far as we know, the influence of the magnitude of t
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and can be regarded as insulators at liquid-nitrogen
lower temperatures. Because of the small penetration d
of the conduction electrons of a superconductor into a ferr
the exchange interaction between such layers appare
does not play a major role. In type-II superconductor–fer
structures with an electromagnetic interaction between
Cooper pairs and the electron spins in the ferrite, the ex
sion of magnetic flux from the superconductor leads to d
placement of the transition point of the magnet from a h
mogeneous magnetic state to an inhomogeneous state to
lower magnetizing fields,1,2 and in the case of sufficiently
thin magnetic films it can render the domain structure en
getically unfavorable.2 The interaction of the magnetizatio
with the vortices can also alter the type of phase transitio
the inhomogeneous state and the orientation of the dom
boundaries with respect to the magnetizing field3 ~from the
qualitative standpoint the role of the interaction of the ma
netization with the vortices is similar to the role of magn
tostriction in an isolated ferromagnet4!. Finally, the magnetic
field of the domains in a bulk magnet can create weak li
in a thin superconducting film adjoining it.5

Studies of the dynamic properties of superconduct
ferrite structures have focused predominantly on the anal
of the excitation and propagation of spin waves in the mic
wave range. The dispersion and damping of surface and
magnetostatic waves in such structures,6–8 as well as the emf
of the entrainment of electrons in the superconductor
magnetostatic waves,9 have been measured and estimat
The efficiency of exciting spin waves by scattering an el
tromagnetic field on a lattice of Abrikosov vortices has be
analyzed theoretically,10,11 and the possibility of amplifying
magnetostatic waves by interacting them with vortices dr
ing under the action of a transport current,12 as well as by
creating a negative differential conductivity in th
superconductor,13 has been evaluated.
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transport current on the instability of the ground state
type-II superconductor–ferrite structures toward lo
frequency excitations has not been investigated heretof
The spectrum and damping of the high-frequency excitati
in such structures in the presence of a transport current h
also been inadequately studied, although experimental in
tigations have been carried out in that area. In the pres
work we investigated the influence of the electromagne
interaction of the vortices with the magnetization in a type
superconductor–ferrite structure on the transition of the
perconductor from the nonresistive state to the resistive s
under the action of a transport current.

The investigation of the transition of a type-II superco
ductor to the resistive state under the influence of a trans
current is of great importance for practical applications
such materials, and the literature devoted to it is quite ext
sive ~see, for example, Refs. 14 and 15 and the literat
cited therein!. As a whole, the behavior of a system of vo
tices in the case where the transport current reaches or
ceeds the critical current for the transition of a type-II sup
conductor from the nonresistive state to the resistive stat
complicated and has not been solved hitherto. The cas
longitudinal vortex instability, in which the transport curre
is parallel to the direction of the vortices, has been stud
most thoroughly by theoretical methods.

The longitudinal critical current in type-II superconduc
ors having the shape of long thin cylinders was estima
with allowance for the external stray field in Ref. 16. Th
critical longitudinal current in thick superconducting laye
was calculated in Ref. 17 taking into account the influence
the stray field and of the bulk and surface pinning. The L
busch model15 was used to describe the pinning. As w
shown in Refs. 16 and 17, the stray field energy is posit
and always leads to an increase in the critical current.

The main purpose of the present work is to ascertain

741-07$10.00 © 1997 American Institute of Physics



what extent the longitudinal critical current in a type-II
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superconductor–ferrite structure can be varied by varying
amplitude of the magnetizing field and the magnetic para
eters of the ferrite. In addition, it would be interesting
compare the role of the magnetic field in the ferrite with t
role of the electric field in an insulator with a large dielect
constant in a layered semiconductor–insulator struc
when the Gunn electric domain instability is suppressed.18 In
fact, the static magnetic susceptibility of ferrites in the d
main phase19 and in the homogeneous phase can be con
erable near the field corresponding to the transition from
homogeneous state to the inhomogeneous state,20 and, at first
glance, the drawing of magnetic flux into the magnet a
accordingly, extension of the vortex instability can be e
pected. However, as will be shown below, in the case un
consideration here the magnet has an influence on the lo
tudinal vortex instability that is the exact opposite of t
influence of an insulator with a large dielectric constant
the Gunn domain instability in semiconductors. As the p
meability of the ferromagnet increases, both the magn
field energy of the vortices outside the superconductor
the threshold for longitudinal vortex instability decrease. T
value of the critical longitudinal current depends in a co
plicated manner on the vortex pinning in the superconduc
as well as on the magnetizing field, the magnetization,
the magnetic anisotropy of the ferrite. The nonlocality of t
interaction of the vortices with one another has an app
ciable influence on the parameters of the critical mode at
values of the pinning constants in the superconductor.

2. Let us assume that the superconductor–ferromag
structure consists of a superconducting half-spacey.0 and a
ferromagnetic layer2L,y,0. The magnet has ‘‘easy
axis’’ magnetic anisotropy. The direction of the anisotro
axis nainy . The structure is immersed in a tangential ma
netizing fieldHe5Henz , He.Ha (Ha5bM0 is the anisot-
ropy field, b.0 is the anisotropy constant, andM0 is the
saturation magnetization of the ferromagnet!, and
Hc1!He!Hc2 (Hc1 andHc2 are the lower and upper criti
cal fields of the superconductor!. The last condition makes i
possible to use the London approximation to describe
superconductor. A small transport currentI flows near the
surface of the superconductor and is parallel to the mag
tizing field (I inz). The superconductor is in the mixed sta
the distance between neighboring vortices is much sma
than the London penetration depth of the magnetic field
the superconductorl, and the magnetizationM in the ferro-
magnet is uniform (M inz).

The energy of the systemU including the interaction of
the vortex and magnetic subsystems can be represente
the form

U5US1UM1U int , ~1!

whereUS is the energy of the vortices in the isolated sup
conductor,UM is the magnetization energy with allowanc
for the Meissner effect and the additional external field in
magnet induced by the transport current, andU int is the en-
ergy of the interaction of the vortices with the magnetizatio

The energy of a vortex lattice in the absence of a tra
port current was calculated in Ref. 21, and the energy of
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in Ref. 22. The energy of interaction of magnetization w
the vortices and the magnetic energy with the Meissner
fect taken into account were found in Ref. 7. Here, howev
we must take into account the renormalization of the mag
tizing field in the ferromagnet due to the field induced by t
transport current. As was established in Ref. 17, a lo
wavelength mode is stable in superconductors with weak
moderate pinning; therefore, the continuum model of a s
tem of vortices can be used to calculate the critical transp
current. Here we shall use the same approximation, but
contrast to Ref. 17, we shall neglect the nonlocal characte
the interaction between the vortices. To find the longitudi
critical currentI c at which the system of vortices becom
unstable, it is sufficient to examine small static perturbatio
in the structure. In this case we need only the part of
energy of the system which is quadratic with respect to
small displacementsu of the vortices and the small devia
tions of the magnetizationm from the ground-state values.

The energyUS of the vortices in an isolated superco
ductor with a longitudinal transport current equals17

US5Uv1Usource1Ustray1Upin1Ubind1UI , ~2!

where Uv is the energy of the interaction of vortices wit
other vortices and with image vortices

Uv5
1

4l2
C11E

0

`

dyE dk

4p2 H E0

`

dy8
1

t
$@k2uk

xu2k
x8

1~kz
22t2!uk

yu2k
y8 #e2tuy2y8u2@k2uk

xu2k
x8

1~t22kz
2!uk

yu2k
y8 #e2t~y1y8!%12uk

yu2k
y ~12e2y/l!

12«l2Fkx
2uk

yu2k
y 1

duk
x

dy

du2k
x

dy G J , ~3!

Usourceis the energy of the interaction of the vortices with t
external fieldHe

Usource5
C11He

2l2B
E

0

`

dyE dk

4p2
uk

yu2k
y e2y/l, ~4!

Ustray is the stray field energy

Ustray5
1

2l2
C11E

0

`

dydy8

3E dk

4p2
kz

2S 1

k
2

1

t Duk
yu2k

y8 e2t~y1y8!, ~5!

Upin is the bulk pinning energy

Upin5
1

2
C11kp

2E
0

`

dyE dk

4p2
uku2k , ~6!

Ubind is the surface pinning energy

Ubind5
1

2
C11E dk

4p2
@k1uk

x~0!u2k
x ~0!

1k2uk
y~0!1u2k

y ~0!#, ~7!
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and UI is the energy of the interaction of the vortices with
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UI52 iC11tE
0

`

dyE dk

4p2
kzĵ uk

xu2k
y . ~8!

Here B is the magnetic induction in the superconduct
«5C11/C66, where C11 and C66 are the bulk and shea
moduli of the vortex lattice in the local limit;k5(kx ,0,kz);
kp

25aL /C11; aL is the Labusch constant;k1 andk2 are the
phenomenological surface pinning constan
t5(l221k2)1/2; t5HI /He ; HI is the field induced by the
transport current on the surface of the superconductor

HI5
4p

c
I ,

whereI is the transport current through a unit of width of th
superconductor andc is the velocity of light in a vacuum
uk[uk(y); and uk8[uk(y8), whereuk is the Fourier trans-
form of the displacement of the vortices. In the ran
of magnetizing fields under consideration the inductionB
in the superconductor equalsB>He2(F0/8pl2)
3@23.8721 ln(F0 /l2He)#>He ~Ref. 23!. The stiffness ratio
«>Hc2/8B¸2 in the London limit 1/2̧ 2<B/Hc2<0.3 for
superconductors with a large value for the Ginzburg-Lan
parameteŗ @1 is small.22 The spatial distribution of the
transport current in a superconductor was calculated in R
24 and 25. It was shown that the dependenceĵ (y) has the
form

ĵ ~y!5ge2gy, ~9!

whereg>l21(12B/Hc2)>l21.
Taking into account the arguments in Ref. 22, we sh

henceforth regardg as an assigned parameter and use
valueg5l21 for estimates. The magnetic energy of the fe
romagnetUM equals

UM5UZ1Ud1Ua1Uex , ~10!

whereUZ is Zeeman energy of the ferromagnet in the ext
nal field H05He1HI

UZ>2pV0E dk

4p2E2L

0

dy~mk
jm2k

j 1mk
ym2k

y !, ~11!

Ud is the dipolar energy

Ud52pE dk

4p2E2L

0

dyH mk
ym2k

y 1
1

2k

3E
2L

0

dy8H @kj
y8mk

j8m2k
j 2k2mk

y8m2k
y

12ikjkmk
j8m2k

y sgn~y2y8!#e2kuy2y8u

1
~t2k!

~t1k!
~kj

2mk
j8m2k

j 1k2mk
y8m2k

y

22ikjkmk
j8m2k

y !e2k~y1y8!J J , ~12!

Ua is the magnetic anisotropy energy
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Ua52pQE
4p2E2L

dymkm2k , ~13!

andUex is the exchange energy

Uex52pDE dk

4p2E2L

0

dyFk2~mk
jm2k

j 1mk
ym2k

y !

1
dmk

j

dy

dm2k
j

dy
1

dmk
y

dy

m2k
y

dy G . ~14!

Here V05H0/4pM0, Q is the Q factor, D5a/4p is the
inhomogeneous exchange constant of the ferromagnet,j is
the axis in the Cartesian coordinate system$j,y,z%
associated with the total external field (nziH0),
kj5kx cosu2kz sinu, u5arctan(HI /He), mk[mk(y),
mk8[mk(y8), andmk is the Fourier transform of the devia
tions of the magnetization from the ground state. The ene
of interaction of the vortices with the magnetization has
form

U int5
B

l2E dk

4p2

kz

t1kE2L

0

dydy8S kj

k
m2k

j8 2 im2k
y8 Duk

yeky82ty.

~15!

Using the equation of state for the magnetization

dU/dmk50 ~16!

and the relation

E dkE
2L

0

dymkdU/dmk52UM1U int , ~17!

we find the expression for the sum of the magnetic ene
UM and the energy of interactionU int of the vortices with the
magnetization:

UM1U int5U int/2, ~18!

which simplifies the calculation of the total energy of th
system. Since the magnetic energy in fields exceeding
field corresponding to the transition to the domain phase
positive (UM.0), the conditions

U int,0, UM1U int,0 ~19!

follow from ~18!. Inequalities~19! allow us to conclude tha
the interaction of the vortices with the magnetization redu
to a decrease in the influence of the stray field. Such a c
clusion is natural, since the appearance of additional deg
of freedom as a result of such displacements of the vort
should lower the total energy of the system. Solving t
equation of state for the magnetization~16!, we can find the
magnetization as a function of the displacement of the v
tices and eliminate the explicit dependence of the energ
the system on it. As a result, the energy of the systemU will
be described by Eqs.~2!–~9!, if the stray field energy is
preliminarily renormalized. Let the thickness of the ferr
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magnetic layer be sufficiently large (L@D1/2). Then, ex-
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pressing the magnetization in terms of the displacemen
the vortices and substituting it into~15!, we obtain

U int52
C11

l2 E dk

4p2E0

`

dydy8kz
2

3S 1

k
2

1

t DF~k!uk
yu2k

y8 e2t~y1y8!, ~20!

where

F~k!5
@~kj

21k2Ṽ0!22k2q2Ṽ0
2#sinh qL

~kj
22k2Ṽ0!@~kj

21k2Ṽ0!sinh qL1kqṼ0 coshqL#
,

q5
Ṽ02Q

Ṽ0~Ṽ0112Q!
~kj

21k2Ṽ0!, Ṽ05V01Dk2. ~21!

The quantityF(k) also contains a dependence on para
eters of the ferromagnet. The renormalization of the st
field energy reduces to the additional multipli
P(k)5@12F(k)# in the integrand in Eq.~5!. Generally
speaking, the influence of the magnetization on the crit
current increases with increasing thickness of the ferrom
net L; therefore, we confine ourselves to estimates fo
structure with a semi-infinite ferromagnet (L→`). Then,
from ~21! we find

P~k!5
k

Akj
21k2Ṽ0

A Ṽ0~Ṽ02Q!

~Q̃0112Q!
. ~22!

The inhomogeneous exchange constant for ferrites is s
(D;10211210212 cm2), so that under conditions for whic
the continuum approximation is applicable the inequa
Dk2!1 definitely holds in the range of external field
He;1032104 Oe. Therefore, we shall henceforth s
Ṽ05V0.

It is easy to see that 0,P(k),1. WhenV0→`, i.e.,
when the magnetization is completely held in place by
magnetizing field and the coupling with it can be neglect
P(k)→1; whenV0→Q, i.e., when the field outside the su
perconductor can be disregarded,P(k)→0. The latter con-
dition is realized in the vicinity of the fieldHc>bM0 corre-
sponding to the transition of the magnet from t
homogeneous phase to the domain phase. Although the
meability componentmyy of the magnet is large (myy@1)
near the critical field, suppression of the longitudinal vort
instability does not occur. Conversely, the influence of
field outside the superconductor decreases, and the cr
field thus decreases. The reason for this becomes clear
we analyze the stray field in a structure consisting of a se
infinite type-II superconductor and a magnet whose per
ability tensor m̂ has the nonzero componentsmxx5m1,
myy5m2, andmzz51. For the Fourier harmonics of the stra
magnetic field in the superconductor (y.0) and in the mag-
net (y,0), in analogy to Ref. 21 we obtain the expressio

744 Tech. Phys. 42 (7), July 1997
of

-
y

l
g-
a

all

e
,

er-

x
e
al
, if
i-

e-

55
S inx
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kzt
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2nyD k2

k21m2pt
~Bv

y1Bv
y8!ke

2ty,

y.0,

S inx

kx

k
1 inz

kz

k
2ny

p

k D kt

k21m2pt
~Bv

y1Bv
y8!ke

ky,

y,0,

where Bv1Bv8 is the sum of the fields of the vortices an
their images on the surface of the superconductor,
p25(kz

21m1kx
2)/m2.

The stray field appears because of the jump in the n
mal component of the magnetic induction on the superc
ductor surface~surface ‘‘magnetic charges’’!. It follows from
the boundary condition on the normal component of the
duction that, ifm2@1, the stray fieldHstray;m2

21/2, and the
stray field energyUstray;1/m2. The other contributions to the
energy~2! of the vortices depend weakly onm2, and they
determine the instability threshold in the vortex system.
follows from Eq.~23!, whenm2→`, the sources of the stra
field are completely compensated by the surface ‘‘magn
charges’’ created by the jump in the magnetization com
nentmy on the surface of the ferrite.

In the case of Gunn domain instability, a mode with
predominantly tangential component of the electric field
the semiconductor is unstable. As a consequence of the
tinuity of the tangential component of the electric field on t
semiconductor–insulator interface, the electric induction
drawn into an insulator with a large dielectric consta
«@1. The electric field energy of the unstable mode in t
insulator is;«e2 (e is the amplitude of the electric field o
the perturbation in the semiconductor and the insulator! and
significantly exceeds the electric field energy in the semic
ductor,;e2. Thus the roles of the stray fields for the types
instability compared are different.

3. To calculate the critical current and the structure
the critical mode, we shall utilize a variational procedure,
in Ref. 17. An exact solution of this problem is possible ev
when the nonlocality is taken into account, but it does n
have any special advantages over the solution obtained
the variational procedure, since the solution of the equa
of state for the vortices has the form of an infinite series
powers of t2. Let the displacement field in the superco
ductor be described by the trial functions

uk8
x

52p2ae2hy@d~k82k!1d~k81k!#,

uk8
y

52p ibe2sy@d~k82k!2d~k81k!#, ~24!

wherea, b, h, s, and k are parameters that can be dete
mined from the conditions for the minimum of the energy
the systemU and the critical current.

Substituting~24! into ~1!–~20!, we bring the energy of
the systemU into the form

8U/C11S5Aa21Bb222tCab, ~25!
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whereS is the surface area of the superconductor, and the
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A5
1

hFkp
21«~kx

21h2!1
k2

l2~t1h!2
12k1hG ,

B5
1

s H kp
21«~kx

21s2!1
1

l2~t1s!2 F ~t12s!

t
kz

21s2

12
skz

2

k

~t2k!

t
PG12k2sJ ,

C5
2lg

~g1h1s!
. ~26!

Minimizing U with respect toa andb, we find the nor-
malized critical currentt and the polarization of the critica
mode at the superconductor surfacer 5a/b as functions of
k, s, andh

t25
AB

C2
, r 5t

C

A
. ~27!

We go over to the normalized variablest̃ 5tl, g̃5gl,
h̃5hl, k̃5kl/A«, k̃ p5kpl/A«, k̃15k1l/«, and
k̃25k2l/A«. We shall henceforth use only these normaliz
quantities; therefore, the tilde over them will be omitted.
a result, we obtain

t25A«
~g1h1sA«!2

4g2kz
2hs

H kp
21«kx

21h21
k2

l2~t1h!2

12k1hJ H kp
21«~kx

21s2!

1
1

l2~t1sA«!2 F ~t12sA«!

t
kz

21s2

12
skz

2

k

~t2kA«!

t
PG12k2sJ , ~28!

A

C
5A«

~g1h1sA«!

4gkzh
H kp

21«kx
21h2

1
k2

l2~t1h!2
12k1hJ . ~29!

The wave vector of the critical mode increases with incre
ing pinning; therefore, the energy of the magnetic field o
side the superconductor, which is proportional
(t2kA«)/t, decreases with increasing pinning. Compar
the relative magnitude of the terms in the square bracket
~28!, which is proportional tokz

2 , we note that the relative
influence of the field outside the superconductor decrea
with increasing pinning. For this reason, the estimates of
critical current and the structure of the critical mode for t
region of weak and moderate pinning are of greatest inter

Minimization of the expression~28! for the normalized
critical currentt with respect tok, h, ands leads to a system
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pendent parameters. Since this system can be solved ex
in its general form only by numerical methods, we sh
henceforth confine ourselves to a simplified analysis, wh
is valid in the case of a vortex lattice with a small she
stiffness («!1). In addition, we shall neglect the depe
dence ofV0 on t, assuming that the critical currentI c is
small (tc54pI c /cHe!1).

The longitudinal vortex instability thresholds at the su
face and in the bulk of a thick superconductor were co
pared in Ref. 17 for a distribution of the transport current
a layer considerably thicker than the London penetrat
depth (g!1) without consideration of the influence of th
nonlocality. It was assumed that the results obtained can
be used for estimates in the case ofg>1. However, accord-
ing to Ref. 17, for superconductors with moderate or stro
pinning (kp

2.1 or k2
2.1) one hash*1, and thus the loca

approximation is inapplicable in the general case. Taking
nonlocality into account greatly complicates the calculat
of the instability threshold; however, wheng>1, it can be
simplified for the most interesting cases of weak and mod
ate pinning (k1!«21, kp

2!«21, k2
2!«21) by setting«50

on the right-hand sides of Eqs.~28! and ~29!. This approxi-
mation enables one to find analytical expressions for the
rametersk, h, and s and for t2 and r as functions of the
pinning constant in many special cases.

We present the asymptotic estimates of the paramete
the critical mode for two limiting cases. If the magnetizatio
and theQ factor of the ferrite are small (V0@1, V0@Q, and
P>1), the magnetization is held in place by the field, a
the structure behaves as an isolated superconductor. I
external field is close to the field for passage of the mag
from the homogeneous to the domain phase (V0>Q, and
P>0), the influence of the magnetic field of the critic
mode outside the superconductor on the instability can
neglected. In both cases thex component of the wave vecto
of the critical modekx50.

For a superconductor with weak pinning (k1!1,
kp!1, and k2!1) and P51 the critical current and the
polarization in the local limit equal

tc
2«1/252, r«1/4521/2, ~30!

and the remaining parameters are

k5h5s5H ~k1/2!1/2 for, k1Þ0, kp5k250,

~3kp
2/4!1/3 for, kpÞ0, k15k250,

~k2/4!1/2 for, k2Þ0, k15kp50.

~31!

For a superconductor with weak pinning andP>0 the
expressions for the critical current and the polarization wi
out consideration of the nonlocality have the form

tc
2«1/251, r«1/451, ~32!

and the inverse spatial scales equal

k5h5s5H ~k1/2!1/2 for, k1Þ0, kp5k250,

~kp
2!1/3 for, kpÞ0, k15k250,

~k2/2!1/2 for, k2Þ0, k15kp50.

~33!
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tion of the critical mode with the nonlocality taken into a
count coincide with~30! and ~32!, and the parametersk, h,
and s can be obtained from~31! and ~33! by making the
replacementsk1→2k1, kp→2kp , andk2→2k2. Thus, taking
the nonlocality into account leads only to quantitati
changes in the spatial scales of the critical mode. The r
between the critical currents forP51 andP50, as in the
local limit, equalsA2.

If the superconductor has moderate pinning, in the lo
limit ~a! and with allowance for the nonlocality~b! for
P51 we have: in the range 1!k1!«21, kp5k250

k5s5~2k1/3!1/2, h51/3,

tc
2«21/258.71~k1!1/2, r«1/45~2/3k1!1/4, ~34a!

k5s5~8k1!1/2, h51,

tc
2«21/25~32k1!1/2, r«1/45~8/k1!1/4, ~34b!

in the range 1!kp!«21/2, k15k250

k51.25kp , s51.6kp , h51,

tc
2«21/259.34kp , r«1/453.6kp

1/2, ~35a!

k5s5~kp!5/3, h5~kp!2/3,

tc
2«21/252kp , r«1/45~8kp!1/6, ~35b!

and in the range 1!k2!«21/2, k15kp50

k5s5k2
1/3, h51,

tc
2«21/252k2 , r«1/45~8k2!1/6, ~36a!

k5s5k2/2, h5~k2
2/12!1/4,

tc
2«21/252.28~k2

2!1/4, r«1/45~12k2
2!1/8. ~36b!

Accordingly, for a superconductor with moderate pi
ning in a field close to the transition field in the magn
(P>0), we have: in the range of pinning constan
1!k1!«21, kp5k250

k5s5~2k1/3!1/2, h51/3,

tc
2«21/254.35~k1!1/2, r«1/45~6k1!21/4, ~37a!

k5s5~8k1!1/2, h51,

tc
2«21/25~8k1!1/2, r«1/45~2/k1!1/4, ~37b!

in the range 1!kp!«21/2, k15k250

k5s521/2kp , h51,

tc
2«21/2533/2kp , r«1/45~4/3kp

2!1/4, ~38a!

k5s5~kp!5/3, h5~kp!2/3,

tc
2«21/25kp , r«1/45~kp!1/6; ~38b!

and in the range 1!k2!«21/2 k15kp50
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tc
2«21/252k2 , r«1/45~2k2!1/6, ~39a!

k5s5k2 , h5~k2
2/3!1/4,

tc
2«21/251.75~k2

2!1/4, r«1/45~3k2
2!1/8. ~39b!

Comparing Eqs.~34a!–~39a! with ~34b!–~39b!, we note
that at moderate pinning the spatial scales of the crit
mode with the nonlocality taken into account can differ fro
their values in the local limit not only quantitatively, but als
qualitatively. The longitudinal vortex instability threshold
found to be lower in the nonlocal theory than in the loc
theory. This is due to the decrease in the stiffness modu
C11(k) with increasingk in the nonlocal theory. The ratio
between the vortex instability thresholds in an isolated sup
conductor (P51) and in a superconductor–ferromagn
structure near the transition point to the domain ph
(P50) for the nonlocal and local models do not diffe
strongly, if k1 or kp is large @compare Eqs.~34!–~37! and
~35!–~38!#. However, if k2 is large, in the local limit
k;s!k2 @see Eqs.~36a! and~39a!#, and the influence of the
field outside the superconductor is small@this can be seen
directly from the expression~28! for the critical current#.
When the nonlocality is taken into account,k;s;k2 @see
~36b!–~39b!#, and the thresholds differ by about 15%. W
also note that the longitudinal vortex instability threshold f
1!k2!1/«1/2 and k15kp50 is proportional tok2 in the
local limit and is proportional tok2

1/2 when the nonlocality is
taken into account, i.e., the threshold increases with incre
ing k2 significantly more slowly in the nonlocal theory tha
in the local theory. It is seen that in the region of moder
pinning tc!1, and thus the variation of the external field
the ferromagnet due to the transport current can be negle
(V0>Ve). When the inequalitytc!1 holds, the simplifica-
tions that were made in Eqs.~28! and~29! are automatically
valid.

If the magnetizing field has a perpendicular compon
Q,He,`, thex component of the wave vector of the crit
cal modekx is nonzero in the general case. However, n
merical calculations are then needed to determine the in
bility threshold and the parameters of the critical mode.
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Amorphization and shear microbands near grain boundaries in mechanically alloyed

metallic materials

I. A. Ovid’ko and A. V. Osipov

Institute of Mechanical-Engineering Problems, Russian Academy of Sciences, 199178 St. Petersburg, Russia
~Submitted March 7, 1996!
Zh. Tekh. Fiz.67, 35–38~July 1997!

A theoretical model which effectively describes a novel micromechanism of solid-state
amorphization in mechanically alloyed metallic materials is proposed. Within the model the
amorphous phase nucleates as a result of the intersection of a grain boundary by a plastic-shear
microband. It is shown that the growth of a nucleus of the amorphousa2b alloy near a
site on a grain boundary intersected by a shear microband is effectively controlled by the rate of
diffusion mixing of atoms of the mechanically alloyed metalsa andb. © 1997 American
Institute of Physics.@S1063-7842~97!00707-1#
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The phenomenon of solid-state amorphization in m
chanically alloyed metallic materials has been a subjec
intensive theoretical and experimental research~see, for ex-
ample, Refs. 1–4!. There is special interest in the study
the micromechanisms of solid-state amorphization, wh
disclosure is extremely important for determining the op
mum parameters of any technology for synthesizing am
phous metallic alloys by mechanical alloying.

Mechanical alloying provides a powder of an amorpho
metallic alloy (a2b) as a result of the treatment of a mix
ture of powders of the crystalline metals (a andb) in a ball
mill for many hours. The micromechanisms of solid-sta
amorphization in mechanically alloyed materials~in which
intensive diffusion and plastic deformation take place! are
associated with diffusion and/or plastic deformation. The
amorphization micromechanisms include the spec
diffusion-induced migration of grain boundaries,4,5 the split-
ting of disclinations at three-way grain-boundary joints,6–8

and the formation of high-density ensembles of po
defects.9,10 This paper offers a theoretical model descripti
of a novel micromechanism of solid-state amorphization
mechanically alloyed materials, viz., the diffusion-limite
growth of an amorphous phase near grain boundaries tha
intersected by plastic-shear microbands.

SHEAR MICROBANDS, DIFFUSION, AND NUCLEATION OF
AN AMORPHOUS PHASE NEAR GRAIN BOUNDARIES
IN MECHANICALLY ALLOYED MATERIALS

The novel micromechanism of solid-state amorphizat
proposed in this paper is associated with both plastic de
mation and diffusion processes in mechanically alloyed m
terials. Let us first discuss the role of plastic deformation
the nucleation of an amorphous phase near grain bound
in mechanically alloyed materials.

Treatment in a ball mill induces high degrees of spatia
nonuniform plastic deformation in metallic crystalline pow
ders. Such deformation is often localized in crystals in n
row plastic-shear bands consisting of high-density group
moving dislocations.11,12 As dislocations migrate in a poly
crystalline material, they intersect grain boundaries~Fig. 1a!,

748 Tech. Phys. 42 (7), July 1997 1063-7842/97/0707
-
f

e
-
r-

s

e
l,

t

n

are

n
r-
-

n
ies

r-
of

ample, Refs. 11 and 13!. Dislocation groups are usuall
stopped by grain boundaries. However, under the effec
high tangential stresses, dislocations can ‘‘overcome’’ ba
ers in the form of grain boundaries and thereby become a
to continue to move into the adjacent crystalline grain.

One of the possible ways for lattice dislocations
‘‘overcome’’ grain boundaries is as follows. When a micr
scopic shear band and a grain boundary intersect, the d
cations found at the edge of the shear microband enter
boundary~Fig. 1b!. The core of each such dislocation is d
localized in the boundary~Fig. 1a!. More precisely, a dislo-
cation with a Burgers lattice vector splits in the grain boun
ary into several new grain-boundary dislocations with sm
Burgers vectors belonging to the displacement-shift co
plete lattice of the boundary~Fig. 1a! ~such splitting of im-
planted dislocations is common in grain boundaries13!. Then,
under the action of the high tangential stresses~and the dif-
fusional driving force; see below! the new dislocations with
small Burgers vectors pass into the neighboring grain~Fig.
1d!. Since the Burgers vectors of the new dislocations are
lattice vectors in the crystalline grain, a local region with
unordered structure~an ‘‘extended stacking fault’’! forms in
the grain behind the leading edge of motion of such dislo
tions and is naturally interpreted as a nucleus of the am
phous phase~Fig. 1d!.

Thus, the type of intersection of a grain boundary by
microscopic plastic-shear band just described leads to
appearance of a nucleus of the amorphous phase nea
grain boundary. The nucleus of the amorphous phase is
sentially an amorphous microscopic plastic-shear ba
which propagates from the grain boundary toward the in
rior of the grain~Fig. 1d, hatched area!.

Let us consider the character of the driving forces wh
act when an amorphous phase is formed according to
above scheme in greater detail. The first driving forceFm has
a mechanical nature; it is the result of the action of the t
gential stresses on the dislocations. The second driving fo
Fd has a diffusional character. In fact, intense diffusion m
ing of the atoms of the mechanically alloyed metalsa and
b takes place during treatment in ball mills~see, for ex-
ample, Refs. 1–3!. The metalsa andb participating in solid-

748-04$10.00 © 1997 American Institute of Physics
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state amorphization~the formation of an amorphousa2b
alloy! exhibit the following experimentally discovered fea
ture during mechanical alloying.1,3 The heat of diffusion
mixing of atoms ofa and b is negative in the case of a ‘
b crystal to amorphousa2b phase’’ transformation. In
other words, such a phase transformation is a thermodyna
cally advantageous process, whose rate is controlled by
diffusion rate of atoms ofa in b. This causes the appearanc
of the diffusional driving forceFd for the nucleation and
propagation of a shear microband~Fig. 1d! having the struc-
ture of the amorphousa2b alloy.

More precisely, diffusion participates in the nucleatio
and propagation of an amorphous shear microband inb in
the following manner. Since the grain-boundary diffusi
rate is many times higher than the bulk diffusion rate,13 at-
oms of a ~filled circles! at first diffuse along grain bound
aries ofb ~from the contact surface between particles ofa
and b into a particle ofb) ~Fig. 2a!. Then, at a site on a
grain boundary intersected by a shear microband, the at
of a diffuse into the grain parallel to the motion of the lea
ing edge of the shear microband~Fig 2b!. Here ~1! the mi-
croscopic shear band has the structure of the amorph
a2b alloy, and~2! the simultaneous effective action of th
driving forcesFm andFd in the nucleation and further evo
lution of the amorphousa2b phase near the grain bounda
is ensured.

Generally speaking, nucleation of the amorphousa2b
phase can occur near the boundary of a grain ofb under the
action of Fd at any site on the boundary. However, the a
ditional action of the mechanical driving forceFm makes
nucleation of the amorphous phase at the sites on the g
boundary intersected by shear microbands preferable. In
at such sites on the grain boundary the driving force of
nucleation of the amorphousa2b phase isFm1Fd , while
at other sites the driving force isFd,Fm1Fd .

FIG. 1. Intersection of a shear microband with a grain boundary accom
nied by amorphization.
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The condition of simultaneous and thus effective act
of the driving forcesFm andFd of solid-state amorphization
defines the growth rate of the amorphousa2b phase~or,
stated differently, the rate of propagation of an amorpho
shear microband! as the velocity of the diffusion mixing
front of the atoms ofa andb. This feature will be taken into
account in the next section in describing the evolution of
amorphous shear microband.

EVOLUTION OF AMORPHOUS MICROSCOPIC SHEAR
BANDS IN MECHANICALLY ALLOYED MATERIALS

Let us investigate the characteristics of the evolution
an amorphous shear microband propagating from a g
boundary into the interior of a grain with the velocity of th
diffusion mixing front of the atoms ofa andb. For simplic-
ity, we assume that an amorphous shear microband pr
gates in one direction, which corresponds to the direction
propagation of the original~‘‘crystalline’’ ! microscopic shear
band before it intersected the grain boundary. This natu
assumption permits the effective use of the one-dimensio
model of an amorphous shear microband, within which su
a shear microband is described as a one-dimensional
ment AB between pointA ~which corresponds to a grai
boundary! and pointB ~which corresponds to the leadin
edge of the amorphous microscopic shear band! ~Fig. 2c!.
Now the diffusion of the atoms ofa from grain boundary
A into the crystalline grain and the simultaneous~diffusion-
controlled! motion of the leading edgeB of the amorphous
shear microband are described by the following system
equations:

]n

]t
5D

]2n

]x2
, ~1!

n~0, t !5n0 , ~2!

n~ l ,~ t !,t !5nc , ~3!

dl

dt
52

D

n0

]n

]x U
x5 l

. ~4!

a-

FIG. 2. Amorphization near a grain boundary involving diffusion (l is the
time-varying length of the amorphous shear microband!.
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Here n(x,t) is the concentration of atoms ofa within the
amorphous shear microband;x is the coordinate along th
direction of motion of the amorphous shear microband~Fig.
2b!; t is the time;D is the diffusion coefficient of the atom
of a in the amorphousa2b phase~in the amorphous shea
microband!; nc is the concentration of atoms ofa at the
leading edgeB of the amorphous microscopic shear ba
~or, stated differently, the concentration corresponding
equilibrium between the amorphous and crystalline phas!;
n0 is the concentration of atoms at grain boundaryA; andl is
the length of the amorphous shear microband~Fig. 2b!.
Equation~1! describes the diffusion of atoms ofa from grain
boundaryA in the direction of propagation of the amorpho
shear microband. Equations~2! and ~3! are the boundary
conditions for the concentration of atoms ofa at grain
boundaryA and leading edgeB, respectively. Equation~4!
describes the diffusion-controlled motion of the leading ed
B of the amorphous shear microband~or, stated differently,
the motion of the boundaryB between the amorphous an
crystalline phases!.

The solution of system of equations~1!–~4! has the fol-
lowing form:

n~x,t !5n02~n02nc! f @x/2~Dt !1/2#, ~5!

l ~x,t !52m~Dt !1/2, ~6!

wherem is an unknown dimensionless constant.
We use the following procedure to findm. First, from

Eqs.~2!–~3! and ~5! we obtain the system of equations

d2f

dz2
12z

d f

dz
50, ~7!

f ~0!50, f ~m!51, ~8!

wherez5x/2(Dt)1/25mx/ l (t) is the argument off (z).
The solution of system of equations~7! and ~8! is

f ~z!5F~z!/F~m!, where F~z!52p1/2E
0

z

exp~2y2!dy

is a standard error function. With consideration of this res
from Eq. ~4! we obtain the following nonlinear equation fo
m:

p1/2mexp~m2!F~m!5n0 /nc21. ~9!

The exact numerical solution of Eq.~9! is presented in
Fig. 3.

FIG. 3. Dependence ofm on (n0 /nc21).
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m!1. Then

F~m!'2p21/2m~12m2/3!, ~10a!

exp~m2!'11m2. ~10b!

Substituting~10! into ~9!, we obtain the following ap-
proximate analytical expression form:

m5
A3

2 FA4

3S n0

nc
21D1121G1/2

. ~11!

From Eqs.~6! and ~11! we obtain

l ~ t !5@~A3A4n0 /nc2123!Dt#1/2. ~12!

We use Eq.~12! to estimate the mean rate of motionl /t
of the leading edge of the amorphous shear microband~or,
stated differently, the growth rate of the amorphous ph
near the grain boundary intersecting the origin
microscopic plastic-shear band!. At first, from Eq. ~12!
we obtain l 562130 Å for the typical values
D'10221210219m2

•s21, n0 /nc'223, andt'600 s. Thus
l /t'0.0120.2 Å/s.

DISCUSSION OF RESULTS. CONCLUSIONS

There are convincing data indicating that the micr
mechanisms of solid-state amorphization in crystalline ma
rials during thermal treatment and mechanical alloying
similar.1 At the same, the range of concentrations of t
componentsa andb of an amorphous alloy synthesized b
mechanical alloying is broader than in the case of therm
treatment. The similarity and differences between the am
phization processes taking place during thermal treatm
and mechanical alloying are naturally explained in the f
lowing manner.4,5 There are diffusional micromechanisms
solid-state amorphization, which are basic and identical
the cases of thermal treatment and mechanical alloying. T
account for the similarity between the solid-state amorphi
tion processes taking place during thermal treatment and
chanical alloying. At the same time, along with the diff
sional micromechanisms of amorphization, in mechani
alloying contributions are also made by ‘‘additional’’ micro
mechanisms, which have a mechanical character~i.e., are
associated only with plastic deformation! or have a ‘‘mixed’’
~mechanical and diffusional! character. They account for th
difference between the solid-state amorphization proce
taking place during thermal treatment and mechanical all
ing.

It has been shown in this work that one of the ‘‘add
tional’’ micromechanisms of amorphization operating duri
mechanical alloying is the diffusion-controlled propagati
of an amorphous shear microband. This micromechani
which is simultaneously associated with diffusion and plas
deformation, is characterized quantitatively by the mean r
of motion l /t of the leading edge of the amorphous she
microband. To estimate the contribution of the micromec
nism under consideration to solid-state amorphization dur
mechanical alloying, it would be natural to compare t
characteristic ratel /t and the experimentally measure
growth rate of the amorphous phase during mechanical

750I. A. Ovid’ko and A. V. Osipov
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scientific literature from direct experiments aimed at meas
ing the growth rate of the amorphous phase during mech
cal alloying. Under these circumstances we can only co
pare the model ratel /t'0.0120.2Å•s21 ~see the preceding
section! only with the experimentally measured14 growth rate
l /t'0.0120.7Å•s21 of the amorphous phase in metall
materials~‘‘sandwiches’’! during thermal treatment.

Within the ideas regarding the similarity and differenc
between the amorphization processes taking place du
thermal treatment and mechanical alloying presented ab

~in the present section! a comparison ofl /t and l̃ /t provides
evidence that the diffusion-controlled motion of amorpho
shear microbands~Fig. 2b! can make a significant contribu
tion as an amorphization micromechanism to solid-st
amorphization in metallic materials during mechanical allo
ing.
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Features of the two-dimensional modeling of drift injection magnetosensitive structures

mi-
M. A. Glauberman, V. V. Egorov, N. A. Kanishcheva, and V. V. Kozel

Instructional, Scientific, and Industrial Center, I. I. Mechnikov Odessa State University,
270063 Odessa, Ukraine.
~Submitted May 7, 1996!
Zh. Tekh. Fiz.67, 39–41~July 1997!

The correctness of the two-dimensional description of the transfer of injected carriers in the base
regions of drift injection magnetosensitive structures is substantiated. A criterion for
selecting one of these models in accordance with the technological–design parameters and the
electrical regime of the structures is obtained. ©1997 American Institute of Physics.
@S1063-7842~97!00807-6#

Magnetotransistors incorporate all the basic physical fea-the following expression for the excess concentration of
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tures of drift injection magnetosensitive structures and are
the same time, the simplest magnetosensitive structure
this category. Therefore, we shall analyze the physical p
cesses in them in the case of a magnetotransistor or, m
precisely, a geometrically symmetric modification of a tw
collector magnetotransistor using the scheme shown in
1.

A rigorous mathematical model requires solving t
equation for the current density of the carriers of both sig
together with the continuity equation of the minority carrie
~holes in the present case!. For the stationary case, a wea
magnetic field (mp ,mn!B21), and a low injection level~un-
der the condition of uniform conductivity in the base! it can
be written in the form1

j p5epmpE2ewTmp¹p2
3p

8
epmp

2~B3E!

1
3p

8
ewTmp

2@B3¹p#,

j n5enmnE1ewTmn¹n1
3p

8
enmn

2~B3E!

1
3p

8
ewTmn

2~B3¹n!,

div j p1p/t5g. ~1!

Here e is an elementary charge;p, n, mp , and mn are the
hole and electron number densities and mobilities;E is the
resultant vector of the electric fields in the base;wT[kT/e is
the temperature potential;B is the magnetic induction; an
t and g are the lifetime and flux density of the minority
carrier source.

It is very difficult to obtain a solution of system of equ
tions ~1! in a general form. However, as the experiment
Ref. 2 shows, the influence of the components of the m
netic induction that are parallel to the surface of the struct
can be neglected, and the treatment can thereby be sim
fied. Then, in theXYZ rectangular coordinate system,
which the 0Z axis is perpendicular to that surface and t
0X axis is parallel to the accelerating fieldE0, we can write
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nority carriers on the basis of system~1! under the assump
tion that the base is electroneutral

L2S ]2p

]x2
1

]2p

]y2
1

]2p

]z2 D 22hL
]p

]x
12hL~mn* 1mp* !B

]p

]y

1
EzL

2

2wT

]p

]z
2P52gt, ~2!

whereL is the diffusion length of the holes,mn* andmp* are
the Hall conductivities, andh[E0L2/2wT is the field coef-
ficient.

The determination of the three-dimensional concen
tion field, according to Eq.~2!, is a difficultly solvable~to-
tally unsolvable in analytic form! problem; therefore, a two-
dimensional approach has been taken universally to mo
drift magnetotransistors~DMTs!.1,3–5 It was assumed with-
out rigorous proof in the publications just cited th
]n/]zn[0 (n51,2). As a result, several three-dimension
effects that are obviously significant were completely
nored.

In two-dimensional modeling, instead of the bulk~three-
dimensional! concentration of the injected holes we natura
consider their surface~two-dimensional! concentration

P~x,y![E
0

z0
p~x,y,z!dz ~3!

and automatically eliminate the problem of taking into a
count the hole concentration distribution along 0Z. Then Eq.
~2! in coordinate form becomes

L2S ]2p

]x2
1

]2p

]y2D 22hL
]P

]x
12hL~mn* 1mp* !B

]P

]y
2P

52Gt, ~4!

where

G52mwT

]p

]z
uz50[ j s /e ~4a!

is the surface~two-dimensional! flux density of the injection
sources~the number of injected carriers created on a unit

752-03$10.00 © 1997 American Institute of Physics
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e:
the surfacez50, or, stated differently, the componentj s of
the injection current density normal to that surface per
ementary charge!.

Here it is natural to consider the case of the absence
bulk injection sources (g[0). In addition, it is assumed in
Eq. ~4a! that ]p/]z50 at z5z0. Under real conditions this
corresponds to a DMT structure fabricated on a single cry
or in a semiconductor layer on an insulating substrate.
DMTs fabricated in an epitaxial layer on a semiconduc
substrate of the opposite type of conductivity, the extract
influence of the layer-substratepn junction can be taken into
account by introducing an effective lifetime instead of t
bulk lifetime.

To correctly use Eq.~4! in practice we must now de
scribe the injection process.

Figure 2a presents a cross section of the emitter o
DMT in the Y5const plane. It is assumed here that the em
ter is formed by diffusion or implantation of an impurit
through the window (0;x1). The regions where the impurity
penetrates beneath the mask are modeled here by the se
of radius r in accordance with the generally accept
approach.6,7 To determine the injection parameters in the r
gion 0< x < r , following Ref. 8, we model the emitter by a
injecting semicylinder~Fig. 2b!.

To determine the potentialw of the accelerating field in
the near-emitter region of the base, we supplement the c
figuration depicted in Fig. 2b by its mirror image relative
thez50 plane. We do not obtain the problem of the flow
a current around an insulating cylinder~Fig. 2c!. The transi-
tion from one configuration to the other in Fig. 2 is perfec
legitimate, because] j /]z50 atz50. Under the assumption
that the base is quasielectroneutral and homogeneous, fo

FIG. 1. Drift horizontal magnetotransistor with a transverse magnetic a
a — top view; b — cross section atA2A; B1, B2 — contacts of the base;
Em — emitter;C1, C2 — collectors;E0 — accelerating electric field.
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current density of the majority carriers we havej } E, which
allows us to rewrite the continuity equation in the form

¹2w50.

Supplementing it with the boundary conditions (r and
f are, respectively, the radius vector and the polar angle
cylindrical coordinates!

]w

]r
ur5r50, w~r5`!52E0r cosf,

we obtain a mathematical formulation of the problem pose
Its solution has the form

w52@11r 2/r2#E0r cosf

or in Cartesian coordinates for the surface of a cylind
(r5r )

w522E0x.

Taking into account the exponential dependence b
tween the bulk carrier concentrationp and the bias in the
emitter junction~we neglect the component of the emitte
current created by recombination in the space-charge regio!,
we obtain

p~x!5p~0!exp~2E0x/wT!. ~5!

s:

FIG. 2. Calculation of the potential in the near-emitter region of the bas
a — cross section of the emitter in theV5const plane, b — emitter model,
c — model for calculating the potential.
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Let us determine the number of injected carriers in th
base region at the boundary with the emitter junction per un
of its length along 0Y ~the linear density! for the cylindrical
(0 < x < r ) and flat (x,0) parts of the emitter. For this pur-
pose, in the former case we integrate Eq.~5! in the range
indicated, and in the latter case, assuming that the elect
field is unperturbed atx,0, we integrate the expression

p~x!5p~0!exp~E0x/wT!

in the range2dx,x,0, wheredx[V0 /E0 is the width of
the injecting portion of the emitter andV0 is the bias on the
emitter junction at the pointx50.

As a result, for the ratiox between the linear densities in
the two cases whenV0@wT we obtain

x5
exp~2E0r /wT!21

2
. ~6!

FIG. 3. Models of the emitter of a drift horizontal magnetic structure: a —
vertical model, b — horizontal model.
754 Tech. Phys. 42 (7), July 1997
e
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ers will clearly emerge from the cylindrical part of the em
ter, and the flux from the flat part can be neglected. Si
r , which amounts to a single micron or a fraction of a micr
in practice, is small compared with the other parameters
the structure~which are equal to tens or hundreds of m
crons!, the error in the values ofx in the range from 0 tor
can be neglected, and it can be assumed that the emitt
confined to the portion of thex50 plane at 0< z < r ~the
vertical emitter model, Fig. 3a!.

When x!1, we can neglect the carrier flux emergin
from the cylindrical part of the emitter and consider only t
injection from the flat portion, assuming that the emitter
concentrated in thez50 plane~the horizontal emitter model
Fig. 3b!.

It is clearly advisable to use the former emitter model
calculate structures with heavy doping of the emitter reg
and the latter model to calculate structures with shallow d
ing. Assigning the valuesx510 and 0.1 in the former and
latter cases, respectively, to consider concrete cases an
ing Eq. ~6!, we find that the vertical emitter model can b
used for structures with a diffusion emitter when the acc
erating fieldsE0.100 V/cm ~we selectedr'3.8 mm! and
the horizontal emitter model can be used for structures w
an implanted emitter whenE0,100 V/cm (r'0.23mm!.
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Formation of multilayer strained-layer heterostructures by liquid epitaxy. I. Theoretical

uires
aspects of the problem and mathematical model
R. Kh. Akchurin

M. V. Lomonosov Moscow State Academy of Fine Chemical Technology, 117571 Moscow, Russia

D. V. Komarov

Institute of Chemical Problems in Microelectronics, 117571 Moscow, Russia
~Submitted July 13, 1995; resubmitted May 14, 1996!
Zh. Tekh. Fiz.67, 42–49~July 1997!

Problems concerned with the formation of multilayer strained-layer heterostructures by
‘‘capillary’’ liquid-phase epitaxy with forced hydraulic replacement of the solutions in the growth
channel are analyzed. It is shown for short contact times between the solutions and the
crystallization surface that the character of their flow in the channel plays an important role in
the achievement of uniformity in the physical characteristics of the layers grown.
Theoretical estimates of the hydrodynamic stability of solutions moving in narrow channels are
performed for several III–V systems. A mathematical model, which permits simulation of
the conditions under which strained-layer heterostructures are fabricated, is developed. It takes into
account diffusive and convective mass transport in the liquid for various flow regimes in the
capillary and the displacement of the heterogeneous equilibria in the system under the influence of
elastic stresses. ©1997 American Institute of Physics.@S1063-7842~97!00907-0#
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The fabrication of multilayer strained-layer heterostru
tures is one of the effective methods for controlling the fu
damental physical parameters of the semiconductor mate
used, in particular, in optoelectronics.1–3 The thicknesses o
the epilayers forming such heterostructures must not exc
the limit corresponding to the transition from the elastica
stressed state to the relaxed state with the formation of m
dislocations and thus lie in the range from several to h
dreds of nanometers in most cases. Ultrathin epilayers
presently widely obtained by metalorganic vapor-phase
taxy, as well as by molecular-beam epitaxy. The devel
ment of processes for depositing ultrathin layers from a
uid phase has run into a number of serious proble
Nevertheless, the possibilities of the successful growth
such layers by liquid-phase epitaxy~LPE! have been demon
strated in numerous experimental studies~see, for example
Refs. 4–6!. However, some theoretical aspects of LPE p
taining to the deposition of ultrathin epilayers and the fab
cation of multilayer strained-layer heterostructures have
yet been adequately developed.

The obvious areas for developing LPE for use in t
solution of the problems indicated are confined to lower
the growth temperature, shortening the growth time, and
ducing the volume of the liquid phase used for epitaxy. T
most effective way to realize such processes is epitaxy f
solutions placed in the thin gap between two parallel s
strates with replacement of the solutions by forcing th
through capillary channels~capillary epitaxy4!. The problems
of the uniformity and reproducibility of the composition an
thickness of the epilayers over their area and across t
thickness are directly related to the hydrodynamic conditi
in the solution and the influence of convective phenomena
the mass-transfer processes accompanying heteroepi
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consideration of their contribution to the displacement of
heterogeneous equilibria in the systems under considera
and the absence of thermodynamic equilibrium between
contacting solid and liquid phases during heteroepitaxy
quires the use of preliminarily supercooled solutions to p
clude local dissolution of the preceding layers. In the case
low-temperature epitaxy preliminary supercooling of the s
lution is also conducive to more successful formation o
continuous layer under the conditions of short contact tim
between the liquid and solid phases.

The purpose of the present work was to develop a ma
ematical model, which would make it possible to find t
optimum~according to the criteria for achieving the require
characteristics of the epilayers! conditions for the reproduc
ible fabrication of multilayer heterostructures with conside
ation of the phenomena just described.

DESCRIPTION OF THE PROCESS

Let us consider the scheme of the process leading to
formation of a multilayer structure consisting of alternati
layers of the compound AB and the solid solutio
A12x2yBxCyD on substrates of AB. We assume that the e
itaxial deposition process takes place under isothermal c
ditions on two parallel, closely arranged substrates~Fig. 1!,
the gap between which~the growth channel! is successively
filled by preliminarily supercooled solutions of appropria
composition having the same temperatureT. The amount of
initial supercooling of the solutions must be sufficient to p
vent local dissolution of the substrates or the previou
grown epilayers over the entire contact surface~in low-
temperature epitaxy this condition can be satisfied for m
semiconductor systems!. The solutions are replaced und
the action of the hydraulic pressure created by pumping th

755-07$10.00 © 1997 American Institute of Physics
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through a capillary channel~forced convection!, whose cross
section is similar in size and shape to the growth chan
Contact between the supersaturated solution and the
strate surfaces results in elimination of the supersaturatio
its near-surface regions and the growth of epilayers.
stream of the liquid phase forms in regionI, and epitaxial
growth occurs in regionII . The latter can take place either
a relaxation regime with a cessation of flow or in a regime
continuous flow of the solution in the channel. The us
~spent! solution enters regionIII , in which the processes tak
ing place no longer have any influence on epitaxy. Let
assume that the growth channel is symmetric relative to
plane which is perpendicular to the normal between the s
strates and passes through its midpoint. This makes it
sible to consider the phenomena taking place in it only in
portion between the substrate and the symmetry plane. A
whole, epitaxial deposition can be described by the follow
set of processes: a! supply of the original solution to the
growth channel by forced convection in accordance with
assigned temporal parameters; b! mass transport of the com
ponents of the material being deposited from the bulk of
solution to the substrates; c! epitaxy proper, i.e., passage
the solute onto the substrate surfaces; and d! removal of the
depleted solution from the growth channel.

The description of the epitaxial process should thus
clude mass transport in the liquid~natural and forced con
vection, as well as diffusion! and distribution of the compo
nents of the material being deposited between the orig
liquid and the crystallizing solid phases during epitax
deposition on the substrate. Let us consider the role of e
of these phenomena in the process under consideration.

1… Natural convection. Since the variation of the tem
perature at the phase boundary during epitaxy can be
glected because of the negligibly small latent heat of
phase transition, the process under consideration can be
sidered isothermal. Therefore, in evaluating the probab
of the appearance of natural convection, only the concen
tion variations in the solution must be taken into accou
The analysis performed in Ref. 7 of the relative contributio
of the temperature and concentration gradients to the st
ity of the liquid phase and the appearance of natural conv

FIG. 1. Schematic representation of epitaxy in a growth channel:1 —
substrates,2 — channel wall. HereL is the length of the segment fo
hydrodynamic stabilization,L0 is the length of the substrates,U0 is the flow
velocity of the liquid phase, andHc is the thickness of the growth channe
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tration gradients are much stronger than the therm
gradients, the hydrodynamic stability of a quiescent liquid
determined by the Rayleigh number~Rac), which, as applied
to our case, can be expressed in the following form

Rac5gbcHc
3DÑ/nD, ~1!

whereg is the acceleration of gravity,bc5(]r/]C)r21 is
the coefficient of the concentration dependence of the d
sity of the solution,Hc is the thickness of the growth chan
nel, DC is the variation of the concentration of the dissolv
component,D is its diffusion coefficient in the liquid phase
andn is the kinematic viscosity.

Using the similarity criteria~Rac /Hs) for binary III–V
semiconductor systems in Ref. 7, in a first approximation
can estimate the limiting thicknesses of the growth chann
values above which can lead to the appearance of na
convection in the type of epitaxy under consideration.
should be noted here that since the values of the simila
criteria in Ref. 7 were obtained for growth temperatures t
are traditionally employed in the LPE of III–V compound
and the cooling temperature difference was assumed to b
K, these values are in need of considerable refinement.
use of low-temperature regimes for epitaxy carried out fr
preliminarily supercooled solutions under isothermal con
tions, should decrease the values of these criteria by fac
of 10–15, according to approximate estimates. This is
cause the amount of initial supercooling of the solutions u
in LPE is generally8 approximately three times smaller tha
the cooling temperature difference adopted in Ref. 7. Mo
over, most III–V systems are characterized by a three-
fivefold relative decrease in]Ñ/]T, which causes a corre
sponding decrease inDC in Eq. ~1!, in the low-temperature
portion of their phase diagrams that is acceptable for solv
the problem under consideration.

Plots of the dependence of Rac on Hs calculated with
consideration of this situation for various III–V systems a
presented in Fig. 2. It is seen that the range of grow
channel thicknesses that conform with the absence of na
convection lies at the valuesHs,2002500 mm in most
cases. However, since a regime of stationary regular con
tion that causes a significant difference between the gro
rates on the upper and lower substrates appears only w
Rac.105, appreciable natural convection should hardly
expected in the process under consideration even when
calculated values ofHc are exceeded somewhat.

It is noteworthy that the presence of an interface in
capillary channel between two solutions of different comp
sition intended for alternate supply to the growth chan
can, in principle, create the conditions for the appearanc
another type of natural convection, viz., interfacial conve
tion ~for example, Marangoni convection!.9 However, with
consideration of the brevity of such contact, the small size
the contact area, and, as a rule, the similarity of the phys
chemical characteristics of the solutions used to create
erostructures, in most cases the phenomenon of interfa
convection can be regarded as a minor process and igno

2… Forced convection. Under the conditions of brief
contact with the substrates the hydrodynamic features of
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solution stream entering the growth channel play an exc
tionally important role in ensuring the uniformity of th
properties of the epilayers being deposited. However, h
erto practically no attention has been focused on these is
in the literature devoted to LPE processes.

The character of the solution stream entering the chan
is determined both by the physicochemical parameters of
liquid phase and by the flow velocity. Here the stability c
terion is Rac , and the dimensionless characteristic of t
stream is the Reynolds number~Red5U0Hc /n, whereU0 is
the mean flow velocity of the solution in the channel!. The
relationship between these numbers determines the typ
flow ~Fig. 3!. It should be noted that the characteristic valu
and relations between the criteria were obtained from
general laws of hydromechanics and do not depend on
physical parameters of the system and its components.

FIG. 2. Values of Rac as a function of the thickness of the growth chann
for various binary systems:1 — In–InAs, 2 — In–InSb,3 — Ga–GaAs,
4 — Ga–GaP,5 — Ga–GaSb and In–InP.

FIG. 3. Stability regions of a moving stream:10,11 I, II — regions of nonsta-
tionary and stationary turbulent flow, respectively;III — region of laminar
flow; wave vector:1 — not equal to 0,2 — equal to 0.
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The ranges of the parameters of the liquid stream that
most acceptable for use in LPE processes are obvious f
Fig. 3. For example, the region of nonstationary flow outs
of the two curves~region I! is unsuitable for carrying ou
epitaxial processes by its very nature. Processes which
quire vigorous mixing of the liquid phase, for example, low
temperature epitaxy under the conditions of poor wettabi
by the substrate melt, can be carried out in the region
stationary turbulent flow~region II !. In this case the epitaxy
channel is like an ideally stirred reactor, since, with the e
ception of the thin near-wall region of the laminar sublay
the concentrations of the components are uniformly dist
uted throughout the volume of the channel.10 However, when
Re is of the order of 2000, even if a relatively narrow epita
channel (Hc'300 mm! is used, the flow velocities in this
region are found to be very large (U0.100 cm/s! and lead to
unjustified consumption of the materials. Therefore, suc
regime can be useful only in exceptional cases. At sm
values of the criteria~regionIII ! the flow is laminar, and the
flow profile does not vary with time. This region can b
unequivocally recommended for application in LPE. This
gime is described using relations from boundary-lay
theory.10,11

It can be shown that the mean flow velocity of the liqu
in our case is given by the relation

U05DPHc
2/32hL, ~2!

whereh is the dynamic viscosity of the liquid andDP is the
difference between the pressures at the entrance to the
illary channel and its exit.

Taking into account the strong degree of dilution of t
solutions in low-temperature LPE, for approximate calcu
tions we can set the viscosity of the solution equal to
viscosity of the solvents used. Figure 4 shows plots

l
FIG. 4. Relation between the flow velocity of the liquid phase in a grow
channel and the difference between the pressures at its entrance and
Calculation forT5573 K, L1 ,L053 cm, andHc5100 ~1!, 300 ~2!, and
500 mm ~3!; solvents for III–V: solid lines — Ga; dashed lines — In, Bi
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U0(DP,Hc) for the main solvents employed in the epitaxy
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of III–V semiconductors~the viscosities of Ga, In, and B
were calculated forT5573 K on the basis of the data in Re
12!. It is seen that flow velocities sufficiently high to provid
for repeated replacement of the solution in the growth ch
nel during short time intervals develop already atDP5105

Pa in channels of thicknessHc.200 mm.
The problem of determining the velocity profile in

channel is not a direct problem of boundary-layer theory,
can be solved by its methods. The so-called internal probl
i.e, flow within a channel, is considered here, and the re
tions presented below, including the semiempirical relatio
are valid for channels of any shape, not just for the pipes
which they were derived.10 As the thickness of the boundar
layers increases~the distance along the normal from th
channel wall to the point where the velocity differs by n
more than 1% from the velocity in the region of potent
flow is taken as the thickness of the boundary layer!, the
layers formed by the resistance of the channel walls bec
closer until they merge. The length of the segment for
drodynamic stabilization is defined as

L050.065ARedHc . ~3!

If L ~Fig. 1! is greater than this quantity, the flow
stabilized, and the distribution of the velocityU over the
radiusr of the channel~in the present caser is the distance
from the channel axis along the normal to the growth s
face! has the form

Ur5U0~124r 2/Hc
2!, ~4!

which corresponds to a Poiseuille velocity profile. As is se
from Eq. ~4!, the distribution of the flow velocity in the
channel does not depend on the properties of the liq
phase. It is determined explicitly only by the mean flow v
locity and the geometry of the channel.

If L,L0, the boundary layers next to the substrates
not merge, and the model can be represented in the form
two independent plates over which the solution stream flo
The thickness of the boundary layerd on each horizonta
wall of the channel along the coordinatex is11

d54.64x/ARex, ~5!

where Rex5U0(L01L)/n.
The thickness of the boundary layer increases regul

with increasing distance from the entrance to the channe
its limiting value, which corresponds to the moment wh
the boundary layers formed by the opposite walls of
channel merge. In this case the distribution of the veloc
with respect to the coordinatesx and r is described by the
expression11

Uxy~x!50.5xU0~32x2!, ~6!

wherex5(Hc22r )/d.
As the distance from the point of entry into the chann

increases, the boundary-layer thicknessd increases, and the
flow velocity at a constant distance from the substrate s
face decreases.

From the standpoint of practical implementation, this
gime provides poorly for uniformity of the distribution of th
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tion at sites more distant from the entrance to the channe
more depleted, and the replacement by fresh solution
slowed. The mathematical model developed in the pres
work takes into account both profiled and unprofiled flo
regimes. Only the alternative in which the velocity profi
completes its formation in the segment containing the s
strates is excluded, since it leads to high nonuniformity
only of the thickness, but also of the composition of t
epilayers.

3… Diffusive mass transport.The driving forces of dif-
fusive mass transport in a solution are the concentration
dients that appear with the onset of crystallization. It is d
scribed by diffusion equations written in the differential for

Di

]2Ci

]r 2
1v

]Ci

]r
5

]Ci

]t
, ~7!

whereDi is the diffusion coefficient of componenti in the
melt, Ci is the concentration of that component, andv is the
velocity of the phase boundary along the coordinater for the
one-dimensional case.

The boundary conditions for the system under consid
ation ~Fig. 1! are as follows

]Ci

]t U r 510.5Hc ,t.05
]Ci

]t U
r 520.5Hc ,t.0

52 f , ~8!

where f is the rate of epitaxy.
Let Di be independent of the concentrations of the ot

components in the solution. Then the number of diffusi
equations is one less than the number of components.
suming that the concentration gradients in planes paralle
the substrate surfaces are negligibly small, we can leg
mately confine ourselves to the one-dimensional case w
respect to the spatial coordinates.

4… Heterogeneous equilibria. The formation of
strained-layer heterostructures initially presumes that ther
no relaxation of the stressed state in the epilayers. One
sequence of this is the displacement of the heterogene
equilibria in the system, which is caused by the variation
the activities of the components in the elastically stres
solid phase and requires taking into account the epita
process in the model. It is taken into account by introduc
additional terms for the ‘‘elastic’’ component of the activit
coefficients into the equations describing the equilibrium
tween the phases.13

A detailed description of the method for calculating t
influence of elastic stresses on equilibrium processes
given in Ref. 14. The system of equations for calculating
activities of the components of a solid solutio
A12x2yBxCyD that is coherently associated with the su
strate in the case under consideration has the form

RTln~gAB
s xAB

s !5RTln~12x2y!1aAB2AC
s x21aAB2AD

s y2

1~aAB2AC
s 1aAB2AD

s 2aAC2AD
s !xy

1s~a2as!~2aAB2a2as!,
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RTln~gAC
s xAC
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1aAC2AD
s y21~aAB2AC

s 1aAC2AD
s

2aAB2AD
s !y~12x2y!1s~a2as!~2aAC

2a2as!,

RTln~gAD
s xAD

s !5RTln~y!1aAB2AD
s ~12x2y!2

1aAC2AD
s x21~aAB2AD

s 1aAC2AD
s

2aAB2AC
s !x~12x2y!1s~a2as!~2aAD

2a2as!, ~9!

where theg i j
s are the activity coefficients of the respectiv

binary components and the parameters of their interactio
the solid phase; theas are the mole fractions and cryst
lattice periods of the respective binary components;a, as ,
andai j are the lattice periods of the unstrained solid soluti
the substrate, and a binary component, respectively.

The parameters is defined by the relation14

s5
3Ñ44~Ñ1112Ñ12!NAa

2~Ñ1112Ñ1214Ñ44!
, ~10!

whereNA is Avogadro’s number, andC11, C12, andC44 are
the elastic constants of the respective material.

It should be stressed that it is correct to use Eqs.~9! only
for epilayers of subcritical thickness.

CONSTRUCTION OF THE MATHEMATICAL MODEL OF THE
PROCESS

The combined epitaxial process described can be re
sented by the system of equations of the concentratio
Cartesian coordinates

rS ]Ci

]t
1wk

]Ci

]xk
D52divI 1Ni , ~11!

wherer is the density of the liquid phase,Ci is the concen-
tration of the i th component in the liquid phase,wk is the
velocity of the medium along the coordinatek, k P $x,y%,
andNi is the resultant flux due to mass exchange of thei th
component with the medium.

The total diffusion fluxI of the components is defined a

I 52r(
k51

n

Dik¹Cik , ~12!

wheren is the number of components in the system.
Bearing in mind the unit matrix of the diffusion coeffi

cients and the zero values of the velocity components
are orthogonal to the direction of motion of the stream,
obtain

rS ]Ci

]t
1wx

]Ci

]x D5rDiDCi1Ni . ~13!

The mass fluxNi of the i th component to the drain i
determined by the epitaxial process and the hydrodyna
transport of the material in the epitaxy channel.
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Assigning the corresponding initial and boundary con
tions for the concentrations of the components, we obtain
correct boundary-value problem with respect to the conc
trations of the input components for the growth process fr
a homogeneous liquid phase entering the growth chan
For the growth of each succeeding layer we must assign
initial conditions as the distribution of the components in t
preceding liquid phase. Because of the complexity of suc
formulation of the problem~one of the boundary condition
is the epitaxial process!, it is very difficult to obtain an exact
analytical solution. Therefore, to construct a model it is he
ful to use a finite-difference approximation, which is the sim
plest route in the present case.

Since there are several independent processes in one
tem, by dividing the entire time interval into short time p
riods we can consider the processes independently aft
number of such divisions that is sufficiently large to ensu
the assigned accuracy of the output parameters. The sp
coordinates can be treated in the same manner.

We introduce a uniform three-dimensional spatiotemp
ral net with the dimensions (Qx ;Qy ;Qt), wheret is the time
coordinate. Let the origin of coordinates be on the symme
axis of the growth channel~Fig. 5!. There is no need to
consider the processes with respect to the third spatial c
dinate, since the distribution of all the parameters of the s
tem is homogeneous with respect to it.

The introduction of the net divides the entire space
interest into a large set of cells located in three character
regions~Fig. 5!. In regionI molecular transport of the mate
rial by forced convection and mass transport due to diffus
operate. RegionII ~the surface layer! is subject, in addition,
to the mass-draining action of the substrate or the grow
epilayer. In regionIII , which is before the entrance to th
growth channel, only the effect of molecular transport
manifested. The number of cellsQy in the net in the direc-
tion of the normal to the substrates is determined from
solution of model diffusion problems with complete rela
ation of the supersaturation in the liquid phase. The appro
mation Dy5ADDt is too rough for the present mode
therefore, it is helpful to use the results of direct detaile

FIG. 5. Introduction of a working net in the space of the growth chan
from the substrate to the symmetry axis.
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When the processes taking place in the solution and

the substrate surfaces are systematically modeled, the fol
ing approaches are used for each longitudinal cell in the
in accordance with its classification. Diffusion within th
growth channel is treated on the basis of the already exis
distribution of the concentrations of the components in
liquid phase. Only processes governed by concentration
dients that are orthogonal to the substrates are taken
account. Epitaxy is a general boundary condition of the d
fusion equations. The combined solution of the hetero
neous equilibrium and diffusion equations is used to find
concentrations of the components of the solution in the n
boundary cells of the growth channel and in the epilay
deposited, as well as the thicknesses of the layers grow
during a step along the time coordinate. The convec
transport of the material in the growth channel is conside
for two hydrodynamic regimes: profiled flow correspondi
to a Poiseuille velocity profile and independent flow at t
substrates. A combined modification is not allowed. The p
sibility of epitaxial deposition is considered for both contin
ous flow of the solution in the channel~the continuous
pumping regime! and for flow with a pause to achieve mo
complete removal of the supersaturation~the ‘‘relaxation’’
regime!.

Let us examine the model of the processes which
included in the scheme. Thus, diffusive mass transpor
considered only in the direction orthogonal to the substra
for each of theQx cells along the substrate. Leti be the
spatial label of a cell measuringDy, and let j be a label,
which reflects the number of layers along the time coor
nate. Then we can construct an approximation relation fo
explicit or implicit scheme that is bilayer with respect toj .
The use of the explicit scheme, in which the concentrat
values in each stepDt along the time coordinate are ex
pressed explicitly in terms of the corresponding values in
preceding step, imposes restrictions on the length of the

lD f5DêDt/Dy2,1/2. ~14!

A violation of this condition influences the convergen
of the method. Approximation~11! is absolutely stable when
the implicit scheme is used,15 and unconditional convergenc
follows from the approximation and the stability.16 The re-
currence relation of such a difference scheme for the con
trations has the form17

lCi 21
j 112~112l!Ci

j 111lCi 11
j 1152Ci

j . ~15!

The closing conditions on the boundary without cons
eration of the epitaxial processes, i.e., for drainless flow,

Ci 21
j 11u i<15Ci

j 11 ,

Ci 11
j 11u i>Qy

5Ci
j 11 . ~16!

System ~15! with boundary conditions~16! and the
known initial concentration distribution is a three-diagon
matrix equation, which can be solved by the eliminati
method,16 a modification of the Gauss method for systems
three-diagonal equations.
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elementary sets ofQx andQy cells ~Fig. 5! with variation of
the timet, we obtain the concentration distribution, whic
varies only as a result of diffusive mass transport.

To calculate the heterogeneous equilibria, the ‘‘dire
problem’’ is solved, i.e., the parameters of the solid pha
and the liquidus temperature are determined from the c
centrations of the components in the liquid phase. This p
cess serves as the boundary condition for diffusion in
enced by the interface. To describe the compositions of
liquid and solid phases on the phase boundary we use
system of equations of the ‘‘coherent’’ phase diagram m
tioned above, which is closed by the mass balance equat
at the crystallization front14

x` i8 5x0i8 1NG~x0i
s 2x0i8 !, ~17!

wherex` i8 , x0i
s , and x0i8 are the atomic fractions of thei th

component in the respective phases~the subscripts 0 and̀
refer to the phase boundary and the bulk of the liquid pha
respectively!, and NG is the mole fraction of the deposite
solid phase.

In our case we obtain a system of six equations, whic
solved by the Newton-Kantorovich linearization method
means of expansion into a Taylor series.17 The solution is
determined in each of theQx elementary surface cells.

Since the epitaxy and diffusion processes are assume
be independent, such an approach is applicable to a disc
surface layer of the liquid phase. The thicknessDy of this
layer is determined from the required accuracy of the cal
lation, and the time for complete relaxation of such a lay
which depends on it, can be expressed as

t relax5kDy2/Dmin, ~18!

wherek is a coefficient, which can be determined from t
results of the calculation described andDmin is the smallest
of the diffusion coefficients of the components of the so
tion.

This relaxation time is also taken as the step along
time coordinate:Dt5t relax.

The forced convection process used to replace the s
tions proceeds in accordance with the assigned tempora
rameters. It imposes a restriction on the stepDx along the
longitudinal coordinate, which is parallel to the velocity ve
tor. This step must be such that during the timeDt the el-
ementary cell located at the substrate~i.e., where the flow
velocity is smallest! moves over the distanceDx. Then all
the remaining cells move over a larger distance. Additiv
of the motion operates here, i.e., if the solution does
manage to traverse a whole number of cells during the t
Dt, this fact is taken into account in the next temporal st
and the accuracy of the calculation is thereby increased.

The boundary condition for forced convection is the su
ply of a solution stream in which the concentrations a
knowna priori ~regionIII in Fig. 5!. Before the beginning of
the process, the velocity profile is determined from the g
metric configuration of the epitaxy channel using Eq.~3!.
The distribution of the flow velocity of the melt along th
spatial coordinates of the net is constructed from Eq.~4! in
the case of profiled flow or from Eq.~6! in the case of un-
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profiled flow. Each of the (Qx ;Qy) elementary cells has its
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on cyclic permutation of the processes showed that permuta-
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n

own linear flow velocity, and it depends only on the vertic
coordinate in the case of a Poiseuille profile.

CONCLUSIONS

Thus, the relative roles of the various types of ma
transport in a liquid have been analyzed in reference to
isothermal modification of ‘‘capillary’’ LPE with forced hy-
draulic replacement of the solutions in the growth chann
The important role of the character of the forced convect
fluxes in achieving uniformity of the parameters of epilaye
has been demonstrated. Theoretical estimates of the hy
dynamic stability of the flow of solutions moving in narro
channels have been made for several III–V systems, and
ranges of growth channel thicknesses and flow veloci
which ensure laminar flow have been established.

A mathematical model, which permits simulation of th
conditions for the fabrication of strained-layer heterostr
tures, has been developed. It takes into account diffusive
convective mass transport in the liquid in various flow
gimes in a capillary and the effect of displacement of
heterogeneous equilibria under the influence of ela
stresses.

The model provides for introduction of a spatiotempo
net in the (x,y,t) coordinate system, which makes it po
sible to consider the processes taking place in the gro
channel with the required accuracy along the coordinates
dicated. A finite-difference approximation is used to so
the computational problems.

The processes considered in the model can occur in
sequence. Test measurements of the mutual errors appe
761 Tech. Phys. 42 (7), July 1997
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tion leads to results that are equivalent to within the round
errors.
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Formation of multilayer strained-layer heterostructures by liquid epitaxy. II. Simulation

ses
of the fabrication of heterostructures based on indium–arsenic–antimony–bismuth
solid solutions

R. Kh. Akchurin

M. V. Lomonosov Moscow State Academy of Fine Chemical Technology, 117571 Moscow, Russia

D. V. Komarov

Institute of Chemical Problems in Microelectronics, 117571 Moscow, Russia
~Submitted July 13, 1995; resubmitted May 14, 1996!
Zh. Tekh. Fiz.67, 50–56~July 1997!

The formation of InAs12x2ySbxBiy /InSb and InAs12x2ySbxBiy /InSbyBiy strained-layer
heterostructures by ‘‘capillary’’ LPE is simulated. The laws governing the dependence of the gap
width Eg and the thicknessd of the epilayers on the conditions of the process are revealed.
It is shown that because of the sharp increase in the rate of epitaxial deposition as the LPE
temperature is raised, the successful growth of epilayers of subcritical thickness is possible
only up toT,550 K. The influence of the rate of laminar flow of the liquid in the growth channel
in a relaxation regime and in a continuous pumping regime on the uniformity of the
distribution ofEg andd in the epitaxial heterostructures is analyzed. Effective combinations of
parameters for carrying out the process, which ensure the achievement ofEg'0.1 eV ~77
K! in the active layers with variable-band-gap layers of minimal thickness, are established.
© 1997 American Institute of Physics.@S1063-7842~97!01007-6#
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Solid solutions based on indium arsenide antimon
bismuthide~InAs12x2ySbxBiy) are of considerable interes
as a material for far-infrared photosensitive devic
Epitaxial layers ~epilayers! of InAs12x2ySbxBiy with a
long-wavelength fundamental optical absorption edge at
mm at 77 K have been obtained for the composition cor
sponding tox50.82 andy50.0018 on indium antimonide
~InSb! substrates by liquid-phase epitaxy.1 According to
the theoretical estimates in Ref. 2, the fabrication
InAs12x2ySbxBiy/InSb strained-layer heterostructures c
bring about a significant decrease in the gap width of
solid solutions and displacement of the fundamental opt
absorption edge at 77 K to 12–14mm.

The purpose of the present work was to evaluate
influence of the principal phenomena accompanying the
itaxial process, as well as the technological parameters o
process, on the output parameters of the epitaxial het
structures on the basis of the mathematical model descr
in Ref. 3. Heterostructures containing alternating princi
~active! InAs12x2ySbxBiy layers and auxiliary~buffer! layers
of InSb or InSb12yBiy are considered.

The model has the form of a ‘‘direct substitution pro
lem,’’ i.e., the assigned values are the input parameters,
thus corresponds to the processes in reality. A solution of
inverse problem might have advanced the search for the
parameters, but in view of its great complexity such an
proach is not the optimum method for solving the problem
a whole. This, however, does not rule out the existence
inverse frequency problems.

The assigned parameters of the process generally
clude: a! thermodynamic parameters, viz., the temperature
the process, the amount of supercooling in the system,
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~solutions!, and the substrate material; b! hydrodynamic pa-
rameters, viz., the geometry of the growth space and
velocity profile of the solutions in the growth channel; c! the
transient times of convective mass transport and noncon
tive relaxation for the growth of the active and buffer laye
The output data include the spatial distribution of the phy
cal parameters of interest to us~in the present case they ar
the thicknesses of the epilayers and the gap widths of
solid solutions! in the multilayer heterostructure.

ORIGINAL ASSUMPTIONS

a! Preliminarily supercooled solutions are used in t
process. The amount of initial supercooling is sufficient
ensuring that the driving forces of crystallization exceed
driving forces of dissolution4 over the entire contact surfac
between the liquid and solid phases.

b! The rate-limiting step of the epitaxial process is t
supply of the components to the interface. Although t
boundary of the kinetic region, in which the main rat
limiting role is played by the processes on the growth s
face, can be established only on the basis of experime
investigations, the basis for this assumption is the use
solutions having a sufficiently high degree of initial supe
saturation in the process.

c! Diffusive mass transport takes place only in the dire
tion perpendicular to the substrates. Its other orthogo
component is negligibly small throughout the epitaxy cha
nel, with the exception of the thin near-wall region, where
difference in the diffusion fluxes along the substrate is p
sible. Therefore, allowance for the longitudinal compone
of the diffusion can be reduced to a smoothing of the cal

762-07$10.00 © 1997 American Institute of Physics
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independent and, therefore, remain constant over the co
of the entire isothermal process.

d! The only component of molecular transport in t
system under consideration is the transport of the materia
forced convection, whose rate vector is parallel to the s
strates. Actually this implies the neglect of interfacial co
vection and the local phenomena caused by the nonun
mity and imperfect symmetry of the epitaxy channel:
particular, the phenomena appearing on the substrate e
are not considered~it is assumed that the channel walls a
the working surfaces of the substrate are smooth and par
to their respective partners!.

e! The distance between the substrates does not
with time, i.e., the epilayer is assumed to be infinitely thin
comparison to the thickness of the liquid phase. It should
noted that this assumption can be less than fully cor
when a large number of epilayers must be created in a
erostructure. In such a case the motion of the phase boun
in the diffusion description and the corresponding variat
of the velocity profiles must be taken into account. This c
be done quite simply when it is assumed that the thicknes
the epilayers is uniform along the substrate.

f! The flow of the solution at the entrance is lamina
This condition is always satisfied for reasonable values of
velocity of the liquid phase.3

g! The flow in the channel is stabilized, i.e., when t
solution enters the space between the substrates a Pois
velocity profile is formed. This is not a restriction of th
calculation, since the model contains alternative algorith
for distributing the velocity;3 however, a dependence of th
profile on the longitudinal coordinate causes higher nonu
formity in the distribution of the output parameters along t
substrate, which is undesirable in the case of the growth
thin epitaxial structures.

h! The processes occurring in the liquid phase which
passed through the growth channel do not influence the
put parameters of the layers deposited.

CHOOSING THE WORKING REGION OF MODEL
PARAMETERS

To ascertain the character of the dependence of the
put parameters of the epilayers on the input parameter
working region must be chosen in the multidimension
space of the data on the basis of preliminary calculation

The limits of the temperature range selected were
and 573 K. The upper limit is stipulated by the strong
crease in the growth rate of the active and buffer layers as
growth temperature is raised and, therefore, by the equ
lent decrease in the precision of the method. The lower li
is specified by the significant decrease in the arsenic con
tration in the solution, which has the same consequence
addition, the appearance of kinetic restrictions on the gro
surface, as well as restrictions associated with expansio
the immiscibility region in the solid phase, is possible at lo
temperatures.5

The choice of the amount of initial supercooling of th
solution reduces to determining the minimum value nee
to prevent local dissolution of the substrates or the preced
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layers. For solid phase compositions that produce layers w
the required output parameters it has a value of about 10
T5673 K and is smaller at lower temperatures.6 The permis-
sible amount of supercooling has an upper bound of the
der of 15–20 K due to the increase in the probability
spontaneous crystallization in the bulk of the solution,
well as the large growth rates of the epilayers.

The ~111! orientation of the substrate is most stable
ward random fluctuations of the crystallization conditions.
small normal and a large tangential component of the gro
rate are then ensured, which have a favorable effect on
quality of the surface of the strained layers.

The dimension of the substrate in the direction of moti
of the solutions~the length of the substrate! plays an impor-
tant role in the process under consideration, since the p
ability of the appearance of heterogeneous distributions
the output parameters of the epilayers is highest specific
along the substrate. A length of 1 cm was chosen here as
model value.

The thickness of the epitaxy channel is restricted fro
above by the possibility of the appearance of fr
convection3 and was assumed to be equal to 500mm. If all
the other parameters are constant, the effective volume o
solution increases as the thickness decreases. Therefore
technologically advantageous to carry out the process in
row capillaries; however, when the process is carried ou
practice, it is more difficult to ensure a parallel arrangem
of the substrates in this case. A value of 100mm was taken
as the lower limit of the capillary thickness, although sy
tems with a distance between the substrates equal to 70~Ref.
7! and even 50mm ~Ref. 8! have been described in ind
vidual experiments.

The mean flow velocity of the liquid phase at the e
trance to the growth channel is formally restricted only fro
above, but in practice only from below. When the velocity
the incoming stream is high, it undergoes turbulization, a
undesirable inertial phenomena appear. However, the va
of such critical velocities are very high: for channels with
thickness of 500mm they are in the vicinity of 200 cm/s, an
they increase even more with decreasing channel thickne3

Such high velocities lead to an extremely low efficiency f
the process and can hardly be employed in practice. On
other hand, as will be shown below, the flow velocity mu
be sufficient to ensure a homogeneous distribution of
output parameters along the substrate. Moderate velocity
ues in the range 2–100 cm/s were used in the numer
experiments. The appearance of nonuniformity along
substrate at smaller velocities and a low deposition efficie
at higher velocities demonstrated that the range of optim
velocities is completely covered.

The time of the epitaxial process is restricted from bel
by the accuracy and reproducibility of creating an assign
time interval and by the response time of the instrume
through the relationship of the ratio between the thicknes
of the active and buffer layers to the required gap width
the solid solutions in the active regions of the heterostr
ture. From practical considerations it should be less than
The upper bound is set by the need to grow thick pseu
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TABLE II. Crystal lattice periods (a), coefficients of thermal expansion
(a), and elastic constants (C11 , C12 , andC44) of binary compounds.9,10

f
era-

TABLE I. Thermodynamic parameters of binary systems.5,9,10
morphic epilayers at comparatively high flow velocities.
The physicochemical data used in the calculation

presented in Tables I and II.

DEPENDENCE OF THE DISTRIBUTION OF THE OUTPUT
PARAMETERS OF THE EPITAXIAL LAYERS ON THE LPE
CONDITIONS

Calculations were performed according to the followi
scheme to analyze the dependence of the epitaxy resul
the initial data and parameters. A certain intermediate po
for which the results of the calculation were at least acce
able in the context of the problem posed, was selected in
parameter space. The corresponding set of parameters
fined a basic calculation regime. Then the changes in
outcome of the problem following local variation of eac
parameter at constant values of the other parameters
analyzed. An analysis of the data on the nature of the in
ence of each parameter revealed the appropriate relation
tween them in the context of the solution of the proble
posed.

Melting Entropy of Interaction
System point, K fusion, J/mol•K parameters, J/mol

In–As 1215 60.80 1717226.63T
In–Sb 798 59.95 13565249.45T
In–Bi 383 37.67 8680218.5T
As–Sb – – 3140
As–Bi – – 6985
Sb–Bi – – 2700
InAs–InSb – – 645013.85T
InAs–InBi – – 46515
InSb–InBi – – 12700
TABLE III. Data on the basic calculation regimes.
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The simulation of the formation of strain-laye
InAs12x2ySbxBiy /InSb and InAs12x2ySbxBiy /InSb12yBiy
heterostructures was aimed at reaching a long-wavele
fundamental optical absorption edge of the active layers c
responding to 12mm at 77 K. We note that the solution o
this problem would make it possible to obtain wider-g
materials. The data in Ref. 2 on the critical thicknesses of
epilayers of the required composition and the dependenc
the gap width of the active layers on the concentration a
geometric parameters of the heterostructures were used i
calculation.

The assigned calculated parameters of the basic calc
tion regimes for the heterostructures indicated are prese
in Table III. Relaxation-free epitaxy regimes~regimes with
continuous pumping of the solution through the grow
channel! were considered in both cases. The distribution
Eg(d) for these regimes is presented in Fig. 1.

Only a slight difference in the distribution of the outp
parameters between the first andi th heterojunction of the
multilayer structure was revealed during the calculatio
therefore, the resultant distribution of the gap width acro
the thickness of the epilayers at the beginning and end of

Compound a, nm a•106, K21 C11 , GPa C12 , GPa C44 , GPa

InAs 0.60584 5.04 83.3 45.3 39.6
InSb 0.647937 5.19 62.7 36.7 30.2
InBi 0.667a – – – –

aThe period relative to that of the sphalerite lattice2 was used. The values o
the elastic constants and the lattice periods are given for a growth temp
ture of 573 K.
y

764Komarov
Parameter InAs12x2ySbxBiy/InSb
system

InAs12x2ySbxBiy/InSb12yBi
system

Growth temperatureT, K 523
Growth channel thicknessHc , mm 300
Flow velocity at channel entranceU0, cm/s 20
Diffusion coefficientD, cm2/s:

for As 1.031024

for Sb and Bi 8.031025

Thickness ratio of the active
and buffer layers 0.32 0.52

Solution pumping time for formation
of the active layer, s 1

Solution pumping time for formation
of the buffer layer, s 0.25 1.04

Initial concentrations in the solution,
atomic fraction: In–As–Sb–Bi:
As 0.00005
Sb 0.00720
Bi 0.49270

In–Sb–@Bi#:
Sb 0.0235 0.0092
Bi 0 0.4420

Critical thickness of the active layer, nm 140.2
Plot of the resultant distribution ofEg across

the thicknessd of the heterostructure Fig. 1a Fig. 1b

s. 42 (7), July 1997 R. Kh. Akchurin and D. V.
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substrate is shown for only one cycle of the process.
It is seen that the results of the calculations for the t

regimes differ significantly. In one case~Fig. 1a! consider-
able nonuniformity of the values of the output parameters
the layers along the substrate is observed. The variatio
the depth of the active layer in the portion of the substr
farthest from the entrance to the growth channel is attribu
to the small near-surface longitudinal rate of molecular tra
port. Consequently, at the end of the substrate the la
grows from the onset exclusively as a result of diffusi
from the central part of the channel, where the rate of m
lecular transport is several orders of magnitude greater.
ratio between the thicknesses of the epilayers at the opp
ends of the substrate amounts to'0.6, which can be attrib-
uted to the small degree of relaxation of the liquid phase.
the same reason there is some variation inEg , which is
caused by the influence of the ratio between the thickne
of the active and buffer layers on the variation of the g
width due to the pseudomorphic effect.

In the other case~Fig. 1b! the uniformity of the thickness
of the active epilayers increases significantly, and the th
ness of the variable-band-gap layers decreases. The ob
reason for this is the sharp decrease in the absolute valu
the concentration gradient of the components in the liq
phase when the solution is replaced because of the simil
in composition~Table III!. It should be noted that the phys

FIG. 1. Distribution of Eg ~77 K! across the thickness o
InAs12x2ySbxBiyy /InSb ~a! and InAs12x2ySbxBiy /Sb12yBiy ~b! hetero-
structures for the basic calculation regimes at the beginning~1! and end~2!
of the substrate.
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cal parameters of the renewed solutions, which are m
tained practically constant, also sharply decrease the p
ability of the appearance of interfacial convection.3

The calculations showed that an increase in the temp
ture of the process leads to a sharp increase in the gro
rate of the epilayers. For example, in the case of the form
tion of InAs12x2ySbxBiy /InSb structures, the thickness o
the active layers reaches the critical value already at 55
even after very short contact times~Fig. 2!. The nonunifor-
mity of the total thickness of the epilayers along the substr
increases significantly~Fig. 3!. In the case of the formation
of InAs12x2ySbxBiy /InSb12yBiy heterostructures the unifor
mity of the deposition process along the substrate is con
erably higher, but the dependence of the growth rate on
temperature remains practically unchanged.

Thus, it is clear from the calculated data presented tha
is wise to fabricate the required strained-layer heterostr
tures at temperatures no higher than 530–550 K us
InSb12yBiy solid solutions as the material of the buffer ep
ayers. Therefore, in the further discussion we shall con
ourselves to this group of heterostructures. It should be no
here that lowering the temperature of the process to a le
below 500 K could hardly be beneficial both because of
possibility of the kinetic limitation of epitaxial growth11 and
because of the poorer wetting of the substrate. In addit

FIG. 2. Dependence of the thickness of the active layer on the LPE t
perature for InAs12x2ySbxBiy /InSb ~a! and InAs12x2ySbxBiy /InSb12yBiy
~b! heterostructures at the beginning~1! and end~2! of the substrate.
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the absence of reliable data on the parameters of the inte
tion at low temperatures lowers the reliability of the calcu
tion results.

The dependence of the thickness of the epilayers on
thickness of the growth channel for the continuous pump
regime is illustrated in Fig. 4. The increase in the thickn
of the layers as the distance between the substrates decr
is caused by the alteration of the flow velocity profile in t
channel. As the thickness of the capillary decreases, the
ear rate of molecular transport of the solution at the sa
relative distance from the interface increases, the abso
values of the concentration gradients of the component
the liquid phase increase, and the total rate of epitaxial de
sition consequently increases. The decrease in the nonun
mity of the thickness of the layers along the substrate
expected, since this nonuniformity is caused by the sm
rates of molecular transport near the crystallization surfa
From the practical standpoint, a decrease in the thicknes
the growth channel also promotes an increase in the effec
volume of the solution, since the epitaxial process is cha
terized by a higher deposition efficiency.

FIG. 3. Dependence of the nonuniformity of the thickness of the ac
layer along the substrate on the temperature of the process
InAs12x2ySbxBiy /InSb ~1! and InAs12x2ySbxBiy /InSb12yBiy ~2! hetero-
structures.

FIG. 4. Dependence of the thickness of the active layer of
InAs12x2ySbxBiy /InSb12yBiy heterostructure on the thickness of th
growth channel.

766 Tech. Phys. 42 (7), July 1997
ac-
-

e
g
s
ses

n-
e
te
in
o-
or-
is
ll
e.
of
ve
c-

The variation of the mean flow velocity at the entran
to the growth channel is also noticeably reflected in
thickness of the active layers~Fig. 5, curve1! and in the
uniformity of its distribution along the substrate~Fig. 5,
curve2!.

It is noteworthy that the distribution of the output param
eters across the thickness of the heterostructures ha
sharper form at high flow velocities. This is due to the dom
nance of the convective transport over the weaker diffus
transport, which consequently leads to comparatively sm
thicknesses for the variable-band-gap layers. At the sa
time, the thickness of the variable-band-gap layers va
only slightly as the volume rate of flow of the solution
which is proportional to the mean flow velocity, increase
Therefore, in the context of the problem under considerat
the smallest flow velocity that provides for the assigned
mogeneity of the distribution of the output parameters of
epilayer should be chosen.

Processes in which epitaxy takes place in a regime w
continuous flow of the solutions in the channel have not b
considered hitherto. The simulation of relaxation-free p
cesses as simpler process will help us to better describe
character of the variation of the output parameters as
input parameters are varied. At the same time, as the ca
lations showed, these processes are plagued by severa
nificant deficiencies. They are characterized, in particular,
fairly high nonuniformity of the thickness of the active an
buffer epilayers along the substrate and, as a conseque
by a spread of values ofEg . The more complicated relax
ation processes with stopping of the flow~a pause! after the
replacement of each successive portion of the solution in
growth channel for additional removal of the supersaturat
have their own special features. We shall now examine so
of them, calling the duration of the pause the relaxation ti
by convention.

Let the conditions of the process be distinguish
from the basic regime for the formation o
InAs12x2ySbxBiy /InSb12yBiy structures only by the pres
ence of a period for relaxation of the supersaturated solu

e
or

n

FIG. 5. Dependence of the thickness of the active layer of
InAs12x2ySbxBiy /InSb12yBiy heterostructure at the end of the substrate~1!
and the nonuniformity of its thickness along the substrate~2! on the flow
velocity of the liquid phase at the entrance to the growth channel.
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after it is supplied to the growth channel. The general fo
of the dependence of the thickness of the active epilaye
the relaxation time is shown in Fig. 6. It follows from it, i
particular, that in the present case this time is restricted fr
above by the possibility of exceeding the critical thickness
the active layer. Plots ofEg(d) for the maximum permissible
relaxation time ('3 s! are presented in Fig. 7~curves1 and
2!. When the active layers are grown according to a sche
with complete relaxation and maintenance of the ela
stresses in them~with consideration of the approximate n
ture of the calculations ofdcr), a characteristic ‘‘well’’ is
observed on the calculated plot ofEg(d) ~Fig. 7, curve3!. It
is seen that there is a decrease inEg at the very beginning of

FIG. 6. Dependence of the thickness of the active layer of
InAs12x2ySbxBiy /InSb12yBiy heterostructure on the relaxation timet relax.

FIG. 7. Distribution of Eg ~77 K! across the thickness of a
InAs12x2ySbxBiy /InSb12yBiy heterostructure in the relaxation epitaxy r
gime: t relax53 s ~1, 2! andt relax510 s~3!. Curves1 and2 refer to the end
and beginning of the substrate, respectively; whent relax510 s, the curves
for the beginning and end of the substrate coincide;drelax is the beginning of
the relaxation period.
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phase with arsenic due to the higher rate of diffusion of
atoms in the solution from the central region of the grow
channel. As the liquid phase becomes depleted of arsenic
concentration in the solid phase decreases with a resu
increase inEg , and the growth rate of the layer slows. As
result, the growth of the layers according to the compl
relaxation scheme leads to the formation of the character
‘‘well’’ on the Eg(d) curve.

It should be noted that the use of relaxation regim
provides for a considerably more homogeneous distribu
of the output parameters along the substrate even w
InAs12x2ySbxBiy /InSb structures are formed. Another pos
tive feature of these processes is their high efficiency w
respect to the materials being consumed. On the other h
the relaxation regime requires an increase in the contact
of the liquid phase with the crystallization surface, whi
~with consideration of the restrictions with respect to t
maximum permissible thickness of the epilayers! can create
definite difficulties in their practical implementation.

One of the ways to decrease the thickness of the epi
ers in this case may be to lower the flow velocity at t
entrance to the channel. The inhomogeneities of the th
nesses along the substrate appearing in this case~Fig. 5! are
smoothed to a considerable degree in the relaxation reg
of the epitaxial process, and the nonuniformity along t
substrate becomes negligibly small when InSb12yBiy is em-
ployed as the material of the buffer layers. It is also expe
ent to carry out the epitaxial growth in a regime of incom
plete relaxation by selecting a pause duration which ens
that the layer achieves an assigned thickness smaller tha
critical value.

CONCLUSIONS

The laws governing the variation of the physic
parameters of the epilayers (Eg and d) on the conditions
of the formation process have been revealed and analy
as a result of the simulation of the formation
InAs12x2ySbxBiy /InSb and InAs12x2ySbxBiy /InSb12yBiy
strained-layer heterostructures by LPE.

It has been shown that as a result of the sharp increas
the rate of epitaxial deposition with increasing growth te
perature, the successful growth of the epilayers of subcrit
thickness is possible only atT,550 K.

An increase in the rate of laminar flow of the liqui
phase in the growth channel and the use of relaxation gro
regimes promote a more homogeneous distribution of
thickness of the epilayers along the structure. On the o
hand, to increase the degree of utilization of the solution
is best to restrict the thickness of the growth channel to 10
300 mm.

The formation of InAs12x2ySbxBiy /InSb12yBiy hetero-
structures is preferable for achieving uniformity of the phy
cal parameters of the active layers. A significant decreas
the thickness of the variable-band-gap layers is provided
this case, as in the case of an increase in the rate of lam
flow of the liquid in the growth channel.

In conclusion, it should be noted that the main proble
in the practical implementation of the process considered

n
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substrate surface at low temperatures and the need to
cisely control several technological parameters~the concen-
trations of the dissolved components in the liquid phase
the contact time with the substrate! due to their small abso
lute values.
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Acoustooptic 2 32 switch for radiation with different wavelengths as an element

ly
of a fiber-optic gyroscope
V. M. Kotov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, 141120 Fryazino, Russia
~Submitted September 6, 1995; resubmitted May 28, 1996!
Zh. Tekh. Fiz.67, 57–62~July 1997!

Planar acoustooptic 232 directional couplers that switch optical rays with different wavelengths
are considered. A method for calculating the angular and frequency characteristics of such
switches is developed, and the parameters of a switch based on a planar Ti-LiNbO3 structure are
calculated. Experiments employing bulk acoustooptic diffraction in TeO2 are performed,
confirming the basic theoretical assumptions. It is shown experimentally that the best conditions
for switching optical rays directed into optical fibers can be provided nearly always by
varying the diffraction angles and the frequencies of the sound waves. The functional possibilities
of the 232 directional coupler investigated in a fiber-optic gyroscope are described.
© 1997 American Institute of Physics.@S1063-7842~97!01107-0#

Acoustooptic ~AO! 232 switches are considered the different directions when it interacts with two collinear
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most promising devices for a number of fiber-optic syste
~laser Doppler anemometers, regulated multiplex
demutiplexors, fiber-optic gyroscopes, etc.!, since they make
it possible not only to switch optical rays, but also to sh
their frequency by the frequency of the acoustic wave.

In Refs. 1–3 AO 232 directional couplers based on th
AO diffraction of two rays with identical wavelengths o
two intersecting acoustic beams were investigated. The fu
tional possibilities of such switches in a fiber-optic gyr
scope were investigated in Ref. 4. A modified AO switch,
which the optical and acoustic waves propagate in a sin
plane ~the ‘‘planar’’ modification of an AO 232 switch!
was described in Ref. 5. This modification is the most int
esting from the standpoint of implementation in integra
optics. The development of such switches is urgently nee
because the employment of integrated-optical element
fiber-optic gyroscopes is presently considered hig
prospective.6

This paper presents the theory of planar AO 232 direc-
tional couplers, which make it possible to switch optical
diations with different wavelengths. Such switches per
the transmission of two different radiations through a sin
loop, i.e., the production of two independent Sagnac sign
associated with passage around the loop. A method for
culating the switches in widely used planar structures is
scribed. Emphasis is placed on the investigation of switch
in a planar Ti-LiNbO3 structure, which is considered th
most promising material for tasks involving the AO switc
ing of optical radiation,7 since it has been found to have ve
small light losses~less than 1 dB/cm!, as well as a high AO
quality constant.

We note that switches which handle two-color radiati
can be created only on the basis of the AO interaction.

Let us consider the interaction inY-cut Ti-LiNbO3 in-
clined at a small angleb relative to the 0Z optical axis of the
crystal. The proposed modification of an AO 232 direc-
tional coupler is based on anisotropic Bragg diffractio
which permits diffraction of the original radiation in tw

769 Tech. Phys. 42 (7), July 1997 1063-7842/97/0707
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propagating acoustic waves. Figure 1 shows a vector
gram of the interaction in Ti-LiNbO3. The original TE-
polarized optical rays with the wavelengthsl1 and l2

(l1.l2), whose wave vectors are denoted byK and T,
respectively, interact with acoustic waves propagating
thogonally to 0Z8. The rayK diffracts on the acoustic wave
q1 and q2 in the K1 and K2 directions, respectively, andT
diffracts on the acoustic wavesq3 andq4 in the T1 andT2

directions, respectively. The diffracted raysK1 and K2, as
well as T1 andT2, have TM polarization. We note thatK1

andT1 ~as well asK2 andT2) are collinear to one another
This is the condition for the 232 AO switching of two rays
K and T with different wavelengths that overlap in theK1

(T1) andK2 (T2) directions.
Let us determine the parameters of such switching. T

cross sections of the wave vector surfaces of a nega
uniaxial crystal are described in our case by the followi
equations:8,9

Kz
2

Kb
2

1
Kx

2

Ke
2

51 for TE polarization,

Kz
21Kx

25K0
2 for TM polarization. ~1!

For a positive uniaxial crystal Eqs.~1! change places
HereKz andKx are the projections of the light wave vecto
onto the 0Z8 and 0X axes, where the 0Z8 axis is the projec-
tion of the 0Z optical axis onto the waveguide surface of t
crystal; the angle between 0Z8 and 0Z equals b;
K052pn0 /l; Ke52pne /l, whereno andne are the prin-
cipal refractive indices of the film; andKb52pnb /l, where

nb5n0ne~n0
2 sin2 b1ne

2 cos2 b!21/2. ~2!

We shall henceforth assume that the optical radiat
with a wavelengthl1 has the refractive indicesn0 and ne

and that the radiation with the wavelengthl2 has the refrac-
tive indicesN0 andNe .

769-06$10.00 © 1997 American Institute of Physics
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Let the angleg0 betweenK and the 0Z8 axis be as-
signed. Then, from Eq.~1! it is not difficult to obtain the
wave vectorsK, K1, K2, q1, and q2 participating in AO
diffraction ~Fig. 1!:

K5S cos2 g0

Kb
2

1
sin2 g0

Ke
2 D 21/2

,

K15K25K0 , ~3!

sin2 g1512
K1

2

K0
2

cos2 g0 ,

q15K1 sin g12K sin g0 , q25K1 sin g11K sin g0 .

After g1 has been determined, it is not difficult to obta
the AO diffraction parameters for the radiation with th
wavelengthl2:

T5AT0
2 cos2 g11Te

2S 12
T0

2

Tb
2

cos2 g1D ,

T15T25T0 ,

tan g25TeA12
T0

2

Tb
2

cos2 g1•~T0 cosg1!21,

q35T1 sin g11T sin g2 , q45T1 sin g12T sin g2 ,

~4!

whereT052pN0 /l2, T252pNe /l2, Tb52pNb /l2, Nb is
specified according to expression~2! after the replacement
n0→N0 and ne→Ne , and the anglesg0, g1, and g2 are
indicated in Fig. 1.

As an example, let us calculate the parameters for
232 switching of radiations with the wavelengthsl151.0
mm and l250.8 mm in a Ti-LiNbO3 structure. Since the
refractive indices of the Ti-containing layer on the LiNbO3

crystal do not differ very strongly from the refractive indic
of LiNbO3 itself ~the differences are of the order of 0.01!, we
shall use the values ofn0 andne of a LiNbO3 crystal in the

FIG. 1. Vector diagram of an AO 232 directional coupler switching optica
rays with different wavelengths.

770 Tech. Phys. 42 (7), July 1997
e

calculations. Let us consider AO diffraction with TE0�TM0

mode conversion. Diffraction takes place on the transve
wave. Letb55°. Then, assigning, for example,g050.85°,
we can easily find the remaining parameters of the inter
tion: g151.65°, f 15121 MHz, f 25374 MHz, f 35468
MHz, and f 45156 MHz. Here f 1, f 2, f 3, and f 4 are the
frequencies of the acoustic wavesq1, q2, q3, andq4, respec-
tively, which are related by the spectrumf i5qiu/2p, where
u is the velocity of an acoustic wave. It was assumed in
calculations thatu53.843105cm/s. We note that all thes
frequencies can be generated by a single piezoelectric tr
ducer, as is done, for example, in the AO elements use
laser printers10 to independently control six optical channel
As for the frequency band of the transducer, there are p
ently planar AO deflectors, whose band is at;360 MHz on
the 3 dB level~from 120 to 480 MHz!7 and thus completely
covers all the frequencies needed for the functioning of
232 switch described here for handling two-color radiatio

Another modification of the AO 232 switching of two-
color radiation, in which two, instead of four, switching fre
quencies are fully satisfactory, is possible. This modificat
is realized in the case of oblique propagation of the acou
waves relative to the 0X axis. Figure 2 shows the vecto
diagram of the AO diffraction that is the basis of such tran
ducers. Incident optical radiation with the wave vectorK
diffracts on the collinearly propagating acoustic wavesq1

andq2 in theK1 andK2 directions, respectively. The wave
q1 andq2 propagate in the crystal at the anglea to the 0X
axis.

The AO diffraction parameters are determined us
the following procedure. We draw the straight lin
Kz5Kx•tan a1Kp ~wherea is the angle between the acou
tic vectors and the 0X axis andKp is a certain parameter!.
This straight line intersects the wave vector surfaces~1! at
points, whose projections onto the 0X axis equal

Kx1,4
52

Kp tan a

tan2 a11
6A Kp

2 tan2 a

~ tan2 a11!2
2

Kp
22K0

2

tan2 a11
,

FIG. 2. Vector diagram of the AO interaction of optical radiation wi
acoustic waves propagating at an anglea to the 0Z8 axis.
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Kx2,3
52

KpKe
2 tan a

Ke
2 tan2 a1Kb

2

6A Kp
2Ke

4 tan2 a

~Ke
2 tan2 a1Kb

2 !
2

~Kp
22Kb

2 !2Ke
2

Ke
2 tan2 a1Kb

2
. ~5!

Here the Kxi are numbered so that the relatio
Kx1

.Kx2
.Kx3

.Kx4
would hold. From~5! we find the am-

plitudes of the acoustic wave vectors

q15uKx3
2Kx4

u/ cosa, q25uKx1
2Kx3

u/cosa. ~6!

As in Ref. 5, we can setq253q1, i.e., both acoustic
waves are generated by the same transducer:q1 is generated
at the frequency of the first harmonic of the transducer,
q2 is generated at the frequency of the third harmonic.
analysis reveals that the conditionq253q1 can always be
satisfied by adjusting the parameterKp for any a priori as-
signed value of the anglea.

Figure 3 presents plots of the dependence of the
quencyf 1 of the first harmonic ona for the type of diffrac-
tion under consideration when the conditionq253q1 holds
and b55°. Curve 1 was constructed for radiation wit
l250.8mm, and curve2 was plotted forl151.0mm. These
values are perfectly adequate for determining the parame
of the AO 232 switching of two-color radiation on the sam
acoustic waves. For this purpose, we construct curve3,
which is a mirror image of curve2 relative to the vertical
axis. This curve intersects curve1 at a point, whose projec
tions onto the horizontal and vertical axis give the anglea
and the frequencyf 1 of the first harmonic by which the
232 two-color switching of rays with the wavelength
l151 mm andl250.8 mm takes place~in our casea56°
and f 15212 MHz!. It was assumed in the calculations th
the velocity of the sound wave does not depend ona.

The proposed types of 232 switching of two-color ra-
diation can be realized in most planar structures. They
quire that AO diffraction with mode conversio
(TE0�TE1, TE0�TM0, etc.! can occur in the structure. In
this case the cross sections of the wave vector surfaces
be described either by circles of the formKz

21Kx
25K0

2 or by
ellipses of the formKz

2/Kb
21Kx

2/Ke
251 @where Kx , Kz ,

Kb , andKe were defined in Eqs.~1!#, or by a combination of
circles and ellipses, as in the case under consideration h
the values ofK0, Ke , andKb varying from mode to mode

FIG. 3. Dependence of the frequencyf 1 of the first harmonic on the
anglea.
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The procedure described above for determining the par
eters of AO 232 switching is perfectly acceptable in eac
concrete case.

Acoustooptic diffraction with mode conversion has be
observed in many planar structures. For example, anisotr
diffraction in a film of amorphous TeO2 grown on a quartz
substrate was investigated in Ref. 11. Mode conversion
the TE0�TM0 type as a result of AO diffraction in an
As2S3 film grown on a LiNbO3 substrate was considered
Ref. 12. The diffraction efficiency was 93% for an electric
power of 150 mW, a wavelength of the optical radiatio
equal to 1.153mm, and an acoustic frequency equal to 2
MHz. The AO interaction in Ti-LiNbO3 was investigated in
Refs. 7, 13, and 14. The 232 switch in such a structure wa
investigated in Ref. 13 in a somewhat different geometry
which the acoustic waves propagate noncollinearly to o
another. A high AO diffraction efficiency was observed wi
a low level of interference between the channels be
switched~the polarization extinction ratio was greater th
40 dB!. As was noted above, Ti-LiNbO3 structures are pres
ently very promising for the AO switching of optical radia
tion.

The foregoing ideas were tested experimentally in
example of bulk AO diffraction in a TeO2 single crystal.
Figure 4 presents the optical scheme of the experiment.
optical radiationK with the wavelengthl1 impinges on crys-
tal 1 at the angleQ1. Acoustic waves generated by tran
ducer 2 propagate within the crystal. The radiationK dif-
fracts on acoustic waves with the frequenciesf 1 and f 2 in the
directionsK1 andK2, respectively. The radiationT with the
wavelengthl2 (l1.l2) impinges on the face of the crysta
1 at the angleQ2 and diffracts in the crystal on acoust
waves with the frequenciesf 3 and f 4 in theT1 andT2 direc-
tions, respectively. The crystal measured 838310 mm
along the@110#, @11̄0#, and @001# directions, respectively
The transverse acoustic wave generated by LiNbO3 trans-
ducer2 propagated along@110# with a direction of displace-
ment along@11̄0#. The ‘‘planar’’ modification of the 232
switching of two-color radiation with the wavelength
l150.5145 andl250.488mm ~radiation from an Ar laser!
was realized. All the AO diffraction parameters were app
priately recalculated for TeO2. The vector diagram in Fig. 1
was used to select the frequenciesf 1, f 2, f 3, and f 4, by
which 232 switching of the two-color radiation took place
The calculations show that, if, for example, the switchi

FIG. 4. Optical scheme of the experiment.
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FIG. 5. An AO 232 directional coupler in a
fiber-optic gyroscope.
frequenciesf 1532 MHz andf 253 f 1596 MHz are chosen
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for the radiation atl1, the radiation atl2 will be switched by
the frequenciesf 4541 MHz andf 3597 MHz. The frequen-
cies f 1 and f 4 are covered by the band of the first harmon
of the piezoelectric transducer, andf 2 and f 3 are covered by
the band of the third harmonic. The experiment showed
232 switching by these frequencies is, in fact, observ
The corresponding diffracted rays propagate collinearly
one another in the crystal. At the exit from the crystal the
rays are not parallel, the angle between them being of
order of 3258. Some additional experimental investigatio
revealed that a situation in which the diffracted rays leav
the crystal propagate parallel to one another, i.e.,K1 and
T1, as well asK2 and T2, merge with one another, can b
achieved fairly simply by adjusting the angles and frequ
cies. Such a situation was realized, in particular, forf 1532
MHz, f 2598 MHz, f 35110 MHz, andf 4536 MHz. The
frequenciesf 1 and f 4 are covered by the frequency band
the first harmonic of the transducer, andf 2 and f 3 are cov-
ered by the band of the third harmonic. This makes it p
sible to ensure collinear propagation of the switched opt
rays even when there is a medium with a practically arbitr
refractive index~for example, the glass shaping optics of
optical fiber! after the AO cell. In other words, there is
possibility for creating the best conditions for switching o
tical rays propagating along the fiber-optic loop of a gy
scope.

Let us examine the functioning of a 232 directional
coupler in a fiber-optic gyroscope. Figure 5 presents the
tical scheme of a gyroscope. The original optical radiatio
with the wavelengthsl1 and l2, whose frequencies arev1

and v2, are generated by sources1 and 2, respectively.
These radiations are directed at AO directional coupler3 at
the anglesQ1 and Q2 to the 0Z8 axis of the cell, respec
tively. Acoustic waves generated by transducer4 at the fre-
quenciesf 1, f 2, f 3, and f 4 propagate within the cell. Radia
tion 1 diffracts on f 1 and f 2, and radiation2 diffracts on f 3

and f 4. The corresponding diffracted rays are collinear to o
another; they propagate in directions5 and 6 at the same
angleQ3 to the 0Z8 axis. When all the acoustic frequencie
are generated simultaneously, rays with the frequen
v12 f 2 and v11 f 1, which form as a result of the AO dif
fraction of the radiation atl1, as well as rays with the fre
quenciesv21 f 3 andv22 f 4, which form as a result of the
diffraction of the radiation atl2, propagate in directions5

772 Tech. Phys. 42 (7), July 1997
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vector diagram in Fig. 1!. After passage around fiber loop7
in opposite directions these rays reenter AO switch3 and
diffract on the same acoustic waves: the radiation atl1 dif-
fracts onf 1 and f 2, and the radiation atl2 diffracts onf 3 and
f 4. As a result of the repeated diffraction, two rays with t
wavelengthl1 and the frequencyv1 propagate in direction
18 ~the acoustic frequenciesf 1 and f 2 in this case are sys
tematically deducted as a result of double diffraction!. These
rays interfere in photodetector8, which is placed on the path
of ray 18. Two rays at l1 with the frequencies
v1( f 22 f 1) also propagate toward source1. Two rays with
the wavelengthl2 and the frequencyv2 propagate in direc-
tion 28. Here, too, the acoustic frequenciesf 3 and f 4 are
systematically deducted. These rays are directed to phot
tector9. Two rays with the frequencyv21( f 32 f 4) propa-
gate toward source2. The radiations returning to the source
do not disrupt their generation, since they have different f
quencies. Thus, photodetectors8 and 9 detect the Sagnac
signals associated with passage around the loop at the d
ent wavelengthsl1 and l2. We note that rays1 and 18
propagate symmetrically relative to the 0Z8 axis, i.e, at the
same anglesQ1. Rays 2 and 28 are symmetric, and they
propagate at the anglesQ2. Diffracted rays5 and6, as well
as rays10 and11, which do not undergo repeated diffractio
propagate at equal anglesQ3.

The modification just described permits the creation
the best conditions for the entry~departure! of the radiation
at l1 and the radiation atl2 in the fiber-optic loop by inde-
pendently adjusting the intensities and frequencies of
acoustic waves and optimizing the conditions for detect
them in photodetectors8 and 9. This modification permits
the use of the ‘‘zero’’ method for each radiation on an ind
vidual basis and correction of the drift of the zero and p
vides for frequency ‘‘decoupling’’ between the radiations
the sources and the radiations propagating in the fiber lo

The question of the efficiency of the AO interaction in
planar structure is important. We assume that a Rayle
wave propagates inX-cut lithium niobate along theY axis.
The incident and diffracted rays propagate in a planar wa
guide near theZ axis. The efficiency of the diffraction o
optical radiation propagating in a planar structure at
Bragg angle to a surface acoustic wave is given by
expression15
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F l0 L 4 cosQ G
Here d0 is the amplitude of the displacement of the tran
verse component of the Rayleigh wave;l0 and L are the
wavelengths of the light and sound, respectively;L is the
AO interaction length;Ni and Nd are the refractive indices
of the incident and diffracted waves, respective
cosQ5AcosQicosQd, whereQ i andQd are the angles be
tween the incident and diffracted waves and the acou
wave front; andF is the overlap integral, which is defined a

F5

E
2`

0

Ed* ~x! f ~x!Ei~x!dx

AE
2`

`

uEd~x!u2dxE
2`

`

uEi~x!u2dx

. ~8!

Here Ei and Ed are the electric fields of the incident an
diffracted radiations, andf (x) is a function which takes into
account all the mechanisms~effects! that influence AO dif-
fraction. When lithium niobate is employed, this functio
equals

f ~x!5 f A01 f E01 f SR, ~9!

wheref A0 is the component that takes into account the dir
elastooptic effect,f E0 takes into account the piezoelectr
effect, andf SR takes into account the surface strain~surface
perturbation! of the medium

f A0~x!5
L

2pd0
PIJSJ~x!,

f E0~x!5
L

2pd0
r Ikek~x!,

f SR~x!5
L~n221!

2pNiNd
d~x!. ~10!

Here PIJ is the matrix of elastooptic coefficients;SJ is the
distribution of the strain along theX axis caused by the
acoustic wave;r Ik is the matrix of electrooptic coefficients
ek(x) is the electric field appearing as a result of the pie
electric effect;n is the refractive index of the medium; an
d(x) is a Dirac delta function. In most practical cas
f SR! f A0 , f E0; therefore, we can setf SR50.

In our case~a Rayleigh wave propagating inX-cut
lithium niobate along theY axis and light propagating in a
planar waveguide along theZ axis!, only the strain compo-
nentsS1, S2, andS6 and the electric field componentse1 and
e2 are nonzero. Hence, we can determine all the compon
of f (x) using the method described in Ref. 15. In particul
on the basis of formulas~10!, for TE→TE AO diffraction we
have

f A0~x!5
L

2pd0
@P21S11P22S2#,

f E0~x!5
L

2pd0
r 22e2 . ~11!

For TM→TM diffraction we can write
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A0 2pd0
11 1 12 2

f E0~x!5
L

2pd0
r 22e2 . ~12!

For TM→TE diffraction the corresponding expressio
are

f A0~x!5
L

2pd0

P112P12

2
S6 ,

f E0~x!52
L

2pd0
2r 22e1 . ~13!

To obtain the concrete form of all the coefficients
f A0 and f E0 we must know the distributions of the strain
Si and the electric fieldei with respect toX, which, however,
can be obtained only by numerical methods and thus pre
a problem in themselves. A preliminary estimate shows t
the diffraction efficiency in our case will be about 10 tim
smaller than the diffraction efficiency in the geometry that
presently widely used~a Rayleigh wave propagating i
Y-cut lithium niobate along theZ axis and an optical wave
propagating along theX axis!.

This is perfectly acceptable for many problems~particu-
larly for the switching of radiation in systems of fiber-opt
gyroscopes!.

The following conclusions can be drawn on the basis
the results of this work. A method for calculating the para
eters of planar AO 232 directional couplers that switch ray
with different wavelengths has been proposed. The ang
and frequency characteristics of AO 232 switches based on
a planar Ti-LiNbO3 structure have been calculated. The e
periments performed using bulk diffraction in TeO2 have
confirmed the basic theoretical assumptions. The functio
possibilities of an AO 232 directional coupler that switche
rays with different wavelengths in a fiber-optic gyrosco
have been described. A method for calculating the efficie
of the AO interaction in planar structures, which takes in
account both the direct elastooptic effect and the piezoe
tric effect, has been described.
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Electron-beam-induced fluorescence of carbon dioxide clusters. II. Molecular beam

of a
with clusters
S. Ya. Khmel’ and R. G. Sharafutdinov

Institute of Thermal Physics, Russian Academy of Sciences, Siberian Branch, 630090 Novosibirsk, Russia
~Submitted February 8, 1996!
Zh. Tekh. Fiz.67, 63–71~July 1997!

The fluorescence of CO2 clusters excited by an electron beam in a molecular beam formed from
a free jet expansion of carbon dioxide is investigated. Data on the fluorescence of the
clusters are obtained by comparing the electron-beam-induced fluorescence with the signal
appearing in an electronic-fluorescence detector as a result of reflection of the cluster beam from
an obstacle placed after the electron beam, as well as with the intensity of the cluster
beam. It is established that, unlike a jet expansion, for CO2 clusters in a molecular beam the
fluorescence yield from a cluster decreases significantly with increasing cluster size and is very
small for clusters of large size. It is concluded on the basis of the results from an investigation
of the fluorescence of CO2 clusters that the electron-beam-induced fluorescence technique can be
used for measurements in molecular beams with CO2 clusters. ©1997 American Institute
of Physics.@S1063-7842~97!01207-5#
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In our preceding paper1 we examined problems con
cerned with the use of the electron-beam fluorescence~EBIF!
technique in free jet expansions, i.e., gas flows with clust
However, the EBIF technique is also employed in molecu
beams formed from free jets to measure the gas density
the populations of the rotational levels of the molecules.2–4

In a molecular beam with clusters, as in a jet, the infl
ence of the clusters on the results of electron-beam meas
ments, particularly on the electron-beam-induced fluor
cence of the clusters, must be taken into account. On the
hand, the contribution of clusters to the emission of a m
lecular beam can lead to distortion of the results of meas
ments of the parameters of the monomer and, on the o
hand, it can be used to obtain information on the clust
themselves.

This paper examines van der Waals clusters, specific
CO2 clusters. Because of the small binding energy in su
clusters, each molecule retains its own ‘‘individuality
within the cluster and its fluorescence can be regarde
most cases as the fluorescence of an individual molecule
which the remainder of the cluster acts.5,6

As we know, the EBIF technique is based on a seque
of processes involving excitation of the molecules by el
tron impact and spontaneous emission. Differences betw
the fluorescence of monomers and clusters can be expe
because of dissimilarities in any step of the sequence
excitation-emission processes. The following dissimilarit
are possible. First, the excitation cross section of the m
ecules in a cluster can differ from the excitation cross sec
of the free molecules. Second, the fluorescence intensity
cluster molecule can differ from that of the free molecu
for the following reasons: changes in the transition proba
ity from the excited state of a molecule in a cluster, quen
ing of the fluorescence of an excited molecule in a clus
and ejection of an excited molecule from a cluster upon fr
mentation. Third, the fluorescence spectrum can vary, s
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certain molecule can be altered by the action of the rem
der of the cluster on that molecule.

To study the fluorescence of clusters in a molecu
beam, the optical signal must be compared with a quan
that is proportional to the total density of the gas-condens
mixture, i.e., the total number of molecules in a unit volum
in the free and bound states. The fluorescence of clusters
jet was investigated in a similar manner, and the x-ray sig
was employed as the quantity that is proportional to the to
density in Ref. 1. In the present case we propose using
intensity of the molecular beamI ~the number of molecules
intersecting a unit area of a transverse section of the b
per unit time!. This quantity is measured by an intensi
sensor,7 even in a molecular beam with van der Waa
clusters,8

I 5nmvm1nclvcl . ~1!

Herevm andvcl are the velocities of the molecules and clu
ters;nm andncl are the number densities of the monomers
the gas phase and in the bound state~i.e., in clusters!; and
ncl5(NNnN , where N is the cluster size~the number of
monomers in the cluster andnN is the number density of the
clusters of sizeN.

In a jet expansion the velocity increases due to the
lease of the heat of condensation into the flow.8 For example,
it was shown in Refs. 9 and 10 that as the backing press
varies in the rangeP0582609 kPa the velocity of the
monomers in a carbon dioxide jet increases by about 2
and the velocity of the clusters is not much less than
velocity of the monomers and also increases to a small
tent. Accordingly, we have a similar picture in a molecu
beam, which means that

I'~nm1ncl!vm'nV, ~2!

wheren5nm1ncl is the total density andV is the velocity of
the gas at low pressures before the onset of condensatio

775-08$10.00 © 1997 American Institute of Physics
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proportional to the total density of the gas-condensate m
ture to within the variation of the velocity.

Let us briefly describe some features of the formation
a cluster beam from a jet expansion. The fraction of
condensate and the cluster size in a jet expansion are d
mined by the stagnation parametersP0 and T0 and by the
nozzle diameterd* .11,12 The fraction of the condensate
even at high pressures, or, as is said, in a regime with de
oped condensation, is of the order of 30% and increases
slightly as the pressure rises further. The cluster size
increase without bound as the pressure is increased. T
parameters depend weakly on the distance to the nozzle
is appreciably greater than the nozzle-condensation front
tance. In the molecular beam formed from a jet expans
the mean cluster size is somewhat greater than in the jet,
the fraction of the condensate is significantly higher due
enrichment of the beam with clusters as a result of the
ferences in the thermal dispersion of the monomers and c
ters, i.e, the light and heavy components. Its intensity
creases sharply for the same reason. The fraction
condensate in a molecular beam generally exceeds 90%~see
Refs. 8 and 13! at sufficiently large values ofP0. This is the
main advantage of using a molecular beam to investigate
fluorescence of the clusters in front of a free jet. The m
disadvantage is the weakness of the signal.

The electron-beam-induced fluorescence of N2 clusters
in a molecular beam was first investigated in the man
indicated above in Ref. 4. This method was subseque
developed in several studies14–18 of the fluorescence o
CO2, N2O, H2O, and N2 clusters excited by a low-energ
electron beam in a molecular beam. In Ref. 10 the opt
signal of a CO2 cluster beam excited by electron impact w
compared with the theoretical value of the total density. T
fluorescence of clusters can be excited not only by elec
impact, but also by photon irradiation. Therefore, we me
tion a review of the work performed on the fluorescence
inert gas clusters in molecular beams excited by synchro
radiation.5

The purpose of the present work is to investigate
electron-beam-induced fluorescence of CO2 as applied to di-
agnostics in a molecular beam with clusters.

EXPERIMENT

The experiments were carried out on the VS-4 lo
density gas-dynamic facility of the Institute of High
Temperature Physics of the Siberian Branch of the Rus
Academy of Sciences.19 The equipment used in the prese
work is schematically represented in Fig. 1.

Gas source1 was an axisymmetric sonic nozzle with
diameterd* 50.95 mm. The pressure in the prechamber
the backing pressure was varied in the range 8–609 kPa
nozzle temperature being held at the room-temperature l
and monitored using thermocouple2. The gas from the
source expanded in the vacuum chamber, which was ev
ated by booster pumps with a throughput of 35 000 lite
and a liquid nitrogen cryogenic pump with a throughput
CO2 as high as 20 g/s. This enabled us to maintain the p
sure in the vacuum chamber at the 0.1–1 Pa level in
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working regimes with consumption of a gas. Technical-gra
carbon dioxide was employed as the working gas with
additional purification.

A molecular-beam system was installed within the wo
ing chamber of the VS-4 facility for time-of-flight measure
ments. The molecular beam was formed from the jet
skimmer 3 and collimator4 The diameter of the skimme
~the conical diaphragm! was 3.23 mm, and the collimato
had a rectangular shape and measured 2.539.6 mm. The
time-of-flight analysis was carried out according to an or
nary scheme. Beam chopper5, a disk with two slits rotating
at 180 Hz, sliced out bunches of molecules, which w
picked up by a detector after traversing a definite distan
which is called the time-of-flight base.

In the present case an electronic-fluorescence dete
that we developed3 was used instead of the traditional ion
ization detector. It consists of electron beam6 ~its diameter
is '122 mm, the energy of the electrons is 5.5 keV, t
current is'20 mA, and the distance from the point whe
the beam emerges from the electron gun to the collecto
.190 mm!, optical system7 for collecting the radiation,
whose parts were made from quartz, and FE´ U-39A photo-
multiplier 8. The distance between the beam chopper and
electron beam, or the time-of-flight base, was equal to 2
mm, and the distance between the skimmer and the b
chopper was 245 mm. The photomultiplier was mounted
a two-component coordinate placer, which made it poss
to adjust it and to obtain transverse profiles of the molecu
beam. The optical system and the photomultiplier provid
for the detection of radiation in the spectral range 200–6
nm.

It is seen from this description that the employment of
electronic-fluorescence detector is equivalent to the use
the EBIF technique in a molecular beam. The main difficu
arising here is the low level of the effective signal, th
signal-to-noise ratio usually being,1. It was overcome by a
signal accumulation system. An accumulation system ba
on a multichannel analyzer in a standard CAMAC crate c
trolled by an Élektronika-60 minicomputer permits the acc
mulation of 1000 signals during 1.5 min, the time-of-flig
signal being divided into 1000 temporal channels.

FIG. 1. Experimental setup.
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RESULTS

A time-of-flight system with an electronic-fluorescen
detector3 was used in the present work to investigate
electron-beam-induced fluorescence of CO2 clusters in a mo-
lecular beam. Plots of the dependence of the amplitude o
time-of-flight signal~i.e., the radiation excited by the elec
tron beam! on the backing pressure, the nozzle–skimmer d
tance, etc. were obtained. This technique is similar to mo
lation of a molecular beam with synchronous detection at
modulation frequency.

In the case of electron-beam excitation, the fluoresce
spectrum of the rarefied carbon dioxide, including the c
densed CO2 in the jet, contains only bands belonging to t
molecular ion.20–22The spectral characteristics of the optic
system and the photomultiplier provided for the simul
neous recording of the fluorescence in theA2X and B2X
band systems of CO2

1 .
When an electronic-fluorescence detector is used, the

stacle placed after the electron beam makes it possibl
record the cluster component of the molecular beam.9 The
clusters striking the surface of the obstacle undergo fragm
tation, and the monomers and lighter clusters formed
back from the surface, enter the electron beam, undergo
citation, and emit radiation, causing the appearance of a
ond peak in the time-of-flight signal. This peak is al
present in an ordinary molecular beam, but it is very we
and the presence of clusters sharply enhances it. Let us d
onstrate this. Figure 2 presents the dependence of the t
of-flight signal on the backing pressure. In this case the l
of the optical system for collecting the radiation served
the obstacle. At low pressures we have an ordinary time
flight signal.23 As the pressure is increased, condensation
gins in the jet,1,11,16,21and clusters appear in the molecul

FIG. 2. Evolution of the form of the time-of-flight signal as a function of t
backing pressure in a molecular beam formed from a carbon dioxide
expansion.d* 50.95 mm; T05293 K; nozzle–skimmer distancex, mm
(P0, kPa!: a — 65 ~8.5!, b — 230~101!, c — 360~608!.
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beam formed from the jet. Under such conditions the tim
of-flight signal shifts toward shorter flight times, and, in a
dition, at pressures above a certain value a second si
appears at flight times longer than those of the first signal
these measurements the nozzle–skimmer distance is v
so that the influence of the skimmer interaction and scat
ing on the background gas on the form of the signal wo
be eliminated.24

Figure 3 shows the variation of the shape of the bimo
time-of-flight signal as a function of the detector geomet
The first signal corresponds to a small electron-beam/l
distance, the second signal corresponds to a large dista
and in the third case this distance was also large, but a tr
parent quartz plate was placed between the lens and
beam. It is seen from the figure that as the electron-be
lens distance is increased, the second peak in the time
flight signal vanishes. However, when there is an obsta
between the electron beam and the lens, the second
reappears. Thus, an obstacle placed at a small distance
the electron beam can, in fact, serve as a probe for the clu
component of the molecular beam.

The first peak of the time-of-flight signal is formed b
the emission of the monomers and clusters, the contribu
of the latter, unlike that of the monomers, being unknow
The second peak in the time-of-flight signal reflects only
behavior of the cluster component. By comparing the dep
dences of the amplitudes of the first and second peaks on
backing pressure, the nozzle–skimmer distance, the b
ground pressure, etc. we can qualitatively estimate the c

et

FIG. 3. Evolution of the form of the time-of-flight signal as a function of th
detector geometry. Electron-beam/lens distancez, a — 80, b — 158, c —
158 mm~a plate of quartz glass was placed at a distance of 37 mm betw
the electron beam and the lens!; d* 50.95 mm,T05285 K, P05608 kPa,
x5360 mm.
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FIG. 4. Dependence of the amplitude of the first (S1, s) and second (S2, 1) peaks of the time-of-flight signal on the distancex. d* 50.95 mm,T05293 K;
P0, kPa: a — 8, b —101, c — 203, d — 608.
tribution of the clusters to the emission of the molecular
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Figure 4 presents plots of the amplitudes of the fi

(S1) and second (S2) peaks as functions of the distance f
several pressures. All the values are presented in relative
comparable units of measure. The first of these plots~Fig.
4a! corresponds to an ordinary time-of-flight signal consi
ing of one peak. Its amplitude at first increases with incre
ing distance, but after a maximum has been achieved
certain distance, it begins to decrease quite sharply. S
behavior of the amplitude of the time-of-flight signal corr
sponds well with the literature data23,25 and is attributed to
the influence of the skimmer interaction at small distan
and the influence of scattering on the background gas at l
distances. A bimodal time-of-flight signal is observed for t
remaining pressures~Figs. 4b–d!. The behaviors of the am
plitude of the first peak of the bimodal signal and the amp
tude of an ordinary time-of-flight signal are similar to on
another, but differ fundamentally from the behavior of t
amplitude of the second peak of the bimodal signal over
entire range of pressures. The amplitude of the second p
decreases monotonically with increasing distance
scarcely depends either on the skimmer interaction or
scattering on the background gas.

Figure 5 presents plots of the dependence of the am
tude of the first (S1) and second (S2) peaks of the time-of-
flight signal on the pressure of the background gasPH . Con-
ditions with a fairly pronounced bimodal type of signal we
selected here, the skimmer being at a distance from
nozzle at which scattering on the background gas alre
begins to influence the amplitude ofS1. For clarity, the figure
shows the evolution of the shape of the time-of-flight sig
as PH is varied. Just as in the preceding case~Fig. 4!, the
second peak is significantly more conservative toward s
tering on the background gas than the first peak. Also, w
S2 decreases by about 1.5 fold as the pressure rises,S1 de-
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the bimodal signal reflects the behavior of the cluster co
ponent of the molecular beam. Thus, it follows from the da
presented above that the first peak of the bimodal time-
flight signal is formed predominantly by the emission of th
monomers, while the contribution of the clusters is insigni
cant. Thus, when a molecular beam with CO2 clusters is
excited by a high-energy electron beam, it can be conclud
that the clusters make a smaller contribution to the emiss
detected than do the monomers. If it is taken into accou
that the fraction of the condensate in the molecular bea
exceeds 90% at fairly large values ofP0, the intensity of the
electron-beam-induced fluorescence per cluster molecule
much smaller than the analogous value for the free m
ecules.

FIG. 5. Dependence of the amplitude of the first (S1, s) and second (S2,
1) peaks of the time-of-flight signal on the pressure of the background
PH . d* 50.95 mm,T05293 K; P05354.6 kPa,x5550 mm.
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This result can be obtained by another, more general
exact method, which was mentioned in the Introduction, v
by comparing the optical signal with the intensity of th
molecular beam. The latter was not measured in the pre
work. However, the optical signal that we obtained can
compared with the intensity data of other investigators.14–16

In general, such a comparison must be made for condit
that are free of the skimmer interaction and scattering on
background gas. In those measurements the nozzle–skim
distance was adjusted so that the influence of both factor
the form of the signal would be eliminated. A procedure
determining the conditions under which the influence
these factors is insignificant was described in Ref. 24. A
proximately the same conditions exist at the distances co
sponding to the positions of the maxima on the curves
Fig. 4.

Figure 6 presents plots of the dependence of the op
signalJ of the molecular beam measured in the present w
~curve 4! and the total intensityI of a molecular beam
formed from a CO2 jet ~curve1!14–16on the backing pressur
P0. The zeroth moment of the time-of-flight signal served
the optical signal.3,26 This is preferable to using its ampl
tude. An electronic-fluorescence detector scheme wh
eliminates the appearance of the second peak was chose
these measurements.

In the figure all the amplitudes ‘‘merge’’ with one an
other atP058 kPa in the absence of condensation. The
periments in Refs. 14–16 were carried out under the follo
ing conditions:d* 51 mm, T0'280 K, P0582300 kPa,
ds53.5 mm, andx5100 mm. In the present work the con
ditions were as follows: d* 50.95 mm, T0'283 K,
P0582609 kPa,ds53.23 mm, andx5652360. As we see
the conditions are fairly similar.

It was noted in the Introduction that the total intensity
approximately proportional to the total density of the m
lecular beam. Thus, the only obstacle to correctly compa
the values ofI andJ in Fig. 6 is the difference between th

FIG. 6. Dependence of the intensity~1! and the optical signal~2–5! of the
molecular beam formed from a CO2 jet expansion on the backing pressu
~2 — visible region of the spectrum,3–5 — ultraviolet region of the spec-
trum, arrow —P0 for N'600; x, mm: 3 — 100, 4 — 65–360,5 — 100;
1–3 — data from Refs. 14–16,4 and5 — data from the present work.
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This distance is variable for curve4: it increases with in-
creasing pressure, and it is greater than the distance in R
14–16 aboveP0'24 kPa. This means that in Refs. 14–1
the molecular beam formed under conditions with a sign
cant skimmer interaction atP0.24 kPa~compare Fig. 4!.
However, this does not introduce a large error into the m
surements of the intensity in the cluster beam, since m
than 90% of it is determined by the cluster component
sufficiently high values ofP0,8,13 and the cluster componen
is conservative toward the skimmer interaction.

To correctly compare the values ofJ andI ~curves1 and
4! in Fig. 6, we correct the values of the optical signal, i.
we adjust them to the distancex5100 mm. This correction
can easily be made using the results of measurements sim
to those presented in Fig. 4, but taken forT0'285 K. We
take the amplitudes of the first peakS1 of the time-of-flight
signal at the distancex5100 mm as the optical signal. Curv
5, which corresponds to the data indicated, is apprecia
lower than curve4. This is a consequence of the strong skim
mer interaction, which primarily influences the light comp
nent of the molecular beam and significantly reduces
density of the monomers in it.

It follows from the results presented that, asP0 in-
creases, its intensity~curve 1! increases sharply when con
densation begins in the jet and clusters appear in the mol
lar beam formed from that jet, while the optical signal
approximately constant or even decreases~curves4 and5!.

DISCUSSION

The intensity of the optical emission from a cluster bea
JDl is specified by the expression

JDl5b~nm1ancl!. ~3!

Hereb is the fluorescence intensity per molecule of the g
phase;b5(JDl /n)0, where the subscript 0 refers to the g
phase;a is the fluorescence yield of the clusters~the fluo-
rescence intensity per cluster molecule normalized to
value for the gas phase!; and a5(JDl)cl /nclb, where
(JDl)cl is the cluster component of the intensity of the optic
emission of the gas-condensate mixture.

Then we can express the ratio of the optical signal to
intensity of the molecular beam in the following manne
taking into account Eqs.~3! and ~1! and the normalization
used in Fig. 6:

JDl

I
5

~nm1ancl!V

nmvm1nclvcl
. ~4!

If the insignificant variation of the velocity withP0 is
neglected, thenV'vm'vcl , and Eq.~4! can be rewritten in
the form

JDl

I
'

nm1ancl

nm1ncl
.a. ~5!

This ratio can be used to obtain an upper estimate
a, since it follows from the data presented above th
a,1.
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Thus, it follows from the plots presented in Fig. 6 that
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a!1 at sufficiently large values ofP0 and that for clusters
of sufficiently large size the intensity of the electron-bea
induced fluorescence per cluster molecule is much sma
than the analogous value for the free molecules. An estim
based on the stagnation parameters, the use of the simil
relations in Ref. 11, and the data from the electron diffr
tion measurements in Refs. 26 and 27 shows that the m
cluster size at the maximum value ofP0 is N'7000. The
cluster size is known to increase with increasingP0.11 There-
fore, it also follows from Fig. 6 that the fluorescence yield
the clusters in the molecular beam decreases as their
increases. This finding is qualitatively consistent with t
data in Refs. 14–17 on the fluorescence yield of CO2 clusters
in a molecular beam. We note that the only significant d
ference between our data and the data in Refs. 14–17
the energy of the exciting electron beam: 5.5 keV as oppo
to 90 eV.

It was established in the preceding study1 that the CO2

clusters in a jet expansion emit at the wavelengths of
monomers with a fairly high efficiency per molecu
(a'0.520.7) when they are excited by an electron be
with an energy of 14 keV. The size dependence is insign
cant. For example, as follows from Ref. 1, the fluoresce
yield of CO2 clusters with an average sizeN̄'600 is equal to
'0.520.7 in a jet, but according to the plot in Fig. 6, th
value for clusters of the same size in a molecular beam
much less than unity. In both cases the mean size was
mated from the stagnation parameters using the simila
relations and results in Ref. 27.

Thus, there is an inconsistency between the result
Ref. 1 and the present work. Let us try to account for it
was shown in Ref. 1 for a jet expansion that a mechanism
the appearance of emission by a CO2 cluster involving the
ejection of an excited molecule from the cluster upon fra
mentation operates when it is excited by electron impa
The same mechanism for the appearance of fluoresc
from clusters apparently operates in a molecular beam.
this mechanism accounts for the results of the investigat
of the fluorescence of CO2 clusters in a molecular beam i
Refs. 14–17. It was established in Ref. 4 that the fluor
cence spectrum of a cluster beam of nitrogen excited by e
tron impact does not differ from the fluorescence spectrum
the gas phase. This is also an argument in favor of
mechanism with fragmentation. In our opinion, the stro
difference between the fluorescence yields of CO2 clusters in
a jet and a molecular beam is due to the change in the p
state of the clusters~they pass from the liquid to the soli
state! and possibly to the change in their temperature.

Carbon dioxide clusters in a molecular beam have
crystalline structure when their size exceedsN̄'50, and their
temperature falls in the rangeT'1102120 K and does no
depend on the stagnation parameters or the cluster size,
molecular beam formed from a jet of the pure gas.27 On the
other hand, van der Waals clusters form in the liquid state
a jet, and only afterwards can they become solid as they
in the jet as a result of heat exchange with the gas and ev
rative cooling,28 while in a molecular beam they are gene
ally in the solid state due to evaporative cooling. This w
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the phase transition of nitrogen clusters in a jet were inv
tigated using coherent anti-Stokes Raman spectrosc
~CARS!, as well as in Ref. 30, where similar investigatio
were carried out for carbon tetrachloride clusters using e
tron diffraction analysis in a jet. Thus, CO2 clusters appar-
ently form in the liquid state in a jet. Then, as they mo
away from the place where they formed, a phase transi
begins in them, and in the molecular beam they exist in
solid state.

Therefore, the observed difference in the fluoresce
yield can be described within the proposed process for
mechanism of the appearance of emission by clusters
fragmentation. In a jet expansion an excited molecular
formed within a cluster has sufficient energy to leave
‘‘liquid’’ ~weakly bound! cluster upon fragmentation, as oc
curs. In a molecular beam this energy is insufficient fo
cluster of the same size, since the cluster is in the solid s
and additional energy is needed to deform the lattice. A
result, the ion remains within the cluster, and its electr
excitation decays nonradiatively. However, if a molecu
ion forms from the surface of a cluster, it can apparen
detach itself from the cluster and make a contribution to
emission. Under the condition of equally probable positio
ing of the charge in the bulk of a cluster, its fluorescen
yield should decrease as its size increases, since the rat
the surface of the cluster to its volume decreases in inve
proportion to the size. Thus, the fluorescence yield of
clusters in a molecular beam dependence on the cluster
and is small for fairly large clusters. On the other hand
such a dependence exists at all in a jet, it is significan
weaker, and the fluorescence yield depends primarily on
phase state and the temperature of the clusters.

Apart from these two reasons for the fluorescence yi
to be smaller in a molecular beam than in a jet, there is
more reason. The mean cluster size is greater in a molec
beam than in a jet at the same backing pressure. This is
to the dissimilar thermal dispersion of clusters of differe
size in a molecular beam, which becomes enriched w
heavy clusters.31 However, in our opinion, this effect is no
strong enough to cause such a radical difference in the fl
rescence yield. For example, the size of Ar clusters
'50% greater in a molecular beam than in a jet at the sa
backing pressure in the range of cluster sizes from 500
2000.31

It was pointed out above that our results are qualitativ
consistent with the data from Refs. 14–17. Let us now try
compare them quantitatively. However, we first point ou
methodical error which was made in Refs. 14–16 in cal
lating the fluorescence yield of the clustersa ~the latter is an
intermediate quantity, which was used in Refs. 14–16
determine the emission probability of a molecule excited i
clusterw after taking into account the excitation cross se
tion s: a;ws). Expression~5! was used to calculate it. Th
value of the monomer density used was obtained in the
lowing manner: the gas-dynamic parameters~primarily, the
density of the molecules! in the jet expansion were first ca
culated, and then the usual model for the formation o
molecular beam23,25 was used to determine the monom
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density in it. However, this cannot be done for the following
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reasons. First, the model of the formation of a molecu
beam presumes the absence of perturbing factors. In R
14–16 the beam formed under the conditions of a str
skimmer interaction. This has already been pointed ou
describing Fig. 6. Second, it is known from the same mo
that

nb5ns~r 2/L2!S2,

wherenb is the density of the monomers in the molecu
beam in the region of the detector,ns is the density of the gas
in the jet before the skimmer,r is the radius of the skimmer
L is the skimmer-detector distance,S is the velocity ratio in
the jet in the region of the skimmer~equilibrium or ‘‘perpen-
dicular,’’ depending on the flow regime!, S25mV2/2kT, m
is the mass of the monomer,k is Boltzmann’s constant, an
T is the temperature.

The calculations of the gas-dynamic parameters in a
expansion performed in Refs. 14–16 were one-dimensio
and did not take into account the lack of equilibrium betwe
the monomers and clusters. This could have led to a la
error in the value of the velocity ratio and thus in the calc
lated value ofnb . Apparently, taking this circumstance int
account, Vostrikovet al.14–16have abandoned this procedu
in their more recent work.17,18 Therefore, the value for large
CO2 clusters in Ref. 17 differs from the data in Refs. 14–
by an order of magnitude. Unfortunately, the specific meth
used to determine the monomer density in the cluster b
was not indicated in Refs. 17 and 18.

In our opinion, this problem can be solved using t
time-of-flight method proposed in Refs. 8 and 13. Ifvm and
vcl are additionally measured by the methods from Re
8–10, the fluorescence yield of the clusters can be corre
determined using expression~4!.

Thus, only the primary data in Refs. 14–16 and t
present investigation, particularly the optical signals obtain
in the two cases, can be compared. As we have alre
pointed out, this possibility exists, because the experime
conditions are sufficiently similar. In Fig. 6 the correspon
ing optical signals for a nozzle–skimmer distancex5100
mm are represented by curves2 and 3 ~Refs. 14–16, the
visible and ultraviolet regions of the spectrum!, as well as
curve 5 ~the present work!. All three values ‘‘merge’’ with
one another at a minimal pressure in the absence of con
sation. As is seen from this figure, the data obtained in R
14–16 are markedly greater in amplitude than the result
the measurements in the present work. In our opinion, su
situation is possible for the following reasons: first, beca
of the difference between the energies of the exciting e
trons, and, second, because of the background illumina
In Refs. 14–16 the electron gun unit was located in the fi
of vision of the photomultiplier. This could have resulted
background illumination due to the cathodoluminesce
caused by collisions of the electrons with parts of the el
tron gun unit. These electrons can be primary electrons s
tered on clusters and secondary electrons formed in clus
as well as other types of electrons. In this case the ba
ground cannot be ‘‘cut off’’ using modulation of the clust
beam and synchronous detection at the modulation
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amplitude of the effective signal of the molecular beam, t
can be a serious problem. We note that a long-focus elec
gun was used in the present work; therefore, there were
solid surfaces in the region of the electron beam in the fi
of vision of the optical system.

Let us now turn to the electron-beam-induced fluor
cence diagnostics of molecular beams with CO2 clusters. As
follows from the present work and Refs. 14–17, the clust
make a contribution to the emission at the wavelengths of
monomers; however, the fluorescence yield decreases
nificantly as the cluster size increases, and it is very small
clusters of large size. The small fluorescence yield of
clusters in a molecular beam makes the use of the E
technique in it far more productive than in a jet.1 Here the
main contribution to the fluorescence is made by the mo
mers.

When the EBIF technique is used in cluster beams,
can take advantage of the fact that, roughly speaking, c
ters do not emit, while monomers do. Thus, the problem
separating the monomer and cluster signals is solved
time-of-flight measurements the signal obtained correspo
to the monomer component of the cluster beam. This perm
measurement of the velocity distribution function of th
monomers in a molecular beam with clusters and, theref
in the jet expansion from which the beam formed.9,10

The measured distribution function can be used to de
mine the monomer component of the intensity of the clus
beam. If the total intensity of the cluster beam is record
using an intensity sensor simultaneously with the time-
flight measurements, the relative intensity of the monom
or clusters~the fraction of monomers or condensate in t
flux! can be found, in analogy to what was done in Ref.

Finally, the last example regarding the use of the EB
technique in a cluster beam is the measurement of the ve
ity of the clusters according to the method proposed in R
10. It was pointed out above that the obstacle placed after
electron beam can serve as a probe for the cluster compo
of a molecular beam.9 Therefore, recording the time-of-fligh
signal with and without an obstacle permits determination
the velocity of the clusters.

CONCLUSIONS

The fluorescence of CO2 clusters excited by electron im
pact in a molecular beam with clusters was investigated
the present work. For this purpose, the electron-bea
induced fluorescence was compared with the signal app
ing in an electronic-fluorescence detector as a result of
flection of the cluster beam from an obstacle placed after
electron beam, as well as with the intensity of the clus
beam.

It has been established for CO2 clusters in a molecular
beam, as opposed to a jet expansion, that the fluoresc
yield of the clusters decreases significantly with increas
cluster size and is very small for clusters of large size. T
difference between the fluorescence properties of the clus
in a molecular beam and a jet is apparently attributable to
change in their phase state~they undergo a transition from

781S. Ya. Khmel’ and R. G. Sharafutdinov



the liquid state to the solid state!, and possibly to the change
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in the temperature of the clusters.
On the basis of the data obtained on the fluorescenc

CO2 clusters it has been included that the EBIF techniq
can be used in a molecular beam with clusters to measure
velocity and temperature of the monomers, as well as
velocity of the clusters within the time-of-flight method.
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Thermoluminescence of corundum containing anion defects following ultraviolet laser

and x irradiation

V. S. Kortov, A. I. Syurdo, and F. F. Sharafutdinov

Ural State Technical University, 620002 Ekaterinburg, Russia
~Submitted February 14, 1996!
Zh. Tekh. Fiz.67, 72–76~July 1997!

The thermoluminescence of single crystals of corundum containing anion defects following x-ray
and laser excitation is investigated. Its features in the luminescence bands of F, F1, and
Cr31 centers are studied. Synchronous measurements of the thermoluminescence and thermally
stimulated exoelectron emission are performed by the fractional glow technique following
x-ray and laser excitation of the samples. It follows from the results obtained that several traps
are active in the temperature range of the principal dosimetric peak~400–500 K!. The
spectral sensitivity curve contains maxima corresponding to absorption bands of F, F1, and Ali

1

centers. A possible mechanism for the recombination luminescence of F centers is discussed.
It is found that the material exhibits high sensitivity to small doses of ultraviolet laser radiation.
© 1997 American Institute of Physics.@S1063-7842~97!01307-X#
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The role of optical, including laser, radiation in techn
logical processes, medical practice, and scientific rese
has increased considerably in the recent period. The b
spectral range and the great diversity of the temporal
power characteristics of the radiation employed make it
ficult to measure them by the most widely used electro
methods and have stimulated the development of minia
integrating detectors. Various physical effects can be use
detect optical radiation using such detectors. Measurem
of high-intensity optical fluxes can be performed by utilizin
the photochromic effect, photorefraction, and electron s
resonance. The detection of small doses~scattered radiation
presents a great danger in practical work! requires highly
sensitive detector materials. Since one of the most sens
and relatively simple methods for obtaining dosimetric info
mation is thermally stimulated luminescence~TSL!, it is
preferable to select one of the crystal phosphors employe
TSL dosimetry as the detector material.

During the last 20–25 years aluminum oxide has be
repeatedly proposed as a sensitive medium for ultravi
~UV! radiation.1,2 It was noted in Ref. 3 that detectors bas
on corundum containing anion defects can be used in
dosimetry of UV radiation. Some experimental eviden
supporting this was obtained in Ref. 4.

The purpose of the present work is to study the featu
of the TSL and thermally stimulated exoelectron emiss
~TSEE! of corundum containing anion defects after optic
~including laser! and x-ray excitation, as well as its dosime
ric properties on UV laser irradiation.

SAMPLES AND MEASUREMENT METHOD

Single crystals ofa-Al2O3 without specially introduced
dopants were investigated in this work. Oxygen vacanc
were created by growing the crystals in a strong reduc
medium. Their concentration in the samples investiga
amounted to;1018 cm23.
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anode, 50 kV, 10 mA!. An LGI-21 nitrogen laser (l5337
nm! and a DDS-30 deuterium lamp were employed for op
cal excitation.

The spectral distribution of the TSL and its excitatio
spectra was measured by previously described methods5 us-
ing an SDD-2 system and an MSD-1 monochromator. T
TSL excitation spectra were corrected using a fluoresc
source of quanta. The luminescence spectra were corre
using a standard lamp. The thermoluminescence meas
ments were performed with a constant heating rate on a
cially adapted ENDOVA-50 system. In the comparative e
periments the heating rate was 2 K/s. An FE´ U-106 ~or FÉU-
39A! photomultiplier operating in the photon-counting mo
served as the radiation detector. The luminescence ban
1.8, 3.0, and 3.8 eV in the TSL spectrum were isolated
interference filters with a maximum transmission equal
30–35% and a half-width of the transmission band equa
10–15 nm, as well as by an MSD-1 monochromator. S
chronous TSL and TSEE measurements were performed
ing the fractional glow technique on a previously describ
experimental apparatus.6

RESULTS

Crystals of corundum containing anion defects exhi
TSL with a dominant peak at 460 K after laser irradiation
337 nm. Its intensity and total light yield correlate with th
dose of laser radiation. The spectral distribution of the T
peak at 460 K is predominated by violet~3.0 eV! and red
~1.8 eV! luminescence. The luminescence at 3.0 eV is cau
by F centers, and the luminescence at 1.8 eV is caused b
chromium impurity.1,7

The spectral composition of the principal dosimet
peak at 430 K after x-ray excitation is dominated by t
luminescence of F centers. In addition, there is luminesce
from F1 and Cr31 centers~3.8 eV!.7 Figure 1 presents the
TSL curves recorded in each of these luminescence band
a-Al2O3 after x-ray excitation~curves1, 2, and4! and in the

783-05$10.00 © 1997 American Institute of Physics
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band at 3.02 eV after excitation by laser radiation~curve3!.
The TSL peaks of the x-irradiated sample in the bands at
eV ~XTSL3.0) and 3.8 eV~XTSL3.8) exhibit second-order
kinetics ~the geometric factorm50.56). The shape of the
TSL curves recorded in the band at 1.8 eV after x irradiat
~XTSL1.8) and in the band at 3.0 eV after photoexcitati
~PTSL3.0), including laser excitation, corresponds to firs
order kinetics (m50.4220.46). It should be noted that a
equal total emitted light yields the PTSL3.0 peaks have a
temperature at the maximum that is 10–25 K higher than
corresponding value for the XTSL3.0 peaks, and the PTSL

3.8 yield is considerably lower than the XTSL3.8 yield.
Figure 2 presents plots of the temperature dependenc

the maximum TSL3.0 ~curve1! and TSEE~curve3! intensi-
ties in cycles obtained by the fractional glow technique,
well as plots of the temperature dependence of the m
activation energy for TSEE (^ETSEE&, curve 4! and TSL
(^ETSL&, curve2! after excitation of the sample by x radia
tion. The TSEE peak is shifted 10 K toward higher tempe
tures relative to the TSL peak,^ETSEE& equals 1.56 eV and
remains constant over the entire temperature range of
peak, and^ETSL& reaches a maximum atT53852395 K
~1.56 eV! and decreases to 0.57 eV atT5455 K. In the
temperature range 440–450 K the^ETSL&(T) curve has a
segment with a practically constant activation ene
(^ETSL&'0.7 eV!. It should be noted that at comparable TS
intensities the samples irradiated by laser radiation h
lower exoelectron emission activity than the x-irradiat
samples, making it difficult to perform measurements us
the fractional glow technique to determine the kinetic para
eters. Thê ETSL&(T) curve recorded after laser irradiation

FIG. 1. Thermoluminescence curves ofa-Al2O3 in the temperature range o
the principal dosimetric peak for a constant heating rate of 2 K/s.1, 2, 4 —
x-ray excitation,3 — laser irradiation. Position of the band, eV:1, 3 — 3.0;
2 — 3.8; 4 — 1.8.
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similar to the^ETSL&(T) curve for the x-irradiated sample
but the mean activation energy decreases smoothly on
high-temperature side of the peak at 440–450 K~Fig. 3,
curve2!.

An examination of the reproducibility of the results o
the TSL measurements with a constant heating rate reve
a decrease in the intensity of the peak~460 K! for the
samples subjected to laser irradiation. Figure 4 shows
decrease in the PTSL3.0 yield in successive measureme
cycles ~the dose of laser radiation was 250 mJ/cm2). After
eight cycles, the intensity of the PTSL peak decreased m
than 20-fold. The sensitivity was partially restored after t
samples were annealed at 900–1000 K. However, comp
restoration of the sensitivity is possible, if the samples
subjected to x irradiation, which leads to filling of all th
trapping centers, before each photoexcitation cycle. T
shallow traps are emptied when the samples are heate
800 K. During subsequent photoexcitation, the charge ca
ers migrate from the trapping centers that have a large t

FIG. 2. Temperature dependence of the maximum intensity and the m
activation energy in fractional glow cycles following x-ray excitation of th
sample.

FIG. 3. Temperature dependence of the maximum intensity^I & ~curve 1!
and the mean activation energy^E& ~curve2! for TSL in the 3.0 eV band in
fractional glow cycles following laser excitation of the sample.
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mal activation energy to the levels responsible for the p
cipal dosimetric peak of corundum containing anion defe

To determine the x-irradiation dose needed to co
pletely fill the deep traps, we investigated the dependenc
the TSL yield of laser-irradiated~250 J/cm2) samples on the
preliminary x-ray excitation dose. It was found that t
samples preliminarily irradiated by a dose greater than 105 R
have the greatest sensitivity.

The dose dependence was investigated on samples
pared in accordance with the conditions indicated abo
Scattered laser radiation was used to measure doses sm
than 25 mJ/cm2. In the range of doses of laser radiation
337 nm from 0.4 to 1000 mJ/cm2, the intensity and the tota
light yield in the TSL maximum at 460 K were found to b
linearly dependent on the dose in log–log coordinates~Fig.
5!. This finding attests to the fundamental possibility of u
ing corundum crystals containing anion defects to detect
ser radiation in the UV range.

To ascertain the functional possibilities of the propos
detectors of UV laser radiation, we studied the depende
of the TSL yield at 460 K on the wavelength of the UV lig
for a constant dose of UV irradiation~Fig. 6!. A significant
increase in the sensitivity of the detectors was observe
wavelengths smaller than 280 nm. The features recorde
the TSL spectral sensitivity curve at 205, 225, 255, and 3
nm coincide with the maxima of the absorption bands
corundum containing anion defects and are produced
F~205 nm!, F1~225, 255 nm!, and Ali

1~305 nm! centers.1,8

DISCUSSION

The plots of the dependence of the XTSL1.8 peak on the
x-irradiation dose and the heating rate, as well as the pos
of the maximum and the shape of the peak, differ from
analogous dependences of the XTSL3.0 and XTSL3.8 peaks. It
can be theorized that another trap is responsible for this p
In addition, it was discovered that after several hund
cycles of x irradiation, thermal annealing, laser excitatio

FIG. 4. Dependence of the TSL intensity (I ) following laser excitation on
the number of measurement cycles (N).

785 Tech. Phys. 42 (7), July 1997
-
s.
-
of

re-
e.
ller

t

-
-

d
ce

at
on
5
f
y

n
e

k.
d
,

and recording of the thermoluminescence, there is a sig
cant decrease in the concentration of F centers~according to
optical absorption measurements! along with a decrease in
the TSL yield in the band at 3.0 eV, which is possibly attri
utable to destruction of the F centers by the electromagn
field of the laser radiation. Displacement of the temperat
of the XTSL1.8 maximum to 495–500 K is observed. Th
trap responsible for the XTSL1.8 peak is apparently a V2

center,9,10 whose thermal activation energy decreases, if
other defect~presumably an F center! is located nearby.

The nature of the traps responsible for the principal d
simetric peak at 430 K cannot yet be considered precis

FIG. 5. Dependence of the emitted total light yield (S) on the dose of laser
radiation (Q).

FIG. 6. Dependence of the emitted total light yield (S) on the wavelength of
the exciting light (l).
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established. Additional difficulties are caused by the anoma-
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lous behavior of the mean activation energy and the
quency factor.

The hole nature of the trapping centers postulated in
model of a ‘‘two-step’’ Auger process10 is not consistent
with the experimental results indicating photoinduced mig
tion of the charge carriers.11

Gimadova et al.12 proposed a model associated wi
structural changes induced by thermal fluctuations, in wh
the recombination and trapping centers are single comple
and charge transfer takes place without the participation
bands. Within this model there are difficulties in interpreti
the differences in the temperature dependences of^ETSEE&
and ^ETSL&, the shapes of the PTSL3.0 and XTSL3.0 peaks,
and the temperature positions of their maxima.

Anomalously high values of the activation energyE and
of the frequency factors are observed not only for corundum
containing anion defects. It was shown in Refs. 13 and
where samples of LiF:Mg and LiF:Ti were investigated, th
recombination followed by the trapping of charge carriers
opposite sign with simultaneous emptying of electron a
hole traps can, in principle, lead to overestimated values
E ands. It can be presumed that conditions under which
recombination process can be described on the basis of
a model are created in corundum containing anion defec
the temperature range of the principal dosimetric peak.

The interaction of an F center with a hole leads to
formation of an F1 center in the ground or excited sta
~F1* ). An F1* center has a mean lifetime of several nan
seconds, and it is unlikely that it can recombine with
electron during that time. Conversely, if an F center captu
an electron, an F2 center forms. The existence of such
center has been postulated in experimental research,11 and it
was concluded in the theoretical study in Ref. 15 that
additional electron occupies a local level located at a de
of 1 eV or less from the bottom of the conduction band.
400–500 K such a center is probably thermally unstable.
estimate of the mean lifetime of an F2 center using the for-
mula

t5s21
•exp~E/kT! ~1!

for E50.5 eV,s51012s21, andT5450 K givest'0.4 ms.
If over the course of this time the F2 center captures a hole
the reaction F21e1→F*→F1hn ~3.0 eV! will take place.
Recombination of one of thes electrons of the F2 center
with the incoming hole is assumed here. The possibility o
similar interaction of the F* center with a hole with the
formation of an F1* center has not been ruled out. Anoth
recombination mechanism, which leads to the formation
an F* center is the capture of an electron by an F1 center.
Obviously, the reaction F1e21e1→F21e1→F* cannot
alter the concentration of F centers, while the other mec
nism F11e2→F* should lead to an increase in the numb
of F centers and a decrease in the number of F1 centers
during thermoluminescence. However, measurements of
corresponding optical absorption bands during isochron
annealing11 show that this does not occur at 400–500
Therefore, it can be assumed that the competitive reac
F1e1→F1*→F11hn ~3.8 eV! takes place.
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wavelength of the exciting light~Fig. 6!, as well as the com-
plicated spectral composition of the PTSL peak, indicate t
both electrons and holes are released when a sample pre
narily excited by x radiation is irradiated with light. Apa
from the release of the charge carriers from the deep tr
the F centers undergo photoionization, which causes the
spectral sensitivity to rise as the energy of the quanta of
exciting light approach the absorption maximum of the
centers. The features found near the absorption maxim
the F1 centers can be attributed to the conversion of
F1 centers into F centers, which is accompanied by the
lease of the holes16 that are subsequently captured in t
traps responsible for the principal dosimetric peak. T
maximum at 305 nm is attributed to optical destruction of t
corresponding color centers.17

The decrease in the emitted total light yield in th
PTSL3.8 peak in comparison to the XTSL3.8 peak with iden-
tical PTSL and XTSL yields in the band at 3.0 eV can
attributed to the fact that the ratio between the concentrat
of holes and electrons captured in traps upon the photoe
tation of a-Al2O3 is smaller than the ratio for x irradiation

The shift of the PTSL3.0 peaks toward higher tempera
tures in comparison with the XTSL3.0 peaks~with equality
between the emitted total light yields! is attributed mainly to
the competitive influence of the deeper traps, which are e
tied by the laser radiation. Additional experimental confi
mation is provided by the fact that the XTSL3.0 peaks can
have maxima at higher temperatures, if the sample is s
jected to laser irradiation before x irradiation.

CONCLUSIONS

The following conclusions can be drawn on the basis
the results of the investigations performed:

1. Detectors for picking up optical, including laser UV
radiation~in both the direct and scattered forms! can be de-
veloped on the basis of single crystals of corundum conta
ing anion defects.

2. The principal dosimetric TSL peak at 430 K is no
elementary. It is associated with the emptying of at le
three traps.

3. When the samples are optically excited, the sa
traps which cause thermoluminescence after x-ray excita
are responsible for the TSL peak with a maximum at 450
but their relative populations are different, and the comp
tive influence of the deeper trapping centers increases.

4. A number of experimental findings can be explaine
if the possibility of the capture of a charge carrier of oppos
sign is allowed.

1G. P. Summers, Radiat. Prot. Dosim.8, 69 ~1984!.
2W. G. Buckman, Health Phys.22, 402 ~1972!.
3M. S. Akselrod, V. S. Kortov, D. J. Kravetskyet al., Radiat. Prot. Dosim.
32, 15 ~1990!.

4L. Oster, D. Weiss, and N. Kristianpoller, J. Phys. D.27, 1 ~1994!.
5L. V. Levshin and A. M. Saletski�, Luminescence and it Measurement@in
Russian#, MGU, Moscow~1989!.

6V. I. Kirpa, A. S. Kuz’minykh, and V. V. Popov, inRadiation-Stimulated
Phenomena in Solids. An Interinstitute Collection, No. 5@in Russian#,
Sverdlovsk, 1983, pp. 33–38.

7J. H. Crawford Jr., Nucl. Instrum. Methods Phys. Res. B229, 159~1984!.

786Kortov et al.



8M. J. Springis and J. A. Valbis, Phys. Status Solidi B123, 335 ~1984!.
9K. H. Lee, G. E. Holmberg, and J. H. Crawford Jr., Phys. Status Solidi A

14V. S. Kortov, T. S. Bessonova, M. S. Akselrodet al., Phys. Status Solidi
A 87, 629 ~1985!.

r.
39, 669 ~1977!.
10M. S. Aksel’rod, V. S. Kortov, and I. I. Mil’man, Ukr. Fiz. Zh.28, 1053

~1983!.
11A. S. Portnyagin, Candidate’s Dissertation, Sverdlovsk~1989!.
12T. I. Gimadova, T. S. Bessonova, I. A. Taleet al., Radiat. Prot. Dosim.

33, 47 ~1990!.
13F. G. Fairchild, P. L. Mattern, K. Lengweileret al., J. Appl. Phys.49,

4523 ~1978!.
787 Tech. Phys. 42 (7), July 1997
15A. Stashans, E. Kotomin, and J.-L. Calais, Phys. Rev. B49, 14 854
~1994!.

16E. A. Kotomin, A. I. Popov, and A. Stashans, J. Phys.: Condens. Matte6,
L569 ~1994!.

17V. I. Baryshnikov, E. F. Martynovich, L. I. Shchepinaet al., Opt. Spek-
trosk.64, 455 ~1988! @Opt. Spectrosc.~USSR! 64, 273 ~1988!#.

Translated by P. Shelnitz
787Kortov et al.



Amplification of monochromatic short-wavelength radiation during the stochastic

is-
deceleration of a relativistic electron stream in an incoherent pump field
Ya. L. Bogomolov, N. S. Ginzburg, and E. R. Golubyatnikova

Institute of Applied Physics, Russian Academy of Sciences, 603600 Nizhni� Novgorod, Russia
~Submitted March 5, 1996!
Zh. Tekh. Fiz.67, 77–81~July 1997!

The use of incoherent multiwave pump radiation or randomly varying magnetostatic fields
~stochastic undulators! for improving the energy conversion efficiency in free-electron lasers based
on stimulated wave scattering and the stimulated undulator emission of relativistic electron
beams is proposed. It is shown within the quasilinear approximation that the electronic efficiency
increases in proportion to the width of the pump spectrum due to enrichment of the
spectrum of combination waves which are synchronous with the electron beam and realization of
a mechanism of stochastic particle deceleration when the signal wave is monochromatic. At
the same time, the efficiency scarcely depends on the spread of the beam parameters, making the
use of the method promising for improving the efficiency of free-electron lasers powered by
intense relativistic electron beams. ©1997 American Institute of Physics.
@S1063-7842~97!01407-4#

INTRODUCTION on stimulated wave scattering and stimulated undulator em
m
d
on
o

th
sp
ia
am
, i
a-
th
ys
e
on

t
a
ffi
rg
th
th
di
ef
na
of
e
Ls
in
iti
r
rt

ec
,
n
s

sys-

lop-
ase
ld,
rve as

ed
ur-
B.
ich
nd a

rt-

her
tial

re-
The
ses

nd
for

88
The use of coherent pump radiation to heat a plas
during stimulated scattering was proposed in Refs. 1 an
In this case the increase in the temperature of the electr
component is proportional to the width of the spectrum
scattered incoherent radiation. The present work~see also
Ref. 3! examines a situation, which, in a certain sense, is
opposite of the case considered in Refs. 1 and 2. More
cifically, the use of low-frequency incoherent pump rad
tion, which is backscattered on a relativistic electron be
~REB! under the conditions of the inverse Compton effect
proposed for effectively amplifying monochromatic rf radi
tion. The advantage of incoherent pump radiation over
traditional monochromatic pump radiation used for such s
tems@which are called Compton lasers or free-electron las
~FEL!4–7# is the expansion of the spectrum of combinati
waves that are synchronous with the electron stream and
consequent realization of a mechanism of diffusive stoch
tic deceleration of the beam particles. As a result, the e
ciency of the conversion of the beam energy into the ene
of short-wavelength scattered radiation is proportional to
width of the pump spectrum and can significantly exceed
values realized in the case of monochromatic pump ra
tion. It is of fundamental importance that the conversion
ficiency scarcely depends on the width of the translatio
velocity distribution function of the electrons. The lack
criticality toward the parameter spreads renders the us
incoherent pump radiation plausible, first of all, for FE
whose power source is an intense REB formed by explod
cathodes. Having considerable powers and current dens
such beams have large parameter spreads, which gene
preclude their use in the efficient generation of sho
wavelength radiation.

Attention should also be focused on the following asp
of the problem. It is generally known~see, for example
Refs. 4 and 5! that to within effects associated with depletio
of the pump radiation, the physical processes in FELs ba
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sion are identical, since in the accompanying reference
tem each relativistic electron perceives a periodic~undulator!
magnetic field as an electromagnetic pump wave. Deve
ing this analogy, we arrive at the conclusion that in the c
of undulator radiation the randomly periodic magnetic fie
whose use has the advantages mentioned above, can se
the incoherent pump radiation.1!

In the present work a quasilinear approximation is us
to describe the amplification of a monochromatic wave d
ing the scattering of incoherent pump radiation on an RE
The characteristic lengths of the interaction space, in wh
the stochastic electron deceleration process develops a
sufficiently high ~up to 20%! efficiency is realized in con-
verting the energy of the REB into the energy of sho
wavelength~particularly submillimeter! radiation, are deter-
mined using numerical simulation.

BASIC EQUATIONS

Let a monochromatic signal wave propagating toget
with an electron stream be assigned by the vector poten

As5Re@x0As~z!exp~ i ~vst2ksz!!#.

In the amplification scheme under investigation the f
quency of this wave is assigned by an external source.
pump field has the form of a set of discrete lines with pha
that are not correlated with one another. Thus,

A i5ReF (
n50

`

x0Ain~z!exp~ i ~v int1kinz!!G ,

the distance between the individual harmonicsdki being
much smaller than the total width of the packetDki . The
averaged motion of the relativistic electrons in the signal a
pump fields can be described using the kinetic equation
the one-dimensional distribution function

788-05$10.00 © 1997 American Institute of Physics
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]t z ]z z ]pz

where

Fz52
e2

2«
ReF (

n50

`

ikcnAsAin* ~z!exp~ i ~vcnt2kcnz!!G
~2!

is the ponderomotive force, kcn5ks1kin and
vcn5vs2v in are the wave numbers and frequencies of
ensemble of combination waves, andpz5mvzg and
«5mc2g are the longitudinal momentum and energy of t
electrons.2!

After averaging over the ensemble of combinati
waves, which is traditional for the quasilinea
approximation,9–11 the equation for the slowly varying dis
tribution function f (z,p) takes on the form

vz

] f̄

]z
5

]

]pz
S D~z,pz!

] f̄

]pz
D , f̄ uz505 f̄ 0~pz! ~3!

with the diffusion coefficient

D5
8p3e4c2kc

2I sI i

vs
2v i

2~vz1c!«2U
ki5ks~c2vz!/~c1vz!

.

Here f̄ 0(pz) is the initial longitudinal momentum distribu
tion function of the electrons,I s5uAsu2vs

2/8pc is the inten-
sity of the signal wave, andI i5uAi u2v i

2/8pcdk is the spec-
tral intensity of the pump radiation. The variations of the
quantities are described by the equations

dIs

dz
5

p2e2vp
2

mc5

I s

ks
E

0

` I i

v i
2S «

] f̄

]pz
DU

vz5vc

dki , I suz505I s
0 ,

~4!

dIi

dz
5

p2e2vp
2

mc5
•

I i

ki

I s

vs
2S «

] f̄

]pz
DU

vz5vc

, I i uz5L5I i
0 , ~5!

wherevc5vc /kc is the phase velocity of the combinatio
waves,vp5(4pe2N0 /m)1/2 is the plasma frequency,N0 is
the electron flux density, andL is the length of the scatterin
region.

The system of equations~3!–~5! has the integrals

K2I s1E
0

`

I idki5const, ~6!

E
0

` I idki

ki
2

I s

ks
5const, ~7!

which are, respectively, the conservation laws of the ene
and the number of quanta in a scattering process. H
K5N0*0

`vz« f̄ dpz is the kinetic energy flux of the electron
As follows from Eqs.~6! and~7!, when the frequency chang
is large (\vs@\v i), the energy supplied to the radiation
drawn mainly from the electron beam (DI s.DK), and the
depletion of the pump radiation~when its intensity is suffi-
ciently large! can be neglected. In the approximation of fix
pump radiation in the ultrarelativistic limit (g@1,
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following form after passage to dimensionless variables:

]F

]z
5

]

]gS D̃
]F

]g D , Fuz505F0~g!, ~8!

]Ps

]z
5

pvp
2

2vs
2E1

`

D̃
]F

]g
dg, Psuz505Ps

0 , ~9!

whereD̃54PsPiks
2g2/p, F(g,z)5 f̄ •mc is the electron en-

ergy distribution function,Ps5I sls
2/P* is the power of the

signal wave in absolute power units (P* 5m2c5/e258.7
GW! passing through an area equal tols

2 , and
Pi5I ils

2/P* is the spectral power of the pump radiation
the same normalization.

NUMERICAL SIMULATION RESULTS

The initial electron energy distribution function was a
signed by the expression

F̂05
2

d
cos2F ~u21!

p

d G ~10!

in the interval@2d/2,d/2# in the vicinity of the energy of the
central fractionḡ , whered5Dg/ ḡ is the electron energy
spread, andu5g/ ḡ is the normalized energy variable~it is
assumed that*1

`Fdg5*0
`F̂du51).

The spectral distribution of the pump field was appro
mated by the Gaussian line shape:I i5I i

tot
•g(ki), whereI t

tot is
the total~integrated! intensity of the pump radiation, and

g~ki !5
1

ApDki

expS 2
~ki2kī !

2

Dki
2 D .

We rewrite the normalized function describing the spe
tral distribution of the pump field in the dimensionless va
ables used in the form

g~u!5
1

Aps
expF2S ui

2

u2
21D 2

/s2G ,

wheres5Dki / k̄ i is the width of the pump spectrum, an
ui5g i / ḡ (g i5Aks/4ki) characterizes the center of the spe
tral band of the pump field in energy space.

To carry out the numerical simulation with considerati
of energy conservation law~6!, it is convenient to transform
Eqs.~8! and~9! into a single diffusion equation containing
minimal number of independent parameters:

]F̂

]z
5

]

]u
S ~h1ps

0!g~u!u2
]F̂

]u
D , ~11!

where

z5
vp

2lsḡ

4pc2

ls
2I s

tot

P
*
2

zps
05

2Ps
0vs

2

pvp
2 ḡ

,

h512E
0

`

uF̂du ~12!
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is the electronic efficiency of the conversion of the RE
energy into signal wave energy.

The results of the numerical simulation presented
Figs. 1 and 2 show that the energy-conversion efficie
increases as the characteristic widths of the pump spectrum
increases. Thus, when the relative width of the pump sp
trum is 40%, the maximum efficiency reaches 15%. At
same time, an increase in the width of the pump spect
leads to a drop in the growth rates, and, accordingly,
length of the interaction space, in which the maximum e
ciency is achieved, increases. It is important to stress tha
results of the numerical simulation confirm the assumpt
made above that the method for increasing the efficie
under investigation is not critical toward the quality of th
electron beam over a broad range. As is seen from a c
parison of Figs. 1 and 2, the maximum efficiency scarc
depends ond, which characterizes the spread of the para
eters of the electron stream. We also note that in the stoc
tic deceleration regime the efficiency is very weakly dep
dent on the integrated intensity of the pump radiation and
electron flux density. In fact, gain saturation is caused by
formation of a plateau on the electron distribution functi
~Fig. 3!, whose width and, therefore, maximum efficien

FIG. 1. Dependence of the electronic efficiencyh on the length of the
scattering regionz for an initial particle energy spreadd515%. The shift
between the center of the spectral band of the pump radiation and the c
of the distribution function of the particles«512ui is optimal;s, %: 1 —
10, 2 — 20, 3 — 30, 4 — 40; «: 1 — 0.07,2 — 0.15,3 — 0.22,4 — 0.28.

FIG. 2. Same as in Fig. 1;d530%; s, %: 1 — 20, 2 — 30, 3 — 40, 4 —
50; «: 1 — 0.1, 2 — 0.23,3 — 0.3, 4 — 0.36.
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are determined by the width of the pump spectrum, as w
as by the distance~in energy space! between the center of th
pump field line and the center of the particle distributi
function. The pump intensity and the flux density main
influence the growth rate and the length of the scatter
region.

Let us evaluate the possibilities of utilizing the mech
nism under consideration to efficiently amplify submillim
ter radiation by an intense REB with a current dens
j 5104A/cm2, a mean particle energy equal to 1.5 Me
( ḡ 54), and an energy spreadd530%. A backward-wave
relativistic generator12 operating in the self-modulation sto
chastic regime13 can, in principle, serve as the source of i
coherent pump radiation. Let the mean wavelength of
pump field bel i53 cm, let the width of the spectrum b
20%, and let the integrated intensity of the pump field be
GW. In the case of monochromatic pump radiation, such
intensity corresponds to an electric field strength of 0.5 M
cm. The maximum pump field strength was selected here
the basis of the restrictions imposed by the development o
breakdown.3 We assume that the waveguide in which t
scattering process takes place has a cross-sectional ar
;3 cm2. Gyrotrons, whose emission power in the submi
meter range reaches 100 kW, can serve as the source o
input signal with a wavelengthls50.9 mm.14 The depen-
dence of the energy-conversion efficiency on the longitudi
coordinate for the case under consideration is shown in
4 ~curve I!. In the linear stage the growth rate equals 0.
cm21. The maximum efficiency of;5% is achieved when
the length of the scattering region is;2 m. The gain equals
40 dB, and the output power of the radiation is 0.8 GW.

As was noted above a similar mechanism for improvi
the efficiency can be realized using stochastic undula
whose magnets are separated by a distance that varie
cording to a random law. An undulator can be conside
stochastic when it satisfies the condition

Dhi

hī

@
1

N
,

ter
FIG. 3. Evolution of the distribution function of the electrons;d515%;
s520%; z: 1 — 0, 2 — 10, 3 — 12, 4 — 18, 5 — 20.
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whereDhi is the width of the spectrum of wave number
h̄ i52p/ d̄ is the mean wave number, andN5L/ d̄ is the
number of characteristic undulator periodsd̄ that fit into the
total lengthL.

The amplification of a monochromatic signal wave in
FEL with a stochastic undulator is described by diffusi
equations which coincide with Eqs.~8! and ~9!. A broader
~in comparison with both microwave generators and opt
lasers! wave-number spectrum of the pump field can be
tained in the case of a stochastic undulator. At the same t
because of the lack of restrictions associated with a gap
oscillator frequency acquired by electrons in the pump fi
can be increased.

As an example, let us consider the case of the amp
cation of radiation with a wavelengthls50.3 mm by an
intense REB with a current densityj 5104A/cm2 and a par-
ticle energy equal to 4.5 MeV (ḡ 510) passing through a
stochastic undulator with a characteristic periodd̄53 cm
and a magnetic field strength equal to 3 kOe. We choos
cross-sectional area of the interaction region equal to
cm2. The dependence of the efficiency on the longitudi
coordinate for the case of an electron energy spread equ
30% and a width of the longitudinal wave number spectr
of the pump field equal to 30% is depicted by curveII in Fig.
4. The maximum efficiency of;10% is achieved when th
length of the interaction region is 3 m. The output power
the short-wavelength radiation is 1.2 GW, which correspo
to a gain equal to 40 dB when the input power is 100 kW

In conclusion, let us make a comparison with the resu
of the simulation of the amplification of monochromat
radiation by an REB having a broad energy spread
moving in a monochromatic pump field: A i

5Re@x0Aiexp(i(vit1kiz))#. Separating the beam into ind
vidual fractions that differ with respect to the initial energ
of the particlesgn , we describe the amplification proce
using the following system of equations~compare Refs. 4,5
and 15!

FIG. 4. Comparison of the energy-conversion efficiency of the elec
stream in the case of incoherent~solid curves! and coherent~dashed! pump
radiation. Pump radiation:1, I — multiwave;2, II — undulator.
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5wn1Cn ,
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5Re~aeiQn!,

Qnuj505Q0P@0,2p#, wnuj5050, auj505a0 . ~13!

Here we have used the dimensionless variables

j5hszC21, a5masa iC
22, wn5

g2gn

ḡ

m

C
;

Cn5
~gn2 ḡ !

ḡ

m

C

is the detuning from synchronism for the fraction with th
energygn ;

C5S m

4

vp
2

vs
2ḡ

ua i u2D 1/3

is the gain;m5 ḡ 21a i
2 is the inertial bunching paramete

and as,i5eAs,i /mc2/A2ḡ . The electronic efficiency is de
fined by the relation

h5
C

mE2Cmax

Cmax E
0

2p

wnF~Cn!dQ0dCn ,

whereF(Cn)5Cmaxcos2(2p/Cmax) is the initial distribution
function of the detuning of the electrons from synchronis
@compare Eq.~10!#, andCmax5md/2C.

For an electron beam with the same characteristics a
the first of the examples considered above under the assu
tion that the pump field is monochromatic and has a stren
equal to 0.5MV/cm, the gainC57.631023, the bunching
parameterm57.631022, and the maximum detuning from
synchronismCmax53. The electronic efficiency found by
numerically integrating Eqs.~12! is plotted in Fig. 4~dashed
curve1!. For a second example, the energy-conversion e
ciency in the case of a regular undulator with a period eq
to 3 cm and a magnetic field strength equal to 3 k
(C57.231024, m5231022, Cmax53) is depicted in the
same figure by dashed curve2. A comparison of these curve
with the results of the preceding analysis leads to the c
clusion that for an electron beam with large parame
spreads~up to 30%! the use of incoherent pump radiatio
with a relatively small decrease in the growth rates~by a
factor of about 2 in the examples considered! makes it pos-
sible to increase the energy-conversion efficiency by at le
an order of magnitude.

We thank the EC-DG III/ESPRIT Commission for it
support~Project No. ACTCS 9282!.

1!At the present time, the most fully developed method for increasing
efficiency of an FEL is the use of the synchronous adiabatic decelera
regime~the inverted accelerator regime!, in which electrons are capture
by a synchronous combination wave, whose phase velocity then slowl~in
comparison to the period of the phase oscillations of the particles! de-
creases as a result of the variation of the period of the undulator field5–7

However, sufficiently complete capture of the particles can be achie
only for beams having small~on the scale of the amplitude of the comb

n
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nation wave! parameter spreads. Therefore, such a method is unattractive
for intense REBs.

ct
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5P. Sprangle, C. M. Tang, and W. M. Manheumer, Phys. Rev. A21, 302
~1980!.

sh.
2!We note that in the kinetic interaction regime under discussion the effe
the rf space-charge fields is neglected, since for beams with large pa
eter spreads, for which the conditionDvz /vz@vpi /vs holds (Dvz is the
translational velocity spread of the electrons, andvpi is the longitudinal
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Sasers (sound amplification by stimulated emission of radiation) in the nonlinear

operating regime with various emitters

S. T. Zavtrak and I. V. Volkov

Scientific-Research Institute of Nuclear Problems at Belarus State University, 220050 Minsk, Belarus
~Submitted February 21, 1996!
Zh. Tekh. Fiz.67, 82–85~July 1997!

The operation of a saser~sound amplification by stimulated emission of radiation! in the
nonlinear regime is considered. A liquid with gas bubbles is chosen as the active medium. Pumping
is effected by a variable electric field. The processes leading to amplification of the active
mode in a flat cavity are investigated analytically for the cases of homogeneous and
inhomogeneous size distributions of the bubbles. ©1997 American Institute of Physics.
@S1063-7842~97!01507-9#
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The theoretical scheme of the acoustic analog of a fr
electron laser, i.e., a saser~sound amplification by stimulate
emission of radiation! has recently been proposed in a ser
of papers.1–4 A liquid insulator with dispersed particles ho
mogeneously distributed in it was chosen as the active
dium. These particles can be gas bubbles, produced, for
ample, by electrolysis. A pump wave is created in the ac
medium, which is enclosed in a cavity, by a variable elec
field1–3 or by mechanical vibrations of the cavity walls.4 The
spatial distribution of the particles is initially homogeneou
and their total emission is equal to zero, but they sub
quently begin to group together under the action of
acoustic radiation forces. This leads to autosynchroniza
of the oscillating particles and amplification of the acti
mode.

The autophasing of the gas bubbles in the initial stage
operation of a saser was investigated, and the starting co
tions for the onset of generation were investigated in R
1–4. It was shown that losses of two types must be overco
for generation to begin.2 The first is associated with the dis
sipation of energy within the active medium, and the seco
is due to the radiation losses on the end plates of the ca
It was assumed in Refs. 1–3 that all the bubbles have
same radius and are far from the resonance region. The m
realistic case of an inhomogeneous size distribution of
bubbles was considered in Ref. 4. The starting conditi
found for that case turned out to be similar to the conditio
previously obtained.

It was assumed in all the preceding studies that
changes in the spatial concentration of the bubbles and
active mode are small compared with the initial values of
concentration and the pump wave, i.e., the initial stage
operation of the saser was considered. In the present w
we shall dispense with that assumption and consider the
eration of a saser at arbitrary moments in time for the ca
of homogeneous and inhomogeneous size distributions o
bubbles. For simplicity, we shall consider a saser sche
with a flat cavity and electric-field pumping.

BASIC EQUATIONS

A schematic representation of a saser is presented in
1. The active medium is confined between two planes. Em
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direction. The active medium is immersed in a variable el
tric field, which plays the role of the pump wave.1 The vol-
umes of the bubbles vary because of electrostriction. T
resultant pressure acting on the bubbles can be represent
the form P(r ,t)5PEexp(ivt)1P8(r ,t) ~the static pressure
has been omitted!, wherePEexp(ivt) is the pressure assoc
ated with the action of the electric field andP8(r ,t) is the
pressure of the active mode.

The dynamics of the gas-liquid medium are described
the following system of equations:1–4

DP82
1

cl
2

]2P8

]t2
2~a1 ib!P85~a1 ib!PE exp~ ivt !,

~1!

jU5~Re A!¹uPu22 i ~ Im A!~P* ¹P2P¹P* !, ~2!

]n

]t
1div~nU!50. ~3!

Equation~1! is the wave equation for a liquid with ga
bubbles. Herecl is the velocity of sound in the pure liquid
a andb are described by the following equations

a5a~r ,R0 ,t !524pE
0

`

~Re A!n~r ,R0 ,t !dR0 , ~4!

b5b~r ,R0 ,t !524pE
0

`

~ Im A!n~r ,R0 ,t !dR0 , ~5!

where

A5
R0

v0
2

v2
211 id

~6!

is the amplitude of the scattering of sound on a bubble w
a radiusR0 and a resonant frequencyv0, and d is the ab-
sorption constant.

The quantityn(r ,R0 ,t) is the distribution function of the
bubbles. It is assumed that, initially, all the bubbles are d
tributed homogeneously in space. Equation~2! describes the

793-04$10.00 © 1997 American Institute of Physics
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translational motion of a bubble in a sound field. HereU is
the rate of translational motion, and the coefficientj has the
form

j54r lm lv
2R0 , ~7!

wherer l andm l are, respectively, the density and viscos
of the pure liquid.

Equation~3! is the balance equation for the number
particles in the phase volume elementd3rdR0 ~we neglect
any coagulation of the particles!.

Let us investigate the one-dimensional solutions of
system of equations~1!–~3! ~i.e., let us assume that all th
parameters vary only along thez axis!. We explicitly sepa-
rate the rapidly oscillating multiplier exp(ivt) in P8:

P8~r ,t !5 P̄~r ,t !exp~ ivt !. ~8!

Substituting~8! into ~1! and~2! and then~2! into ~3! and
applying the Bogolyubov-Mitropol’skii averaging
procedure5 to the high-frequency component exp(ivt), we
obtain the following system of abridged equations:

F ]2

]z2
1

v2

cl
2

2
2iv

cl
2

]

]tG P̄5~a1 ib!~ P̄1PE!, ~9!

]n

]t
52

A

j

]

]z
Fn~ P̄1PE!

] P̄*

]z
G1c.c. ~10!

ANALYSIS OF THE EQUATIONS IN THE FIRST STAGE OF
GENERATION

Let us investigate the amplification of the active mode
a closed cavity with absolutely solid reflecting walls in t
initial stage of operation of a saser. We introduce the de
tion n8(r ,R0 ,t) from the initial distribution function
n0(R0), i.e.,

n~r ,R0 ,t !5n0~R0!1n8~r ,R0 ,t !, ~11!

and

a5a01a8, b5b01b8.

Setting un8u!n0 and u P̄u!PE , we linearize the system
of equations~9! and ~10! with respect ton8 and P̄:

FIG. 1. Schematic representation of an electrically pumped saser:1 —
active medium;2 — solid walls of the resonator;3 — electromagnetic
system, which creates a periodic electric field;4 — active acoustic mode;
5 — sound radiation.

794 Tech. Phys. 42 (7), July 1997
e

-

F
]z2

1
cl

2
2

cl
2 ]t

2a02 ib0GP5~a81 ib8!PE ,

~12!

]n8

]t
52

n0PE

j FA
]2P̄*

]z2
1A*

]2P̄

]z2 G . ~13!

In deriving these equations it was taken into account t
ua01 ib0u!v2/cl

2 .1,2 We seek an expression for the activ
mode in the form of a standing wave

P̄~z,t !5P0~ t !cos~kLz!, ~14!

wherekL5(pm)/L, andm51,2, . . . .
Then, substituting~14! into ~13!, we find

]n8

]t
5

n0PEkL
2

j
~AP0* 1A* P0!cos~kLz!. ~15!

Differentiating Eq.~12! with respect tot and substituting
expressions~14! and ~15! into it, we obtain the equation
which specifiesP0(t)

Fv2

cl
2

2kL
22a02 ib02

2iv

cl
2

d

dtGdP0

dt
524pPE

2kL
2~ I 1P0*

1I 2P0!, ~16!

where

I 15E
0

`n0A2

j
dR0 , I 25E

0

`n0AA*

j
dR0 . ~17!

The calculation ofa0 andb0 and integrals~17! requires
knowledge of the explicit form of the distribution functio
n0(R0) at the initial moment in time. Let us consider th
cases of homogeneous and inhomogeneous size distribu
of the bubbles.

Homogeneous distribution.In this case all the bubble
have the same radiusR0, i.e., n0(R̄0)5N0d(R̄02R0). Then
Eq. ~16! takes the following form:

Fv2

cl
2

2kL
22a02 ib02

2iv

cl
2

d

dtGdP0

dt
52

PE
2kL

2a0
2

4pN0j
~P0*

1P0!, ~18!

wherea01 ib0524pAN0.
During the derivation of Eq.~18! it was assumed that th

bubbles are far from the resonance region and the dissipa
of energy in the active medium is small, i.e.,ub0u!ua0u. We
seek a solution of this equation in the form

P0~ t !5A1exp~ iv8t !1A2exp~2 iv8* t !. ~19!

Then, under the conditionuA2u!uA1u it is not difficult
to obtain

Re~v8!'2
cl

2

2vS v2

cl
2

2a02kL
2D [2

dLv

2
, ~20!

Im~v8!'
cl

2

2vS b01
a0

2kL
2PE

2

4pN0jRe~v8!
D . ~21!
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the angular pump frequencyv from the resonant frequenc
of the cavityvL5clAkL

21a0, and the imaginary part ofv8
@Eq. ~21!# gives the gain of the active mode.2,4 Since
b0 /a0;d, it is easy to prove from Eq.~21! that the condi-
tions dL.0 and

PE.Pst5
1

kL
A4r lm lv

2du Re~v8!u ~22!

must be satisfied for generation to begin.
HerePst is the starting~threshold! pump pressure.2,4

Inhomogeneous distribution.As a rule, the experimen
tally observed size distribution of bubbles is characterized
the following relation

n0~R0!'aR0
23 , ~23!

where the constanta specifies the local gas content in th
liquid.

It was shown in the preceding study4 that in the case of
an inhomogeneous size distribution of the bubbles the m
role is played by the bubbles with resonant frequencies c
to the pump frequencyv. In fact, since the dissipation o
energy in the medium is small, i.e., sinced!1, the inte-
grands in Eqs.~4!, ~5!, and ~17! have a sharp maximum a
v5v0. When this is taken into account, it is not difficult t
calculate the asymptotic forms of these integrals ford→0
~Ref. 4!. As a result we have

a0'0, b0'2p2/Rv
3 n0~Rv!, ~24!

I 1'0, I 2'
pn0~Rv!Rv

3

2j~Rv!d
, ~25!

where Rv is the radius of a bubble with the resonant fr
quencyv.

Substituting expressions~24! and ~25! into Eq. ~16! and
seeking the solution of~16!, as in the case of a homogeneo
distribution, in form ~19!, we obtain expressions that a
analogous to~20! and ~21!:

Re~v8!'2
cl

2

2vS v2

cl
2

2kL
2D [2

dLv

2
, ~26!

Im~v8!'
cl

2

2vS b01
2p2PE

2kL
2n0~Rv!Rv

3

j~Rv!d Re~v8!
D . ~27!

It is easy to see that the starting conditions following fro
~26! and ~27! coincide with those obtained in the precedi
case.

NONLINEAR SASER OPERATING REGIME

Let us now consider the operation of a saser at arbitr
moments in time. We seek the dependence of the pressu
the time and the coordinates, as before, in form~14!. Multi-
plying Eq. ~9! by coskLz and averaging over the spatial c
ordinate we obtain
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y

in
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on

F
cl

2
2kL2

cl
2 dtGP0~ t !528pP0E

0
An2dR0

28pPEE
0

`

An1dR0 , ~28!

where

n15n1~ t !5^n~z,t !coskLz&,

n25n1~ t !5^n~z,t !cos2 kLz&,

. . . ,

ni5ni~ t !5^n~z,t !cosi kLz&.

Substituting Eq.~14! into ~10! and multiplying Eq.~10!
successively by coskLz, cos2 kLz . . . , etc., after averaging
over z we obtain an infinite hierarchy of equations@like the
Bogolyubov–Born–Green–Yvon~BBGKY! hierarchy in
statistical physics6#

]n1

]t
5

kL
2

j
@~A* P01AP0* !PE~n02n2!

1~A1A* !P0P0* ~n12n3!#, ~29!

]n2

]t
5

2kL
2

j
@~A* P01AP0* !PE~n12n3!

1~A1A* !P0P0* ~n22n4!#. ~30!

Several assumptions must be made in order to ana
this infinite system of equations~the hierarchy is usually
terminated at some level!. In an approximation we replac
the quantity cos2kLz by 1/2 in the expressions forn2 and
n3. Thenn2'n0/2, andn3'n1/2. As a result, instead of Eq
~29! in an approximation we have

]n1

]t
2

kL
2~A1A* !

2j
P0P0* n1'

kL
2PEn0

2j
~A* P01AP0* !.

~31!

Separating the oscillating multiplier inP0(t), we have

P0~ t !5exp~ iv8t !F0~ t !, ~32!

wherev8 is a frequency shift, which will be defined below
Substituting Eq.~32! into ~31! and averaging~31! with

respect to the phasef5v8t, we find

n15a exp~ iv8t !1a* exp~2 iv8t !, ~33!

where

a5
kL

2n0F0PEA*

2i jv8S 11
ikL

2~A1A* !

2jv8
uF0u2D . ~34!

The functionn1 characterizes the inhomogeneity of th
spatial distribution density of the bubbles. Expression~33!
shows that this density oscillates with an angular freque
equal to the pump frequency shiftv8.

If we substitute~32!–~34! into Eq. ~28! and average it
with respect to the slow phasef5v8t, we obtain an equa-
tion for the frequency shift
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2kL2a05

v82
F1 ~35!

and an expression for the growth of the active mode

dF0

dt
52

b0cl
2

2v S 11
4pPE

2kL
2

v8b0

F2D F0 , ~36!

where

F15E
0

` n0uAu2~A1A* !

j2S 11S kL
2~A1A* !

2jv8
uF0u2D 2D dR0 , ~37!

F25E
0

` n0uAu2

jS 11S kL
2~A1A* !

2jv8
uF0u2D 2D dR0 . ~38!

In the initial stage of generation, in whichF0 is small,
Eqs.~35! and ~36! give (F2'I 2)

v852dLv/2, ~39!

dF0

dt
52

b0cl
2

2v S 12
PE

2

Pst
2 D F0 . ~40!

The expressions~39! and ~40! obtained are valid in the
initial stage of operation of a saser both for the case o
homogeneous size distribution of the bubbles and for
case of an inhomogeneous distribution. Equation~39! clearly
demonstrates that at the beginning of generation the resu
angular frequency (v1v8) of the saser output is determine
by the characteristic wave number of the cavity. At lat
times the nonlinear terms@the right-hand side of Eq.~35!#
begin to play a more significant role, which leads to an
ditional shift v8.

As was noted above, ifPE.Pst at the initial moment in
time, Eq.~36! describes the increase in the amplitude of
active mode up to values at which the right-hand side of~36!
vanishes. This permits estimation of the maximum amplitu
of the pressure of the active mode.
796 Tech. Phys. 42 (7), July 1997
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bubbles we have

uP0maxu5PES PE
2

Pst
2

21D 1/4S ua0u
b0

D 1/2

. ~41!

Since
ua0u
b0

;
1
d

, Eq. ~41! gives

uP0maxu5PES PE
2

Pst
2

21D 1/4

d21/2. ~42!

In the case of an inhomogeneous size distribution of
bubbles, it is not difficult to calculate the asymptotes of t
integrals in Eqs.~37! and ~38! for d→0:

F1'0, F2'
pn0~Rv!Rv

3

dj~Rv!AUF0

Pst
U4

14

. ~43!

When this is taken into account, we have

uP0maxu5A2PES S PE

Pst
D 4

21D 1/4

. ~44!

CONCLUSIONS

Thus, a saser achieves a saturation regime during its
eration. This effect is similar to saturation in the theory
free-electron lasers.
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Electromagnetic waves in a round rod in the presence of an arbitrarily directed external

magnetic field or anisotropy axis

Yu. F. Filippov

Institute of Radiophysics and Electronics, Ukrainian National Academy of Sciences,
310085 Kharkov, Ukraine
~Submitted January 10, 1996!
Zh. Tekh. Fiz.67, 86–91~July 1997!

A rigorous theory of the propagation of electromagnetic waves in round anisotropic and
semiconductor rods in the presence of an arbitrarily directed anisotropy axis or external magnetic
field is developed. New types of independent waves are discovered. Exact dispersion
equations are obtained for them, which define the dependence of their spectral characteristics on
the parameters of the semiconductor or anisotropic crystal and on the magnitude and
direction of the constant external magnetic field. The results of numerical investigations for rods
made from a semiconductor or a uniaxial crystal are presented. ©1997 American
Institute of Physics.@S1063-7842~97!01607-3#

The spectral characteristics of electromagnetic wavesometry axis of the rod in the 1–3 plane, and the« i j are the
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propagating in anisotropic and semiconductor rods have b
investigated only for cases in which the direction of the e
ternal magnetic fieldH0 or the anisotropy axis is parallel t
their geometric axis. Establishment of the relation betwe
the components of the dielectric tensor and the spectral c
acteristics of waves for arbitrary orientations is of great c
rent interest.

THEORY

Let us consider a round homogeneous rod, which
bounded atr 5r 0 by a vacuum and made from a mater
whose electrical parameters are described by the compon
of a dielectric tensor of the following form

«̂5S a11 a12 a13

a21 a22 a23

a31 a32 a33

D . ~1!

Here

a115«11C
21«33S2

21~«131«31!SC, a225«22,

a125«12C1«32S, a215«21C1«23S,

a135~«332«11!SC1«13C
22«31S

2,

a315~«332«11!SC1«31C
22«13S

2,

a235«23C2«21S, a325«32C2«12S,

a335«11S
21«33C

22~«131«31!SC,

S5sinQ, C5cosQ, Q is the angle of inclination of the
external magnetic field or the anisotropy axis«33 to the ge-
en
-

n
r-
-

is

nts

components of the dielectric tensor whenQ50.
In particular, in a uniaxial crystal~quartz, ruby, or leu-

cosapphire! the latter equal

«115«22Þ«33, «125«215«135«315«235«3250,

and in a semiconductor immersed in an external magn
field we have

«115«225«LS 12(
a

vpa
2 /VaD ,

«135«315«235«3250,

«1252«215 i«L(
a

vpa
2 vHa~vVa!21,

«335«LS 12(
a

vpa
2 ~v1 ina!21/v D , ~2!

where Va5(v1 ina)22vHa
2 ; «L is the lattice constant

vPa , vHa , andna are the plasma frequency, the cyclotro
frequency, and the collision frequency of the particles
type a; and the summation is carried out over all the p
ticles.

It is more convenient to seek the solution of the syst
of Maxwell’s equations (k5v/c)

curl E5 ikH, divH50,

curl H52 ik «̂E, div«̂E50 ~3!

for a round rod in the cylindrical coordinate syste
(t,w,z), in which the tensor«̂ takes the form
«̂5S s11s2C21g1S2 2s2S21g1C22g2 a13C11a23S1

2s2S21g1C21g2 s12s2C21g1S2 a23C12a13S1

a31C11a32S1 a32C12a31S1 a33

D , ~4!
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and n is the azimuthal mode number. Using the recurrence
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2s65a116a22, 2g65a126a21,

Sm5sin~mw!, Cm5cos~mw!.

The dependence of the components of this tensor on
azimuthal anglew complicates the investigation signifi
cantly. However, an exact solution can be obtained in
case, too. For monochromatic waves which have a dep
dence on the time and the axial coordinate of the form

V~z,t !5exp@ i ~kzz2vt !#, ~5!

an investigation of system~3! is carried out to find solutions
of the coupled differential equations for the axial field co
ponents of the form

L̂HHz52kL̂1Ez ,

L̂EEz52k3L2Hz , ~6!

where

L̂H5L1VD'1k2~P1ĝ11P2ĝ2!,

L̂E5k2T1~L1kz
2V!D'2k2kz

2~P1ĝ11P2ĝ2!

1 ikzk
2@~S11G1!b̂11~S21G2!b̂2#,

D' is the transverse Laplacian operator

L65S1b̂12S2b̂21 ikz@P1ĝ12P2ĝ26g2D'#,

V5s1k22kz
2 , 2P65s27g1 ,

T5a33L2k2@~a31d2131a32d123!k
2

2~a13a311a23a32!kz
2#,

2S65~d2137 id123!k
22~a137 ia23!kz

2 ,

2G65~d2317 id132!k
22~a317 ia32!kz

2 ,

d ike5aii ake2aieaki , L5L11L221~g2
2 2g1

2 !k4.

The influence of the azimuthal nonuniformity appeari
in the components of«̂ upon passage to the cylindrical co
ordinate system on the characteristics of the propaga
waves is described by the operators

b̂65e6 iwS ]

]r
6

i

r

]

]w D ,

ĝ65e62iwFD'2
2

r S 17 i
]

]w D S ]

]r
6

i

r

]

]w D G .
We seek the solution of~3! in the form

Hz5(
n

AnCn~r iw!V~zi t !,

Ez5(
n

BnCn~r iw!V~zi t !. ~7!

HereAn andBn are constantsCn(ziw)5Jn(¸r )einw, ¸ and
kz are the radial and axial components of the wave vec
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relations between the Bessel functionsJn(x) and their prod-
ucts ~here and below, a prime denotes the derivative w
respect to the argument!

xJn8~x!5nJn~x!2xJn21~x!52nJn~x!1xJn11~x!

it can be shown that

b̂6Cn~r iw!57¸Cn61~r iw!,

ĝ6Cn~r iw!5¸2Cn62~r iw!. ~8!

The influence of the operatorsb̂6 and ĝ6 on the wave
functionsCn(r iw) leads to alteration of only the azimutha
mode numbers.

Substituting~4! into ~3!, taking into account~5!, and
equating the coefficients in front ofCn(r iw), we obtain a
system of algebraic equations relative toAn andBn :

~L2¸2V!An1¸2k2~P1An221P2An12!

5k¸@S1Bn111S2Bn212 ikz¸

3~Bn22P12Bn12P22g2Bn!#,

@k2T2¸2~L1kz
2V!#Bn2¸2k2kz

2~P1Bn221P2Bn12!

2 ikzk
2¸@~S11G1!Bn212~S21G2!Bn11#

5¸k2@G1An211G2An112 ikz¸

3~P1An222P2An121g2An!#. ~9!

For the class of solutions

An215jAn11 , Bn215jBn11 ~10!

this infinite system separates, whenj561, into independent
blocks of the form

hHAn5h1
1Bn111h2

1Bn ,

hEBn1 ikkz~h1
21l1

2!Bn115k2~l1
1An112h2

2An!,

hHAn115jh1
1Bn1h2

1Bn11 ,

hEBn111 i jkkz~h1
21l1

2!Bn5k2~jl1
1An2h2

2An11!,
~11!

where

hH5L2¸2t2 , hE5k2T2¸2~L1kz
2t1!,

t65V6jt2k2, l65g26jg1 ,

h1
15k¸~S26jS1!, h2

65 ikkz¸
2l6 ,

l1
65k¸~G26jG1!.

A nontrivial solution of~11! exists when

@hHhE1k2~h2
1h2

22jh1
1l1

1!#2

5jk2@kl1
1h2

12h2
2h2

11 ikz~h1
21l1

2!hH#2. ~12!

This equation defines the radial components of the w
vector. From~11! we note that coupling appears in the ro
between the partial modes characterized by consecutive
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spect toAn11 j , An j , Bn11 j , andBn j . The condition for the
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that a nonaxial orientation of the anisotropy axis or the
ternal magnetic field leads to an interaction between th
modes. Independent waves, which we call symmetric w
j51 and asymmetric whenj521, then appear in the struc
ture. The radial components of their wave vectors are de
mined by the solutions of Eq.~12!. The tangential compo
nents of the wave fields must be continuous on the surfac
the rod. To satisfy this condition, two solutions must be co
sidered. The solutions of system~5! which are finite on the
axis of the rod and satisfy the Sommerfeld condition at
finity can be represented in the form of the expansions

Hz5V~z,t !(
n

einwH (
j

An jJn~¸ j r ! r<r 0 ,

GnHn
~1!~¸0r ! r>r 0 ,

Fz5V~z,t !(
n

einwH (
j

Bn jJn~¸ j r ! r<r 0 ,

RnHn
~1!~¸0r ! r>r 0 ,

~13!

where thȩ j are specified by the solutions of~12!, the index
j takes the values 1 and 2, and¸0

25k22kz
2 .

Using ~8! and ~10!, we can easily show that the az
muthal componentsEw andHw are defined by the following
expressions:

Ew5V~z,t !(
n

einw

3H (
j

@aH j
n An j2bE j

n Bn11 j2 ihE j
n Bn j#/L,

@k¸0GnHn
~ i !8~¸0r !2 inkzRnHn

~ i !~¸0r !#/¸0
2 ,

Hw5V~z,t !(
n

einw

3H ( @aE j
n Bn j1 igE j

n Bn11 j1 ihH j
n Ah j#/L,

@k¸0RnHn
~ i !8~¸0r !1 inkzGnHn

~ i !~¸0r !#/¸0
2 ,

~14!

where

aH j
n 5k@t2¸ j Jn j8 2 ink2l2Jn j /r #,

bE j
n 5k2@S2Jn11 j2jS1Jn21 j #,

hE j
n 5kz@nt1Jn j /r 2 il1k2¸ j Jn j8 #,

aE j
n 5k$@~a11a222g1!k22~t12jt2!kz

2#¸Jn j8

2 inkz
2l1Jn j /r %,

gE j
n 5kkz@S2Jn11 j1jS1Jn21 j #,

hH j
n 5kz@nt2Jn j /r 2 ik2l2¸ j Jn j8 #.

The expressions obtained after substituting~13! and~14!
into the boundary conditions indicated above and relati
~11! form a complete system of algebraic equations with
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existence of nontrivial solutions leads to the dispersion eq
tion

(
m50

4

¸0
2mFm50, ~15!

where

F05^R12&2a2^T12,R121b1G12&1b1^R12,G12

2a1R21&1ja2b2^R11,R22&1~a1
21ja2

2!^T12&

1~b1
21jb2

2!^G12&2^R21,a1~b1
21jb2

2!G12&

2^R21,a1~b1
21jb2

2!G122b1~a1
21ja2

2!T12&

1~a1
21ja2

2!~b1
21jb2

2!^R21&,

jF15a2@b1^R22,S11&1^S12,T122b1R21&

1b1^T12P21&1~b1
21jb2

2!~^R21,P12&

2^R22,P11&!#1b2@^R12,a1S212P21&1^R11,P22

2a1S22&1a1^T12,P21&2~a1
21ja2

2!^T12,S21&#,

jF25^S12&2a1@b1^S11,S22&1~b1
21jb2

2!~^P21,S21&

2^P11,S22&!#1b1@^P22,S11&2^P12,S12&#

1ja2b2@^T12,K12&1^S12,S21&#1~a1
21ja2

2!~b1
2

1jb2
2!^S21&1~b1

21jb2
2!@^P12&1^P21&

1^P11,P12&#,

F352^K12,b2S121a2~b1
21jb2

2!S21&,

F45~b1
21jb2

2!^K12&,

^Li j &5Li j
n Li j

n11 , ^Li j Gkm&5Li j
n Gkm

n111Li j
n11Gkm

n ,

Ri j
n 5ZHi

n ZE j
n 2VHi

n VE j
n , T12

n 5ZH1
n VH2

n 2ZH2
n VH1

n ,

Pi j
n 5ZEi

n bE j
n 1VEi

n gE j
n , K12

n 5bE1
n gE2

n 2bE2
n gE1

n ,

Si j
n 5ZHi

n gE j
n 1VHi

n bE j
n , G12

n 5ZE1
n VE2

n 2ZE2
n VE1

n ,

Zqi
n 5¸0

2aqi
n 2kdnLJni ,

dn5¸0r 0Hn
~1!8~¸0r 0!/Hn

~1!)~¸0r 0!,

Vqi
n 5¸0

2hqi
n 2nkzLJni /r 0 , h05hE

21jk2kz
2~h1

21l1
2!,

a15h2
1/hHu¸5¸2

, a252h1
1/hHu¸5¸2

,

b15k2~hEh2
22 i jkkzl1

1!~h1
21a1

2!/h0u¸5¸1
,

b25@hEl1
12 ikkzh2

2~h1
21a1

2!#k2/h0u¸5¸1
.

Solutions ~12! and ~15! define the dependence of th
spectral characteristics on the parameters of the problem
independent symmetric and asymmetric waves in a ro
homogeneous rod. The latter is made from a material wh
electrical properties are specified by the components of
sor ~1!. One interesting feature is that these waves form a
result of the interaction of partial modes with consecut
azimuthal mode numbers.
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The results obtained above can be generalized to
case in which the properties of the material from which
rod is made are also determined by components of the
meability tensor~a ferrite or a ferromagnetic semiconducto!.

In the general case the dispersion equation can be in
tigated only by numerical methods. Below we present
results obtained for the propagation of waves in a rod m
from a uniaxial crystal in the presence of an arbitrarily o
ented anisotropy axis, as well as for axially uniform magn
toplasmon modes in the presence of an arbitrarily orien
external magnetic field.

ANISOTROPIC RODS

Figure 1 presents the results of a numerical investiga
of the dependence of the retardationj5kz /k on the angle of
inclination of the anisotropy axisQ for n55 andkr052.5.
The rod was made from a uniaxial crystal of leucosapph
(«115«2259.4, «33511.51). It is seen from the figure tha
two asymmetric wavesVa propagate with different phas
velocities in the structure whenQ is not equal to 0 or 90°.
They appear as a result of the interaction of two par
modes ofE polarization with consecutive azimuthal mod
numbers. In fact, whenj521, system~11! separates into
independent blocks of the form

~L222¸2!An50,

dBn522ia13̧ kzBn11 ,

dBn1152ia13̧ kzBn , ~16!

whered5«11«33k
22a33kz

22a11̧
2.

On the basis of~16!, we note that partial modes, viz
oneH (Ez50) mode and twoE (Hz50) modes, appear in
the rod. Their radial components are equal, respectively,

¸15AL22, a11̧ 2
65@«11«33L22#

1/26a13kz . ~17!

FIG. 1. Dependence of the retardationj on the angle of inclinationQ of the
anisotropy axis forn55 andkr052.5.
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As was noted above, crossover of theH and E modes
occurs on the surface of the rod. Either waveguide mo
then appear in the structure, ifkz.k, or whispering gallery
modes appear, ifkz,k. The influence of the curvature of th
rod surface leads to partial emission of the latter into
vacuum. The latter decreases as the azimuthal mode in
increases.

In the case of symmetric waves (j51), system~11!
separates into independent blocks of the form

~L112¸2!An5¸ka13Bn11 , ~18!

@L22~«11«33k
22a33kz

2!2«11L11̧
2#Bn115¸ka13An .

The nonaxial orientation of the anisotropy in this ca
leads to an interaction of the partial modes ofE andH po-
larization with consecutive azimuthal mode numbers. Sy
metric waves appear. The partial components of their w
vectors equal

¸15AL22, ¸25@«11«33k
22a33kz

2#1/2/A«11. ~19!

When ¸1
2 and ¸2

2 are positive, they are waveguide an
whispering gallery modes. It is seen from Fig. 1 that th
exhibit a zone of opaqueness with respect to the angle
inclination and nonuniqueness of the phase velocity at sm
values ofkr0. This is due to the appearance of low-frequen
waveguide modes when the anisotropy axis deviates f
the direction of the geometric axis. The dependence of
retardationj on the dimensionless parameterkr0 at values of
the angle of inclinationQ equal to 0, 0.3p/2, and 0.35p/2 is
presented in Fig. 2a, and the dependence on the ang
inclination for kr0 equal to 2.2, 2.3, and 2.5 is presented
Fig. 3. In an axially anisotropic rod (Q50) the waveguide
modesVs exist only forv.vcr ~Fig. 2a!. Their critical fre-
quencyvcr is determined from the equation (xcr5vcrr 0 /c)

Hn
~1!~xcr!Jn8~A«11xcr!5Hn

~1!8~xcr!Jn~A«11xcr!. ~20!

The low-frequency branchesV1 andV2 appear for even
a small deviation of the anisotropy axis from the geome
axis ~Fig. 2b!. Their spectral parameters at smallkr0 are
determined by the solutions of the equations

L22
3 5~k tan Q!2@~«11k¸2 tan Q!21L22~L221¸2

2!#,
~21!

FIG. 2. Dependence of the retardationj of symmetric waves onkr0 for
n55 andQ50 ~a!, 0.3p/2 ~b!, and 0.35p/2 ~c!.
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where¸2 was defined in Eq.~19!.
These waves also exist below the critical frequency a

depend weakly on the radius of the rod. An increase in
angle of inclination leads to an increase in the phase velo
for V1 and V2 and to a decrease in it forVs . The region
where the latter exist shifts to lower frequencies, and
phase velocity of the low-frequency modes depends sig
cantly on the angle of inclination. All this leads to the a
pearance of the features indicated above in the behavio
the dispersion curves.

Symmetric and asymmetric whispering gallery mod
were observed experimentally in Ref. 1 in a disk cavity ma
from leucosapphire with an anisotropy axis lying in the pla
of a transverse section of the rod (Q590°).

When¸1
2 and¸2

2 are negative in the structure andQ is
not equal to 0 or 90°, a symmetric surface wavePs appears.
Its amplitude decreases exponentially on both sides of
surface. An increase in the azimuthal mode index leads
decrease iņ 2

2 and the disappearance of this wave. Th
wave does not appear on a flat interface. Surface waves
observed on the latter in the optical range near the absorp
bands.2

The insulating rods employed in light guides and las
are fabricated predominantly from uniaxial crystals. T
strains appearing in them during the formation of the r
texture and under the influence of mechanical stresses ha
significant influence on the operation of these devices. T
also lead to alteration of the values of the components of
dielectric tensor and to the appearance of off-diagonal c
ponents in it. The simultaneous performance of meas
ments of the spectral characteristics of the modes appea
and the investigation of the solutions obtained above mak
possible not only to detect these strains, but also to inve
gate their parameters.

SEMICONDUCTOR RODS

The magnetoplasmons appearing in semicondu
structures are utilized in the diagnostics of the surfaces
conducting materials and the creation of solid-state dev
that are controlled by an external magnetic field. The pro
gation of waves at an angle to the latter gives rise to effe
which permit the creation of structures with new function
properties. The characteristics of waves propagating i

FIG. 3. Dependence of the retardationj of symmetric waves on the angle o
inclination Q for n55 andKr 052.2 ~a!, 2.3 ~b!, and 2.5~c!.

801 Tech. Phys. 42 (7), July 1997
d
e
ty

e
fi-

of

s
e
e

e
a

re
on

s

d
e a
y
e
-

e-
ng
it

ti-

or
of
s
-

ts
l
a

round semiconductor rod have been studied only when
immersed in an axial magnetic field. A need has arisen
generalize the results obtained to the case of an arbit
orientation of the external magnetic field.

For axially uniform modes (kz50) system~11! sepa-
rates into

@«11afk
22~s12js2!¸2#An5¸k~t12jt2!Bn11 ,

«11@«33« fk
22af¸

2#Bn115¸k~t12jt2!An , ~22!

where

« f5«111«12
2 /«11, af5« fC

21«33S
2,

FIG. 4. Dependence of the resonant frequencyv/v r of surface modes on
the cyclotron frequencyvH /v r for n560, Q5p/4, andx520.

FIG. 5. Dependence of the resonant frequency of surface modes on
angle of inclinationQ for n560, x520, anduvHu5v r /4.
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We note from~22! that the influence of a nonaxial or
entation of the magnetic field leads to the appearance o
interaction between the partial modes ofE and H polariza-
tion with consecutive numbers. Symmetric (j51) and
asymmetric (j521) axially uniform modes appear in th
structure. The radial components of the wave vectors of
symmetric modes do not depend on the angle of inclinat

¸15A« fk, ¸25A«33k.

This dependence appears for asymmetric modes
which

2a11̧ 1,2
2 5$~«331af !«116@~«331af !

2«11
2

24«33«11a11af #
1/2%k2.

Figures 4 and 5 present plots of the dependence of
resonant frequenciesv/v r on the angle of inclinationQ and
the cyclotron frequencyvH /v r of the carriers for a single
component semiconductor plasma,«L517, n560, and
x[v r r 0 /C520. In an axial magnetic field (Q50) a series
of bulk magnetoplasmons exists in the structure wh
« f.0. When « f,0, there is a surface magnetoplasm
~dashed curvePs), which transforms into a bulk mode whe
802 Tech. Phys. 42 (7), July 1997
an

e
n

or

e

n

quency approaches the frequency of the surface magn
plasmon existing on a planar boundary between a semic
ductor and a vacuum

v5@«Lv r
2~«L11!211vH

2 /4#1/22vHsgn~n!/2.

A nonaxial orientation of the magnetic field leads to t
appearance of the symmetric surface modesPs

6 in the struc-
ture, which exist in the region corresponding to« f,0 and
a11,0, and the asymmetric modesPa

6 when « f,0. Here
Pj

1 is the branch of modes forvH.0, andPj
2 is the branch

of modes forvH,0. The dependences of the resonant f
quencies on the strength and angle of inclination of the
ternal magnetic field are qualitatively different. The freque
cies exhibit a significant dependence on the direction of
magnetic field~nonreciprocity!. The latter is absent in a
transverse magnetic field (v j

15v j
2).

1A. Ya. Kirichenko, Yu. V. Prokopenko, Yu. F. Filippovet al., Radiotekh.
Elektron.33, 300 ~1989!.

2Surface Polaritons: Electromagnetic Waves at Surfaces and Interfa,
V. M. Agranovich and D. L. Mills ~eds.!, North-Holland, Amsterdam
~1982! @Russ. transl., Nauka, Moscow~1985!#.
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The solution of problems related to the generation
microwaves in plasma waveguides requires knowledge of
spectra of eigenfrequencies for the respective waveg
structure. This is because the excitation of waves is m
efficient1,2 near the eigenfrequencies. Slow-wave eleme
viz., combs, disks, etc. are often used in the beam excita
method. They make it possible to prolong the interaction
the beam particles with the corresponding eigenwave of
structure and, as a result, to increase the efficiency o
generators.1–3

The creation of multicomponent waveguide structu
has provided additional possibilities for designing efficie
devices for rf electronics.4–6 The presence of various plasm
and insulating inserts in a metal waveguide leads to an
crease in the number of eigenwaves and, thus, to phys
effects associated with their propagation and interact
This is reflected in the design of divers radio-electronic
vices for various purposes in plasma and semicondu
electronics.1,4,6

The possibility of using an annular electron beam to
ficiently excite microwaves that propagate azimuthally n
the surface of a plasma cylinder separated by a vacuum
from a coaxial metal waveguide was demonstrated in Re
It is fairly simple to extract the energy of these azimuth
surface waves~ASW! through an insulating window of sma
angular dimensions in the metallic skin of the waveguid8

The advantages that an rf power generator employing
excitation of ASWs would have over generators that util
longitudinal beams include, first of all, their short longitud
nal dimensions and high efficiency.7 This is the reason for
the urgent interest in the problem of calculating reson
multicomponent slow-wave structures.

The slowing of electromagnetic waves propagating a
muthally near the surface of a plasma cylinder separated
an insulating layer from a metal waveguide of noncircu
cross section is investigated. The distribution of the fields
these waves is studied. The correction to the eigenfreque
of an ASW caused by the small deviation of the cross sec
of the waveguide from a circle is determined. It is shown t
the periodic variation of the curvature of the surface of
metal chamber along the direction of propagation of
wave leads to removal of the degeneracy of the frequenc
the ASW with respect to the sign of the wave number, if t
angular period of this variation is equal to half of the peri
of the wave.
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Let us investigate the propagation of a surface elec
magnetic wave~SEW! near the boundary of a homogeneo
plasma cylinder of radiusR0, which is separated from the
metal chamber by an insulator with a dielectric const
«>1. We shall consider the case of a free cold plasm
whose dielectric constant equals

«5«02(
a

Va
2v22, ~1!

where«0 is the dielectric constant of the crystal lattice of th
semiconductor~in the case of a gas plasma«051), v is the
frequency of the wave,Va is the Langmuir frequency, and
a labels the type of particles: ions, electrons, or holes.

We assume that the waveguide is uniform along the a
of the cylinder:]/]z[0. The cross-sectional shape of th
waveguide is assigned by the following dependence of
radiusR2 of the metal chamber on the azimuthal angle:

R25R1F11 (
n51

`

hn sin~nw!G . ~2!

For the magnetic fieldHz of the SEW in the plasma
(r<R0), from Maxwell’s equations we obtain

1

r

]

]r
r

]Hz

]r
2S ¸p

22
1

r 2

]2

]w2D Hz50, ~3!

where¸p5kAu«u andkc5v.
The components of the electric field of the SEW a

expressed in terms ofHz in the following manner

Er5
i

«kr

d

dw
Hz , ~4!

Ew5
2 i

«k

d

dr
Hz . ~5!

Within the insulator (R0,r ,R2) the dependence ofHz , as
well as ofEr andEw , on the spatial coordinates is specifie
by Eq.~3! and by expressions~4! and~5! after the following
replacement is made in them:

«→«g . ~6!

On the basis of the symmetry of the problem, we see
solution of Eq.~3! in the form

Hz5(
m

Hz
~m!~r !exp~ imw2 ivt !, ~7!

803-06$10.00 © 1997 American Institute of Physics
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The following boundary conditions are utilized to obta

the dispersion relation: confinement of the fields to the SE
in the volume under consideration; continuity of the fiel
Ew andHz on the plasma–insulator boundary, i.e.,

Ew~R110!5Ew~R120!, Hz~R110!5Hz~R120!;
~8!

and equality of the tangential electric field on the surface
the metal to zero, i.e.,

~Et~R2!}R2~w!Ew~R2!1Er~R2!!
dR2

dw

Et~R2![0. ~9!

Assignment of the cross-sectional shape of the wa
guide by Eq.~2! makes it possible to simulate any shape o
transverse section of a waveguide, for example, a rectang
shape9 or the shape which is characteristic of the surface
the anode section of a magnetron. However, to simplify
presentation of the material, we shall confine ourselves
first to consideration of the special case

R25R1@11hN sin~Nw!#, ~10!

and afterwards we shall generalize the results obtained to
case of an arbitrary waveguide cross section@Eq. ~2!#. The
choice ofR2(w) in the simplified form~10! is also of impor-
tance in itself. WhenN51, this relation describes the off
center displacement~the violation of coaxiality! of the
plasma column relative to the metal chamber. The cas
N52 describes an elliptical chamber, andN>3 corresponds
to a slow-wave structure with an angular period 2p/N. The
values ofhn , which specify the maximum deviation of th
radiusR2 of the metal chamber from its mean valueR1, are
assumed to be small (hn,R2R0

2121,1). We solve the
problem by successive approximations, utilizing the the
of ASWs in Ref. 10 as the zeroth approximation.

ASWs IN A WAVEGUIDE OF CIRCULAR CROSS SECTION
(THE ZEROTH APPROXIMATION)

Surface electromagnetic waves propagating azimuth
in circular isotropic cylindrical plasma waveguides ha
been termed azimuthal surface waves~ASWs!. They are
E-type waves with the componentsEr , Ew , and Hz , and
their properties were studied in detail in Ref. 10. Here
present only the basic information needed for the ensu
investigation. The dispersion properties of ASWs and
topology of their fields differ significantly from the prope
ties of surface waves propagating in planar plas
waveguides. For example, ASWs are electromagnetic wa
unlike the surface potential waves that propagate alon
straight plasma boundary.11

In the case of a free cold plasma, ASWs exist in t
following frequency range

«0v2,Ve
21V i

2 . ~11!

The solution of Eq.~3! which satisfies the boundary con
dition on the axis of the waveguide for the axial compon
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r<R0) is expressed in terms of the modified Bessel fun
tions Im(z):12

Hz
~m!~r !5C1

~m!I m~r¸p!, ~12!

whereC1
(m) is a normalization factor.

The solution of Eq.~3! which satisfies the boundary con
ditions ~8! on the plasma–insulator boundary forHz within
the insulator (R0<r<R2) is expressed in terms of the Bess
functions of the first kindJm(z) and the Neumann function
Nm(z):12

Hz
~m!50.5p¸gR0C1Lm~¸gr !, ~13!

where

Lm~¸gr !5G1Jm~¸gr !2G2Nm~¸gr !, ~14!

G15A«g /u«uI m8 ~¸pR0!Nm~¸gR0!

1I m~¸pR0!Nm8 ~¸gR0!, ~15!

G25A«g /u«uI m8 ~¸pR0!Jm~¸gR0!1I m~¸pR0!Jm8 ~¸gR0!,
~16!

a prime denotes the derivative with respect to the argum
and¸g5kA«g.

In the zeroth approximation (hN50) the boundary con-
dition ~9! for the tangential component of the electric field
an SEW on the insulator–metal boundary takes the fo
Ew(R1)50. Hence we obtain the dispersion relation of
ASW10

Jm8 ~¸gR0!Nm8 ~¸gR1!2Jm8 ~¸gR1!Nm8 ~¸gR0!

Jm~¸gR0!Nm8 ~¸gR1!2Jm8 ~¸gR1!Nm~¸gR0!

52S «g

u«u D
1
2 I m8 ~¸pR0!

I m~¸pR0!
. ~17!

Its solution in the approximation of a narrow insulatin
layer was studied in detail in Ref. 10; therefore, we shall
analyze it here. We note only that the dispersion of an AS
is linear ~its frequency increases with the azimuthal mo
number! , and, in contrast to the case of a waveguide c
taining a magnetically active plasma,13 these waves are
complementary~the frequencies of ASWs propagating in o
posite directions are identical!.

Azimuthal surface waves with different values of th
azimuthal mode numberm propagate independently; there
fore, we shall assume that only one harmonic with the a
muthal mode numberM exists in the zeroth approximation

FIRST APPROXIMATION

In the first approximation with respect to the small p
rameterhN the magnetic field of the SEW in the regio
R0,r ,R2 is found in the form of the sum of the fundame
tal harmonic @which is proportional to exp(iMw)# and
two satellite harmonics @which are proportional to
exp(i(M6N)w)#:
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Expression~22! for the correctionDvN to the frequency
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1H1hNLM1N~¸gr !exp@ i ~M1N!w#

1H2hNLM2N~¸gr !exp@ i ~M2N!w#%exp~2 ivt !. ~18!

After substitutingHz in form ~18! into the expressions~4!
and~5! for the electric fields of the ASW@with consideration
of the replacement~6!#, we find that in order forHz in form
~18! to satisfy the boundary condition~9! on the noncircular
metal surface~10! of a waveguide to within terms that ar
first-order with respect to the small parameter, the coe
cientsH1 appearing in~18! must have the following values

H656
iL m~¸gR1!~m26mN2¸g

2R1
2!

2¸gR1Lm6N8 ~¸gR1!
. ~19!

Consideration of the first-order small terms does not
ter the eigenfrequency of the SEW determined as the s
tion of dispersion relation~17!.

SECOND APPROXIMATION

In the second approximation with respect to the sm
parameterhN the expression forHz contains not only the
terms in Eq.~18!, but also small satellite harmonics that a
} hN

2 exp(i(M62N)w). We shall not present the expressio
for the amplitudes of these harmonics here, since they
cumbersome, and, moreover, these harmonics do not ma
contribution to the first correction to the frequency.

After separating the terms in boundary condition~9!
which are proportional to exp(iMw), but are not higher than
second-order with respect to the small parameter, we ob
the dispersion relation of an SEW in the form

D ~0!1D ~2!50, ~20!

whereD (2);hN
2 D (0), and the dispersion relationD (0)50 in

the zeroth approximation coincides with Eq.~17!.
From the solution of dispersion relation~20! we deter-

mine the frequencyv of the SEW in the for of the sum
v5v01DvN , wherev0 is the eigenfrequency of the SEW
in the absence of corrugations@D (0)(v0)50#. The term

DvN52D ~2!F]D ~0!

]v G21U
v5v0

~21!

is the second-order correction to the frequency of the S
due to the deviation of the cross-sectional shape~10! from a
circle.

The expression forDvN has the following form:

DvN5
hN

2 ~m21R1
2¸g

2!

4¸gR1

Lm~¸gR1!

dLm8 ~¸gR1!

dv0

3F11
Lm1N~¸gR1!

Lm1N8 ~¸gR1!

~m21mN2¸g
2R1

2!2

m21¸g
2R1

2

31
Lm2N~¸gR1!

Lm2N8 ~¸gR1!

~m22mN2¸g
2R1

2!2

m21¸g
2R1

2 G . ~22!
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of the SEW does not depend on the sign of the azimu
mode numberm. This is typical of oscillations in isotropic
plasma waveguides.14 Using recurrence relations and th
asymptotic expression for the Bessel functions,12 we find ap-
proximate expressions forDvN in the cases of broad
(¸g,pR1@umu) and narrow (̧ g,pR1!1) waveguides.

At short wavelengths (kR0!1) DvN,0. We present
the asymptotic expression for this correction

DvN

v0
'

2hN
2 L«gu«u

16pm!

m2~m1N!~m1N!!

Lm2u«u12«g~11u«u!
S 2

¸gR1
D 21N

,

~23!

whereL512R0 /R1.
This parameter, which characterizes the thickness of

insulating layer, was assumed to be small. An analysis of
~22! provides evidence that reversal of the sign ofDvN can
occur for sufficiently broad waveguides, i.e., whenR1→`,
DvN becomes positive. This occurs when the inequality

L
R0Ve

c
.1.L

kR0«g

u«pu1/2
~24!

is satisfied.
However, it should be kept in mind that the frequency

the SEWs under investigation decreases to zero whenR1

tends to infinity and that the applicability of the analytic
expression~22! for the correction to the frequency of th
SEW is determined by fulfillment of the inequalit
uDvNu!v0. Therefore, within the method of successive a
proximations used here the results obtained, primarily
expression~21! for the correctionDvN to the frequency of
the SEW, have a restricted range of applicability in the c
of LR0@c/Ve . If conditions ~24! are not satisfied
(1,LkR0«gu«pu21/2), i.e., if (¸gR0) is large, forDvN we
can write

DvN

v0
'

hN
2 «g

24
~11L!¸g

2R1
2
•~kR1@1!. ~25!

Comparing~23! and~25!, we should note two significan
differences between short-wavelength and long-wavelen
perturbations. If (̧ gR0)!1, the magnitude ofuDvNu/v0 de-
creases as«g increases and the number of corrugations in
waveguide, i.e.,N, decreases. The rate of slowing of lon
wavelength SEWs does not depend onm and N, and
uDvNu/v0 } «g

2 . When kR1@1, the frequency correction
uDvNu decreases as«g increases.

It is seen from the foregoing treatment that the mag
tude of the correctionDvN does not depend on the presen
of small terms that are} sin(nw) (n Þ N) in the equation of
the metal surface~2!. Therefore, in the case of the arbitra
waveguide cross section~2!, the eigenfrequency can b
found in the form

v5v01 (
nÞ2m

Dvn , ~26!

where the correctionsDvn are defined by Eq.~22!.
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NUMERICAL ANALYSIS

The results of a numerical investigation of the magnitu
of the correction (Dvn /Ve) to the frequency of an SEW
caused by the deviation of the waveguide shape from a
inder as a function of the effective wave numb
keff[(mc)/(R0Ve) are presented in Figs. 1 and 2 for th
cases ofN51 and 4, respectively. The numbers of t
curves correspond to the mode numberm. To make the fig-
ures clearer, the parameter of the problem was selected e
to unity: hn51 ~as was noted, thehn should, in fact, be
small!. The following values of the waveguide paramete
were used:L50.3, «g51. The numerical calculations sho
that the thickness of the insulating layer, i.e., the param
L, has the greatest influence on the magnitude of the cor
tion Dvn(keff). For example, an increase in«g from 1 to 5
~without altering the other parameters! causes an approxi
mately twofold decrease in bothv0 and Dvn , the point

FIG. 1.

FIG. 2.
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Dvn50 being displaced toward larger values of the effe
tive wave number. In general, an increase in«g decreases the
amplitude of an SEW and its frequency, i.e., its propagat
conditions worsen. A decrease inL from 0.3 to 0.1~without
altering the other parameters! causes a slight decrease in th
eigenfrequency of an SEW, but the correctionuDvn(keff)u
increases by approximately seven fold for the SEW w
m51 and by two fold for the wave withm52. This increase
in the absolute value of the correction to the frequency of
SEW becomes less significant askeff and the azimuthal mode
numberm increase. It should be noted that theDvn(keff)
curves become more gently sloping asL decreases and tha
the absolute value of the correction increases askeff in-
creases. An increase in the number of corrugation peri
~the parameterN) leads to stronger slowing of the SEWs.

The topology of the field of the SEW within a wave
guide forL50.3, m53, «g51, andw50 is shown in Fig.
3. The amplitude of the SEW is defined here in relative un
and the radial coordinate is normalized to the mean value
the waveguide radiusR1. Since the surface waves invest
gated are electromagnetic, the magnetic component of
field is greater than or of the order of the electric compone
if the frequency of the surface wave lies in the middle of t
range for the existence of ASWs. An increase inv, of
course, leads to an increase inuHzu. WhenR0 is increased,
uHzu decreases together with the frequency of the SEW.
note that the fieldEr has its greatest magnitude in the regio
of the insulator (R0,r ,R2) ~it does not tend to zero as
r→R2), while the fieldEw induced by the surface charge
reaches a maximum on the boundary of the plasma cylin
with the insulating layer (r 5R0).

SPLITTING OF THE SPECTRA OF ASWs

The spectra of the ASWs for isotropic waveguides a
degenerate relative to the sign ofm. For this reason, when
the relationN52uM u holds, the treatment performed is no
applicable. For example, the expression~22! for the correc-
tion DvN to the frequency becomes meaningless in this ca
since its denominator contains the quantitiesLM6N8 (¸gR1),

FIG. 3.
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zeroth approximation. Applying perturbation theory to t
case of degenerate spectra, we obtain an expression fo
resonant correctionDv1

(6)[6Dv r to the frequency of an
ASW in this case:

Dv r5
h2uM uLM~¸gR1!

2¸gR1
~M21¸g

2R1
2!S dLM8 ~¸gR1!

dv0
D 21

.

~27!

This expression is simplified in the case of a plas
cylinder of large dimensions (̧pR0@1):

Dv r52
h2umu

4 S 11
LR0

d
«

g

1
2DmS d

LR0
D

1
2
«

g

2
1
4 . ~28!

Here d5c/Ve . As we see, periodic variation of the curv
ture of the metal surface along the direction of wave pro
gation results in splitting of the frequency of an ASW. T
resonance correction to the frequency is proportional to
first power of the small parameter (Dv r } h2umu). As a con-
sequence of the resonant interaction with the nonuniqe
of the surface, the ASW harmonics that are} exp(iumuw) and
} exp(2iumuw) exist in the form of two standing waves wit
two different frequenciesv5v06Dv r . Accordingly, with
consideration of the terms that are first-order with respec
the small parameter, instead of~18! the distribution ofHz in
the regionR0,r ,R2 takes on the form

Hz50.5p¸gR0 exp~2 ivt !

3$C11Lm~¸gr !@exp~ imw!6 i exp~2 imw!#

1Cr
1L3~¸gr !@exp~ i3mw!7 i exp~2 i3mw!#%.

~29!

HereC11 is a normalization factor, and

Cr
152

ih2umuLm~¸gR1!

2¸gR1L3m~¸gR1!
~3m22¸g

2R1
2!C11. ~30!

Figure 4 presents plots of the dependence of the cor
tion to the frequency of an SEW normalized to the plas
frequency (2Dv r /Ve) in the case ofN52umu on the effec-
tive wave numberkeff . The numbers1–3 correspond to the
azimuthal mode numberm, the solid curves are plots of th
dependence of (v0 /Ve) on keff , and the dashed curves a
plots of the dependence of (2Dv r /Ve) on keff . The calcu-
lations were performed for the following values of the wav
guide parameters:«g51, hv50.5, andL50.3. The numeri-
cal analysis confirms that the resonance correction incre
as the thickness of the insulating layer or the dielectric c
stant of the insulator decreases.

CONCLUSIONS

The influence of the deviation of the cross-sectio
shape~2! of the metal chamber of an isotropic plasma wav
guide from a circle on the dispersion properties of extrao
nary surface electromagnetic waves propagating azimuth
has been studied theoretically in the present work. The
tribution of the fields of the SEWs within waveguides h
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been investigated@see Eqs.~18!, ~19!, ~29!, and~30! and Fig.
3#. It has been shown that the spectral composition of
SEWs propagating in the metal chamber of a waveguide
be regulated by adjusting its shape. The dependence o
correction to the frequency of an SEW due to the deviat
of the shape of the metal chamber from a circle on the wa
guide parameters has been analyzed@see formulas~22!, ~23!,
and~25!, and Figs. 1 and 2#. It has been shown that periodi
variation of the curvature of the waveguide along the dir
tion of propagation of an SEW leads to splitting of the fr
quency of the SEW, after which the angular period of t
fundamental harmonic is two times greater than the period
this variation@see Eqs.~27! and~28! and Fig. 4#. In this case
the SEW exists in the form of the standing wave describ
by ~29! and ~30!.

The electrodynamic structure investigated in the pres
work and its eigenwaves can be utilized in various rad
electronic devices, for example in rf emitters and generat
If an antenna in the form of a wire is placed along the sy
metry axis of a waveguide and the radius of the wire is sm
~this condition is necessary so that its influence on the e
tromagnetic properties of the waveguide could be neglect!,
such a structure should be regarded as an antenna w
plasma covering. The use of a plasma covering in anten
has been known for a long time and is employed in pract
For example, calculations of the radiation of a spheroi
antenna with a plasma covering were presented in Ref.
The presence of this covering results in an increase in
radiated power. The presence of a plasma in the work
volume of a standing-wave electronic tube leads to an
crease in the power of the generator.16 Thus, the results ob-
tained in the present work are of interest for plasma electr
ics, radiophysics, and the development of radio-electro
devices.

FIG. 4.
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Relativistic particles in a quadrupole waveguide

ld
Yu. G. Pavlenko, N. D. Naumov, and A. I. Toropova

Specialized Educational-Scientific Center, M. V. Lomonosov Moscow State University,
121357 Moscow, Russia
~Submitted December 20, 1995!
Zh. Tekh. Fiz.67, 98–102~July 1997!

A solution is obtained for the equations of motion of a particle in the field of a traveling
electromagnetic wave propagating between two pairs of metal surfaces of hyperbolic shape. The
motion of the particle on excitation of the waveguide by monochromatic and pulsed
voltage sources is considered. The possibility of applying a quadrupole waveguide to beam
focusing and the separation of particles according to their specific charge and longitudinal velocity
is investigated. ©1997 American Institute of Physics.@S1063-7842~97!01807-2#
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Only a few integrable problems of relativistic mechan
associated with the motion of charged particles in the field
an electromagnetic wave are presently known. A solution
a particle in the field of a plane wave was found in Ref.
the more complicated problem of a particle propagat
along a uniform magnetic field in the field of a wave
circular polarization was solved in Ref. 2. An exact soluti
of the problem of the motion of a relativistic particle in th
field of a plane wave in a medium with a refractive ind
n.1 was obtained in Ref. 3.

In the present work we obtain a new analytical soluti
for the equations of motion of a particle in the field of
transverse-electromagnetic~TEM! wave propagating in a
quadrupole waveguide. The stable motion of particles is
vestigated both in the case of a monochromatic wave an
the case of excitation of the waveguide by pulsed volta
sources. In the former case the solution is represented
bounded aperiodic Mathieu functions, and in the latter cas
is described by bounded piecewise-continuous functio
The solutions obtained enable us to determine the condit
for the passage of a particle beam through a waveguide
well as to examine the conditions for focusing and the se
ration of particles according to their specific charge and l
gitudinal velocity. There is special interest in the motion
relativistic particles injected in the direction opposite to t
direction of wave propagation. In this case it becomes p
sible to suppress the contribution associated with the sp
of the transverse velocities of the beam particles to the
plitude of the oscillations.

ELECTROMAGNETIC WAVEGUIDE FIELD

The electrodynamic system is formed by two pairs
metal surfaces described by the equationsy25x22R2 and
y25x21R2. A fundamental TEM wave, whose critical fre
quency is equal to zero, can be excited in this system. T
wave will propagate in the waveguide with the velocity
light at any frequency of the field excitation source. A uniq
feature of the open system under consideration is the fact
the configurations of the field of the fundamental wave a
the field in the static case coincide.4
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strength and the magnetic induction is represented in te
of the potentials

E52
1

c

]A

]t
2¹A0 , B5curl A. ~1!

For a transverse-electromagnetic wave these poten
are specified by the Hertz potentialG(t,x):

A05
]G

]z
, A5S 0,0,2

1

c

]G

]t D . ~2!

The functionG(t,x) satisfies the scalar wave equatio
and the boundary conditions on the waveguide surface.
the fundamental wave

G~ t,x!52
s

R2
~x22y2!E f ~j!dj, ~3!

wherej5t2sz/c, f (j) is an arbitrary function,s51 cor-
responds to a wave propagating in the positive direction
the z axis, ands521 corresponds to a wave travelling i
the opposite direction.

From Eqs.~1!–~3! we find

E~ t,x!5
2

R2
~2x,y,0! f ~j!, B~ t,x!52

2s

R2
~y,x,0! f ~j!.

We next restrict ourselves to the case in whichf (j) is a
periodic function. Then the intensity of the wave propagat
in the waveguide is determined by the mean value of thz
component of the Poynting vector

Pz5sI , I 5
c

2pR2 R dS~x22y2!^ f 2&.

SEPARATION OF VARIABLES IN THE EQUATIONS OF
MOTION

In relativistic mechanics it is convenient to assign t
equation of a trajectory in the parametric formt5t(t),
x5x(t), where t is the proper time of the particle. Th
equations of motion of a particle of chargee and massm
have the form5,6

809-05$10.00 © 1997 American Institute of Physics
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where a dot denotes differentiation with respect to the pro
time.

According to the definition of four-velocity,

~c ṫ!22 ẋ25c2. ~5!

We choose the initial conditions in the formt(0)50,
x(0)5(x0 ,y0,0), ṫ (0)5g, ẋ(0)5g(v1 ,v2 ,v3), andv3.0,
whereg5(12v iv i /c2)21/2. Substituting the expressions fo
the fields into~4!, we obtain the system of equations

mcẗ52~xẋ2yẏ!F~j!, mz̈52s~xẋ2yẏ!F~j!,
~6a!

mẍ52cxj̇F~j!, mÿ5cyj̇F~j!, ~6b!

whereF52e f/cR2.
A separation of variables must be performed to integr

system~6! in quadratures. Owing to the symmetry of th
field, the first integral follows from Eqs.~6a!:

ṫ2
s

c
ż5g, g5gS 12

s

c
v3D . ~7!

Therefore, on the trajectory of the particle

t2
s

c
z5gt. ~8!

Taking into account relations~7! and ~8!, from ~6b! we
obtain the equations

ẍ1¸~t!x50, ~9!

ÿ2¸~t!y50, ~10!

where¸(t)5gF(gt).
From the first integrals~5! and ~7! we find

ṫ5
1

2S 1

g
1gD1

1

2gc2
~ ẋ21 ẏ2!, ~11!

s

c
ż5

1

2S 1

g
2gD1

1

2gc2
~ ẋ21 ẏ2!. ~12!

Thus, after integration of linear equations~9! and ~10!,
the functionst(t) and z(t) are determined from Eqs.~11!
and~12!. Transforming~11! and~12!, we obtain the equiva-
lent relations

ṫ5g1
1

2gc2
@ ẋ21 ẏ22g2~v1

21v2
2!#, ż5gv31sc~ ṫ2g!.

It follows from ~11! and ~12! that for uẋ/cu,
u ẏ/cu@A2gg the kinetic energy of the particle
T5mc2( ṫ21)@gmc2. In this case the components of th
velocity v5 ẋ/ ṫ take the valuesuvx /cu, uvy /cu!Ag/2g, and

vz;sc. When uẋ/cu, u ẏ/cu!A2gg, the kinetic energy
T;gmc2.
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Let the functionf (j) have the formf 5V cosvj, where
V specifies the intensity of the wave. Going over to the
mensionless quantitiess5vgt/2 and b54eV/mgv2R2 in
~9! and ~10!, we obtain the equations

d2x

ds2
12b cos 2sx50, ~13!

d2y

ds2
22b cos 2sy50, ~14!

which are special cases of the Mathieu equation

d2u

ds2
1~m12q cos 2s!u50.

It is known from the theory of Mathieu functions that th
parameter plane (m,q) contains regions corresponding
bounded and unbounded solutions.7–9 In the stability region
the solution is an aperiodic function. Whenm50, the solu-
tions are stable in the ranges 0,b<0.92, 7.51<b<7.58,
21.309<b<21.312, . . . . These conditions hold when th
parameters of the wave are appropriately selected. Re
sentingb in the formb5(eV/mgc2)(l/pR)2, we find that
in the case of an electron beam the wavelength eq
l.2.223103RAbg/V and that for a beam of ions with th
mass numberA we havel.105RAbgA/V, wherel andV
are numerical values in SI units.

a! Let us first consider the region 0,b<b0, b050.92.
The first stability region in the (m,q) plane lies to the right
of the curvemc052q2/217q4/1281 . . . and is bounded
by the curvemc1(q)512q2q2/8 for q.0 and by the curve
ms1(q)5mc1(2q) for q,0. A uniformly convergent expan
sion of the solution of the Mathieu equation is obtained us
averaging in the Hamiltonian form.6 In the vicinity of the
transitionalmc0(q) curve we obtain

u~s!5US 11
q

2
cos 2sD2

q

2
W sin 2s1 . . . ,

du

ds
5WS 12

q

2
cos 2sD2Uq sin 2s1 . . . . ~15!

Here the evolution of the variablesU andW is specified by
the averaged motion

U5A cosQs1
B

Q
sin Qs,

W5
dU

ds
,

whereQ5Am2mc0, andA andB are constants.
In accordance with Ref. 9, one of the linearly indepe

dent solutions on the transitionalmc0(q) curve contains the
multiplier s. We note that the solution of the Mathieu equ
tion obtained within the Gaponov-Miller gradient potenti
model10,11 or by the Kapitsa method12 contains only the first
term in ~15! u(s)5U(s), and mc052q2/2. Settingm50
andq5b in ~15!, we obtain a solution of Eq.~13!; if m50
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andq52b, we have a solution of Eq.~14! with the coeffi-
,
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On the transitionalm5ms1 curve we havel 1k50, and

t

d

of

s-

n

ge
e
ve-

s
ed

ve
es of
cientsA8 andB8. Taking into account the initial conditions
we find

A5x0S 11
b

2D 21

, B5
2gv1

vg S 12
b

2D 21

,

A85y0S 12
b

2D 21

, B85
2gv2

vg S 11
b

2D 21

.

The realization of stable motion requires that all t
beam particles satisfy the inequalitiesux(t)u,R and
uy(t)u,R. In the utlrarelativistic case, i.e., whenv3;c and
uv1u, uv2u!v3, g is strongly dependent on s:
g(s51).1/2g, andg(s521).2g. Therefore, in the case
of a wave propagating toward a beam, there is a possib
for suppressing the contribution caused by the spread of
transverse velocities to the amplitude of the oscillatio
From the inequalities uBu/Q0,uAu,R and
uB8u/Q0,uA8u,R (Q0.bA2) we can obtain estimates fo
the upper bound on the initial values of the transverse ve
ity components

Uv1

c U,2pb~22b!ux0u@l~21b!A2#21,

Uv2

c U,2pb~21b!uy0u@l~22b!A2#21,

whereux0u, uy0u,R.
SettingR51023 m, V5103 V, and b50.125, for elec-

tions in the Stanford Linear Collider with an energy of 5
GeV we obtainl.11 m anduv1 /cu, uv2 /cu<531025.

b! Let us now find the solutions of Mathieu’s equation
the vicinity of thems1(q) and mc1(q) curves forb;b0 by
the averaging method. The uniformly convergent expans
of the general solution has the form

u~s!5
1

2
Re@~Ar1/21 iBr 21/2!~a1F1a2F* !exp~ ins!#.

~16!

Here A and B are constants;d5m21; r 5n/( l 1k);
n5Al 22k2 is the characteristic exponent;

2l 52d1
d2

4
1

q2

8
1 . . . , 2k5qS 12

d

2
1 . . . D ,

a1,25r 21/26r 1/2,

F5S 12
d

4Dexp~2 is!2
q

4
exp~ is!1

q

8
exp~23is!1 . . . .

The solution in the instability region follows from~16!
after the replacementn→2 iAk22 l 2. In this approximation
the derivative equals

du

ds
5

1

2
Im@~Ar1/21 iBr 21/2!~a1G1a2G* !exp~ ins!#,

G5S 11
d

4Dexp~2 is!2
q

4
exp~ is!1

3q

8

3exp~23is!1 . . . .
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on the curvem5mc1 we havel 2k50. Settingm50 and
q5b in ~16!, we obtain the solution of Eq.~13!

x~t!5S A cosns2
B

r
sin nsDF1

2~Ar sin ns1B cosns!F2 , ~17!

whereF15Re F andF25Im F are periodic functions with
the periodp.

If we setm50 andq52b and perform the replacemen
r⇒r 85n/( l 2k) in ~16!, it becomes the solution of Eq.~14!.
It is noteworthy that the extremum values ofx(t) andy(t)
increase in the vicinity ofb;b0, since in this case
n;r;Ab2b0 and r 8;1/Ab2b0. The constants are foun
from the initial conditions:

A54x0S 52
b

2D 21

, B5
8gv1

vg S 31
b

2D 21

,

A854y0S 51
b

2D 21

, B85
8gv2

vg S 32
b

2D 21

.

The realization of stable motion requires fulfillment
the conditionsuBu/r ,uAu,R and uA8ur 8,uB8u,R.

A regime of velocity confinement of the beam is po
sible in the stability region under consideration. Ifuv1 /cu,
uv2 /cu!1, the beam of ions of chargeZe0 passing through
the waveguide in the case ofs51 will consist of particles
whose initial longitudinal velocities satisfy the conditio
v3<cb(v) with b5(v42V4)(v41V0

4)21, where
V254Ze0V/mbR2, V0

254Ze0V/mb0R2, and V.V0. As
the frequency increases in the ran
V0<v<V0(2/«21)1/4, b takes values in the rang
0<b<12«. If this beam passes through a second wa
guide, where v8>v and s521, ions for which
v3>cb(v8) appear at the exit.

c! In the stability regionbL<b<bR , where bL57.51
andbR57.58, the initial values of the longitudinal velocitie
of the particles passing through a waveguide with a fix
frequency in the case ofs51 satisfy the condition

b1~v!<
v3

c
<b2~v!,

where b i5(v42V i
4)/(v41V i

4), V1,2
2 54Ze0V/mR2bL,R ,

andv>V1.
The parameterb2 can be represented in the form

b25b11Db, and

Db5
1

2S 12
bL

2

bR
2 D ~12b1

2!.531023~12b1
2!.

We note that for v5V1(2/«21)1/4 we have
b1512«.

MOTION WITH PULSED EXCITATION OF THE WAVEGUIDE

Let us now consider the motion of a particle in a wa
whose structure is shaped by a periodic sequence of puls
opposite polarity with the amplitudesV1 and V2 and the
durationst1 and t2. Let t1, t2!T, whereT52p/v is the

811Pavlenko et al.



period of the wave. In this very simple case the function
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of
f (j) can be represented in terms of a Diracd function:

f ~j!5 f 1 (
n51

N

d@j2~n21!T#2 f 2(
n51

N

dFj2S n2
1

2DTG ,
where f i5t iVi .

Then in Eqs.~9! and ~10! we have

¸~t!5
2e

mR2 S f 1 (
n51

N

d@t2~n21!T0#

2 f 2 (
n51

N

dF t2S n2
1

2DT0G D ,

whereT05T/g.
The solution of Eq.~9! is a piecewise-continuous func

tion. The magnitude of the break in the derivative is det
mined by integrating the equation in the vicinity of the poin
(n21)T0 and (n21/2)T0. Taking into account the boundar
conditions, forn>1 we find

x~t!5Ai
~n21!ui~t,n21!, S n2

3

2DT0<t<~n21!T0 ,

x~t!5a ikAk
~n21!ui~t,n!, ~n21!T0<t<S n2

1

2DT0 ,

x~t!5Ai
~n!ui~t,n!, S n2

1

2DT0<t<nT0 . ~18!

Hereu1(t,n)51, u2(t,n)5t/T02n11, Ai
(n)5MikAk

(n21) ,
the matrix Mik5b i j a jk , a115a1251, a21522b1,
a225122b1, b11512b2, b1252b2/2, b2152b2,
b22511b2, and thebi54ep2Vi /mgsiv

2R2 are constants
wheresi5T/t i is the off-on time ratio. Because of the initia
conditionsA1

(0)5x0 andA2
(0)5gv1 /T0.

It is clear thatAk
(n)5Ck jAj

(0) , where the matrixC5Mn

and detM51. To calculateC and investigate the behavio
of the solution, we find the eigenvaluesl of the matrixM :

M11511b1b22b2 , M12511b1b22
3

2
b2 ,

M21522~b22b12b1b2!,

M225122b113b222b1b2 .

A similar problem arises in finding the regions for th
transmission of optical radiation by multilayer media.13 From
the equality det (M2lI )50 we obtain

l1,25
1

2
TrM6 i F12S 1

2
TrM D G1/2

.

The condition for the bounds on the functionx(t) has
the form uTrM u <2 . Setting TrM52 cosd, we have
l1,25exp(6id). We next introduce the projection operator

P15~M2l2I !~l12l2!21,

P25~M2l1I !~l12l2!21,
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-which satisfy the conditionsPi
25Pi , P1P25P2P150,

and P11P25I .14 Since M5l i Pi , we have C5Mn

5l1
nP11l2

nP2 or

C115
1

sin d
@M11 sin nd2sin~n21!d#,

C125M12

sin nd

sin d
, C215M21

sin nd

sin d
,

C225
1

sin d
@M22 sin nd2sin~n21!d#. ~19!

The solution of Eq.~10! follows from expressions~18!
after the replacementsAk

(n)⇒Bk
(n)5Ck j8 Aj

(0) , B1
(0)5y0, and

B2
(0)5gv2 /T0. The elements ofC85(M 8)n are specified by

Eqs. ~19!, whereM 8 is the matrixM in which the replace-
ments b1⇒2b1 and b2⇒2b2 have been made; accord
ingly, d⇒d8, where 2 cosd85TrM .

The common stability region of the solutions of Eqs.~9!
and ~10!, which is specified by the system of inequalities

U12b11b22
1

2
b1b2U<1, U11b12b22

1

2
b1b2U<1,

has the form of the curvilinear quadrangleOLMR in the
(b1 ,b2) plane~Fig. 1!, which is bounded by the straight line
b152 and b252 and by the curvesb25h(b1) and
b252b1 /(21b1), where h(b1)52b1 /(22b1). It is note-
worthy thatd5p/2 at b15b25A2 and that the solutions o
Eqs. ~9! and ~10! are periodic functions with the perio
4T/g.

A pulsed regime in radio-frequency mass spectrome
was considered in Ref. 15 for nonrelativistic ions. For t
straight lineb25kb1 we havek5 f 2 / f 1, i.e., the angle of
inclination of the working line is determined only by th
parameters of the rectangular pulses. The optimum opera
regime is realized in the vicinity of pointsL and R. When
k522«, the straight line cuts off the regionABL from the
stability diagram in the vicinity of pointL. From the equa-
tions h(b1)5kb1 and 25kb1 we find the coordinates o
points A and B: b1A52/k.11«/2 and b1B52(k21)/
k.12«/2, which specify the range of permissible values
b1. The experimental valuesxm and ym of the functions
x(t) and y(t) depend on the values ofd and

FIG. 1. Stability region.
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254p2V1 /hs1b1AR2. Then, as the frequency of the wave

g

n-

s

in

,

d8. Whenb15b1A , we haved.A2« andd85p. Therefore,
for the same initial conditions, in the case ofb1;b1A we
obtain uymu@uxmu. On the other boundary of the stabilit
region atb15b1B we find d50 andd8.p1A6«. Here we
have uymu!uxmu for b1;b1B . Figure 2 presents plots o
x(t)/R ~solid line! and y(t)/R ~dashed line! for the mid-
point b151 when«50.25,x05y050.1R, andv15v250.

Let the values ofb1A andb1B for an assigned frequenc
of the wave correspond tohA54p2V1 /s1b1Av2R2 and
hB5hA1Dh. Then all the ions which satisfy the conditio
Dh/hA<(22k)/(k21).« enter the collector. All the ions
with different values ofh must successively enter the stab
ity region in order to separate them according to the par
eter h5mg/e. The intersection of this region along th
working straight line can be achieved by varying the f
quency at a fixed off-on ratio. We choose the frequency
the wave v5vA such that b15b1A , i.e.,

FIG. 2. Plots ofx(t) ~solid line! and y(t) ~dashed line! for b151 and
b251.75.
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is varied in the range vA<v<vB , where
vB

254p2V1 /hs1b1BR2, the ions with the correspondin
value ofh intersect the stability region.
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Method for the self-consistent description of the dynamics of electron beams

ter
in cyclic systems
N. D. Naumov

~Submitted January 31, 1996!
Zh. Tekh. Fiz.67, 103–107~July 1997!

Equations describing the envelopes of an electron beam in a modified betatron and anl 52
stellatron are obtained on the basis of a self-similar solution of the dynamic equations of a charged
fluid. It is shown that the poloidal motion of a beam caused by a toroidal magnetic field
consists of rotation of the beam as a whole and internal movement of the fluid with elliptical
current lines. ©1997 American Institute of Physics.@S1063-7850~97!02007-7#
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The need to develop self-consistent models of the m
tion of flows of charged particles in external fields ste
from practical problems in the formation, acceleration, a
transport of beams and electron rings.1–5 Definite informa-
tion on the behavior of beams of charged particles is c
tained in the envelope equations, which are usually obtai
on the basis of a solution of the kinetic equation2,6 or by the
method of moments.7,8 However, the application of thes
methods to a theoretical analysis of the behavior of elec
beams in cyclic systems with a longitudinal magnetic fie
~for example, in a modified betatron or a stellatron! is formi-
dable, and for this reason the simpler problem of the mot
of individual electrons in a combination of external and se
fields has been considered for these systems.9

This paper proposes a method for the approximate s
tion of the self-consistent equations of motion of a thin a
nular beam in an external field. The method is applicable
low-current beams, where the influence of the self-field
the longitudinal motion of the particles can be neglected
macroscopic description of the transverse motion of
beam is achieved on the basis of a self-similar solution of
dynamic equations of the charged fluid. This makes it p
sible to obtain the equations describing the envelopes o
annular beam of elliptical cross section, as well as to es
lish the relationship between the angular rate of poloidal
tation of the beam as a whole and its internal transve
motion. This relationship is a consequence of the conse
tion of the sum of the longitudinal components of the vort
ity and the magnetic field.

LONGITUDINAL MOTION OF A BEAM

The main difficulty in the approximate solution of th
dynamic equations of a charged fluid is associated with
choice of the approximation of the collective effects, sin
the self-field of the fluid is not knowna priori and since, on
the one hand, it influences the motion of the fluid and, on
other hand, it itself depends on that motion. In this sect
we consider the conditions under which the influence of
self-field on the longitudinal motion can be neglected.

If the beam currentI is much smaller than the limiting
Alfvén currentI A , the transverse motion of the beam has
nonrelativistic character, i.e., the ratio of the transverse
locity of each particle to the longitudinal velocity is of th
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« ;I /I A ~Ref. 7!. In this case the momentum of the flui
P'mgV, whereg is the relativistic factor of the longitudina
motion of the particles. Then the equations of motion o
charged fluid3 in a cylindrical coordinate system (r ,Q,z)
take the form

dVr

dt
[F ]

]t
1Vr

]

]r
1

VQ

r

]

]Q
1Vz

]

]zGVr

5
VQ

2

r
1

1

mg FeEr1
e

c
~VQBz2VzBQ!2

1

n

]p

]r G , ~1!

dVQ

dt
1

1

r
VrVQ5

1

mgFeEQ1
e

c
~VzBr2VrBz!G , ~2!

dVz

dt
5

1

mgFeEz1
e

c
~VrBQ2VQBr !2

1

n

]p

]zG , ~3!

whereE andB are the intensities of the sum of the extern
field and the self-field, andp is the pressure caused by th
emittance of the beam.

Setting for a linear beam

Ez52
1

c

]Aez

]t
, Br5

1

r

]Az

]Q
, BQ52

]Az

]r
,
]p

]z
50,

for the functionP5(Vz1eAz /gmc)/u from Eq. ~3! we ob-
tain

dP

dt
50, ~4!

i.e., the functionP is conserved as the beam moves. He
u is the characteristic value of the longitudinal velocity
the particles, andAz5Aez1Asz, whereAez andAsz are the
components of the vector potentials of the external field a
the self-field, respectively.

If the function P is initially identical at all points, it
remains everywhere identical and invariant with time as
fluid moves. In this case, forVz we find

Vz5u2
e

gmc
Az . ~5!

Thus, in the present case the longitudinal velocity d
pends on the coordinates. Therefore, the model of a ho
geneous distribution of the longitudinal velocity over th

814-05$10.00 © 1997 American Institute of Physics



beam cross section is applicable only under certain assump-
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tions. For example, for a uniform cylindrical bea
eAsz/gmcu52Ir 2/a2I A at r<a, wherea is the radius of
the beam. It then follows from Eq.~5! that the uniform-beam
approximation and, accordingly, the neglect of the influen
of the self-field on the longitudinal motion of the particles
justified only to first-order terms with respect to« ~provided
eAez/gmcu;«). These estimates are consistent with the
act stationary solution of the self-consistent equations fo
beam with a sharp boundary.10

In the case of an annular beam

EQ52
1

c

]AQ

]t
, Br52

]AQ

]z
, Bz5

1

r

]rAQ

]r
.

Then for the function

P5S VQ1
e

gmc
AQD r

uR
, ~6!

whereu and R are the characteristic values of the rotati
rate of the particles and the radius of the ring, Eq.~2! leads to
conservation law~4! and thus to an expression analogous
~5! for the azimuthal component of the hydrodynamic velo
ity

VQ5
C

r
2

e

gmc
AQ , ~7!

where the constantC is determined from the initial condi
tions.

Let us consider an annular ring of elliptical cross sect

n~x,t !5
N

2p2abr
HS 12

q1
2

d2
2

q2
2

b2D , ~8!

whereN is the number of particles in the ring,a andb are
the semiaxes of its cross section,H(t) is a Heaviside step
function, andqi is the coordinate system associated with
beam axis and the symmetry axes of the transverse sectio
the beam.

For a thin beam the scalar potential and the azimu
component of the vector potential of the self-field have
form5

F52
I

uFL2F02
Lq1

pR
1

L

16R2
~5q1

22q2
2!G ,

AsQ5bFF1
IL

2uR2
~q1

21q2
2!G .

HereL5 ln@16R/(a1b)#, b5u/c, andF0 characterizes the
potential of an infinitely long charged cylinder of elliptica
cross section with a constant charge density. Hence it is s
that, as in the case of a linear beam, the contribution of
self-field to the azimuthal motion for a low-current annu
ring is quadratic with respect to the small parameter. N
glecting the terms of order«2, we find that the distribution of
the longitudinal velocity of the fluid in the ring is inhomo
geneous over the cross section

VQ.
C

r
2

e

gmc
AeQ . ~9!
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field on the longitudinal motion of the particles can be n
glected in the linear approximation with respect to the sm
parameter. We also note that Eqs.~5! and~7! can be regarded
as a consequence of the choice of a distribution funct
whose dependence on the integral of motion, i.e., the lon
tudinal component of the generalized momentum of the p
ticle, is assigned in the form of a delta function within th
kinetic description. The averaging of that component of
generalized momentum on passage to the hydrodynamic
scription leads to the results~5! and ~7! obtained above for
the longitudinal velocity.

TRANSVERSE DYNAMICS OF AN ELECTRON RING

As a concrete problem, let us consider the motion of
annular beam in a modified betatron, in which along with t
usual betatron field having the potential

AeQ5
1

r E0

r

Bb~x!xdx2
z2

2

]Bb

]r
,

there is a toroidal magnetic fieldBeQ5B2R/r . Here
Bb(r )5B1(R/r )n; andn, R, B1, andB2 are constants. The
characteristic value of the longitudinal velocity of the pa
ticles in the ring is clearly proportional to its radius. For th
class of self-similar motions under consideration, the tra
verse velocity components are proportional to the distanc
the beam axis.11 Therefore, here the small value of« signi-
fies a small ratio of the transverse dimensions of the beam
its radius. Approximate solutions of the self-similar type c
be constructed for a thin beam by expanding the terms w
the azimuthal velocity in Eqs.~1! and ~3!12 and restricting
ourselves to the terms that are linear with respect to the s
parameter. Thus, the external magnetic field for perform
such a procedure should be weakly nonuniform, while
components of the external electric field can be linearly
pendent onr andz.

It is convenient to consider the transverse motion o
beam of elliptical cross section in the coordinate systemqi

associated with the symmetry axes of the cross section.
go over to this coordinate system in two stages. First, in E
~1! and ~3! we make the replacements

r 5s1r, z5s1z, Vr5 ṡ1Vr , Vz5ṡ1Vz ,

where a dot denotes differentiation with respect to time;
functions of time,s and s characterize the position of th
beam axis; andVr andVz are the components of the velocit
of the fluid relative to the coordinate system that is asso
ated with the beam axis and has the same unit vectors a
original coordinate system.

Since the axial oscillations of the beam take place n
the z50 plane,z/s;«. Then, under the condition that th
azimuthal velocity of the fluid on the beam axis is initial
equal tou, we find the following expression forVQ from ~7!
to within the accuracy adopted:

VQ~r ,t !5US 12
r

sD2v1rS R

s D n

.
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The following notation is used here and in the following:
2 n n
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1V

]
V 12VV 2q V22q V̇

is
cal
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e
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lf-
tic
nal
la-
f a
v i5eBi /gmc, U5us0 /s1v1@(s0/s)(R/s0) 2s(R/s) #/
(22n). After linearizing Eqs.~1! and ~3!, we obtain the
following equations for the coordinates of the beam axis

s̈1v2ṡ
R

s
2v1US R

s D n

2
U2

s
5hLS 11b2

2s
2

s̈

c2D , ~10!

s̈2v2ṡ
R

s
2nv1U

s

sS R

s D n

5
hL

c2
s̈, ~11!

whereh52c2I /I A .
The first term on the right-hand side of Eq.~10! is due to

elongation of the ring along the larger radius, and the sec
term, like the first term on the right-hand side of Eq.~11!,
reflects the increase in the electron effective mass in
ring.6 If these terms are omitted, Eqs.~10! and ~11! become
the equations of motion of a single charged particle near
z50 plane.

The terms which depend on the coordinatesr and z
define the equations for the velocity components

S ]

]t
1Vr

]

]r
1Vz

]

]z DVr,z5Fr,z1Gr,z ,

Gr5rG12v2Vz

R

s
, Gz5v2Vr

R

s
22rL1zG2 , ~12!

whereFr and Fz are determined by the emittance and t
self-field of the beam,

G15v2ṡR/s223U2/s22v1~R/s!n

3@~31n!U/s1v1~R/s!n#,

G25nv1~U/s!~R/s!n, L5v2ṡR/2s2.

Since the orientation of the beam cross section can v
as a consequence of the poloidal motion of the fluid,
introduction of the coordinatesqi associated with the sym
metry axes of the cross section corresponds to passage
coordinate system, whose unit vectors are turned throug
certain angleC relative to the unit vectors of the origina
coordinate system:

q15r cosC1z sin C, q25z cosC2r sin C.

Accordingly, Vr and Vz should be represented in terms
the velocity componentsVi of the fluid in the new coordinate
system

Vr5V1 cosC2V2 sin C2zV,

Vz5V2 cosC1V1 sin C1rV,

whereV5ċ is the angular velocity of the poloidal rotatio
of the beam as a whole. Then from Eqs.~12! for the Vi we
obtain

S ]

]t
1Vi

]

]qi
DV122VV22q1V22q2V̇

5F11Gr cosC1Gz sin C, ~13!
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S ]t i ]qi
D 2 1 2 1

5F21Gz cosC2Gr sin C. ~14!

In the new coordinate systemq1 /a and q2 /b are self-
similar variables. The transverse motion of the fluid in th
coordinate system also includes movement with ellipti
current lines; therefore, the expressions for theVi have the
form

V15ȧ
q1

a
2va

q2

b
, V25ḃ

q2

b
1vb

q1

a
, ~15!

wherev is a certain function of time. We note that in th
case the particle density~8! satisfies the continuity equation
Plugging the expressions~15! into Eqs. ~13! and ~14!, we
ultimately obtain a system of equations for the functions
time a, b, v, andV introduced:

ä2~v21V21G1 cos2c2L sin 2c1G2 sin2 c!a

52vVb2v2~vb2Va!1
2h

~a1b!g2
1

H

a3
2

hL

s2
,

~16!

b̈2~v21V21G2 cos2 c1L sin 2c1G1 sin2 c!b

52vVa2v2~va1Vb!1
2h

~a1b!g2
1

H

b3
1

hL

2s2
,

~17!

v̇~a22b2!12v~aȧ2bḃ!

5S v2

R

S
22V D ~aḃ2bȧ!1ab@2L cos 2c

1~G12G2! sin 2c#, ~18!

V̇1S V2
Rv2

2s D S ȧ

a
1

ḃ

b
D

5
1

2ab

d

dtFv2

R

s
2v~a21b2!G ,

whereH5(uE/p)2, E is the emittance of the beam, and th
terms containingL are due to the curvature of the beam.

The equation forV can be integrated in a simple man
ner:

V5
Rv2

2s
1Fv0~a0

21b0
2!12a0b0S V02

Rv2

2s0
D

2v~a21b2!G 1

2ab
. ~19!

As we have already noted, in the framework of the se
similar approach the influence of the longitudinal magne
field on the rotation of the beam as a whole and the inter
motion of the fluid can be determined from a general re
tion, which is a consequence of the dynamic equations o
charged fluid:
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Here R5W1eB/gmc; W5curlV is the vorticity; n is the
density of the fluid; andS is an arbitrary function, which is
conserved as the fluid moves.

In particular, the function for an annular beam is

S5d~r 2s!dS Q2E
0

t

VQ~s,t!
dt

s~t! D d~z2s!.

Then, from the condition of the conservation ofR¹S/n
during motion of the fluid we obtain Eq.~19!.

Equations~16! and ~17! simplify in the case of an ordi-
nary betatron. As can easily be seen, ifv250 and there is
initially no poloidal motion of the fluid, such motion doe
not appear later on. Omitting the terms caused by the cu
ture of the beam for simplicity, in this case we have

ä1¸a5
2h

~a1b!g2
1

H

a3
, b̈2G2b5

2h

~a1b!g2
1

H

b3
, ~20!

where¸53U2/s21v1(R/s)n@(31n)U/s1v1(R/s)n#.
A further simplification is possible under the conditio

that the radial oscillations of the beam take place near
axis of the external field, i.e., (s2R)/R;«, and if the par-
ticles initially rotate on the axis of the field with the cyclo
tron frequency, i.e., ifu52v1R. Then, settings0 , s.R in
~20! in accordance with the accuracy adopted, we find

ä1v1
2~12n!a5

2h

~a1b!g2
1

H

a3
,

b̈1nv1
2b5

2h

~a1b!g2
1

H

b3
.

RIPPLED ANNULAR BEAM

If the system under consideration does not have a
symmetry, relation~4! does not hold. In this case, includin
the axisymmetric part of the external field in function~6! we
obtain

dP

dt
5e~gmcuR!21~VzBr82VrBz8!, ~21!

where the terms of the field that depend on the azimu
angle are marked with a prime.

Hence it is seen that the expression~9! for the azimuthal
velocity can also be applied to systems that do not have a
symmetry, if the right-hand side of Eq.~21! is proportional
to a small parameter raised to the second power.

For anl 52 stellatron, whose magnetic field can be re
resented in the form12

Ber8 5
B3

R
~j sin kQ2z coskQ!,

BeQ5B2

R

r
, Bez5B11Bez8 ,

wherej5r 2R, Bez8 52B3(j coskQ1z sinkQ)/R, andk is
an integer, the contribution of the part of the external fie
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of ~12! will clearly be of the order of« , if the motion of the
beam near the axis of the field is considered, i.e.,
(s2R)/R, s/R;«.

In this case a model of a rippled annular beam can
constructed for an electron beam in anl 52 stellatron. As in
the case of linear beams in periodic focusing systems,2,4 ne-
glect of the influence of the self-field on the longitudin
motion of the particles is possible, if the beam current
small in comparison with the Alfve´n current and significan
variation of the transverse dimensions occur at distances
siderably greater than the lengths of the semiaxes. Then f
~9! we find

VQ5US 12
r

sD2v1r,

whereU5us0 /s1v1(s0
2/s2s)/2.

If we introduce the variableh5Q2ut/R instead ofQ,
then, to within the accuracy adopted the dynamic equati
do not contain terms with a derivative with respect toh, i.e.,
the dependence of the characteristics of the transverse
tion of the beam on this parameter has a parametric cha
ter. This dependence is defined for each cross section o
beam by the initial conditions. Following the scheme d
scribed above, for the coordinates of the beam axis we u
mately find equations analogous to~10! and ~11!

s̈1v2ṡ
R

s
1v2

u

R
@~s2R!cosw1s sin w#2

U2

s
50,

s̈2v2ṡ
R

s
1v2

u

R
@~s2R!sin w2s cosw#50,

wherew5k(h1ut/R) and the terms due to the self-field o
the beam have been omitted for brevity.

The angular rate of poloidal rotation of the beam as
whole is specified by Eq.~19!, and the variation of the char
acteristics of the transverse motion of the beam is given
Eqs.~16!–~18!, where

G15v2

ṡ

R
2v1

223~u1v1R!
u

R2
2G2 ,

L5
v2ṡ

2R
1v3

u

R
sin w, G25v3

u

R
cosw.

Thus, the proposed method makes it possible to obta
system of ordinary differential equations that describe
transverse oscillations of an annular beam of charged
ticles in an external field. The solution of this system
equations is a separate problem.

This work was performed with support from the Russi
Fund for Fundamental Research.
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Determination of the final equilibrium radius and the increase in the emittance of a

nonequilibrium relativistic electron beam during transport along an external magnetic
field in a gas-plasma scattering medium

E. K. Kolesnikov and A. S. Manu lov

St. Petersburg State University; V. I. Smirnov Scientific-Research Institute of Mathematics and Mechanics,
198904 St. Petersburg, Russia
~Submitted December 26, 1995!
Pis’ma Zh. Tekh. Fiz.67, 108–111~July 1997!

An equation describing the evolution of the transverse energy of a segment of a paraxial
axisymmetric relativistic electron beam~REB! propagating in a gas-plasma scattering medium
along an external magnetic field is used to find the equation relating the final equilibrium
radius of the beam to its initial nonequilibrium value. An analytical expression for the increase
in the mean-square emittance of an REB during transport up to achievement of the
equilibrium state is found for the case considered. The dependence of the final equilibrium radius
and the corresponding increase in the mean-square emittance on the density of the scattering
medium and the induction of the external magnetic field is investigated. ©1997 American
Institute of Physics.@S1063-7842~97!01907-7#

In the recent period researchers have shown increasingization occurs with a factorf m . In addition, for simplicity,
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interest in the dynamics of the transport of relativistic ele
tron beams~REBs! in gas-plasma media in a self-pinchin
regime.1–10 An initial deviation of the beam parameters fro
their equilibrium values has frequently been observed in
perimental and numerical investigations of the propaga
of REBs in such media. In particular, a small deviation of t
radius of an REB from the equilibrium condition on injectio
can lead to the development of resistive sausage instabilit
the beam, which is characterized by rapidly growing rad
pulsations.2,4,6,10However, as numerical simulations and t
analytical theory have shown, the sausage mode is
pressed over a broad range of parameters of the beam an
background gas-plasma medium, and the beam achiev
certain equilibrium state.1,6,10For this reason, there would b
definite interest in theoretical predictions of the final equil
rium radius of an REB, as well as the increase in the me
square emittance of such a beam during its evolution tow
the final equilibrium state. This problem was previous
treated in Refs. 4 and 5. However, the influence of the
ternal longitudinal magnetic field, as well as the repea
Coulomb scattering of beam particles on background gas
oms~which must often be taken into account in practice!, on
the final equilibrium radius of the beam and the increase
its emittance was not studied in Refs. 4 and 5.

The present work is devoted to the derivation of gen
alized equations for determining the final equilibrium rad
and the corresponding increase in the mean-square emitt
with allowance for the influence of the external magne
field and the scattering in the background gas-plasma
dium.

Let us consider a monovelocity, azimuthally symmet
paraxial REB propagating along a constant external magn
field with the inductionB0 in a gas-plasma scattering m
dium. We choose the cylindrical coordinate system (r ,Q,z)
such that the vectorB0 is parallel to thez axis. It is assumed
that partial charge neutralization takes place with a neut
ization fractionf c and that partial magnetic~current! neutral-
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we assume that there are no energy losses from the b
particles over the REB transport distances considered
that the neutralization fractionsf c and f m , the total beam
current I b , and the induction of the external magnetic fie
do not vary time, i.e.,

dg

dt
50,

d~¸TB!

dt
50,

dVc

dt
50, ~1!

where¸5(12 f m)2(12 f c)/b
2; b5vz /c (vz is the longi-

tudinal velocity of the electron beam, andc is the velocity of
light!; TB5ebI b /(2c) is the effective Bennett temperatur
which characterizes the self-pinching of the beam by its o
electromagnetic field;Vc5eB0 /(gmc) is the cyclotron fre-
quency of the beam particles in the external magnetic fi
B0; andm ande are the electron mass and charge.

We shall henceforth assume that the doubled root-me
square beam radiusRi on injection differs from the equilib-
rium valueR0 by the small amountdR0

Ri5R01dR0 , ~2!

whereudR0u/R0!1.
We note that, if conditions~1! are satisfied, the integra

of motion of the transverse beam segment characterized
the injection timet for the beams under consideration is t
transverse energyC of the beam segment, which is define
in the following manner:1

C5«'1Ab , ~3!

where

«'5E dr'x
p2̃

2mg
, ~4!

Ab52
1

2E dr'xeb
¸

~12 f m!
Az ~5!
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Let us turn to the derivation of the equation which re-
am
us
use
ot-
e

s in

-

-

ve
mean potential energy of the particles in the segment in
collective electromagnetic field of the plasma-beam syst
Herex5Jb(r )/I b , whereJb(r ) is the radial current density
profile of the beam,I b is the total current of the REB,p2̃ is
the mean-square momentum of the beam particles in the
ment, andAz is the z component of the vector potential o
the collective electromagnetic field.

Generalizing Lee’s kinetic theory1 for paraxial REBs to
the case of the influence of the external longitudinal m
netic field, we can obtain the equation for the evolution
the transverse energy of a beam segment in the form

dC

dt
52

«'

g

dg

dt
1Ab

d ln~¸TB!

dt

2
1

2g

d~Vcg!

dt
mgL1E dr'xS, ~6!

whereS characterizes the rate of the conversion of ene
into transverse motion of the beam particles as a resul
multiple Coulomb scattering of the REB electrons on ato
of the background gas-plasma medium, andL is the mean
angular momentum of the particles in the segment un
consideration.

When simplifying assumptions~1! hold, Eq.~6! reduces
to the simple form

C f2C i5gm~bc!3ssngt f , ~7!

whereC f and C i are, respectively, the values of the tran
verse energy of the beam segment in the final equilibri
state and on injection of the REB,ss is the transport cross
section for small-angle multiple Coulomb scattering of t
beam particles on atoms of the background gas,ng is the
density of the atoms of the background medium, andt f is the
time of achievement of the equilibrium state.

It is not difficult to see that in the absence of scatter
(ss50) C is the integral of motion for the beam segme
under consideration. This situation was considered
B050 in Refs. 4 and 5. We next introduce the paramete

G5
Ab

¸TB
1 lnSA2Rc

R D 2

, ~8!

whereRc is the radius for whichAzur 5Rc
50 It is not difficult

to show thatG can be represented in the following form:

G522E
0

Rcdr

r S I b~r !

I b
D 2

1 lnSA2Rc

R D 2

, ~9!

where I b(r )5*0
r dr82pr 8Jb(r 8) is the beam current in a

tube of radiusr .
The parameterG is a constant for different forms of th

radial current density profileJb(r ) of the beam. In particular
G50.193 for a uniform profile,G50.116 for a Gaussian
profile, and G50.195 for a Bennett profile cut off a
r 53Rb . Thus, G varies very slightly as the radial curren
density profile of the REB evolves. In addition, it can
shown thatdG/dt characterizes the influence of the pha
mixing of the beam particle trajectories on the variation
the mean-square emittance of the beam.11
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lates the final equilibrium doubled root-mean-square be
radius Rf to the initial doubled root-mean-square radi
Ri , which is assumed to be known. For this purpose we
the equation of the beam envelope for the doubled ro
mean-square radiusR. In the case under consideration w
have2

d2R

dt2
1

dR

dt

1

g

dg

dt
1

4¸TB

gmR
1

Vc
2

4
R5

4~E21PQ
2 /m2!

g2R3
,

~10!

where

PQ5mgS L1
VcR

2

4 D ~11!

is the mean canonical angular momentum of the particle
the beam segment, and

E25
g2R2

4 F4«'

mg
2S dR

dt D
2

2S 2L

R D 2G ~12!

is the mean-square emittance of the REB.
In addition, from Eqs.~3!, ~7!, and ~8! we obtain the

following equation:

«' f1¸TBFG f1 lnS Rf

A2Rc
D 2G2«' i

2¸TBFG i1 lnS Ri

A2Rc
D 2G5t fgm~bc!3ssng , ~13!

where the subscriptf refers to the final values of the param
eters, andi refers to the initial values.

Since the final state is an equilibrium state, we have

S dR

dt D
f

5S d2R

dt2
D

f

50. ~14!

Using ~10!–~12! and ~14! we can easily obtain the con
dition for dynamic equilibrium in the final stage:

~«'! f

mg
52

L fVc

2
1

¸TB

mg
. ~15!

It can be shown under the conditiondg/dt50 thatPQ is
the integral of motion of the beam segment. We then ha

L f5Li1
Vc

4
~Ri

22Rf
2!. ~16!

Substituting~16! into ~15!, we obtain

~«'! f

mg
52

LiVc

2
2

V2
2

8
Ri

2S 11
Rf

2

Ri
2D 1

¸TB

mg
. ~17!

Using~13! and~17!, we can write the following equation

~12G f2G i !1 lnS Rf

Ri
D 2

2
Likc

~bc!U
2

kc
2

4U
Ri

2F12S Rf

Ri
D 2G

5
2«' i

mg~bc!2U
1

2Lrssng

U
, ~18!
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whereU5¸I b /I A is the generalized perveance of the bea
I A5bgmc3/e is the limiting Alfvén current,kc5Vc /bc is
the wave number of the cyclotron oscillations of the be
particles in a longitudinal external magnetic field with
inductionB0.

In the absence of a scattering process (ss50) and an
external magnetic field (kc50), Eq.~18! leads to the follow-
ing equation, which was obtained in Ref. 4, for an initia
cold beam («' i50):

lnS Ri

Rf
D 2

511~G f2G0!. ~19!

SinceG varies weakly as a function of the form of th
radial current density profile of the beam (G f2G0!1), we
have

Ri.1.649Rf , ~20!

Ef
2.URf

250.368UR0
2 . ~21!

We next express the value of«' i in Eq. ~18! in terms of
Ri andR0, whereR0 is the equilibrium radius correspondin
to the initial emittance of the beam. When (dR/dt) i50 and
Li5L0, from ~11!–~13! we obtain

2«'

mg~bc!2U
5

R0
2

Ri
2

2
2L0kc

bcU

R0
2

Ri
2

. ~22!

FIG. 1.

FIG. 2.
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,
Then, substituting this expression into Eq.~18!, we ulti-

mately obtain

~11G f2G i !1 lnS Rf

Ri
D 2

1
kc

2

4U
Ri

2F S Rf

Ri
D 2

21G
5

R0
2

Ri
2

1
L0kc

bcU F122S R0

Ri
D 2G1

2Lrssng

U
. ~23!

We next determine the change in the mean-square emitt
of the beam during its transport to the final equilibrium sta

DE25Ef
22Ei

2 , ~24!

whereEi
2 andEf

2 are, respectively, the initial and final value
of the mean-square emittance of the beam segment.

In accordance with Eqs.~11!, ~12!, and~14!, we have

DE2

~gbc!2
5

U

2
~Rf

22R0
2!1

kc
2

16
~Rf

42R0
4!2S Li

bc
1

kcRi
2

4 D 2

1S L0

bc
1

kcR0
2

4 D 2

, ~25!

whereR0 is the equilibrium root-mean-square beam rad
corresponding to the initial emittanceEi .

Let us use the equations~23! and~25! derived to exam-
ine several simplified situations. We first consider the c
whenkc50 andss50 (B050, and there is no scattering!.
Then, using~2!, from ~23! we have

FIG. 3.

FIG. 4.
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.

S R0
D .11

2 R0
2S Ri

2
21D , ~26!

which, under the conditionudR0u/R0!1, reduces to the ex
pression

S Rf

R0
D 2

.11
2~dR0!2

R0
2

. ~27!

In this case from~25! we can easily obtain the result i
Ref. 5

DE25~gbc!2U~dR0!2. ~28!

In the absence of an external magnetic field (kc50) and
the presence of a scattering process, with consideration o
weak variation of the parameter as the radial current pro
of the beam evolves (uG f2G0u!1) we have

S Rf

R0
D 2

.exp~C!F112S dR0

R0
D 2G , ~29!

whereC52Lrssng /U.
The increase in the mean-square emittance in this c

has the form

DE25~gbc!2
U

2
@R0

2~exp~C!21!12 exp~C!~dRo!2#.

~30!

As an example, Figs. 1 and 2 present plots of the dep
dence ofRf /Ri and DE2/(gbc)2 on the densityng of the
background gas atoms (n0)•1019 cm23) for the case of an
REB with an electron energyE55 MeV (g510), I b510
kA, ¸50.5, R051.3 cm, Ri51 cm, and
Lr'3Lb'AU/Rb . It is not difficult to see that the scatterin
process, as expected, can have a significant influence o
final equilibrium radiusRf , as well as on the increase in th
emittance of the beam.
822 Tech. Phys. 42 (7), July 1997
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external longitudinal magnetic fieldB0, we can obtain the
following expressions for the initial nonrotating bea
(Li5L050) from ~23! and ~25!:

lnS Rf

Ri
D 2

1
kc

2

4U
Ri

2F S Rf

Ri
D 2

21G5S R0

Ri
D 2

21, ~31!

DE2

~gbc!2
.

U

2
~Rf

22R0
2!1

kc
2

16
~Rf

42R0
4!. ~32!

Figures 3 and 4 present the dependence ofRf /Ri and
DE2/(gbc)2 on the inductionB0 of the external magnetic
field for the REB parameters presented above. As is s
from the figures, the corresponding induction values c
have an appreciable influence on the final equilibrium rad
and the change in the mean-square emittance.
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Amorphous gadolinium–cobalt films as sensitive media for the topographic mapping

roxi-
of nonuniform temperature fields
V. E. Ivanov, G. S. Kandaurova, and A. V. Svalov

A. M. Gor’ki� Ural State University, 620083 Ekaterinburg, Russia
~Submitted February 28, 1996!
Zh. Tekh. Fiz.67, 112–116~July 1997!

The results of an investigation of the response of the domain structure of Gd–Co films to
stationary, spatially nonuniform planar thermal fields created by one or two nominal point heat
sources are presented. Several simple techniques for the topographic mapping of these
fields by observing and measuring the parameters of the domain structure of amorphous Gd–Co
films are formulated. ©1997 American Institute of Physics.@S1063-7842~97!02107-7#
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The temperature effects of the domain structure of t
magnetic films open up possibilities to use them in the to
graphic mapping of spatially nonuniform thermal fields
various nature in cases in which other methods, which e
ploy, in particular, paint films and liquid-crystal coatings, d
not provide the desired result. The temperature depend
of the stripe-domain structure in permalloy films permits t
topographic mapping of the thermal fields of fast process1

and stationary thermal fields.2 The inconvenience of the
method of observing the domain structure in these mate
using powdered deposits has placed transparent iron ga
films3 and amorphous Gd–Co and Gd–Fe films,4 which are
less expensive and simpler to prepare, among the promi
materials. This paper is devoted to expanding the possi
ties for the topographic mapping of spatially nonunifor
~planar! stationary temperature fields.

SAMPLES AND EXPERIMENTAL METHOD

Amorphous Gd–Co films of thickness 0.5-1mm with
perpendicular anisotropy were obtained by hf ion-plas
sputtering on water-cooled glass substrates, and their
surface was protected by a glass coating of thickness;500
Å. The magnetic moment compensation temperatureTcom

was somewhat above room temperature and amounte
Tcom56063 °C. Typical plots of the temperature depe
dence of the coercive forceHc(T), its reciprocal (Hc)

21,
and the domain widthd0 in the demagnetized~equilibrium!
state for the films investigated are presented in Fig. 1. Th
results, on the one hand, characterize the objects studied
on the other hand, are needed to reconstruct a picture o
nonuniform temperature fieldT(x,y) in the plane of a film
from the parameters of the domain structure and the coer
ity of the domain walls. The temperature gradient was c
ated by the temperature difference between a relatively m
sive brass ‘‘thermostat’’ and a heat source, which was
junction of a copper–Constantan thermocouple. T
‘‘source’’ was heated by passing an electric current alo
Constantan conductors, and the thermopower was meas
by a copper–Constantan thermocouple. The thermal con
surface between the source and the test amorphous film
be assumed to be a circle of radius;40 mm in a first ap-
proximation. The temperatureT of the films investigated in
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mately equal to the source temperatureTs , if the film being
investigated was in direct contact with the source. After
current through the source was established, the achievem
of a stationary state by the system took approximately 2
The domain structure was observed by utilizing the po
magnetooptical Kerr effect either on the substrate side~in
this case the film was in contact with the heat source! or on
the film deposition side~in this case a glass substrate
thickness 0.24 mm was in thermal contact with the sourc!.
The effect of an external quasistatically varying magne
field H0 directed along a normal to the film was observed
a fixed value of the source temperatureTs ; the film tempera-
tureT remained left constant. The state obtained after ‘‘ma
netic shaking’’ by a sign-alternating magnetic field with
frequency of 50 Hz and an amplitude that decreases f
Hm.Hs , whereHs is the static saturation field, to zero wa
assumed to be close to equilibrium. The domain width in
demagnetized state was measured on photomicrograph
the domain structures.

TOPOGRAPHIC MAPPING OF A CENTROSYMMETRIC
TEMPERATURE FIELD FROM THE PARAMETERS OF THE
INDUCED DOMAIN STRUCTURE OF AMORPHOUS
Gd–Co FILMS

Variation of the temperature of amorphous Gd–Co film
near the compensation temperatureTcom leads to strong
qualitative and quantitative changes in the magnetic prop
ties and the domain structure.5 Therefore, a noticeable re
sponse of the domain structure to the temperature grad
should be expected in a nonuniform temperature field t
includesTcom. Figure 2a shows the simplest domain patte
of an amorphous Gd–Co film, which appears under the
tion of a nonuniform temperature field created by a nomi
point heat source in the presence of a constant external
H055 kOe. The domain structure of the film was observ
from the substrate side, i.e., in this case the film was
contact with the heat source. In the original state, in wh
Ts is equal to room temperatureT0, i.e., Ts5T0,Tcom, the
sample is single-domain. A quasistatic increase inTs causes
the abrupt appearance of a ‘‘white’’ domain of circular sha
at a certain threshold temperatureTs5Tthr5108 °C, which
corresponds to a radius of the circular domainRthr5210

823-05$10.00 © 1997 American Institute of Physics
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mm. A further increase inTs leads to an increase in th
radiusR of the domain, the dependence ofR on Ts being
linear in a first approximation:

R~T!5R01aDT,

wherea58 mm/°C is the temperature coefficient for vari
tion of the radius.

At a fixed value ofTs , lowering the magnetic field
strength to zero does not alter the picture of the dom
structure, and the application of a field of opposite orien
tion leads to a domain pattern consisting of annular doma
~Fig. 2b!. As the field of opposite sign increases to its ma
mum value (25 kOe! the two annular domain walls
‘‘merge’’ with the stationary domain wall of the origina
circular domain with the resultant formation of a ‘‘black
domain, which duplicates the shape of the original circu
domain exactly;n magnetization-reversal cycles with su
cessively decreasing values of the maximum magnetic fi
in each cycle (Hn) leads to the formation of 2n11 annular
domain walls~Fig. 2c!. The experiment shows that a doma
pattern that is stable in a given fieldHn remains unchanged
when the field decreases to zero. It should be noted tha
the temperature rangeTcom240 °C,T,Tcom140 °C the
state which is close to the equilibrium state~after magnetic
‘‘shaking’’ ! is a single-domain state or a random doma

FIG. 1. Temperature dependences for the series of amorphous Gd–Co
investigated: a – coercive force and its reciprocal, b – domain width.
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Therefore, we call the domain structure described he
which forms only in a constant magnetic field, an induc
domain structure. Figure 3 shows the distribution of the
sultant magnetizationMs in a cross section of the film pass
ing through the symmetry center. The drawing illustrates
mechanism of the formation of the domain pattern in Fig.
For simplicity we assume that there is a linear decrease in
temperature from the source to the periphery, i
dT/dx5const, and thatMs50 on the line whereT5Tcom.
As a consequence of the small values ofMs , the magneto-
static self-energy can be neglected. In this case the forma
of the induced domain structure is determined by the co
petition between two forces: the external fieldH0, which
causes nucleation of the reverse magnetic phase and pu
the domain walls forward, on the one hand, and the coerc
force Hcw;C/Ms , which hinders the nucleation and ad
vancement of the domain walls, on the other hand. Thus,
domain pattern in Fig. 2 is determined by the distributi
Hcw(x,y), which, in turn, is determined by the distribution o
the temperature, sinceHcw;C/Ms;c/(T2Tcom). Here C
and c are constants, which depend on the temperature
first approximation. In Fig. 3 CDW denotes the compen
tion domain wall formed in the zeroth cycle, which is locat
on the line whereT5Tcom and Hcw reaches its maximum
value. This wall subsequently remains stationary under
change in the field. The two mobile Bloch domain wa
~BDWs!, which appear after the first cycle of variation o
H0 ~Fig. 3!, are located on lines whereH05Hcw . Since a
specific value ofHcw and a specific value ofT correspond to
a given value ofH0, it is clear that the positions of the
domain walls correspond to isotherms. The proposed te
niques for the topographic mapping of a temperature field
the basis of the domain pattern in Fig. 2c are based on
following assumptions. The temperature at the domain w
appearing in the first cycle coincides with the compensat
temperature of the test film, i.e.,T5Tcom, and the maximum
field in the nth cycle (Hn), which shapes thenth domain
wall, coincides with the coercive force at the site of th
domain wall.

Figure 4 shows a topogram of the temperature fi
T(x,y) in the plane of a film, which was constructed in th
following manner: a calibrated reference grid was prelim
narily drawn on the photograph~Fig. 2b!, the origin of coor-
dinates being juxtaposed with the lower left-hand corner
the photograph. Using the foregoing arguments, the coer
forceHcn in thenth cycle was mapped to each pair of coo
dinates (x,y) of the domain wall. The distribution of the
temperature in the plane of the film was found from the p
of Hc(T) ~Fig. 1a!. It is seen from Fig. 4 that the topogram
of T(x,y) in the plane of the film is centrosymmetric.

Let us mention several features of the formation of
induced domain structure, which can lead to errors in
topographic mapping of temperature fields. These featu
include the hysteresis in the dependence ofR5R(Ts) and
the hysteresis in the appearance and disappearance o
domain. The latter occurs because collapse of the dom
occurs at a lower temperature (Tcol'80 °C! than its appear-
ance (Tthr5108 °C! and corresponds to a radiusRcol,Rthr .

ms

824Ivanov et al.
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FIG. 2. Domain pattern formed in a nonuniform temperature field after the threshold temperatureTs5108 °C is achieved in a fieldH055 kOe and the field
is lowered to zero~a!, in a magnetic field of opposite signH0520.6 kOe~b!, and after four cycles of varying the direction and amplitude of the exte
magnetic field~c!, as well as the field variation scheme~d!, Ts580 °C.
The temperature hysteresis of the appearance and collapse of
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form of the domain structure~Figs. 5b–d!. Quantitatively,
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the circular domain is most probably due to the delay in
formation of the magnetization-reversal nucleus in the reg
whereT exceedsTcom. The duality of theR(T) dependence
can be attributed to the fact that a! the fieldH0 is insufficient,
i.e., H0,Hcmax, and the domain wall starts only whenHcw

decreases and becomes comparable toH0, and b! there is a
delay in the variation of the temperature in response to
variation ofTs at sites that are distant from the source.

TOPOGRAPHIC MAPPING OF A TEMPERATURE FIELD
FROM THE PARAMETERS OF A SERPENTINE DOMAIN
STRUCTURE OF AN AMORPHOUS Gd–Co FILM

Figure 5 shows the response of the domain structure
an amorphous Gd–Co film in the demagnetized state
nonuniform temperature field in a regime in which a statio
ary state is achieved. The domain structure was obse
from the film deposition side, i.e., in this case a substr
with a thickness of 0.24 mm was in thermal contact with t
source. The initial state~Fig. 5a! was obtained by demagne
tization by a variable magnetic field with a decaying amp
tude at room temperature. After the source tempera
Ts5232 °C was established, the stationary state of the
tem was achieved within about 20 s. It should be noted
during this time a small change in the source tempera
Ts ~from 232 to 235 °C! leads to significant alteration of th

FIG. 3. Diagram of the distribution~along the coordinatex) of the resultant
magnetizationM s on magnetization reversal of a circular domain.

825 Tech. Phys. 42 (7), July 1997
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this is manifested in significant alteration~Fig. 6a, curves
1–3! of the coordinate dependence of the domain widthd0

~thex axis was oriented parallel to the long side of the fram
in Fig. 5, and the origin of coordinates was juxtaposed w
the left edge of the photograph!. As the film temperature~at
the center of the photograph! increases, thed0(x) curve be-
comes less steep. Plots ofT(x) ~Fig. 6b! were constructed
from thed0(x) andd0(T) ~Fig. 1b! curves. The temperatur
on the surface of the test film varies quite considerably~by
about 15 °C! during the achievement of the stationa
~steady-state! regime, the slope of theT(x) curves@i.e., the
gradient ofT(x)# remains approximately unchanged. A com
parison of the temperatureTs of the thermocouple and th
temperature in the plane of the film determined from t
domain width ~in the demagnetized state! reveals that the
temperature difference amounts to 100 °C. Such a differe
between the source temperature and the temperature d
mined from the parameters of the domain structure at
center of the photograph is most probably caused by
presence of the substrate between the source and the

FIG. 4. Topogram of a nonuniform temperature field created by a nom
point heat source in the plane of a test amorphous Gd–Co film.

825Ivanov et al.
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film. All the experiments were henceforth carried out in t
stationary regime, and the time for the establishment of
regime was equal to 20 s.

Nonuniform temperature fields of more complex form
created by several sources of different power, can be enc
tered in practice. For this reason, we shall next present s
results of the influence of a temperature field created by
sources~which will be calledS1 andS2).

Figure 7a presents a photograph of the equilibrium
main structure in a nonuniform temperature field created
two sources with different temperatures. The photograph
placed in a calibratedXY reference grid in order to measu
the dependence ofd0(x,y) and to reconstruct a topogram o
the temperature fieldT(x,y) from it. Knowledge of the de-
pendence ofd0 on T ~Fig. 1b! ~in a uniform temperature
field! makes it possible to qualitatively estimate the variat
of a nonuniform temperature field from the form of the s

FIG. 5. Response of the domain structure of an amorphous Gd–Co
Source temperatureTs , °C: a — 30, b — 232, c — 233, d —235.

FIG. 6. Temporal variation of the one-dimensional dependence of the
main width ~a! ~in the demagnetized state! and of the temperature~b!. Ts ,
°C: 1 — 232,2 — 233,3 — 235.
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pentine domain structure in the vicinity ofS1 andS2. Several
qualitative conclusions can be drawn from Fig. 7a. In p
ticular, the two sources create domain structures of circu
symmetry with some violation of the symmetry betwe
them. In other words, the domain patterns created byS1 and
S2 exhibit an interaction with one another, which can
interpreted as a manifestation of the overlap of the temp
ture fields ofS1 and S2. Construction of a topogram of th
nonuniform temperature field requires measurement of
dependence of the domain width on the two coordinates
the plane of the film, i.e.,d0(x,y), which reflects the prop-
erties of the temperature field and the dependence ofd0 on
T ~Fig. 1b!, the latter being a characteristic of the test film
An example of a topogram of a planar temperature fi
T(x,y) created by two point sources is presented in Fig.
Temperature hysteresis6 and defects of various kinds, includ
ing stabilization of the domain walls,7 distort the picture of
the domain structure and introduce errors into the determ
tion of the temperature field. To avoid such distortions of t
domain structure, first, the details of the technology of d
positing defect-free films, particularly the measures taken
prevent stabilization of the domain walls, must be carefu
observed,6 and, second, the test films must be thoroug
demagnetized by a variable field of sufficient amplitude.

Thus, it has been established as a result of this rese
that the response of domain structures of amorphous Gd
films with perpendicular anisotropy to nonuniform stationa
thermal fields points out a strong correlation between qu
titative parameters of the domain structure and characte
tics of the temperature field. This provides some basis
regard amorphous films of the Gd–Co type as potentia

.

o-

FIG. 7. Domain structure of an amorphous Gd–Co film~in the demagne-
tized state!, on which a temperature gradient was created by two point h
sources:Ts15227 °C~on the left!, Ts25177 °C~on the right! ~a! and topo-
gram of the nonuniform field~b!.
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suitable for the topographic mapping of spatially nonuniform All-Union Seminar ‘‘New Magnetic Microelectronics Materials’’@in Rus-
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sh.
stationary temperature fields of complex pattern.
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Potential possibilities of a laser plasma as a negative-ion source

S. V. Latyshev

Institute of Theoretical and Experimental Physics, 117259 Moscow, Russia
~Submitted February 20, 1996!
Zh. Tekh. Fiz.67, 117–120~July 1997!

The potential possibilities of a plasma heated by laser radiation as a negative-ion source are
analyzed theoretically. It is shown that the efficiency of negative-ion formation in a laser plasma in
the heating phase reaches 101521016 ions/J when the parameters of the laser radiation are
optimally adjusted. ©1997 American Institute of Physics.@S1063-7842~97!02207-1#
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of the plasma produced by focused laser radiation on
surface of a solid as a negative-ion source. This interes
due mainly to the need to create an intense negative
source for accelerator technology.1 The research is presentl
confined to two areas. In one of them the expansion prod
of the laser plasma are investigated at large distances
the target~of the order of several meters! using time-of-flight
mass spectrometry.2,3 It was shown in these studies that
significant negative-ion yield~on the level of several percen
in comparison with the positive, singly charged ions! appears
when the plasma is heated by very intense laser radia
For example, when a CO2 laser (l510.6 mm! was em-
ployed, the maximum negative-ion yield was observed
flux densitiesq;(325)3109 W/cm2, and when a neody
mium laser (l51.06mm! was employed, the correspondin
flux densities significantly exceeded 1010 W/cm2. At such
flux densities the temperature of the laser plasma in the h
ing phase has a value of 10230 eV, which significantly ex-
ceeds the temperature at which negative ions are efficie
formed (T;1 eV!. The researchers reporting these resu
believe that the formation of negative ions in a laser plas
takes place mainly in the plasma expansion phase, in w
the temperature drops to appropriate values.

In other studies negative ions were extracted from a la
plasma by a strong electrostatic field directly in the heat
phase or immediately after removal of the heati
radiation.4–6 Neodymium lasers were used in these stud
and the maximum negative-ion yield was observed at fl
densitiesq;63107263108 W/cm2.

From the standpoint of creating a laser negative-
source, the second route is preferable, since it does no
quire large flux densities of laser radiation and allows us
hope to create a continuous negative-ion source with p
ently existing laser technologies.

This paper is devoted to a theoretical analysis of
second group of experiments. The present analysis is b
on the assumption that thermodynamic ionization equi
rium is achieved in a laser plasma in the heating phase at
densities of the heating radiation equal to 1072109 W/cm2.
In fact, the following criteria are satisfied for characteris
laser plasma densitiesne;101921021 cm23, a temperature
T;1 eV, and a time for existence of the plasma of the or
of the hydrodynamic expansion timet>d/V;10 ns~the di-
ameter of the focal spotd;10 mm, and the velocity of sound
V;105 cm/s!: the criterion of classicality

828 Tech. Phys. 42 (7), July 1997 1063-7842/97/0708
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^r ee&
5e2ne
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T,

and the criterion of the attainability of equilibrium

teq5
1

seaneve
!t,

where the cross section for the interaction of an electron w
an atom sea;10216 cm2, the thermal electron velocity
ve;107 cm/s,« f is the Fermi energy, and̂r ee& is the mean
distance between electrons.

The influence of the photodissociation of negative io
under the action of laser radiation on the ionic composition
more complicated. When multiphoton processes are
glected, photodissociation of the negative ions does not
cur, if \v,U2 , where\v andU2 are the photon energy
and the binding energy of the electron in the negative i
This condition generally holds for radiation from a CO2 laser
(\v'0.1 eV!, but far from always for radiation from a
neodymium laser (\v'1 eV!. The corresponding estimate
of the photodissociation cross sectionsph;10217 cm2

~Ref. 7! show that when the radiation flux densi
q;108 W/cm2, the time of the photodissociation proce
tph5\v/qsph for radiation from a neodymium laser equa
10210 s. This time is comparable to the time for the esta
lishment of ionization equilibriumteq; therefore, short-
wavelength laser radiation can significantly reduce the nu
ber of negative ions in the plasma through photodissociat

When the above criteria are satisfied, the ionization eq
librium in the plasma is described by a system of Saha eq
tions. In situations where negative ions are formed efficien
in the plasma, the existence of positively charged ions w
an extent of ionization greater than11 can be neglected
With the additional neglect of the existence of molecu
formations, which is valid only for a restricted list of sub
stances, we obtain a system of Saha equations in the fol
ing form:

CeC1 /C05a, a5~T/E!3/2 exp~2U0 /T!,

CeC0 /C25A, A5~T/E!3/2 exp~2U2 /T!,

Ce5C12C2 , C01C11C251, ~1!

828-04$10.00 © 1997 American Institute of Physics
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are the relative concentrations of electrons, positive io
negative ions, and neutral atoms;N is the total concentration
of atomic particles; andU0 andU2 are the ionization poten
tial of the neutral atom and the binding energy of the elect
in the negative ion.

The quantityE521/3p\2N2/3/me has the dimensions o
energy and is highly reminiscent of the Fermi energy for
electron gas, being distinguished only by the fact that it c
tains the total concentration of atomic particles instead of
concentration of electrons and by a slight difference in
numerical multiplier~in the Fermi energy the numerical fac
tor is 32/3p4/3/2>4.78, while in E it is 21/3p>3.96). The
values ofE for several concentrations of atomic particles a
presented below.

N, cm23 E, eV

1019 0.014
1020 0.065
1021 0.30
1022 1.4

In Ref. 6 the system of Saha equations presented ab
was investigated numerically for several simple substan
in the temperature rangeT;0.324.5 eV and the range o
concentrations of atomic particlesN5101921022 cm23. An
analysis of the results obtained revealed the following la
the relative concentration of the negative ions increases
increasing plasma density and reaches 10% at the pla
densityN51022 cm23 and the corresponding optimum tem
perature; as the plasma density increases, the optimum
perature, at which the maximum relative concentration of
negative ions is achieved, increases. The typical values o
optimum temperatures areT;124 eV.

This paper describes an analytical investigation of
system of Saha equations presented above and prop
some simple analytical estimates of the optimum parame
of a laser plasma as a negative-ion source.

Solving the first, second, and fourth equations of syst
~1! with respect to the electron concentrationCe , we obtain
the following equations for the concentrations:

C051/~11a/Ce1Ce /A!,

C151/~11Ce /a1Ce
2/~aA!!,

C251/~11A/Ce1aA/Ce
2!. ~2!

Substituting the expressions for the concentrations~2! into
the third equation of system~1!, we obtain a cubic equation
for finding Ce

Ce
31~A11!Ce

21aACe5aA. ~3!

Using Cardan’s formulas to solve Eq.~3! is not conve-
nient from the standpoint of practical calculations. For t
reason, attempts were made to obtain an approximate s
tion which would achive sufficient accuracy while remaini
rather simple.

As a result of the investigations performed, it was fou
that the solution of the quadratic equation obtained from
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~3! by discarding the cubic term differs from the exact so
tion by no more than 10%, while it is fairly simple:

Ce52/@11~114/b!1/2#, b5aA/~11A!. ~4!

The very high accuracy of Eq.~4! is attributed to the fact
that the cubic term is always smaller, and in real syste
much smaller, than the quadratic term, sinceCe<1, and
A→` as Ce→1. Figure 1 compares the exact solution
system~1! from Ref. 6 and the approximate solution bas
on Eqs.~2! and~4! in the case of the negative ion of bromin
Br2.

Knowledge of complete solutions of the Saha equatio
either exact or approximate, is actually not necessary
many practical problems. It is very often quite sufficient
know the optimum parameters of the plasma: the temp
ture at which ions charged to the extent of interest
present in the plasma in the largest possible number and
corresponding value of their concentration.

The equation which specifies the optimum plasma te
peratureT* , at which the relative concentration of the neg
tive ions in the plasma is maximal (C2* ), is obtained in the
following manner. We differentiate all the equations in sy
tem ~1! with respect to the temperature and substit
T5T* into the relations obtained. Then, taking into accou
the condition for the maximum of the concentration of t
negative ions,C2* 850, we obtain a system of four linea
equations for the three derivativesCe* 8, C1* 8, andC0* 8. The
condition under which this system is solvable implicitly a
signs the optimum plasma temperatureT*

C1* ~C0* 2Ce* !/~Ce* C0* 1Ce* C1* 1C1* C0* !5g,

g5~1.5T* 1U2!/~1.5T* 1U0!. ~5!

FIG. 1. Dependence of the relative concentration of Br2 ions on the tem-
perature for various plasma densities~solid curves — exact calculation
dashed curves — approximate calculation!.
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We note that the coefficientg depends weakly on the tem-
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perature and falls within the range fromU2 /U0 ~for
T* 50) to 1 ~for T* 5`). In real systemsg'0.220.3, since
the optimum temperature always satisfies the inequa
T* !U0, andU2 /U0'0.120.2.

In order to determine the optimum temperature from E
~5!, substitution of the exact solutions of system~1! into Eq.
~5! is formally necessary, but such a course of action is
realistic, since an extremely cumbersome equation is
tained even when the approximate solutions of system~1! in
the form of Eqs.~2! and~4! are plugged into it. Therefore, a
attempt was made to replace the concentrations by the s
tions of the Saha equations in which only two particle sta
viz., neutral atoms and positively charged ions, are taken
account:

CeC1 /C05a, Ce5C1 , C11C051. ~6!

The combined solution of this system and Eq.~5! leads
to the following expressions for the optimum temperatu
and the concentrations:

a* 5~122g!2/~21g2g2!,

C1* 5~122g!/~22g!,

C0* 5~11g!/~22g!. ~7!

As we have already noted above, the parameterg de-
pends weakly on the temperature and generally takes
valuesg'0.220.3. In this case the concentrations of t
positively charged ions and the neutral atoms at which
relative concentration of the negative ions is maximal are

C1* 'Ce* '0.220.3; C0* '0.720.8. ~8!

The results of about 70% of the 76 exact calculatio
presented in Ref. 6 fall in the ranges of values~8!, and the
remaining results are close to these ranges. As for the e
tion for determining the optimum temperature, it takes on
form a* ;0.0520.15. A comparison with exact calculation
reveals that the best agreement with the exact calculation
exhibited by the equation

a* 5~T* /E!3/2 exp~2U0 /T* !50.1. ~9!

Figure 2 presents a comparison of the exact values of
optimum temperatures for several substances from Re
with approximate equation~9!. This comparison shows tha
the disparity does not exceed 10%. Approximately the sa
accuracy is displayed by the simple approximate formula

T* >U0 /@ ln~U0 /E!11.5#. ~10!

The satisfactory agreement with the exact calculation
the optimum temperatureT* , as well as the correspondin
values of the concentration of the charged particlesC1* and
the concentration of the neutral atomsC0* , allows us to give
a fairly simple formula for calculating the maximum conce
tration of the negative ions. For this purpose, we substi
the corresponding concentration values from~8! and the ap-
proximate expression~10! for the optimum temperature int
the expression forC2 obtained from the first and secon
equations in system~1!. We then have
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D >S E

3U0
D ~12U2 /U0!

. ~11!

The accuracy of formula~11! is of the order of 1.5,
which is sufficient for design calculations of ion sources.

One consequence of Eq.~9! for the optimum tempera-
ture and approximate formulas~10! and ~11! is that the op-
timum temperature and the concentration of the nega
ions depend mainly on the value ofU0 /E, which contains
the plasma concentrationN and the ionization potential o
the neutral atomU0 and depends weakly on the binding e
ergy of the electron in the negative ionU2 . Formulas~9!–
~11! also confirm the correlations noted in Ref. 6, viz., t
increases in the optimum temperature and the relative c
centration of the negative ions with increasing plasma c
centrations.

The energy efficiency of the generation of negative io
equals

E f5C2* /Wp>1018C2* @ ions/J#, ~12!

whereWp53/2T* (C0* 1C1* 1C2* 1Ce* )1U0C1* 2U2C2* is
the energy of the plasma.

Taking into account that for a laser plasm
C2* ;102221021, we obtain a limiting estimate of the en
ergy efficiency of the generation of negative ions in a la
plasma:E f;101621017 ions/J. The quasi-two-dimensiona
hydrodynamic calculations performed in Ref. 6 give t
more modest estimateE f;101521016 ions/J. This is be-
cause the density and temperature profiles in a laser pla

FIG. 2. Plots for determiningT* : solid curve — analytical dependence
dashed curve — approximate formula:d — H2, j — K2, m — Br2.
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the generation of negative ions are consequently real
only in a small region.

Thus, the results of this work show that a laser plasm
a highly efficient source of negative ions. For example, wh
a 100 W continuous-wave laser is used, the creation o
continuous negative-ion source with a current equal
102100 mA is perfectly realistic. The diameter of the op
mum focal spot of the laser radiation should then be of
order of 10mm. It is preferable to use a short-waveleng
laser, but the conditionU2.\v must then be satisfied. Th
greatest difficulty in developing a laser negative-ion sou
lies in the system for extracting the ions from the hot plasm
The experience that has been gained in creating pulsed
sources of negative ions,3–5 as well as highly charged pos
tive ions~see, for example, Ref. 8!, can be useful in this area
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Thermally stimulated emission of electrons and photons in nonlinear LiB 3O5 crystals

rial,
I. N. Ogorodnikov, V. I. Kirpa, A. V. Kruzhalov, and A. V. Porotnikov

Ural State Technical University, 620002 Ekaterinburg, Russia
~Submitted February 21, 1996!
Zh. Tekh. Fiz.67, 121–125~July 1997!

The results of an investigation of the thermally stimulated emission of electrons and photons in
lithium triborate single crystals are presented. The investigation is performed mainly by
simultaneously measuring the thermally stimulated emission of electrons and photons after various
radiation treatments. In particular, the thermally stimulated exoelectron emission of LiB3O5

crystals is discovered for the first time and studied in detail. An analysis of the experimental results
reveals two new trapping centers. It is established that the thermal annealing of these
centers at 450 and 515 K makes a contribution only to the exoelectron emission. It is postulated
that a field fluctuation process, which lowers the potential barriers of the trapping centers,
takes place in LiB3O5 at 1002140 K. This process is attributed to thermally stimulated relaxation
of the radiation-induced charge. A significant dependence of the parameters of the thermally
stimulated processes in LiB3O5 on the parameters of the radiation treatment is discovered.
© 1997 American Institute of Physics.@S1063-7842~97!02307-6#
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In Refs. 1–3 we began a study of the suprathermal em
sion of electrons and photons in thermally stimulated p
cesses in the condensed state of matter using modula
thermal activation spectroscopy and a model of the field fl
tuation processs~FFPs!. The results obtained in Refs. 2 and
demonstrated the promising nature of the approach sele
for analyzing a long list of phenomena. Suprathermal em
sion is, in particular, a factor which limits the possibility o
utilizing solid-state dosimeters at small doses of ionizing
diation, where the contributions of the spontaneous emis
and radiation-induced processes to the thermally stimula
luminescence~TSL! or thermally stimulated exoelectro
emission ~TSEE! become comparable. In nonlinear- an
integrated-optical elements suprathermal emission can
one of the factors producing electron avalanches, which l
to lowering of the threshold for optical breakdown of th
insulator and, consequently, to an increase in the probab
of optical breakdown in intense optical fields of laser rad
tion.

Nonlinear crystals of lithium triborate LiB3O5 ~space
groupPna21, transparency band at 159–3500 nm! represent
a promising material for nonlinear and integrated optics o
ing to the fortunate combination of comparatively high no
linear characteristics and an elevated threshold for opt
breakdown. In Refs. 4 and 5 we performed initial investig
tions of the point defects, luminescence, and therm
stimulated recombination processes in lithium triborate cr
tals following exposure to comparatively large doses of io
izing radiation. The experience gained from studying sp
taneous emission in other materials@for example, in BeO
~Refs. 1 and 2!# indicates that effective suppression of t
spontaneous emission occurs as the dose of ionizing ra
tion increases. For this reason, reliable experimental dat
the spontaneous emission can be obtained only for unirr
ated materials or for samples irradiated in the range of
called small doses of ionizing radiation. The exact limits

832 Tech. Phys. 42 (7), July 1997 1063-7842/97/0708
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but also on its history, the experimental conditions, the ty
of ionizing radiation, etc. A special investigation of the co
ditions for the appearance of spontaneous emission is
quired for each specific material.

The purpose of the present work was to investigate
thermally stimulated emission of electrons and photons fr
LiB3O5 crystals by modulation thermal activation spectro
copy after exposure to ‘‘small doses’’ of various types
ionizing radiations.

MATERIALS AND METHODS

Lithium triborate single crystals of high optical qualit
were grown under the guidance of V. A. Maslov by a mo
fied fluxed melt method with drawing of the seed in platinu
crucibles within single- and two-zone furnaces.6 The princi-
pal crystallographic characteristics of the crystals obtain
are in good agreement with the data in Refs. 7 and
Samples in the form of plane-parallel polished plates wit
normal perpendicular to theZ axis of the crystals were pre
pared for the investigation.

The thermally stimulated emission of electrons and p
tons from LiB3O5 crystals was investigated by performin
simultaneous TSEE and TSL measurements in an ultrah
vacuum~with a residual pressure of;1026 Pa! in a linear or
linear–oscillatory mode of temperature variation at 77–6
K.9 The basic feature of the linear–oscillatory temperat
variation is modulation of the linear heating law of th
sample by relatively rapid heating–cooling temperature
cillations with an amplitude up to 10 K. The period of on
oscillation and the mean increase in temperature betw
oscillations were equal to 100 s and 2.5 K, respectively. T
mean heating rate is considerably lower in this case tha
the case of strictly linear heating. Modulation of the sam
temperature variation law by heating–cooling temperat
oscillations leads to corresponding oscillations of the lum
nescence and emission response, whose analysis y

832-05$10.00 © 1997 American Institute of Physics
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qualitative information on the parameters of the therma
stimulated processes. The principle parameter determine
this case is the ‘‘experimental mean activation energ
^E&

^E&5
S i 51

N Ei•I i

S i 51
N I i

, ~1!

whereEi and I i are the activation energy and the contrib
tion of the i th elementary relaxation process.

A calculation of^E& is performed for each temperatu
oscillation by the initial raise method using the formula

^E&52KB

d ln~ I !

d~1/T!
, ~2!

whereKB is Boltzmann’s constant, andI 5I (T) is the ex-
perimentally recorded intensity of the exoelectron emiss
~a VÉU-6 secondary electron multiplier! or luminescence~an
FÉU-106 photomultiplier in the photon counting mode!.

The LiB3O5 crystals were irradiated by x radiation from
a BSV2 x-ray tube~25 kV, 10 mA, copper anticathode! or by
electron bombardment~10 keV, 500mA! at various tempera
tures.

EXPERIMENTAL RESULTS

The results of the simultaneous measurements of
TSL and TSEE curves of LiB3O5 crystals during linear heat
ing at the rate of 10 K/min following electron bombardme
at 77 K are presented in Fig. 1. It follows from it that th
TSL is concentrated mainly in the range 100–140 K, wh

FIG. 1. TSEE~1!, TSL ~2!, total exoemission yield~3!, and total light yield
~4! of LiB3O5 crystals during linear heating at the rate 10 K/min followin
electron bombardment at 77 K.
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more than half of the stored total light yield is emitted, and
a peak at 210 K. Weakly expressed shoulders are obse
on the TSL curve at 90–95, 150–180, and 230–300 K.
TSL is detected above 350 K in LiB3O5.

In the case of TSEE the release of a considerable por
of the stored total exoemission sum~about half! also begins
at 100 K, but covers a broader temperature range from 10
180 K than in the case of TSL and is characterized by
absence of the intense peak at 210 K. The TSEE curve c
tains shoulders at 90–95, 180–230, and 250–330 K. In
high-temperature region the TSEE pattern differs sign
cantly from that for TSL: the TSEE curve displays an inten
peak at 551 K and a pronounced shoulder at 400–480 K

Special mention should be made of the appearance
so-called spontaneous emission, i.e., short intense spike
electron~100–180 K! and photon~100–140 K! emission, in
LiB3O5 during heating following electron bombardmen
The irradiation of LiB3O5 with x-ray photons at 250 K en
abled us to create a larger concentration of trapping cen
whose thermal decay produces TSL and TSEE peaks at 3
350 K ~Fig. 2!, and we obtained comparable values for t
TSL and TSEE intensities in this temperature range. T
corresponding TSEE curve has a gently sloping maximum
330 K, and the TSL curve contains a clearly distinguish
peak at 310 K.

The results of the simultaneous measurements of
TSL and TSEE curves of LiB3O5 crystals in the linear–
oscillatory temperature mode following irradiation by x-ra
photons at 77 K are presented in Fig. 3. As follows from F
3, the temperature positions of these spikes correlate with
temperature oscillations over the entire range investiga
an increase in temperature causes an increase in the emi
of electrons and photons, the emission maximum co
sponds to the temperature maximum of the oscillation, a
the drop in temperature during an oscillation causes a co
sponding drop in emission. In other words, the oscillations
the temperature, luminescence, and electron emission
strictly correlated~symbatic!.

It follows from Fig. 3 that the envelope of the lumine
cence response is represented by two peaks at 95 and 20
on which the luminescence oscillations induced by the c
responding temperature oscillations are superimposed.

FIG. 2. TSEE~1! and TSL~2! of LiB3O5 crystals during linear heating a
the rate 10 K/min following irradiation by x-ray photons at 250 K.

833Ogorodnikov et al.
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envelope can be matched to the temperature positions o
TSL maxima in Fig. 1. The exoemission following x irradi
tion at 77 K~Fig. 3! is less pronounced: the envelope of t
emission response is represented by a damped, weakly s
tured curve, on which emission oscillations are super
posed. At 100–120~luminescence! and 100–140 K~exoelec-
tron emission! the amplitude of the electron and photo
emission responses varies randomly: intense spontan
emission is superimposed on the regular thermally stimula
process. However, in all cases the oscillations of the lu
nescence and the exoelectron emission mimic the temp
ture oscillations~Fig. 3!.

Figure 4 presents plots of the temperature dependenc
the mean activation energies for TSEE (^EE&(T)) and TSL
(^EL&(T)) in LiB3O5 crystals. The data for each temperatu
point were obtained by treatment of the experimental d
presented in Fig. 3 by the initial raise method~curve2!. At
77–100 K^EL&(T)'0.0820.09 eV, and as the temperatu
rises further,̂ EL&(T) at first increases to a maximum valu
Emax'0.3920.40 eV ~120–125 K! and then drops to the
0.10 eV level~140 K!. A similar peak is observed for TSEE
on the ^EE&(T) curve (Emax'0.42 eV at 140 K!. The nu-
merical value of the mean activation energyEmax is elevated
at this temperature and cannot be explained within the sim
model of the thermally stimulated delocalization of char
carriers from trapping centers. Above 140 K the^EE&(T)
and ^EL&(T) curves do not have such features. The cons
erable spread of the values of^EE&(T) at 140–280 K is a
consequence of the low TSEE intensity. The increase in
numerical values of̂ EL&(T) at 140–180 K is stipulated

FIG. 3. Thermally stimulated emission of electrons~1! and photons~2! from
LiB3O5 crystals during linear–oscillatory heating~3! following electron
bombardment at 77 K.
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accordingly to Eq.~1!, by the increase in the contribution o
the charge carriers delocalized in this temperature rang
the overall recombination process. In the region of the T
peak~180–250 K! the ^EL&(T) curve apparently reflects th
temperature dependence of the thermal activation energ
the recombination process.

The mean activation energies for TSEE during linea
oscillatory heating at 400–600 K are presented in Fig. 5. O
attention is drawn by the two fairly intense peaks at 425 a
508 K with values of the activation energy^E&(T) equal to
about 0.75 and 1.00 eV, respectively. These TSEE pe
~Fig. 5! are comparable to those for the case of linear hea
~Fig. 1! and are not displayed on the TSL curve. The ex

FIG. 4. Temperature dependence of the mean thermal activation energ~2,
4! and of the intensity~1, 3! of the TSEE ~1, 2! and TSL ~3, 4! of
LiB3O5 crystals during linear–oscillatory heating following irradiation b
x-ray photons at 77 K.

FIG. 5. Temperature dependence of the mean thermal activation energ~1!
and TSEE intensity~2! of LiB3O5 crystals during linear–oscillatory heatin
following electron bombardment at 300 K.
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emission response during linear–oscillatory heating at 400–
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600 K also mimics the temperature oscillations.

DISCUSSION

In Refs. 2 and 3 we developed a model of field fluctu
tion processes~FFPs!. The FFPs in this model include var
ous thermally stimulated physical processes~ionic processes
adsorption, etc.!, which influence the delocalization, migra
tion, and relaxation of electron excitations. The features
served for LiB3O5 at 100–140 K~the elevated value of the
mean activation energy and the nonisothermally eleva
electron and photon emission response, which is in ph
with the temperature oscillations! are qualitatively consisten
with those found in Refs. 2 and 3 for a FFP that lowers
potential barrier of the trapping centers. At the same tim
the features in the kinetics of the thermally stimulated p
cesses cited can be attributed only to surface processes~for
example, adsorption phenomena, electric discharges thro
molecules of the residual atmosphere adsorbed on the cr
surface, etc.!. In fact, the spontaneous emission at 100–1
K is displayed on both the TSL and TSEE curves. It is se
from Fig. 1 that about half of the partial exoemission a
light yields, whose temperature dependence correspo
with the annealing of paramagnetic B21 centers and ther
mobleaching in the band at 306 nm,4 is emitted in this re-
gion. In Ref. 10 we advanced a model of the B21 center in
crystalline LiB3O5 in the form of an interstitial boron ion
which traps an electron upon irradiation, on the basis
quantum-chemical cluster calculations. The results of
calculation in Ref. 10 provide evidence that several inter
tial sites for boron ions, which are almost equivalent w
respect to the Madelung potential and the energy positio
the local level of the additional electron, can exist in t
LiB3O5 lattice. Such an energy distribution of the B21 trap-
ping centers can be one of the reasons why the plots of
temperature dependence for the annealing of the param
netic B21 centers, the thermobleaching in the band at 3
nm, and the buildup of the exoelectron and light sums~Fig.
1! are not elementary curves. In addition, the results in R
11 indicate that the thermally stimulated processes
LiB3O5 in the temperature range 100–180 K are accom
nied by relaxation of the radiation-induced electric char
This thermally stimulated process can cause signific
variation of the local electric field and is perfectly suitab
for the role of the postulated fluctuation-induced process
lowers the height of the potential barrier of the trapping c
ters.

The TSL peak at 210 K, which we previously attribute
to the thermal decay of hole O2 trapping centers,4 is charac-
terized by a smooth drop in the value of^E&(T) from 0.40
(T5180 K! to 0.29 eV (T5240 K! and is not displayed on
the TSEE curve~Fig. 4!. Several plausible reasons for su
behavior of̂ E&(T) can be cited. First, thermal quenching
the intrinsic luminescence of LiB3O5, which is excited both
by photons with energies exceedingEg and in recombination
processes~for example, TSL!, begins in the temperatur
range corresponding to this TSL peak.4 According to the
theory of thermally stimulated processes in the conden
state of matter,12 the decrease in the recombination lumine
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ization of charge carriers leads to an apparent decrease i
observed mean thermal activation energy. Second, in Ref
we showed that the TSL peak of LiB3O5 crystals at 180–240
K is the result of the superposition of at least two overla
ping elementary peaks. The contour and the temperature
sition of this TSL peak are determined by the relative po
tions and the intensity ratio of its elementary componen
According to Eq.~1!, the value of the mean thermal activa
tion energy^E&(T) is determined not only by the activatio
energies of the elementary components, but also by the r
of their intensities. For this reason, the plot of^E&(T) in the
range 180–240 K~Fig. 4! can reflect the variation of the
contributions of the elementary processes as the tempera
rises. In both cases the features of the thermally activa
recombination process in the temperature range 180–24
in LiB3O5 crystals cannot be associated with any manifes
tions of the suprathermal emission of electrons and photo

CONCLUSIONS

Thus, the thermally stimulated exoelectron emission
lithium triborate crystals has been discovered for the fi
time and studied. The thermally stimulated emission of el
trons and photons from LiB3O5 following various radiation
treatments have been measured simultaneously and c
pared.

Two new trapping centers, whose thermal annealing~at
450 and 515 K! is accompanied by the emission of electron
have been discovered. There are no manifestations of t
centers on the TSL curve, possibly because the luminesc
of the crystal is thermally quenched at those temperature

The experimental results provide a basis for discuss
the presence of a field fluctuation process in LiB3O5 crystals
in the temperature range 100–140 K; this process, wh
involves a lowering of the potential barrier, is presumab
due to thermally stimulated relaxation of the radiatio
induced charge.

A significant dependence of the quantitative parame
of the thermally stimulated relaxation processes on the ty
energy, and dose of the ionizing radiation has been disc
ered.

We thank V. S. Kortov for his support, A. Yu. Kuz
netsov and A. E. Monakhov for their assistance and part
pation in this work, and V. A. Maslov for supplying th
LiB3O5 crystals.
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BRIEF COMMUNICATIONS
Simultaneous self-focusing of two laser beams in a subthreshold coherent population
trapping regime

I. V. Kazinets, B. G. Matisov and A. Yu. Snegirev

St. Petersburg State Technical University, 195251 St. Petersburg, Russia
~Submitted November 19, 1996!
Zh. Tekh. Fiz.67, 126–129~July 1997!

The propagation of two-component laser radiation in a medium consisting of atoms with aL
level scheme is investigated. The simultaneous self-focusing of two beams is considered.
The main features of this phenomenon are: 1! lowering of the self-focusing threshold by several
orders of magnitude in comparison with the known case of saturation of a transition in a
two-level atom; 2! a strong dependence of the character of the propagation of the radiation on
the difference between the detunings of the two frequency components of the field from
resonance, which is associated with fulfillment of the two-photon resonance condition. ©1997
American Institute of Physics.@S1063-7842~97!02407-0#
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a
l
bu
e
n-
. I
, b
e
lin
o
in
o
e
e
th
a
a
th
g

m
u
th
th
p

Re
se
e
t
f

th
d

ec-

in
e

of
the

-
e

he

tic
the
ed

nts

m

n-

37
The self-focusing of light beams in nonlinear media w
discovered quite long ago.1–3 Being a very genera
nonlinear-wave phenomenon, it occurs not only in optics,
also in acoustics.4–6 The results of an investigation in th
model of a two-level atom with a nonlinear dielectric co
stant, for example, were generalized in Refs. 7 and 8
recent years interest has been sparked in self-focusing
cause the use of multilevel media to observe this phenom
has revealed new important features: lowering of the non
earity threshold9–11 and the practically complete absence
absorption in a narrow frequency range where self-focus
is observed.12 These effects are attributed to the possibility
quantum interference between different excitation chann
in multilevel media. Consequently, a new stationary sup
position state, whose decay rate is considerably smaller
the spontaneous relaxation rate of the excited levels can
pear under certain conditions. Furthermore, this causes s
ration to appear in the system at far smaller intensities of
laser beams than in the case of a two-level system owin
the phenomenon of coherent population trapping~for further
details, see Ref. 13!. According to theory, self-focusing
should be eliminated on passage to the superthreshold
gime, because bleaching of the medium occurs, i.e., the
dium scarcely absorbs. Experimental support for this ded
tion was presented in Ref. 14. On the other hand, in
subthreshold regime self-focusing depends strongly on
difference between the detunings of the two spectral com
nents of the field. This dependence was investigated in
15. However, the case in which only one beam is focu
was considered in that work, while the intensity of the oth
beam was assumed to be constant along the cell. In
present work we examine the case of the simultaneous
cusing of two beams and consider the elimination of
focusing of two beams when the difference between the
tunings increases.
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Let us assume that laser radiation containing two sp
tral components with the frequenciesv1 andv2 ~the detun-
ings from resonance equalV1 andV2, respectively! and the
complex amplitudesE1 and E2 propagates along thez axis
through a medium consisting of atoms with aL level
scheme.

We assume that wave 1 interacts with an atom only
the u1&2u3& transition and that wave 2 interacts in th
u2&2u3& transition.

The abridged Maxwell equations with consideration
the finite transverse dimensions of the laser beam have
form15

2ikm

]

]z
Em1D'Em524pNkm

2 dm3r3m , m51, 2, ~1!

wherekm5vm /c denotes the wave numbers,N is the con-
centration of atoms,dm3 is the dipole moment matrix ele
ment of the atom, andD' is the two-dimensional transvers
Laplacian

D'5
]2

]x2
1

]2

]y2
5

1

r

]

]r
r

]

]r
1

1

r 2

]2

]w2
~2!

in Cartesian and cylindrical coordinates, respectively. T
off-diagonal elementsr3m of the atomic density matrix are
found from the stationary solution of the system of kine
equations.13 The expressions for them are presented in
Appendix to Ref. 15. We assume that the lower long-liv
sublevelsu1& and u2& either differ only with respect to the
magnetic quantum number or belong to different compone
of the hyperfine structure, so thatk1>k2[k and we can
neglect the Doppler broadening of the two-quantu
u1&2u2& transition.

Equations~1! must be supplemented by the initial co
ditions

837-04$10.00 © 1997 American Institute of Physics
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Emuz505Em0 expS 2
r 2

2Rm0
2 D , m51,2 ~3!

and the boundary conditions

Emur 50 is bound; Emur→`→0, m51,2

~for simplicity, we assume axial symmetry, i.e., th
]Em /]w50).

Let us first consider the case of two-photon resonanc

V15V2[V. ~4!

Since under the assumptions adopted above the freq
cies and dipole moments of both optical transitions in t
L atom differ relatively weakly, we setg1>g2[g. When

FIG. 1. Dependence of the intensityU of the first beam on the depthz and
radius r for the following parameters of the radiation and the mediu
g15g25107 s21, G50.53105 s21, G115104 s21, V12V250,

R05331023 cm, k5105 cm21, N51014 cm23,
1
2(V11V2)5109 s21,

g15g250.73108 s21, VT50, wheregm is the spontaneous relaxation rat
along theu3&2um& channel,G11 is the longitudinal relaxation rate betwee
levels 1 and 2, andgm is the Rabi frequency (m51,2).

FIG. 2. Same as in Fig. 1, except thatG5105 s21.
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:

n-
e

z projection of the velocity of the atoms, we obtain propag
tion equations in the form

2ik
]Em

]z
1D'Em522ik2

3p

2
n

3
Em~11 ih!

~11h2!~11~ uE1u21uE2u2!/Enl
2 !

,

m51,2, ~5!

wheren5Nk23 andh5V/g is the dimensionless detuning
To within a numerical factor of order unity, the squa

Enl
2 of the amplitude of the light field which saturates th

nonlinearity equals

Enl
2 >\Gk3~11h2!. ~6!

The conditionuEmu2<Enl
2 (m51,2) means that the opti-

cal excitation rate is smaller than the low-frequency coh
ence decay rater12, i.e., the radiated intensity is below th
threshold for the appearance of coherent population trapp
U<Uc@11(V/g)2#. Here Uc5UsatG/(2g), where Usat is
the saturation intensity of the optical transition.

A qualitative analysis of the solution of Eqs.~5! can be
performed on the basis of the theory developed in Ref. 8
should first be noted that self-focusing is possible only fo
positive detuningh.0. If the squares of the field strength
of both spectral components at the entrance to the med
do not exceedEnl

2 , the lower self-focusing threshold~which
corresponds to the so-called critical wave amplitudeEcr) can
be estimated as

Ecr
2 5

\Gk3~11h2!2

hn~kRm0!2
. ~7!

On the characteristic spatial scale~the self-focusing
length!

:

FIG. 3. Same as in Fig. 1, except thatG5105 s21 and g15g251.43108

s21.
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l sf,m5Rm0S ~11h2!Enl
2

hnEm0
2 D

1
2

; ~8!

practically all the intensity of themth spectral component is
concentrated in a narrow region near the beam axis, i.e.
focus appears.

Let us consider the restrictions on the initial radius of th
beams. First, the self-focusing length must be much smal

FIG. 4. Dependence of the intensity of the radiation at the beam axis on
depthz in the region of the first focus:2 — first beam,3 — second beam.
The parameters are the same as in Fig. 1 with the exceptions: a
V12V2513106 s21, b — V12V2523106 s21, c — V12V2563106

s21, d — V12V2513107 s21. Curve1 refers to the caseV12V250.
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a

er

than the characteristic scale for absorption, i.
l sf,m!(11h2)/(kn). A second restriction follows from the
subthreshold character of the phenomenon with respec
coherent population trapping:Em0

2 !Enl
2 . These two condi-

tions can be written together in the form

S h

n D
1
2
!kRm0!hS h

n D
1
2
. ~9!

If the radiation belongs to the visible range and the ga
at room temperature, Eq.~9! gives the numerical estimate

50S p*

p

V

V*
D

1
2

!kRm0!53103F p*

p S V

V*
D 3G

1
2

, ~10!

wherep* 51023 Torr, andV* 5109 s21.
Taking the values p>0.03 Torr, V51010 s21,

Rm0>0.1 cm, andG5105 s21, we find that the critical field
strength corresponds to an intensity of the order
0.1mW/cm2. If the intensity of the beams on the beam ax
at the entrance to the medium is about 30mW/cm2, the ra-
diation is focused at a length of about 50 cm.

Thus, it is seen that, all other conditions being equal,
minimum intensity value at which self-focusing is possib
in the subthreshold coherent population trapping regime
lower than in the case of ordinary saturation of the opti
transition by a factor equal tog/G>1022104. There is a
simple physical explanation for this:13 in a three-levelL me-
dium the atoms are pumped into the nonabsorbing s
uCNC&, from which they escape owing to the finite decay ra
of the coherent superposition of the two low-lying atom
statesu1& and u2&.

RESULTS OF THE NUMERICAL CALCULATIONS

We present the results of some numerical calculati
of the self-focusing in a three-levelL medium that were
performed for the parametersR20'R105R0 and
E20

2 'E10
2 5E0

2 , i.e., when both beams are focused simul
neously. Figure 1 presents the dependence of the intensi
the first beam on the coordinatesr andz. Natural conversion
to dimensionless quantities is employed:U(r ,z) is measured
in units of U0[U(0,0)5uE0u2, r is measured in units o

he

—

FIG. 5. Dependence of the mean area under the plot of the intensity a
beam axis in the region of the first focus on the difference between
detunings:a — G50.53105, b — 13105, c — G523105 s21.
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focus atz> l sf the intensity increases by two orders of ma
nitude. Subsequent foci are also observed. It is importan
note here that the second beam is focused like the first; th
fore, the total intensity of the two beams is twice as grea
in Fig. 1. When the relaxation rate of the coherence betw
statesu1& and u2& is doubled, the foci, beginning with th
second, vanish~Fig. 2!. If along with the doubling ofG, the
Rabi frequencies of both beams are increased by a facto
A2, the distribution of the foci remains unchanged~Fig. 1!.
When the Rabi frequencies are increased further by a fa
of A2 ~Fig. 3!, the distribution of the foci is altered even wit
consideration of the change in the scale along thez axis @Eq.
~8!#.

The frequency dependence of the intensity in the fi
focus has a symmetric dependence relative to the sign o
difference between the detunings. Figure 4 presents plot
the dependence of the intensity of the fields on the beam
for various differences between the detunings. The degre
elimination of the self-focusing can be estimated from
mean area under the plot of the intensity on the beam ax
the region of the first focus. It is seen from Fig. 5 that t
dependence of the mean area on the difference betwee
detunings has a resonance form and is characterized by
half-width dvsf at half-maximum. A numerical calculatio
givesdvsf'200G.

Thus, the following conclusions can be drawn on t
basis of the numerical calculations: 1! the simultaneous self
focusing of two beams is possible in the subthreshold co
ent population trapping regime at a focusing threshold tha
lower by a factorg/G than in the case of saturation of th
optical transition;8 2! in the case of simultaneous sel
focusing: a! the focusing properties of the medium are mo
pronounced~in the regions of the foci the intensities a
more than twice as high as when one beam is focused15!;
840 Tech. Phys. 42 (7), July 1997
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ing the intensities and the detunings of the beams; c! there is
a sharp dependence of the spatial distribution of the li
intensity on the difference between the detunings of the
laser fields from resonance@when the detuning of one of th
beams deviates from the mean detuning by a few percent
self-focusing vanishes~Fig. 5!#.
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Pulse characteristics of Hg 0.8Cd0.2Te n 1 – p junctions
I. S. Virt

I. Franko Drogobych State Teachers Institute, 293720 Drogobych, Ukraine
~Submitted February 19, 1996!
Zh. Tekh. Fiz.67, 130–133~July 1997!

The pulse characteristics of Hg0.8Cd0.2Te n1 –p junctions are investigated. It is shown that the
shape of the voltage pulse appearing in a junction on passage of a forward~reverse!
current is determined by the recombination~generation! of nonequilibrium electrons in the hole
region. An increase in the current pulse causes the appearance of an electric field, which
draws electrons into the interior of the base region, and leads to variation of their lifetime because
of the complex structure of then1 –p junction. © 1997 American Institute of Physics.
@S1063-7842~97!02507-5#
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The pulse characteristics ofn–p junctions play a signifi-
cant role in determining the speed of semiconductor pho
diodes. Their speed depends on various factors: the do
of the base regions of the particular semiconductor, the d
ant concentration, the capacitance of the junction, and
defect density in the near-junction region.1 A special place
belongs to the defects appearing during the industrial fa
cation ofn–p junctions. This is important for the semicon
ductor material Hg0.8Cd0.2Te, in which intrinsic radiation de-
fects of both the point and extended types readily fo
during the fabrication ofn–p junctions by ion implantation.
The layered structure of then–p junctions is then fairly
complicated.2,3 The transient processes inn1 –p structures
fabricated by ion implantation were investigated in Ref. 4

In the present work we investigated the pulse charac
istics of Hg0.8Cd0.2Te n1 –p junctions as a function of the
injection level. Then1 region was created by implantin
B1 ions with an energy of 100 keV in a substrate w
p-type conduction. The measurements were performed
T577 K on the passage of current pulses in both the forw
and reverse directions, and the results were displayed o
S8-13 oscillograph. The pulse duration was selected in
range between 1025 and 1027 s.

Oscillograms of the voltage on ann1 –p junction under
forward and reverse biases are presented in Figs. 1a an
The pulse which has passed through the sample exh
some distortion on a background of the oscillogram. Whe
pulse is passed in the forward direction, minority charge c
riers are injected through the junction, and they recombin
the base regions. Of course, when Auger recombina
dominates, the voltage relaxation time in a given tempera
range after completion of the current pulse is determined
the longer-lived electrons in the less doped hole region of
semiconductor. The falling edge of the pulse initially has
linear time dependence, which corresponds to a high in
tion level.5 This is true for injection levels at which
qU*kT (q is the charge of the electron,k is Boltzmann’s
constant, andU is the voltage drop on then–p junction!.
The concentration of nonequilibrium electrons in thep re-
gion is described by the expression
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In this case for a high injection level (qU/kT*1;
eqU/kT@1) we have

Dnp'Ce
qU
kT. ~2!

On the other hand, the relaxation ofDnp follows the law

Dnp5C8e2
t

tn, ~3!

whereC andC8 are constants, andtn is the lifetime of the
nonequilibrium electrons in thep region.

Comparing~2! and~3!, we find that the time dependenc
of the postinjection voltage at a high injection level has t
form

U~ t !52
kT

q

t

tn
. ~4!

At large observation times the linear decay becomes
ponential. The changeover occurs when the voltage le
reachesU(t) & (kT)/q. In this case in Eq.~1! we have

e
qU
kT'11

qU

kT
,

and Eq.~4! transforms into the expression

lnU~ t !5 ln
kT

q
2

t

tn
. ~5!

The decay of the postinjection emf is plotted on a log
rithmic scale in Fig. 2a. The lifetime of the minority charg
carriers was determined on both the linear portion from E
~4! and the exponential portion from Eq.~5!. When
qU/kT@1, an attractive electric field appears in the ba
region and must be taken into account in determiningtn at
ultrahigh injection levels:5

U~ t !5
kT

q

t

tn

2b

b11
, ~6!

whereb5mn /mp is the ratio between the electron and ho
mobilities.

Sinceb@1 in Hg0.8Cd0.2Te, Eq.~6! can be simplified:

841-04$10.00 © 1997 American Institute of Physics
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FIG. 1. Oscillograms of the voltage on an1 –p junction on the forward~a! and reverse~b! passage of a pulse~the form of the rectangular input pulse is show
for comparison!.
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The linear slope of the falling edge varies only sligh
with time, attesting to the insignificance of the diffusion pr
cesses, i.e., the variation of the coordinate distribution of
minority charge carriers is determined mainly by their
combination.

The reverse pulse~when then1 –p junction is subjected
to a reverse bias! consists of two portions~Fig. 1a!: an ex-
ponential portion at short timest,tn and a linear portion a
t.tn . The rising edge of the voltage pulse is governed
the generation of electrons in thep region, and the falling
edge is determined by Maxwell relaxation of the electrons
then1 region during a timetm!tn . The generation of elec
tron at small biases (qU/kT!1) is described by the expres
sion

U~ t !5
kT

q
~12e2

t
tn!. ~8!

When a voltageU(t) * (kT)/q is achieved, for the cas
of generation in Eq.~3! we have

Dnp5C8~12e2
t

tn!. ~9!

Thus, since
e
-

y

n

at these bias levels,

U~ t !5
kT

q

t

tn
. ~11!

Logarithmic plots of the rise of the voltage on a
n1 –p junction for the reverse passage of a pulse are p
sented in Fig. 2b in ln(Umax2U)2t coordinates, where
Umax is the maximum value of the voltage. The values
tn determined on the linear and exponential portions w
approximately equal to the values determined from the inj
tion pulses. At large reverse biases (uUu.0.3 V! the depen-
dence of the rising edge of the pulse is exponential o
almost the entire segment. At these biasese2qU/kT!1 and
Dnp;C;Jrev. Since the tunneling current is dominant
such biases, i.e.,Jrev;U3 ~Ref. 6!, the voltage across the
n1 –p junction varies according to the exponential law

U~ t !;~12e2
t

tn!
1/3. ~12!

Plots of the dependence of the lifetime of the minor
charge carriers determined from the linear and exponen
portions of the postinjection falling edge on the magnitude
the pulse are presented in Fig. 3. At small injection levels
a

e

FIG. 2. Time dependence of the voltage on
n1 –p junction after completion of a forward
current pulse~a! for U for53 ~1!, 6 ~2!, 12 ~3!,
and 30 mV~4! and after the supply of a revers
current~b! for U rev512 ~1!, 60 ~2!, and 300 mV
~3!.
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values oftn differ strongly. This difference is probably as
sociated with the layered structure of then1 –p junction. At
small (qU!kT) and high (qU@kT) injection levels the
variation of the electric field in the junction can be disr
garded, and it can be assumed that recombination occurs
distance approximately equal to the diffusion length of
nonequilibrium electronsLn in the p region. The charges
recombine in the high-resistivityni region,2,3 whose dimen-
sions can reach 10mm, with a timetn'231026 s. At small
injection levels recombination takes place on the interf
between then1 andni regions with a high defect density~of
a radiation nature! and is characterized by a comparative
low value of the electron lifetimetn .

At ultrahigh injection levels the electric field appearin
because of the high electron concentration gradient in thp
region must be taken into account. The presence of this e
tric field means that electrons are drawn into the interior
the hole base to a distancel 5Ln1qmnu«u, where« is the
field strength in then1 –p junction. This distance amounts t
hundreds of microns for the known characteristics of el
trons and a given compositionx. Recombination takes plac
mainly in the interior of thep region with a low defect den
sity, as is observed experimentally whenU.0.15 V.

It should be noted that the determination of the lifetim
of the minority charge carriers is influenced by the homo
neity of the n1 –p junction. For example, the presence
shunting channels, which alter the current–voltage charac
istics of the junction, is also manifested in the pulse char
teristics. When such channels are present, the rev
branches of the characteristics can be described by a li
dependence with a characteristic resistanceRsh ~Fig. 4a,
curve3!. Upon injection both the passage and recombinat
of electrons take place mainly on inhomogeneities. Acco
ingly, in the case of Auger recombination, which predom
nates in the impurity region of Hg0.8Cd0.2Te crystals, the
low-resistivity current-passing regions reduce the lifetime
the minority charge carriers~Fig. 4b, curve3!.

Thus, in Hg0.8Cd0.2Te n1 –p junctions the passage of
current pulse is associated with the recombination~during
forward passage! and generation~during reverse passage! of

FIG. 3. Dependence of the lifetime of the electrons on the amplitude of
injection pulse calculated for the linear~lin! and exponential~exp! portions
of the postinjection falling edge.
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electrons in the hole base region. The dependence of
relaxation time of a pulse on its amplitude shows that
lifetime of the minority charge carriers is influenced by t
complex structure of then1 –p junction, as well as by the
appearance of an electric field associated with their conc
tration gradient.

We thank S. V. Belotelov for supplying the experimen
samples.
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Use of moire´ effects in the optical treatment of images of a periodic amplitude grating

tem
distorted by a reconstructed wave front
A. I. But’ and A. M. Lyalikov

Ya. Kupala Grodno State University, 230023 Grodno, Belarus
~Submitted February 21, 1996; resubmitted August 12, 1996!
Zh. Tekh. Fiz.67, 134–136~July 1997!

The use of moire´ effects in superimposing images of an amplitude grating distorted by a
reconstructed wave front for increasing the sensitivity of measurements of the deflection angles
of the reconstructed rays is proposed. ©1997 American Institute of Physics.
@S1063-7842~97!02607-X#
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wave front are widely used in the holographic interferome
of nonstationary processes in the presence of phase inho
geneities which deflect light rays by large angles.1,2 Various
modifications of the defocused diaphragm method, which
a quantitative schlieren method, permit determination of
deflection angles of light rays caused by inhomogeneitie
the phase object.3

The present work is devoted to further development o
quantitative schlieren method for investigating the dist
tions of a reconstructed wave front by obtaining the distor
image of a withdrawn defocused amplitude grating.4 The
possibility of increasing the amount of information provid
by the method and the accuracy of the quantitative meas
ments by increasing the sensitivity of the method is cons
ered on the basis of moire´ effects.

Figure 1 presents a diagram of the reconstruction o
wave front by a singly exposed hologram of a focused im
of a phase object and its subsequent investigation. A vis
izing amplitude grating, which is illuminated along the no
mal by a collimated beam of monochromatic light with t
wavelengthl, is located at position1. After passing through
grating 1, the amplitude-modulated plane wave front im
pinges on object hologram2, which is located at a distanc
L from the grating1. The amplitude transmission of the sin
gly exposed hologram of the focused image of the ph
object is described by the expression1

t~x,y!;11cosF2px

P
1f~x,y!G , ~1!

wherex and y are the coordinates in the plane of the ho
gram, they axis is parallel to the holographic fringes with
periodP, andf(x,y) describes the phase distortions caus
by the object under investigation.

Since the phase distortions of the waves reconstructe
the 11 and21 diffraction orders have opposite signs, t
deflection angles of the light rays from rectilinear propag
tion caused by inhomogeneities in the phase object will a
have opposite signs. For example, thex components of the
angles for the reconstructed waves in the11 and21 dif-
fraction orders will be proportional, respectively, to

]f~x,y!

]x
and 2

]f~x,y!

]x
.
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formed by objective lenses3 and5 is equal to unity and tha
the periods of the hologram fringes (P) and the amplitude
grating (T) satisfy the conditionP!T. To determine thex
components of the deflection angles of the rays reconstru
by the hologram from the rectilinear direction, i.e.,«x , the
bars of the grating must be oriented parallel to they axis. If
the complex conjugate61 diffraction orders of the waves o
the hologram are singled out in the Fourier plane of object
lens3 by spatial filter4 ~a diaphragm with openings!, it can
be shown with consideration of relation~1! that in plane6
which is optically conjugate to the hologram the distributi
of the complex wave amplitudes will have the respect
forms

A11~x,y!5cosF2px

T
1

2pL«x

T G
3expH 1F2px cosa

l
1f~x,y!G J , ~2!

A21~x,y!5cosF2px

T
2

2pL«x

T G
3expH 21F2px cosa

l
1f~x,y!G J , ~3!

where cosa is the direction cosine of a wave diffracted in th
first order, which is defined as cosa5l/P.

The first cofactors in expressions~2! and~3! specify the
real amplitudesA11(x,y) andA21(x,y) of the waves. Spa-
tial modulation of the real amplitudes is caused by the pr
ence of the low-frequency amplitude grating1.

When the waves described by Eqs.~2! and ~3! are re-
corded separately in plane6, the distributions of the illumi-
nance in the patterns for the11 and21 diffraction orders,
respectively, have the forms

I 115A11A11* 5cos2F2px

T
1

2pL«x

T G , ~4!

I 215A21A21* 5cos2F2px

T
2

2pL«x

T G . ~5!

Figures 2a and 2b show the patterns of the distor
images of an amplitude grating observed through the ho
gram of a sphere on a ballistic trajectory. The pattern in F

845-03$10.00 © 1997 American Institute of Physics
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2a was obtained using only the11 diffraction order, and the
illuminance in it is described by Eq.~4!. The other pattern, in
Fig. 2b, was obtained using the21 diffraction order and is
described by Eq.~5!.

It is seen from Eqs.~4! and ~5! and the patterns pre
sented~Figs. 2a and 2b! that the deviations of the bars due
the phase inhomogeneities in the image of the visualiz
amplitude grating have different signs for the same points
the object. A similar property, but with the formation o
interference patterns, was previously utilized in the ho
graphic interferometry of phase objects to increase the
sitivity of the measurements when the hologram is recor
by three beams and moire´ patterns are obtained.5 Superposi-
tion of the schlieren patterns formed by the waves rec
structed in the complex-conjugate orders was used to c
pensate for the inhomogeneities in the hologram substrat
well as to increase the sensitivity of the measurement
Ref. 6.

The differences in the signs of the deviations of the i
ages of the lattice bars can be used to increase the sensi
of the measurements of the angles«x in treating patterns of
forms ~4! and ~5!. Let us consider the formation of moir´
patterns when distorted grating images~4! and~5! are super-
imposed on one another. The moire´ patterns can be observe
by three methods.

1. We assumed that waves of forms~2! and ~3! are su-
perimposed on one another in plane6 ~Fig. 1!. Their coher-
ent summation gives an illuminance distribution of the fo

I 5~A111A21!~A11* 1A21* !. ~6!

2. If patterns~4! and ~5! are successively recorded on

FIG. 1. Optical diagram of the investigation of a wave front reconstruc
by a hologram of a phase object.

FIG. 2. Patterns visualizing the distribution of thex component of the de-
flection angles of light rays reconstructed by the hologram of a sphere
ballistic trajectory obtained with separate recording in the11 ~a! and21
~b! diffraction orders.
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method, the amplitude transmission of the double-expos
photograph has the form

t5I 2g/25~ I 111I 21!2g/2, ~7!

whereg is the contrast coefficient of the photographic ma
rial.

3. If photographs of patterns~4! and ~5! are obtained
separately, the resultant amplitude transmission of such c
bined photographs can be represented in the form

t5t1t25I 11
2g/21I 21

2g/2. ~8!

It can be shown for all three cases7 that the low-
frequency modulation of the illuminance in~6!, as well as of
the amplitude transmissions in~7! and~8!, will be described
by a single term of the form

cos
px

T
cosS 2pL«x

T D . ~9!

The high-frequency component described by the first
factor will be modulated slowly by the varying function~the
second cofactor!. It follows from ~9! that the visibility of the
fringes is lowest at the points where

2pL«x

T
5Np1p/2, N50,1,2, . . . . ~10!

Therefore, a region of low visibility~a moiréfringe! is
the geometric locus of the points at which«x is constant.
Condition ~10! leads to a working formula for determinin
the x component of the deflection angles of the rays

«x5
T~N11/2!

2L
. ~11!

When patterns of forms~4! and~5! and moirépatterns of
form ~9! are interpreted, it is seen that a single measurem
of «x will correspond to different changes in the order of
fringe. The change in the order of the fringe will be tw
times larger in the latter case than in the former. Thus,
sensitivity of the measurements will be twice as high in t
latter case then in the case described in Ref. 4. The incr
in the sensitivity of the measurements is associated with
increase in the number of moire´ fringes when two grating
images with diametrically opposite displacements of the b
are superimposed.

Figures 3a and 3b present moire´ patterns obtained by the
methods described. The first pattern~Fig. 3a! corresponds to
the illuminance in the recording plane6 ~Fig. 1! when waves
of forms ~2! and ~3! are coherently summed, i.e., it was o
tained using the first method. When the second metho
employed, the form of the moire´ pattern formed when the
double-exposure photograph is illuminated corresponds
actly to the pattern presented in Fig. 3a. Use of the th
method, unlike the first two, also makes it possible to adj
the tuning of the field of the unperturbed zone of the ph
object. When the two separate photographs are juxtapo
exactly and illuminated by either coherent or incohere
light, the distribution of the illuminance in the moire´ pattern
will also correspond to the pattern presented in Fig. 3a. Ho
ever, when one photograph is shifted relative to the ot

d

a
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along thex axis by an amount equal toT/2, the zones of
minimum visibility in ~9! will be replaced by zones of maxi
mum visibility. This can be utilized to eliminate the ambig
ity in the determination of the number of each moire´ fringe.
Figure 3b presents the moire´ pattern obtained by the third
method with illumination of the juxtaposed photographs
white light and tuning of the unperturbed field to a lig
moiré fringe.

FIG. 3. Moirépatterns visualizing the distribution of thex component of the
deflection angles of light rays reconstructed by the hologram of a spher
a ballistic course, which were obtained by different methods: a — coherent
summation of the waves propagating in the11 and21 diffraction orders;
b — juxtaposition and incoherent illumination of two separate photograp
one of which is shifted along thex axis by an amount equal toT/2.
847 Tech. Phys. 42 (7), July 1997
the rays reconstructed by a hologram, i.e.,«y , the ‘‘rulings’’
of grating1 in Fig. 1 must be oriented parallel to thex axis,
and the working formula~11! must be used to interpret th
moiré pattern.

Thus, superposition of the distorted images of an am
tude grating observed in complex-conjugate orders rec
structed by a hologram makes it possible to obtain a mo´
pattern with an increased measurement sensitivity.

In conclusion, we would like to express our thanks
I. S. Ze�likovich for providing the hologram of a sphere on
ballistic trajectory.
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Influence of the state of the bulk of the sample on the formation and thermal stability

of the surface silicide on W(100)

N. R. Gall’, E. V. Rut’kov, A. Ya. Tontegode, and M. M. Usufov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted April 4, 1996!
Zh. Tekh. Fiz.67, 137–140~July 1997!

The formation and destruction of the surface silicide on W~100! after cleaning of the sample
surface and bulk in various regimes is studied by high-resolution Auger electron spectroscopy. It is
shown that the cleanness of the bulk has practically no influence on the laws governing the
formation of the surface silicide when Si atoms are adsorbed on a heated W surface and that almost
up to completion of its formation all the silicon atoms impinging on the surface, from the
very first, remain on it and are incorporated into the surface silicide. The destruction of the surface
silicide depends in a definite manner on the state of the bulk, and atT51400 K it is
apparently limited in the early stages by the passage of Si atoms from the surface to the subsurface
layer and in subsequent stages by the diffusion of silicon within the substrate. The bulk
silicon density that limits the destruction of the surface silicide is estimated. ©1997 American
Institute of Physics.@S1063-7842~97!02707-4#
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A surface chemical compound of silicon with a refra
tory metal, i.e., a surface silicide, was first discovered in
study of the adsorption of silicon on the W~100! surface in
Ref. 1 and was found to have the stoichiometry WSi. T
surface silicide discovered had some remarkable proper
in the temperature rangeT5110021350 K its formation
preceded all other transport processes and solid-phase
tions taking place when Si atoms are adsorbed on the m
surface, and all the silicon atoms impinging on the surfa
are incorporated into the surface silicide until its formation
completed, while all the Si atoms arriving after its formati
dissolve completely in the W bulk. Surface silicides havi
similar properties were soon discovered on Re(1010̄),2

Ir~111!,3 Mo~100!,4 and Ta~100!.5 High-temperature thermo
stable surface silicides with strict stoichiometry were o
served in Ref. 6 on an Ni surface~Ni2Si! and in Ref. 7 on a
Pt surface~PtSi2). The surface carbides of Re,8 W,9 and
Mo10 and the surface sulfides of W11 and Mo12 also have
properties that are similar in many respects to those of
face silicides.

The studies of the properties of surface silicides in Re
1–7 focused mainly on the processes taking place on
surface, while the role of the substrate bulk and the poss
influence of its state on the formation and stability of t
surface silicide were not taken into account. At the sa
time, as was shown in Ref. 10, the formation and therm
stability of a closely related compound, viz., the surface c
bide on Mo~100!, are decisively dependent on the density
carbon dissolved in the Mo bulk, the densities needed
maintain the surface carbide on the surface lying in
‘‘trace’’ range: nc50.01 at.%.

The role of the state of the bulk, particularly the dens
of silicon dissolved in the bulk or, at least, in its subsurfa
region is apparently important for understanding the nat
of a surface silicide. The study of this influence is the p
pose of the present work.
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The experiments were performed in a high-resolut
prism Auger spectrometer.8 The samples used were strips
tungsten foil measuring 130.02340 mm, which were
heated by passing a variable current through them. The s
were cleaned by prolonged annealing alternately in oxy
(p51026 Torr! at T51500 K and in an ultrahigh vacuum a
T52600 K. After the cleaning, only Auger peaks of tungst
were observed on the surface. Along with the cleaning,
strips were textured, and the~100! face emerged on the sur
face, the work function of the surface being equal to 4.65
~a value which is characteristic of that face13!. The surface
was homogeneous with respect to the work function. T
temperature of the strips was measured by an optical mi
pyrometer and was determined in the nonpyrometric reg
by extrapolating the dependence of the temperature on
heating current. The Auger spectra could be obtained dire
at strip temperatures as high asT52100 K. The peak-to-
peak amplitudes of the silicon Auger peak withE592 eV
and the tungsten peak withE5179 eV were used in the
measurements. Since the surface densities of silicon d
nitely did not exceed the monolayer level during the form
tion of the surface silicide, the intensity of the Auger sign
was assumed to be directly proportional to the surface d
sity of the adsorbate.

Silicon was sputtered onto the surface from a stra
measuring 131340 mm. The silicon flux was calibrate
absolutely according to the method described in Ref. 10.
accuracy of the calibration was610%.

We do not know of any direct methods that permit me
surement of the bulk densities of silicon dissolved in t
subsurface region of a metal in the rangenSi50.120.01
at.%, especially under conditions for which the total numb
of Si atoms on the surface is comparable to or exceeds
number of these atoms dissolved in the bulk. Therefore,
cleanness of the bulk was evaluated on the basis of
sample cleaning regime employed between series of exp

848-04$10.00 © 1997 American Institute of Physics
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ments. For example, annealing of the strips atT52100 K for
30 s ~this cleaning regime is similar to the one employed
Ref. 1! led to complete removal of the Si atoms from t
surface, but it apparently did not remove them from the b
of the metal. Annealing atT52500 K for 100 sec was em
ployed to completely clean both the surface and the W b
As follows from the data in Ref. 14, in which direct mas
spectrometric detection of the Si atoms desorbed from a
surface was performed, the desorption flux of Si atoms fr
W does, in fact, end during the annealings just described.
us evaluate the diffusion lengths for Si atoms in a W lattice
under such conditions. The diffusion length is given by t
following expression

Ldif5~DSi•t !1/25~D0!1/2exp@2Edif/2kT#At. ~1!

SettingD051023 cm2/s andEdif52.5 eV for the diffu-
sion of Si atoms in refractory metals,15 as well asT52500 K
and the time of a single experiment to;100 s, we obtain
Ldif5100 mm, which is an order of magnitude greater th
the strip thickness. Thus, the absence of a desorption
apparently does attest to the cleaning of both the surface
the bulk of the sample.

EXPERIMENTAL RESULTS

a… Formation of the surface silicide.Figure 1 presents
the variation of the silicon and tungsten Auger peaks dur
the sputtering of Si atoms onto a W~100! surface at
T51300 K, i.e., in a regime where the surface silicide form
according to Ref. 1. In fact, the plot ofI Si5I Si(t) is initially
linear ~practically up tot5100 s! and reaches saturation at
level corresponding to a surface silicide with a sputte
dose of Si atomsNSi5131015 cm22, which corresponds to
the stoichiometry of the surface silicide WSi. The hig

FIG. 1. Dependence of the Auger signals of silicon~1–3! and W~4! on the
sputtering time for the sputtering of silicon onto W~100! at T5300 ~1! and
1300 K ~2–4!. The sample was cleaned by annealing atT52500 K for 100
s ~asterisks! and at 2000 K for 10 s~triangles!. The flux density of the
silicon atoms wasnSi5131013 atoms/cm2s.
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temperature sputtering curve closely coincides with the sp
tering curve obtained at room temperature up tot590 s,
providing evidence that almost up to completion of the fo
mation of the surface silicide all~to within an experimental
error of 1–2%! the silicon atoms impinging on the surfac
from the very first, remain on it and are incorporated into t
surface silicide.

It is noteworthy that no differences stemming from t
preliminary sample cleaning regimes could be detected in
laws governing the formation of the surface silicide: this p
cess had an identical course on a surface of W in whose
a silicon doseNSi51017 cm22 ~i.e., about 100 times the dos
corresponding to the surface silicide! was dissolved at
T52000 K and on a surface of a metal with a bulk prac
cally free of dissolved silicon.

b… Thermal stability of the surface silicide. Figure 2
presents the results of the annealing of the surface silic
formed on the surface of tungsten with different densities
dissolved silicon in the bulk. As we see, in the first ca
~curve 1!, in which the surface silicide was formed by di
solving a thick silicon film withNSi51017 atoms/cm2 and
there was a considerable quantity of dissolved silicon in
bulk, the surface silicide is stable up toT51400 K over the
course of at least 1000 s, and no tendency for weakenin
the silicon Auger signal is observed.

At the same time, under conditions in which the surfa
silicide forms on a sample that has been freed of silicon t
considerable extent~curves2–4!, the surface silicide loses it
thermal stability already atT51400 K: under conditions in
which the bulk is not completely cleaned, the silicon Aug
signal decreases and stabilizes at a new value, but it
creases to zero, if the bulk is more thoroughly cleaned.
was shown in Ref. 14, the thermal desorption of silicon fro
W takes place only atT.1500 K; therefore, in our case th

FIG. 2. Dependence of the relative Auger signal of silicon on the annea
time for silicon from the surface silicide on W~100! and various states of the
bulk of the sample.1 — initial state — surface silicide on a sample con
taining a silicon dose equal to 100 times the dose corresponding the su
silicide atT51400 K; 2 — initial state — surface silicide on a sample th
was cleaned by annealing atT52000 K for 10 s;3 ~filled circles! — initial
state —NSi52.331014 atoms/cm2 ~0.23 of the surface silicide dose! on a
sample that was cleaned atT52500 K for 100 s;4 ~unfilled circles! —
initial state —NSi5231014 atoms/cm2 ~0.2 of the surface silicide dose! on
a sample that was cleaned atT52000 K for 90 s.

849Gall’ et al.
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departure of silicon from the surface can be attributed only
its dissolution in the bulk of the metal.

The departure of silicon from the surface can be limit
both by diffusion in the bulk and by the dissolution proce
proper, i.e., by the passage of atoms from the surface into
bulk of the sample. The curves themselves, which are
sented in Fig. 2, do not permit a choice between these
sibilities. To elucidate this question, Fig. 3 presents the sa
curves reconstructed in different coordinates. As before,
intensity of the silicon Auger signal~which is proportional to
the surface silicon density! is plotted along the vertical axis
but the square root of the annealing time is plotted along
horizontal axis. As we see, the form of curve2 has changed
only slightly, while curves3 and 4, which characterize the
destruction of the surface silicide on a sample with
‘‘silicon-free’’ bulk, have transformed into straight lines
which are characteristic of the case in which bulk diffusi
determines the kinetics of the process.16

DISCUSSION OF RESULTS

Let us discuss the results obtained. We, first of
evaluate the bulk densities of silicon in the subsurface reg
of W when the surface silicide dissolves. Dissolved silic
atoms from the surface silicide with a surface densityNSi are
located at a depth equal to the diffusion lengthLdif , and the
corresponding bulk density is

nSi5NSi /Ldif . ~2!

We can utilize of Eq. ~1! to calculate it. When
T51400 K and the dissolution time equals 400
Ldif5231025 cm52000 Å. If the silicon atoms that for
merly comprised the surface silicide and had a surface d
sity NSi5131015 cm22 ~which corresponds to the surfac
silicide WSi! are now accommodated in this volume, w
obtain nSi5531019 cm2350.1 at.% for the correspondin
bulk density, since the bulk density of tungsten
nW56.331022 cm23 ~Ref. 17!. There are no data in the lit
erature on the limiting solubility of silicon in tungsten in th
temperature range cited, but, extrapolating the values
tained for higher temperatures equal to 1900–2300 K i

FIG. 3. Dependence of the relative Auger signal of silicon from the surf
silicide on the square root of the annealing time. The numbering of
curves is the same as in Fig. 2.
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nSi5;1 at.%. Thus, bulk densities of dissolved silicon th
are an order of magnitude smaller than the expected valu
the limiting solubility already limit the removal of Si atom
in the surface silicide from the surface.

It would be interesting to understand whether the av
able experimental data can somehow be used to eval
Es1, i.e., the activation energy for the passage of a Si ada
from the surface into the first subsurface layer of the bulk
can be hypothesized that just this process determines the
of dissolution of the very first Si atoms in the surface silici
before there is any dissolved silicon in the bulk. Assumi
that this hypothesis is correct, let us estimateEs1 from the
slope of the initial portions of theI Si5I Si(t) curves~curves3
and4 in Fig. 2! under the additional assumption that we c
use the Arrhenius relation for the lifetime of a particle on t
surface with respect to the dissolution processts1

ts15t0 exp@Es1/kT#. ~3!

Settingt0510213 s, we obtainEs154.3 eV, where the
accuracy of the evaluation with consideration of the inde
niteness of the value oft0 amounts toDE560.2 eV.

The data presented indicate that the results in Re
pertaining to the physical picture of the destruction of a s
face silicide are in need of some revision. In particular,
desorption of silicon from a W surface is apparently pre
ceded by its partial predissolution, whose possibility w
pointed out in Ref. 14. Apparently, the arguments develop
above are also relevant for other adsorption systems con
ing of Si and a surface of a refractory metal, as is confirm
in particular, by the data in Ref. 5, where a dependence
the thermal stability of the surface silicide of tantalum on t
density of silicon dissolved in the bulk of the sample w
observed.

BRIEF RESULTS AND CONCLUSIONS

The influence of silicon dissolved in the bulk of a met
on the processes involved in the formation of the correspo
ing surface silicide and on its thermal stability has been st
ied. It has been shown that the formation of the surface
icide of tungsten as a result of the high-temperat
adsorption of silicon on its surface scarcely depends on
state of the bulk, and thus the very first Si atoms imping
on the surface are incorporated into the surface silicide. C
versely, the destruction of the surface silicide is decisiv
dependent on the state of the bulk. For example,
T51400 K the dissolution rate is initially determined by th
passage of Si atoms from the surface into the subsur
layer and is subsequently limited by the bulk diffusion
silicon in tungsten.

This work was supported by the Russian State Prog
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Effect of surface diffusion of adsorbed molecules on energy transfer
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through a porous layer
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It is well known that gas flow through a porous body is Assuming that the sticking coefficient for molecules
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accompanied by energy transfer. In the case of bodies
small pores the interaction of the gas particles with a surf
greatly influences the transfer process.1 For example, it is
well known that surface diffusion of molecules can influen
mass transfer in microporous bodies~it can also initiate mass
transfer in an initially equilibrium system2!. The effect of
segregation and surface diffusion of molecules in pores
the thermal conductivity of porous bodies was investiga
in Ref. 3. This paper examines the question of the app
ance of a temperature differential in a porous layer as a re
of adsorption, desorption, and surface diffusion proces
This effect arises as follows. Molecules adsorbed on one
of a porous layer can diffuse along the surface, enter po
and cross to a different surface of the layer, whence t
deosrb. In this case a source of heat appears on one si
the porous layer. The appearance of this heat source is d
the fact that the energy released as molecules are adso
from the gas phase is greater than the energy going
desorption of the molecules~since some adsorbed molecul
enter the porous layer!. The opposite situation occurs on th
other side of the layer, where molecules migrate from po
onto the surface of the porous layer and then desorb. In
manner, surface diffusion of the molecules leads to ene
transfer and to the appearance of a temperature differenti
the porous layer.

In this paper we shall examine the case of a fr
molecular gas flow through a capillary-porous body of thic
nessL. We assume that the pores are all cylindrical a
possess the same radiusr ~nuclear filters are characterized b
such properties!. The flux of molecules through the tran
verse section of a quite long capillary has the form

j r5 j Kn 1 j s , ~1!

where j Kn is the particle flux in the gas phase~Knudsen
diffusion! and j s is the surface flux of particles.

For simplicity, let us assume at first that the avera
surface diffusion length l s of the adsorbed particle
( l s;Dst, whereDs is the surface diffusion coefficient an
t is the adsorption time! is much longer than the capillar
radius. In this case the first term in Eq.~1! can be neglected
compared with the second term and the fluxj r can be ex-
pressed as

j r5 j s522prD s

dna

dX
, ~2!

wherena is the density of the adsorbed particles.
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the surface equals 1 and the adsorption of the molecule
described by Henry’s law, we obtain forna(0) andna(L)

na~0!5
P~0!t~0!

~2pmkTg!1/2
, na~L !5

P~L !t~L !

~2pmkTg!1/2
, ~3!

where P(0) and P(L) are the gas pressure atX50 and
X5L ~we assume below thatP(L)/P(0).1), Tg is the tem-
perature of the surrounding gas,m is the mass of a molecule
andk is Boltzmann’s constant.

The quantitiest andDs can be written in the form1

t5t0exp$Qa /kT%, Ds5Ds0exp$2Qd /kT%, ~4!

whereQa is the energy of adsorption,Qd is the activation
energy of surface diffusion, andt0 and Ds0 are pre-
exponential factors, which depend on the vibrational f
quencies of the adsorbed particles.

For the problem described above, in the stationary c
the temperature distribution over the thickness of the por
layer is found from the equation

d

dXS l
dT

dXD50 ~5!

with the boundary conditions

l
dT

dXU
X50

5a@T~0!2Tg#1g,

l
dT

dXU
X5L

5a@Tg2T~L !#1g. ~6!

Herel is the thermal conductivity, which is assumed to
constant; a is the heat-transfer coefficient;g5 j sNsQa ,
whereNs is the density of the capillary outlet points at th
surface of the porous layer. From Eqs.~5! and~6! we find the
temperature distribution in the layer as

T5A1Cx, ~7!

where

A5Tg1
C

Bi
2

g

a
, C5

2gL

l~21Bi!
,

Bi 5aL/l is Biot’s number andx5X/L.
It is evident from Eq.~7! that for j s Þ 0 T(0),Tg ,

T(L).Tg , and

852-02$10.00 © 1997 American Institute of Physics
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An expression forj s follows from Eqs.~2!–~7! ~for sim-
plicity, we assume that (QaC/kA2)!1, QdC/kA2!1):

j s5
2pr

L

P~0!t0Ds0

~2pmkTg!1/2
exp$~Qa2Qd!/kA%

3FP~L !

P~0!
~12QaC/kA2!21G . ~8!

Expressions forT(0), T(L), andDT5T(0)2T(L) can
be found from Eqs.~7! and ~8!. It should be noted that the
temperature differential will increase with the mass flux, t
temperature being higher on the side with the higher
pressure. This will in turn increase the resistance of the
rous body to mass transfer.

The problem of finding the quantityj s can be solved
more accurately on the basis of an integrodifferential eq
tion for na ~Refs. 2 and 4!. This equation makes it possible t
take into account the effect of external fields on the trans
process and to describe correctly the simultaneous m
transfer in the gas and adsorption phases without assum
local equilibrium in each section of the capillary. On th
basis of the assumptions made above, we obtain forna the
equation

1

L2

d

dxS Ds

dna

dx
2LbFnaD5

na

t
2bH E

0

1S na

t
1I D

3K1~ ux2x8u!dx8

1N0K~x!1N1K~12x!J ,

I 5~12b!H E
0

1S na

t
1I DK1~ ux2x8u!dx8

1N0K~x!1N1K1~12x!J . ~9!

Here x is the dimensionless coordinate (x5X/L); b is the
sticking coefficient for gas particles at the surface;N0 and
N1 are the densities of the particle fluxes entering a capill
at x50 andx51 ; the functionsK andK1 characterize the
probability that a particle is transferred from one element
853 Tech. Phys. 42 (7), July 1997
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adsorbed particles along the surface; and,b is the mobility of
the adsorbed molecules (b5Ds /kT).

Assuming that an equilibrium density of the particl
adsorbed on the end surfaces of the capillaries is establi
at a characteristic distance (Dst)1/2, the following boundary
conditions can be imposed atx50 andx5L:

Ds

dna

dx U
x50

2LbFna~0!5LS Ds

t D 1/2

@na~0!2na0#,

Ds

dna

dx U
x51

2LbFna~1!5LS Ds

t D 1/2

@na12na~1!#,

wherena05btN0 andna15btN1.
The surface flux of adsorbed particles at a capillary o

let can be found with the aid of Eq.~2!. In Ref. 2 an equation
of the type~9! was solved with an exponential approximatio
of the functionsK andK1. We note that the adsorption time
t and the surface diffusion coefficientsDs on the end sur-
faces of the capillaries emerging at opposite sides of
porous layer can differ as a result of the effect of exter
fields. Specifically, their values can change under the ac
of resonance radiation.5 As a result of the fact that the indi
cated quantities have different values on opposite surface
the porous layer, a surface flux of molecules is initiated6 and,
as follows from the preceding discussion, a temperature
ferential arises in the system. In the case when the adso
molecules possess an electric charge or a dipole mom
mass transfer can be initiated by imposing an electric field
the system~then the forceF in Eq. ~9! is different from
zero!. Therefore external fields initiating mass transfer in
porous body will lead to energy transfer and, accordingly
the appearance of a temperature differential in the por
body.
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