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Electrostatic field of a thin, unclosed spherical shell and a torus
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The electrostatic problem for a thin, unclosed spherical shell and a torus is reduced to paired
summation equations in the Legendre polynomials by means of formulas relating the

spherical and toroidal harmonic functions. The paired equations are transformed to a Fredholm
integral equation of the second kind. Formulas are obtained for computing the charges of

the conductors in the form of a series in a small parameter. The capacitance is computed for certain
geometrical parameters of the conductors. 1897 American Institute of Physics.
[S1063-78497)00107-4

In designing various devices, it becomes necessary to x=r cos¢ sin®, y=r singsin®, z=r cos®
calculate the electrostatic field of conductors of various
configurations—3 This paper discusses the electrostatic prob-
lem for a thin, unclosed spherical sh&@land a torusT,  With the toroidal coordinatefe, 8, ¢} (Ref. 6

(0sr<w, 0=sOs7w, 0s¢<s2m)

where the spherical shell is on the surface of sph&re c sinha cose c sinha sin ¢

which does not mterse(?t the tordsig. 1). . X= m, y= m,
The method of equivalent charges has been used previ- _

ously to solve the electrostatic problem for a sphere and a = csing

torus with a common axis of rotatidhThe method of paired cosha—cospB

equations has been used to solve the electrostatic problem f =7
ag unclosed spherical sh&@land torusT when the Eurface O=a<x, —m<p=m 0=p=2m c=\R*—1).
S, intersects the torus. Then the conductors under consideration are described
1. Let us consider the axisymmetric electrostatic prob-as follows
lem for a thin, unclosed spherical sh8lland a torusl with R R\ 2
minor radiusr and major radiuRR. Shell S lies on a sphere T={a=ao=|n P 7) —1),
S, of radiusd. An axial cross section of the conductors is
shpwn in Fig. 1. To analytically describe conductors.WIth 0<p<2m, os<p<27-r},
point O as the center of sphef®, we connect the spherical
coordinatesr,0, ¢} S={r=d, 0=0=0, 0se<27}.
To solve the problem, we arbitrarily divide all of space
E; of sphereS; into two regions W,(r>d) and W,
=E3/(W,UT). We denote the potentials of the electrostatic

field in these regions dd, andU,, respectively. The poten-
tials U; must satisfy Laplace’s equation
AU;=0, i=1,2, (1)
(whereA is the Laplacian operatpwith the boundary con-
) ditions
/ U,|r=V, const, (2
, -
) r U,|s= Vs const, )
1
1‘ \ ) and the condition at infinity
\ T U;(M)—0 as M—ox, (4)
\ ! whereM is an arbitrary point of space.
\\ ,’ Moreover, the potential must be continuous on sphere
\ i S,;, and the field on the part of sphe® that is not a con-
N\ . .
AN il ductor must be continuous; i.e.,
~ s
\\\‘-TL-——”’/ U1=U2, r=d, 0$®$7T, (5)
U, dU,
FIG. 1. o r=d, 0,<0sm. (6)
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2. According to the method of separation of variables,

we write potentialdJ, , i=1,2 of the electrostatic field in the

form®’

* n+1
ul(r,(a)=2O bn(F) P,(cos®) in Wy, 7
Up,=U5(r,0)+ U (a,B) in Wy, ®

where
U<21)(r,®)=2o a, % P,(cos0), 9)
U?(a,B)=2(cosha—cosB) ZO (M, cosng
_ n_i(cosha)
+N,, sin nﬁ)w (10

Pn(cos®) are the Legendre polynomials, afy_ i(costw)
are Legendre functions of the first kific?

Potential U,(r,®) satisfies the condition at infinity
given by Eq.(4). The unknown coefficienta,, b,, M,,
andN,, are determined by the conditions given by E(,
(3), (5), and(6).

To solve the problem, we need the following formulas,

which connect the spherical and toroidal harmonic
functions®
r"P,(cos®)= E DS\2(cosha—cosB)
X Qs- X(cosh a)esh, (11

V2(cosha—cosB)P,_ _(cosha)e'”ﬂ

220(— et IDr ~ST1P((cos @), (12)
where
Di=2Pn<0>+k21 gR(sPs_(0)—iknPK~i(0)),
D, S=D?, (13)
o 22K (stk+1)!
I (2012 (s—k)!
n+m+1)
o2m (n+m)m r 2
P"(O)_\/_;CO 2 (n—m+1)’
I 2

I'(n) is the gamma functiorQ,, {(cosha) are the Legendre
functions of the second kind, aerﬁ «(x) are the associated
Legendre function§-8

G. Ch. Shushkevich

To satisfy the boundary condition given by E®) on
the surface of torud, we write the potential$"(r,0) in
terms of the toroidal harmonic functions, using E41l).
Then

V2(cosha—cos B)
2

P

U (a,8)=

c\P
d

x 2
n=-—oo

a,Dp | Qn- %(cosha)é”ﬂ.

(14

Using the equations
1 . _ 1 _
cosn,8=§(e'”/3+e*'”ﬁ), smﬁ=§(e'”’3—e*'”ﬁ)

and the following relationships for the Legendre functibfis:
P, %(cosha) =P_,_ _(cosha)
Q.- %(cosha) =Q_,- %(cosha),

we can write the potentidl ?)(«, ) in complex form

U (a,B)=2(cosha—cos )

i n_l(cosha)
X — L _gnB
n;_x X”P z(coshao)é ' (15
where
1 . 1 .
XnZE(Mn_”\In)y anZE(Mn'HNn%
X,=X_n, Nn=0,1,2,....

According to Eqs(14) and(15), the boundary condition
given by Eq.(2) on the surface of a torus takes the form

\/2(coshao—cos,8)n=§;w > n- 3(coshay)
ngo g] aDp|em=V,. (16)

Dividing both sides of Eq(16) by 2(coshay—cosp)
and using the expansidn

1 1
- 1 h énﬁ
J2(coshay—cosg) 2 Qn- 5(coshao)

T2

we get from Eq(16)

[

>

n=—o

1 Z (c\P .
J— 1 _ n ng
+ 277Q”‘7(C05ha°)p§:0 (d apr)é

V,
== Z Qn- L(coshag)e"”

T n=—ow

17

or, because of the uniqueness of the expansion in Fourier

series,
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Q.- l(cosh ag) *

S S N

p=0

xdx. (26)

n_ Vi 1 a,= %(p(x)co n+E
apr=?Qn_§(coshao), ", 2

Then the paired Eqsi24) transform to(See Ref. 10,

n=0,+1,+2,.... (18)
p. 169
To satisfy the boundary condition given by E®) on _
the surface of spherical sh&@land the continuity conditions ()= 2 d (x F(©)sinOdO 0<x<®
given by Eqs.(5) and(6), we write the potentiaU(zz)(a,,[s’) ¢ m dX Jo \2(cos® —cosx) ' o
in terms of the spherical harmonic functions, using &@). 27
As a result, we have Substituting functior=(®) from Egs.(25) into Eq.(27)
* * XsDS and bearing in mind the integrédee Ref. 10, p. 198
UPre)=3 ()" ¥ s
R=0 s=« Ps_2(coshay) d [(xP,(cos®)sin ©dO S( 1
— =cog n+ = |x
|+l dx Jo \/2(cos® —cosx) 2
X| = P,(cos®). (19 we get that
According to Eqs(7), (9), and(19) and the orthogonal- 2V, X 2 1
ity condition of the Legendre polynomiaR,(cos®), on the p(x)=—cos;— — 2 fnCOS( n+3/x
line segmenf0,7], the continuity condition given by E@5)
is equivalent to 0<x<0,. (28
b,=a,+f,, n=0,1,2,..., (20 Substitutinga,, from Eq.(26) into (18), we establish the
where connection between the coefficiemtsand the functionp(x)
Qs- X(coshay) 0o/ & [c\P
%D} x—i—(zv_j °(z HIEE
_ - t
fa=(-1) s_zw Ps 1(Coshozo) ' @D ° 2m o \p=o\d/ P

1
XCOS(D+§ u)so(u)dU), s=0,+1,+2,....

nzo (ap+f)Py(cos®)=V;, 0<0<0,. (22) (29

Substitutingx from Eq. (29) into Eg. (21), andf,, from
Eqg. (21) into the right-hand side of Eq28), after some
d J i - transformations, we get an Fredholm integral equation of the
gul(r@)’ o Y2 (r.®), i=12, second kind for functionp(x)

The boundary condition given by E¢p) takes the form

After computing the derivatives

and having satisfied the continuity condition given by Eq. _ j% _ ox<
(6), and bearing in mind Eq20), we get o(x) 0 Kxwe(wdu=H(x), 0<x<6o, (30

* 1 where the kernel of the integral equation has the form
> [ n+=|a,Py(cos®)=0, O,<O=n. (23
A=0 2 1 2= c\ P+l
= — —_ n_
Thus, the conditions given by Eg8), (5), and(6) result KOx,u) T2 nzo pzo (=1 )
in the paired summation equations in the Legendre polyno- L
mials
x xcos<n+§ X cos| p+ E)uRnp, (3D
ngo a,P,(cos®)=F(0), 0<0<0,, “ Qq_ L(coshao)
Rop= > 5 ————DSDS, (32
° P s Po_1(coshay) P
1 2
2 |+ 5|anPn(c0s®)=0, ©<O=m, 24 \while the right-hand side is
where 2V, X 2V, < e n+1
: HOo="eosy =2 2 Yl
F(©)= 2 (Vsdon—Tn)Pa(cos®), (25 L
xcos( n+ E)xTn, (33
and &, is the Kronecker delta.
In place of the coefficientan, we in(tg)duce_into the = Qg _(coshao)
treatment the new functiop(x) [go(x)eC[O,@o]], given by To= > (34)

the formula s==w Po 1(Cosha )
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3. The total chargeQg of the thin, unclosed spherical Substituting the expansions f&ir(x,u), H(x), and¢(x) into

shell S is computed from

Eq. (30) and setting the coefficients for identical powersuof
equal, we find the functiong;(x)(i=1,2,3):

09 X
Qs=4med J e(x)cos=dx, (35
0 2
2V X
while the total charg®, of torusT is computed from Po(X)= — 0S5,
Q,=8 Em‘, Xn dec| 2V,S,
(=98meC — - =4&C t
“ty Pn_ L(coshay) X
A ° ¢1(X) = — (VsRooaoo— 2VtTO)COS§a
o ar
f s (¢ T e d 36
o | & la p CO§ P+ 5|t e(D)dt], (36)
X 3x
where @o(X)= —| @10 COSE— ago cos? Rio
a
* Qs X(coshayg) 1, s=0,
So= D o, O 00 _ X
&0 ° P z(coshao) 2, s=1, +27T3(VsRooaoo 2V(To)Roo 0032
ande is the permittivity of the medium.
. o . 2V, 3x
Knowing the charges of the conductors, it is possible to +—T; cos—,
compute the capacitance from m? 2
C11C1o+ C11Co0t C1Co
C= ' 37) vV X 3x
C11+ 022 _ S
®3(x)= — | Raoazo COSE —Rnag 0057
where C;;=Q, when V=V,=1, C,,=Q, when V=V, ™
:1, C12: QS When VSZO, Vt:_l, CZl:Qt When VS 5x Rl
= — l, Vt: 0, andC12= C21. ) ) + R02a00 COS? + _Z(VSROOQOO_ 2VtT0)
In the general case, the Fredholm integral equation of the 2m
second kind, Eqg.(30), can be solved by numerical
ol 9. (30 y X ax|  2v, 5x
: ) X| a10C0S5 —agy COS—-| —— T cos—-
We assume that=c/d<1, and, in what follows, we 2 2 ™
assume that."~0 whenn>4. In this case, the solution of 1
the integral Eq.(30) can be represented in the form of a IR X 2
L cos; | — (VR —2V,To)R
series in the small parametgr R ) 4774( s"0o%00 tTo)Roogo
e(X)=@o(X) + er(X) st 2+ @3N+ .., v,
(38) + ;Tla’lo y
where ¢;(x)(i=1,2,3) are unknown functions.
Let us also expand the kernel of the integral equation,
Eq. (31), and the right-hand side, given by E83), in series  Where
in the small parameteg:
1/sink—n)®y sink+n+1)0,
K _1 X UR + X cos U " k—n k+n+1 ’
(x,u)= ? cosz cosz ooM cosz 0057
sin(k—n)®,
3x u ) X  5u —w=n | %
—cos7 cosz Rigu-+ cosz cos?Rzo k=n
3x 3u 5x u s_ S_ _ g s
o5 cos VRt cos COS_ROZ) t follows from Eq. (13 that D§=2, D$=—4is, D}
2 2 2 2 =—-1-4s? D,%=D;, s=0, n=0,1,2. Then, from Egs.
(32 and(34), we get
X,u3+ oy
Roo=4Sp, R11=8S;, Ry=Rp=—2S;,
2 X Vi X Vi 3x )
H(x)= p Vs cosz - cosETO,qu P cos7T1,u
To=2S), T1=0, T,=-S;, S5=5%5,
V; 5x_|_ 3y
7 COSp e where
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TABLE I.

Parametep 5 8,

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

So 1139 1.393 1.633 1.896 2.205 2.598 3.143 4.016
S, 1189 1.601 2.140 2909 4.086 6.052 9.811 18.87

5.903

T
~
55.68 N\, //
r \‘ ’
/l g l\
_z/ ~

* Qs %(COShao) AN /,
— 2y < 0000000 o ,
S2 520 Os(1+4s )PS, L(coshag) ~. -7
2 2R

Substituting the expansions given by E38) into Egs.
(35 and(36), we get formulas for computing the charges of
the conductors in the form of a series in the small parametef,;
M

2“00
Qs=4med) Vsagot —— (Vsago™ Vi) Sop

b h
j f(X)dxwg[fo+f2n+4(fl+f3+ "'+f2ﬂ—1)
2 a

+ ﬂ’(v argo— Vo) Sep?+ 2—\/5(2(1208
L2 o0 Vi/Sok p 1091 +2(fo+f4+ ...+ 2)], (39
3 where
— apo20S;) + - (Vsaoo— Vi) S5 _ b-a
m fi=f(a+|h), h:W’ i=0,1,...,2n.
AL s, | w3t The finite SLAE was solved by Gauss’s method with the
Pciac] D choice of the principal element over the entire matrix. All the

infinite sums were computed to within 18 As was ex-
plained, to obtain a numerical solution of the integral Eg.
(30) to within 0.001, it is sufficient to taka= 20 in Eq.(39)
for the geometrical parameters of the conductors under con-
sideration.

The Legendre functions P,_i(coshap) and
Qn- i(coshap) were computed frofh

2&00 2
Q;=8ce{ V;Sy— VearooSo— T(Vsaoo_ Vo) Som

4a(2)0
?(Vsaoo_ V) S§— VsazoS,

,u,2+...

The charge of a torus inside a grounded sph&fg=(0,

1
0,=) is computed from Pn— 3(coshayg)

1 (n de

™ Jo (coshag+sinh ag cos )" 0%

Qt: 8C8VtSO

1+2 +4 22+
—Som ;So,u

CapacitanceC has been computed for certain geometri- w cosnede
cal parameters of the conductors. For a numerical solution, n— %(COShao):f ,
the Fredholm integral of the second kind, E®O), was 0 V2(coshag—cos ¢)
transformed into a finite system of linear algebraic equationsising the quadrature formula, E@9) (n=20).
(SLAE) by means of Simpson’s quadrature formtfa: Table | shows the values &, andS, for certain values
of p=r/R, while Table Il shows the values of the normal-

TABLE IL. ized capacitanc€=C/(4med) for R/r=2 and certain val-

ues of R/d and the vertex angl®, of the thin, unclosed
Normalized capacitancé spherical shelb.
0,, deg R 1 R 2 R 1 R 1 . The_ electrost_atic prot_)lem for the conductors shovv_n in
-2 3-8 q°5 3-10 Fig. 2 is solved in a similar way. However, the following

10 0113 0.106 0.089 0066 formula is used in this case to connect the spherical and

30 0.347 0.308 0.192 0.108 toroidal harmonic functions:

60 0.754 0.579 0.266 0.127 1 w0

90 1.289 0.813 0.301 0.134 ~

120 1585 0.929 0.316 017 1" 'Pa(cod)= Poontl S;x DRv2(cosha—cos B)

150 1.632 0.956 0.321 0.138

170 1.634 0.958 0.322 0.138 XQq_ %(Cosha)eisﬁ,
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V2(cosha—cosB)P,_ L(cosha)e"?

n-3

=520 (—1)%c™*Dr 5" 1P4(c0s0),

where

S

5ﬁ=2Pn<0>+k21 g5(sPX, «(0)—ik(n+1)PX;1(0)).
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The hydrodynamic features of an electric explosion in a bubble gas-liquid mixture are studied in
the equilibrium approximation of the medium for the case of fine gas bubbles when the

initial size of the latter ranges from units to tens of micrometers, as is observed when actual liquids
contain natural gas. In mathematically modeling the electric-explosion processes, the
characteristics of the hydrodynamic field were calculated, taking into account the finite size of
the plasma piston for which the quasi-wave equation with the nonlinear barotropic

equation of state of the mixture was numerically integrated, using an explicit finite-difference
scheme in an ellipsoidal coordinate system. It is established that the presence of gaseous
inclusions manifests itself when the gas concentratiof, 310 #, whereas appreciable nonlinear
effects appear whes,=5x10"3. © 1998 American Institute of Physics.

[S1063-784298)00207-4

As is well known, during electric-explosion energy liquid is considered, it is easy to write the equation that re-
conversiont? the dynamics of the plasma channel and thelates density and pressuré,
generated hydrodynamic perturbations are essentially deter-
mined by the hydrodynamic properties of the working liquid. 7p _
Under actual conditions, the presence of gas bubbles can F_
change the indicated properties and consequently can alter
the conditions under which the channel develops and thwhich, along with the equilibrium equation of stafel®
emission and propagation processes of the pressure waves. P0+A) h (Po> Uy
€0

AP, 1

-1

, @

As shown in Refs. 3 and 4, an electric explosion in a bubble P
liquid in which the gas bubbles have characteristic dimen-  po P+A

sions from units to tens of micrometers can be mathemati]; losed H 4P h bed
cally modeled in terms of a model of an equilibrium me- orm a close system. eye and Po are the unperturbe
dium. density of the mixture and the pressufes 304.5 MPa and

The dynamic properties of the plasma channel of ann=7.15(f0r watep are the constants of the Tait equation of

. L S . .. state,y is the exponent of the adiabatic curve of the gas, and
electric explosion in an equilibrium medium were studied in™ . B .
£ IS the initial volume concentration of gas.

Refs. 3,5, and 6, where it was shown that, for gas concen- The indicated equations can lead to one equation of hy-

trations ofey~0.01, the rate at which 'the Chaf!”e' expan'ds Sverbolic type. The wave equation obtained when the equa-
a factor of 2 greater than the expansion rate in a pure I|qU|c{.)

ith th levels bei imatelv identical b ion of state is linear can be solved analytically in a number
w € pressure levels being approximately ldentical be¢ -55es: numerical methods are ordinarily used to solve non-
cause of a negative feedback mechanism. It should b

) ) finear equations.
pointed out that, to solve the external hydrodynamic problem 0 o \when the equation of state is expressed by a

for the expanding channel, Refs. 3, 5, and 6 use the analytyompjex function or is given in tabular form, it is more con-

cal dependence between the pressure and the expansion rai&ient to directly integrate the system of E€B.and(2). In

of the latter, obtained by solving the self-similar problem ;s case, the one-dimensional problem in the Euler variables
concerning the expansion of a cylindrical piston in an equian pe written as

librium gas-liquid mediund® The indicated quasi-self-

similar approximation, as for the case of a pure ligitdjs 2
valid only in the immediate vicinity of the piston and is P:(H:ZP:(—Pr_lﬁL—
unsuitable for calculating the field characteristics.

We shall consider the problem of determining the hydro- v
dynamic pressure field of an electric explosion in an equilib- X| Pl 1+ P~ 2P+ E(Pik+l_ PLD, ©
rium gas-liquid medium. Taking into account the decisive
role of bubble nonlinearity'~*3the system of relationships wherep¥=p(ih k), andP¥=P(ih k), while the values of
consisting of the equations of motion, and the continuity ofthe symmetry index=0,1,2 correspond to flat, cylindrical,
the continuous medium in terms of which the given bubbleand spherical symmetry.

(1-&9) P

1063-7842/98/43(7)/6/$15.00 749 © 1998 American Institute of Physics
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FIG. 1.

Let us consider the question of determining the value othe main process and can also be regarded as an additional
7. To do this, we write Eq(1) for the case of planar sym- test of the algorithm. Let us trace the propagation of a plane
metry and we reduce it to dimensionless form. acoustic wave with a frequency of 30 Hz for various ampli-

We introduce the dimensionless densjiy-p/p, and  tudes and gas concentrations in the medium, measuring the

pressurdgz P/P,, whereP, is a pressure that is known to Spatial profile_ of the wave at. tirrt§= 0.33 sec. Thg choice of
be greater than the maximum possible in the process undéfe perturbation frequency in this case is predicated on the

consideration. We introduce the dimensionless coordirate N€€d for the presence of a regime involving an equilibrium
—x/h and timet=t/r, and we write Eq(1) in the form medium with wide variation of the perturbation amplitude,

- . and also for reasons of clarity. Here and below, the calcula-
#p  PaT? °P tions are carried out for water with air bubbles.
ﬁ: poh? al At a pressure of 0.2 MP&ig. 1), it can be seen that the
o _ wave velocity increases as the gas concentration decreases
Since #*p/3t? and ¢°P/dx* are of the same order of from 1072 to 10~ and is virtually constant at lower concen-
magnitude in the dimensionless equation, the stability conditrations. Thus, the equilibrium medium wity <104 can
tion for numerically integrating it has the form pe assumed to be a pure liquid.
Pa7?/(poh®)=<1. Thus,7=<(po/Pa)"*h. The wave amplitude is virtually constant, which indi-
As is well known, when hyperbolic equations aré nu-cates that dissipation is absent. Since the adiabatic approxi-
merically integrated, oscillations arise on the perturbationnation is used in the equation of state both for the liquid and
front that propagate with damping into the depth of the re+q the gas, dissipation is intrinsically absent from the model
gion encompassed by the perturbation. Various methods ag the medium. The averaging algorithm given by E4)

. dditional dissipative t into th i 0 artii fust introduce some dissipation in the neighborhood of the
Ing additional dissipative terms Into the equation or to artl I'perturbation front, but, since the weighting facidi=10 is

cially smoothing the results, which is also equivalent to in- . : T
. I o rather large in all the calculations, the dissipation introduced
troducing additional dissipation. The enumerated measure o . . A
averaging is virtually imperceptible. Finally, the wave

besides suppressing the oscillations of the calculation, caus&\‘r/Ofile chanaes somewhat at the maximum concentrations of
blurring of the perturbation front, which is especially appre-p 9

ciable in the case of planar symmetry. In this case, it isgas(considered hejeof £=10"2, revealing'ace.rtain twist-
suitable to use centrally symmetric smoothing with weight ing of the wave front, caused by the nonlinearity of the gas

to suppress the oscillations: component. . ) .
i1 i1 el kel Furthermore, calculation shows that the nonlinearity of
pi =(piZ1+Wpi " "+ pi ) (W+2). (49 the medium shows up much more strongly when the pressure

As shown by solving a test problem concerning thehas an amplitude of 1 MPa. Wheg= 102, a discontinuity
propagation of a planar step wave in an acoustic mediunPPears at the perturbation front, but the influence of nonlin-
satisfactory suppression of the oscillations is achieved evefarity becomes negligible even a§=10"°. As in the pre-
whenW~ 10, with smearing of the wave front being insig- ceding case, the wave velocity stops increasingegt
nificant. <107

Let us consider the features of the propagation of a sinu- When the pressure has an amplitude of 10 NiFg. 2),
soidal perturbation in an equilibrium medium. Even thoughan unperturbed velocity is established even #ge=10"3.
this process is somewhat outside the main topic of the studyhe same features are valid for a pressure of 100 MPa. In
it is of interest for better understanding of the regularities ofboth cases, the nonlinearity of the medium is caused by the
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P/A,

,ml!w

nonlinearity of its gas component and is appreciable onlyaccount such a source geometry. This can be done in an
when the gas concentration is rather large. ellipsoidal coordinate system.

There is interest in the wave profile when the pressure  We introduce ellipsoidal coordinates £, ¢ of a prolate
has an amplitude of 1000 MRRig. 3). Here the effect of the ellipsoid of revolution, formed by a system of confocal el-
nonlinearity becomes significantly stronger than at lowedipsoids whose semimajor axes coincide with the axis of
pressures, and this is explained by the combined effect of theymmetry, two-focus hyperboloids of revolution, and the
nonlinearity of the gas and liquid components. When  half-planes that passes through the axis of symmetry. In this
=5x 103, the indicated combined effect causes the forma-coordinate system, taking into account the axial symmetry,
tion of an exponentially decaying shock wave whose ampliEq. (1) has the form
tude is somewhat less than that of a sinusoidal perturbation.

It is interesting to note that the combined nonlinearity effect

FIG. 2.

does not reduce to a summation of the two componentsi®p 1 d ) JP d 5 9P
since the qonlingarity qf _the pure liquid, as is seen for small ;2 - aX(2—1?) in (7°= )% + a (1-¢ )3_§ '
concentrations, is negligible. (5)

We now turn to a description of the wave generated in
an electric explosion. As is well known, the source of hydro-
dynamic perturbation in most cases is a long thin finite cyl-wherea is the semimajor axis of the system of coordinate
inder. It is of interest to describe the wave field, taking intoellipsoids.

P/P,

l “M ”

§

FIG. 3.
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FIG. 4.

Let us consider Eq5) for two limiting cases: with the It is easy to see that both operators, as expected, trans-
plane of symmetry passing through the middle of the majofform to spherically symmetric Laplacians far from the axis,
axis and orthogonal to itthe equatorial planeand in the i.e., whens> 1. Itis interesting to note that E¢6) does not
axial direction. Both directions are determined by the valugend to the cylindrical Laplacian close to the axis, i.e., when
of £, and the variable coordinate in both casesyidn the  »~1, since, even from a point located very close to the axis,

equatorial planel=0, and the Laplacian has the form the segment of it limited by the foci qualitatively differs
1 2 5 from the infinite axis of the cylindrical coordinates.
A= (72— 1)—+25—|. 6) Let us consider Eq5) in the equatorial plane:
612772 (?772 an

20"2p 7°—16°P 2 9P
On the axis of symmetrny,=1, and the Laplacian in this o= ot (8
case is at n* gn® M7

As is well known, the wave equation can be factorized in
(7) a plane of symmetry. In the case of spherical symmetry, the
equation factorizes for the quantit{?. Thus, in the plane of

1 52 27 d

FIG. 5.
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symmetry, the solution of the wave equation breaks down ph =P,; j=0,...,N,.
into outgoing and incoming waves. A similar situation, with
allowance for a scale factorrl/is also valid for spherical
symmetry. However, E(8), like the equation for cylindrical The pressure calculated in thg ¢ coordinates is trans-
symmetry, does not factorize; consequently, even in a linegformed to the cylindrical coordinate  systemr
medium with a constant sound velocity, there is no wave as=a./(°—1)(1-¢%), z=an{ and is represented graphi-
such, i.e. no perturbation that maintains its shape as it propaally in the form of the instantaneous spatial pattern at a
gates. definite instant*.

Thus, Egs(6) and(7) can be used to solve the pressure-  As shown by varying the parameters of the discharge
distribution problem in two important asymptotic cases: incircuit (U, is the voltage of the capacitor bang, is the
the axial and radial directions of a finite cylindrical Chann9|.capacitance of the lattel, is the inductance, antb is the
However, bearing in mind the determination of the totalinterelectrode gap their values appreciably affect the dy-
structure of the hydrodynamic pressure field, we turn to thénamic characteristics of the plasma channel of the electric
integration of Eq(5). explosion, but make little difference in the qualitative char-

First of all, we choose certain whole numb&tsandN,  acter of the wave field in the medium. The main parameter
and introduce a dimensionless coordinate net with steps that substantially affects the features of the wave field is the
=1/N; and|=1/N,. We define the discrete coordinates initial volume gas concentratios,. Therefore, to study the
and{; by the expressions structure of the wave field and how the gas-containing me-

—ihe =N o f=jl: j=01 N diu_m affects: that struc_turg, we chose a discharge regime in

i ' G which the discharge-circuit parameters wetg=22 kV, C

We introduce the dimensional step in timeand define =22 uF, L=>5 uH, andl;=40 mm® The gas concentration

the discrete time,=kr. Equation(5) in discrete variables Was varied from 10° to 10" %, andt* =2 ms.
has the form Passing to the results of the mathematical modeling of

an electric explosion in an equilibrium gas—liquid medium,
Kt 1 K K1 72 5 12 we should point out the following: As is well known, the
pij =2pij—pij + m[(' —Np) pressure emitted by the discharge channel has the character
of a pulse with a steep front and a rather rapid, approxi-
X (PK_ 1T P!‘HJ 2PkJ)+|(P|+1] Pik,ly]-) mately exponential falloff. For a discharge in a pure liquid
2 o K (Fig. 4, where the calculation correspondsste=10"°), the
+(N— ] )(P ij-1t PI i+172Pi) pressure field as a whole maintains such a character, and the
—j(P! j+1_Pikj D] falloff becomes much slower only because of geometrical
divergence. Obvious geometrical causes explain the fact that
The characteristics of the electric-explosion channel are cathe pressure is approximately twice as great in the axial di-
culated using Eq92)—(4) given in Ref. 16 or Egs.(1)—(3) rection as in the radial direction.
from Ref. 17. The pressure of the source-channel of the  The pressure field has virtually the same character for an
electric explosion is given on a line: electric explosion in a bubble medium with=10"2 (Fig.
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The method of molecular dynami¢ghe Bird systemhas been used to mathematically model a
planar, strongly underexpanded supersonic jet that encounters a hypersonic flow of rarefied

gas. Particular attention is paid to the structure and parameters of the shock layer close to the plane
of symmetry. The results of calculations are presented for currents of a monatomic gas,
simulating argon, with a Mach number of the external flow of#46.48, a Mach number at the
nozzle edge of =1, a ratio of the density at the nozzle edge to the density of the

unperturbed flow equal to 130, and various stagnation temperatures of the external flow and of
the jet. The evolution of the structure and the parameters of the shock layer as the Knudsen
number Kn, varies from 0.02 to 0.35 is considered. The results are compared with the data
calculated for the shock layer when argon flows around thermally insulated cylinders.

The main features and regularities of the relaxation of the translational degrees of freedom of the
gas for external and jet flows are considered. Data are presented on the form of the

distribution function over velocities and its evolution as gas moves through the shock layers.

© 1998 American Institute of PhysidsS1063-784208)00307-9

When a strongly underexpanded supersonic jet flowgias of the jet, with thicknesa,. The Mach disk and sus-
counter to a uniform hypersonic flow, the current whose diapended shock wavé bound the free-expansion region of jet
gram is shown in Fig. 1 appears. In terms of the model of &, within which the flow parameters are determined exclu-
continuous medium, in describing a gas flow of constansively by the parameters of the gas at the nozzle edge and are
composition on the basis of the Navier—Stokes equations, thédependent of the flow parameters in the space surrounding
decisive parameters for the given type of flows include thethis region. The boundary of jé separates the jet flow and
Mach numbers M and M,, the Reynolds number Re de- ~ separation zon& by a complex flow, determined by the
fined in terms of the parameters of unperturbed flow and th&onditions downstream. Streamlin@gjualitatively illustrate
characteristic current dimensiob, the Reynolds number the_character of the flow in the shock layer and the other
Re,, defined in terms of the parameters at the nozzle edgef9!ons. . N
and its size(heighth for a flat nozzlg, the ration=p,/p.. _ The e>§ternal f_Iow end the jet have a common c,rltlcal
for the jet dischargef, and p.. are the pressures at the POINt k with an identical stagnation pressufg..=po.
nozzle edge and in the unperturbed external flonthe ratio  — Pok- I the case of the hypersonic shock layer considered
of the corresponding densities=p,/p.., the temperature here,p(_)oc is determlned for the flow of an ideal gas by the
factor =Ty, /Tg. (To, andTg,, are the stagnation tempera- approximate relationship
ture for jet flow at the nozzle edge and the temperature of the o2

. Pho=pUZ(1—1fe), 1)
unperturbed external flowthe Prandtl number Pr, the ratio
of the specifie heaty, and also the temperature dependenceevheres: (y+1)/(y—1), andu.. is the velocity of the un-
of the viscosity and thermel cond_uctwny. perturbed external flow.

Figure 1a shows the interaction pattern of an underex- | the case of the flow of a strongly underexpanded jet
panded supersonic jet with a counterpropagating hypersonigonsidered herent>1), the Mach number in front of the

flow when Re— and Rg—«. When a supersonic flow mach disk is large, ang, is determined similarly:
runs into a jet that is an obstacle for the external flow, bow

shock wavel appears. The external and the jet flows are péczpcug(l—l/s), 2
separated by contact surfa2éthe dividing streamling The

jet flowing out of the nozzle with height has a shock-wave wherep. andu, are the density and velocity of the jet flow
structure characteristic of an underexpanded supersonic jet front of the Mach disk.

Central shock wave& (the Mach disk arises in front of the Neglecting the thickness of the shock layer, we get from
contact surface in the jet. Between the bow shock wave anBigs. (1) and(2) that the equatiom.,= py. is equivalent to
the contact surface, a shock layer is formed from the gas dhe approximate equation

the external flow, with thicknesa ;. Between the contact 5 5

surface and the Mach disk, a shock layer is formed from the =~ PeU= PckUck: ()

1063-7842/98/43(7)/6/$15.00 755 © 1998 American Institute of Physics
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by be determined. Under these circumstances, the position of
the critical pointk is determined by the approximate relation-
ship

X /(hi)=Be. (6)

The goal of this study is to explain the physical features
of the formation of the shock layer for the hypersonic coun-
terpropagating interaction of a uniform flow and a planar
strongly underexpanded jet in the transitiof@tcording to
the Knudsen number K=\, /L, whereh,, is the free path

oy length in an unperturbed external flpwegime. Particular
h/2 attention is devoted to studying how the number, Kor

Re.=1.25/yM../Kn,.) affects the structure and the flow pa-

rameters in the shock layer.

The flow pattern in the transition regime, shown in Fig.

1b, corresponds to the case in which the thickness of the bow
}y shock wave,s;, and of the Mach diskg,, are part of the
corresponding shock layers. Increasing the numbeyr éen-
sifies the shock layers, gradually blends the shock wave with
the compression layer, and reduces the size of the free-
expansion region. The dividing streamline is not the interface
of the external and the jet flow. Particles of the external flow
penetrate into the jet shock layer and, conversely, particles of
the jet penetrate into the shock layer of the external flow.
There is substantial interest in this case in the structural fea-
tures of the shock layer as a whole and in the degree of
Laz nonuniformity of the flow in it, determined by the evolution
i of the distribution function over velocities as gas moves in
the shock layer.

By analogy with the problem of flow around a cylinder
with diameterd, it is natural to takd. = 2x, as a character-
istic size of the flow considered here. The Knudsen number
FIG. 1. Flow diagram when a strongly underexpanded jet interacts with dn this case takes the form Krr )\°°_/(2Xk)' L . .
counterpropagating hypersonic floke) Reynolds number Re-, (b) The Monte Carlo method of direct statistical simulation
transitional flow regime. is used to study the flow. Bird’'s NTC schefwas used to
simulate the collisions of the particles. The simulation took
into account only elastic collisions. The mechanics of the
collisions corresponded to the VHS modeh which the
collision cross sectiowr is described by

i

iil}

wherep. andu., are the density and velocity of the jet flow
at pointx=x, in the symmetry plane of the freely expanding
Jet. _ o=md? d=dy(ce/C)”, 7)

Parameterg., andu., can be expressed in terms of the
parameters at the nozzle edge. Whegiih>1, the flow in  whered is the effective particle diameter, anlg is the ef-
the free-expansion region of the jet has the character of thfective diameter when the relative velocity of the colliding
flow from a source with a pole at the nozzle edge, and thearticles isc=c,.
relationships for determining., andug, have the forrh The exponent is= w— 0.5, wherew is the exponent in

the temperature dependence of the dynamic viscosity (

Uck=Ucm=V2YRToa/(y=1), pck/pa=Bh/xc. (4) =0.25).

A rectangular nonuniform network with thickening in
the regions adjacent to the nozzle edge was used in the cal-
culations. The steps of the network in the different subre-
gions were less than the characteristic free path length in the

X /h=B (U2 Ju2)(pau/(p..u?)). (5) flow field, except for the cells immediately adjacent to the

nozzle edge, where their size was of the same order of mag-

For an arbitrary value of Iy, the ratiouﬁmlug1 isafunc- nitude as\, (M, is the free path length at the nozzle ejige
tion of M, andy. When M,=1, we haveuZ,/ui=e. Thus, For the first two calculated versiofisee Table I, the number
for M>1,n>1, and given values d¥1, and vy, the param- of cells in the region was 5400, while the number of model-
eteri =pau§/(pmu§c) is the similarity parameter. When it is ing atoms exceeded 150 000. In version 3, 21 600 cells and
used, parameter is eliminated from the list of parameters to more than 300 000 “computer” particles were considered.

Hereu.,, is the limiting thermodynamic velocity of the jet
flow, andB=B(vy,M,). Using Eq.(4), from Eg.(3) we get
an expression for determining,/h:
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TABLE |. Starting data for versions of the calculation. i a

No. of
the version M M, T Kn, Re, i n m 08

1 5.48 1
2 5.48 1
3 5.48 1

1 0.5 32 356 1070 130 8
0.167 9.6 356 1070 130 S 0.6
1 0.033 485 356 1070 130

=

u/

0.4

2.2

The cell size and the number of modeling particles were

1 ]
chosen according to special methodological studies. Dou- ¢ DE
bling the number of cells while maintaining the number of R

modeling particles had no effect on the results of the model- -

ing of the fields of the gas-dynamic parameters within the -

limits of relative error at the 5% level. Increasing the number =

of modeling particles by a factor @f while maintaining the

number of cells reduced the relative statistical error of the 2k l |
modeling of the density field approximately proportionally to y 2.3/ 14 |//
Jm. For the results presented below, the largest relative error 7 il

of the modeling of the density field within the shock layers
does not exceed 3—-5%,

On the left-hand boundary of the calculated region and
at the nozzle edgéFig. 1), the state of the gas was deter-
mined by Maxwellian functions with parameters.(, T.,
va, Ta), corresponding to the numbeld, 7, andn from
Table 1. Conditions for mirror reflection of the particles were
established at the lower boundary of the calculated region
(the plane of symmetjy The boundary conditions at the up-
per boundary corresponded to the conditions at infinity. Par- 4 3 2 7
ticles that reached the right-hand boundary of the region XXy

were excluded from further consideration. All the calcula-

tions were carried out on a Convex C-3800 parallel-vectof G- 2 Comparison of the (a), n (b), andT (c) profiles in generalized
computer coordinates/x, with the analogous profiles for Re>« (4) and the results

) o ) . of a calculation of the flow around a thermally insulated cylindes3 show
In terms of the direct statistical simulation method, thethe versions of the calculations from TableQ: is 5

dimensionless characteristics of the flow considered here are

determined by the parameters,MM,, Kn, (Re), i (either

n or m), and 7 and by the model of the collisions of the This regime is an example of a transitional regime that
particles. This problem is distinctive in that, unlike the prob-bounds continuum flow regimes. Version 1 of the calculation
lem of flow around a solid, here the characteristic size of thd Kn,,=0.35) corresponds to the totally smeared regime of
flow (which determines the flow pattern as a whde not  the shock layef,in which it is impossible in the shock layer
known ahead of time, and the Knudsen number, Khcon-  to distinguish the structure of the shock wave. This regime is

+ oed
O

/oo

¥
I
I
I
I
L

s

D

sequently unknown. characterized by a monotonic density variation alongxhe
The simulation was carried out for three versions of thecoordinate. Version 2 of the calculation (K#a0.1) corre-
starting values, shown in Table I. sponds in terms of the rarefaction to a transitional regime in

Figure 2 shows graphs af/v.,, n/n, andT/T,, along  which §<<A. This regime is characterized by the appearance
the critical streamline. The distance was measured from thef the first signs of gas compression in the shock layer on the
nozzle edge in the relative quantitigg=x/x,, which en-  density profiles.
sures that the stagnation points coincide for all the versions The profiles in the shock layer of the external flow are
of the calculation. The position of the critical poixgt/(hi) characterized by long tails extending upstream and typical of
depends on the rarefaction of the flow. For regimes 1, 2, andtrong shock waves. The expansion of the jet shock layer
3, the number Kp=X_,/(2x,) corresponds to 0.35, 0.1 and toward the nozzle is limited by the density increase of the jet
0.02 (Re, =25, 88 and 14D Increasing the number Knin  flow. Therefore, as the number KrnincreasesA, increases
this range slightly displaces the stagnation point toward theubstantially faster than dods,.
nozzle[for versions 1, 2, and 3 of the calculatiox/,(hi) Dashed curved in Fig. 2 correspond to the parameter
equals 1.53, 1.68, and 1.87, respectiyelersion 3 (Kn, profiles in the compressed layers as, kn0, obtained from
=0.02) corresponds to a flow regime with a rather distinctthe Rankine—Hugoniot equations. The velocity profiles in the
structure of the shock layers, with the thickneséesnd &, neighborhood of the stagnation point<1.4y2RT,) are vir-
of the shock waves being substantially less than the corrawually linear and coincide for all versions of the calculation.
sponding thicknesse$; andA, of the shock layersFig. 1).  The expansion of the jet shock layer strongly reduces the
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0.40
0.20
< 0.70
§ o0
< D.04
0.02
.01
& § 4
1% b X/hi
8 2 FIG. 4. Variation of the mean free path lengthalong the stagnation line.
{ 1-3—number of the version of the calculation.
~ 8
i 11}2,3
A
' 3 of the particles when the gas stagnates. When stagnation oc-
. 6L i : 5 curs and the kinetic energy of directed mass motion is trans-
X/hi formed into the kinetic energy of thermal motion of the mol-

ecules, it is more efficient to transfer energy into a
FIG. 3. Profiles of the components of the kinetic temperalyr€l), T, (2)  |ongitudinal (relative to the streamlineranslational degree
andT, (3) on the stagnation linga) shows version 1(b) shows version 3. of freedom. Because of the flat geometry of the fldw
>T,, sincedT/9z=0, while 9T/dy<0, and there is an out-
flow of heat from the stagnation line in the direction of the
free-expansion region of the jet and changes the maximuraxis. It should be pointed out that the opposite result is ob-
velocity (the Mach numberin the jet flow. When Kn tained in Ref. 5T,<T, (for a relatively small difference in
=0.02, the compression/n,, and the heating/T., of the T, andT,). In our opinion, this result of Ref. 5 is erroneous.
gas in the shock layer for external flow virtually reach values  The degree of nonequilibrium in the external flow along
corresponding to Kp—0. The compression and heating in the stagnation line varies nonmonotonically. The ratios
the jet shock layer are appreciably less than the values ob- /T, andT,/T, vary from units in the unperturbed flow to
tained from Rankine—Hugoniot equations, and this is exsome maximum value in the forward part of the shock layer
plained by the gradient character of the jet flow. As the num-and then decrease as the stagnation point is approached.
ber Kn, increases, the compression in the shock layer of th&hen Kn,=0.35, the maximum of the ratio$,/T, and
external flow decreases, while the heating increases. T,/T, equals approximately three and is reached when
There is substantial interest in comparing the results ok/(hi)=10. In the neighborhood of the stagnation point,
the calculations shown in Fig. 2 with similar calculations for T, /T,=2.3 andT,/T,=1.5.
the case of flow by argon around a thermally insulated cyl-  Within the free-expansion region adjacent to the nozzle
inder in the transition regime. Such calculations are carriegdge, the character of the translational nonequilibrium has a
out in Ref. 5 by direct statistical simulation. different physical nature. The equilibrium between the dif-
A comparison showed that there is fairly good agree-ferent translational degrees of freed¢amd the correspond-
ment between the results of the calculations ofithe and T ing difference betweefT,, T,, andT,) breaks down be-
profiles in the shock layer of the external flow virtually to the cause the collision frequency of the particles decreases in the
stagnation point for all the numbers Krconsidered here process of supersonic expansion and acceleration of the
[Kn,=\../(2x)=\../d]. Figure 2 shows the results of the gas®® In this case, the longitudinal temperaturg,
calculations of Ref. 5 for flow around a thermally insulating “freezes.” As shown by calculations® for axisymmetric
cylinder with Kn,=0.1. Some difference in tha/n, and  expansion, the temperature corresponding to the distribution
T/T., values is observed only in the neighborhood of theof the thermal velocities perpendicular to the mass motion is
stagnation point. close to equilibrium. The main cause that this temperature
The flow in the shock layer has an essentially nonequicomponent decreases downstream when collisions of the par-
librium character. The degree of nonequilibrium over theticles are rare is the geometrical factor of the flow
translational degrees of freedom is illustrated by data conexpansiorf. In a flat jet, the expansion factor acts only with
cerning the profiles of the kinetic temperature componentsespect tol, while theT, component in the region of rare
Ty, Ty, andT, [T=(T,+T,+T,)/3] for the versions of the collisions “freezes,” with the minimum value of, some-
calculation corresponding to Kr-0.35 and 0.02 and shown what larger than the minimuri, (Fig. 3). The degree of
in Figs. 3a and 3b, respectively. When kn0.35, the de- nonequilibrium in the free-expansion region of the jet mono-
gree of nonequilibrium is extremely great, encompasses thnically increases downstream.
entire compressed layer, and spreads far upwards in the ex- Translational nonequilibrium thus develops quite differ-
ternal and jet flow. The physical cause of translational nonently in the jet shock layer than in the shock layer of the
equilibrium in the shock layer is the low collision frequency external flow. A gas with some degree of translational non-
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FIG. 6. Comparison of the distribution functions over velocitigs(1), v,
(2) andv, (3) at pointsB (solid curve$ andD (dashed curvedor version
2 of the calculation.

evolution of the distribution functiori(v,) of the particles
over velocities as the gas moves through the shock layers
along the stagnation line. For versions 1-3 of the calculation,
Figs. 5a—5c¢ show the smoothed values at paigtB, C, D
andE (Fig. 2) with coordinates</x,=3, 2, 1, 0.5, and 0.25,
respectively. When Kp=0.02 (Fig. 53, the distribution
function f(v,) at pointsA and E, corresponding to unper-
turbed external flow and the free-expansion region of the jet,
is Maxwellian. At pointsB and D, corresponding approxi-
mately to the center of the shock waves, the distribution
functions become asymmetric, and rather long tails of par-
ticles with longitudinal velocitie®,/u..>—0.5 for pointA
andv,/u,<0.5 for pointD appear in them. The tails also
contain particles that possess longitudinal velocities directed
opposite to the direction of mass motion. At stagnation point
C, the distribution function is close to Maxwellian.

When Kn,=0.1 (Fig. 5b), pointsA andE correspond to
FIG. 5. Evolution of the distribution functiofi(v,) over longitudinal ve-  the front part(in the direction of motion of the gaof the

locities when the gas moves through the shock layers along the stagnatio . . .
line. (a)—(c) show versions 3, 2, and 1 of the calculations, respectivgly; ghOCk layers' The deviation d)(UX) from a Maxwellian dis

B, C, D, andE are points on the stagnation line in Fig. 2. tribution function is relatively small, but a tail has already
begun to form. Point® andD correspond approximately to
the centers of the corresponding shock layers. The distribu-

equilibrium, determined by the conditions of the free jet ex-tion functions are very different from the equilibrium func-

pansion, runs into the front of the jet shock layer. The stagtions and have a distinctly bimodal charactérey have two
nation of the gas and the rapid and anticipating increase ahaxima. At point C, f(v,) has a Maxwellian form.

Ty (relative to T, and T,) begins in the jet shock layer. When Kn,=0.35, pointsA and E lie inside the shock

Within a relatively narrow forward zone, the translational layers. The distribution functions at these points are substan-

relaxation mechanism inherent to a supersonic freely extally different from Maxwellian, possess powerful and ex-

panding flow changes to the relaxation mechanism inherertensive tails, and have a bimodal character. The deviation
to the stagnation of a gas in a shock layer. The presence offeom equilibrium increases at poing& andD, but the form

T, peak for all the versions of the calculation is typical of of the distribution function over longitudinal velocities at

strong shock wave$® For version 3 of the calculation pointC is, as before, quasi-Maxwellian.

(Kn,,=0.02), deviations from equilibrium are observed vir- The degree of anisotropy of the distribution functions

tually only in zones occupied by shock waves. over velocitiev,, vy andv, is illustrated by the data in Fig.

Figure 4 shows data concerning the variation of the6. For Kn,=0.1, this figure shows the form of the distribu-

mean free path length along the stagnation line. When tion functions f(v,), f(vy), and f(v,) at pointsB (x/x

Kn,,=0.02, the compression of the gas in the shock layer=2) andD (x/x,=0.5). Unlike the explicitly nonequilib-

corresponds to decreasingby about a factor of 2. As Kn  rium and asymmetric function(v,), functionsf(v,) and

increases, the range of variationofwithin the shock layer f(v,) have a quasi-Maxwellian form. The difference be-
decreases. tweenf(v,) andf(v,) determines the difference betweep
The data shown in Fig. 5 represent the character of thand T, at the given points on the stagnation line.
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The interaction of shock waves with aqueous foams has been numerically modeling on the basis
of a gas—drop model. A modified Godunov scheme of second-order accuracy has been

used to solve the gas-dynamics equations. The measured density distributions of the foam over
height and the results of calculational modeling of the foam structure were used as starting

data. The results of the pressure calculations are compared with experimental oscilloscope traces.
© 1998 American Institute of PhysidsS1063-7848)00407-3

INTRODUCTION MODEL CONCEPTS

In the flow behind the SW, in the gas—drop medium
formed after the foam breaks down, stripping and shattering
of the drops, heat exchange between the liquid and vapor

damping properties of a foam screkhlt was established . . N
that the pressure behavior behind the SW front is rather Comqhases, and evaporation and condensation of the liquid phase
occur, as well as coalescence of the drops. It is assumed that

plex. To interpret the experiments, a simplified representag, s formation of small drops is accompanied by their rapid
tion of the foam in the form of a “pseudogas” with an ef- 4cceleration and by heating to the temperature of the carrier
fective adiabatic inded” was used in most cases. Such angas, The large drops are ensembles of independent particles;

approach sometimes makes it possible to estimate the equiecause of the difference of the velocities, small drops are
librium parameters behind a transmitted wave. Subsequemfeposited onto the large ones.
investigations showed that syneresis and the structural char- In our experiments, the Mach number wag<M..5, and
acteristics of the foam have a substantial effect on SWhe foam was rather dense. Evaporation is insignificant in
propagatiort;* but modeling in a vertical shock tube is pref- this case, and we shall model the foam by a medium consist-
erable. The use of the modified Godunov scheme, which i§1g of three components: a collection of liquid drofibe
monotonic and provides second-order accuracy, makes @9 drops characterized by positior,, massm, velocity
possible to calculate the behavior of the pressure in the equf. [€mperaturery, and diameted; an ideal gas with con-
librium region with a good degree of accurdtyo describe stant heat capfa\cny, density, pressureg , velocityu, and
the pressure behavior in the relaxation zone, it is necessary {gmperatur'eTg, anq a collection of relatlve!y s'maII Qrops,
. . which are in velocity and temperature equilibrium with the

greate mathematical models of the foam an_d of its deformagas and are characterized by dengity The last component
tion and breakdown processes, accompanied by the formgs i athematically described as a second gaseous component,
tion of a gas—drop medium. There are no direct theoreticajyit, its own heat capacity. The Lagrange representation of a
studies of the breakdown of foam structure, and the existinginite number of large dropd.agrange coordinaté) is used
experimental results'® do not give a complete representa- to describe the motion of the large drops, and the Euler rep-
tion of the breakdown mechanism. The use of photographigesentation(with x being the coordinate along the tybie
recording showed that, when SWs with Mach numbers ofused to describe the mixture of gas and small drops. The
M;>1.3 are incident on a foam column, at the beginning ofequations for the mass, momentum, and total energy of non-
the relaxation zone in foams with a density ©80kg/m?, interacting large drops for homogeneous flow have the form
the foam breaks down rather quickly and can be regarded as 4
a gas—drop medium whose initial parameters are determined
by the structure of the foam and by syneresis. The study of
the structural characteristics and the structure of the syneresis d o
model make it possible to give the initial parameters of the &m:mﬂl' @
gas—drop medium: the concentration of large and small
drops,_their size:?‘, and the degree _of _polydisp_erseness. —mu="fo+jeu+]iU, @)

This paper discusses the possibility of using a gas—drop dt
model to numerically model SW propagation along a vertical
column of aqueous foam. The SW in this case is incident on —t(mv2/2+ maT)=Ffov+e+]jo(v?2+¢ Ty
the foam column from above and therefore moves in the
direction of increasing density of the foam. +j.(u?2+ CiTy). 4

The first stage of investigations of the propagation of
shock wavegSWs in aqueous foams involved studying the

axk:l), (1)

1063-7842/98/43(7)/5/$15.00 761 © 1998 American Institute of Physics
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Equation(2) takes into account two mass-exchange mecha- The main criterion that characterizes the condition for
nisms:j is the intensity with which the incoming flow en- the stripping mechanism to occur is the Weber number We
trains mass in the form of small drops from the surface of an= pgd(u—v)zlo: Drops begin to be stripped in a gas flow
individual large drop(stripping; j; is the deposition onto a only when the external forces exceed the internal forces by a
large drop of small drops that fall into a large “protector” definite amount (We We,).° In this case, under breakdown
drop. In Eq.(3), f is the frictional force with which the gas conditions, we neglect heat exchange
acts on a large drop. In the energy equation, @&g. when References 9 and 10 recommended the conditions for
the gas and the large drops have different temperatures, hedétermining the critical Weber number WeWe.Re %°
exchangee is present, and, is the heat capacity of the =k’, where k'=0.5-1.5, the Reynolds number is Re
liquid phase. =pgd/u—v|/ug, andug is the dynamic viscosity of the gas.
We regard the mixture of the gas with the small drops as  An estimate of the Weber number shows that, provided
a single-temperature and single-velocity medium, which wehat M,=1.35-1.50, the stripping mechanism occurs in a
call an effective gas, with densify=pgy+ py - wide range of variation of the drop diameter. When M
The symbols on the right-hand sides of E(3—(4), as  =1.20, the stripping mechanism takes place only for drops
02, 03, andg,, describing the behavior of the small drops whose diameter exceeds agfn, whereas, when N 1.05,

and the gas, have the form stripping does not occur in the entire range of variation of the
drop diameter considered here.
iper ippu= ~-ng,, (5) The intensityj; of the prec?pi_tation of small drops onto
ot 28 a large one and the force of frictidiy between a large drop
p P and the gas are determined from
—tPat 55 Pu=0, (6) j1=0.25md%p lu—v]|, ©
p ; fo=0.1257d%p Cylu—v|(u—v).
ZrPut o (pu™+pg)=—ngs, (7)) In the case of deformation and shattering of the drop, the
following relationship can be used for the resistance factor
d d Cg4 of the drop®
SPet o (petpglu=—ng,. 8
X 24.0/Re Re<0.49,
The concentratiom of large drops is determined from 27.0 Re 984 0.49<Re<80,
the initial concentratiomy(£) and their current position Co={ 0.27.RP27  8o<Re<10’,
0 2.0 10<Re.
n=ng, X ¢.

) o . The intensity of the heat flow to the surface of the drop
The adiabatic indeX™ of the effective gas depends on ;9

the local densities of the gas and the small drdps;1

+pgRI(pgC, +ppC1) (HereR is the universal gas constant, md\GNU(Tg—Ty), WesWe,

andc, is the heat capacity of the gas at constant volume €=10, We>We,,

The expression for the volume energy density of the effec-

tive gas ise=u?/2+pgy/[p(I'—1)]. where )4 is the thermal conductivity of the gas; Nu is the

To solve the equation, it is necessary to be given the\usselt number, which is determined from the Rants—
initial conditions in front of the SW for the gas, the density Marshall formula Nu=2+0.6Ré2P*3 and Pr= 0.708 is

of the small drops, and the mass and concentration of largge Prandtl number for air.
drops. However, it is more convenient to give the initial Equations (1)—(8) were numerically solved by the
distribution of the diameter of the large drops and the density agrange—Euler method with second-order accuracy in

px of the liquid of the drops, smeared over the volume of thespace and time, using a modification of the Godunov
entire mixture p,= ap,, wherep, is the density of the lig- method*

uid, and« is the volume concentration of large drop$he
expressions for the mass and concentration of large drops
with diameterd have the formm= p,7d%/6 andn=p,/m. RESULTS OF MODELING THE INTERACTION OF THE SWs
An expression for the intensity with which the gas flow WITH THE GAS—-DROP MIXTURE
entrains mass from the surface of a drop by the stripping The density distribution of the foam in height, the frac-

mechanism, satisfactorily describing the experimental datzﬁOn of the liquid contained in small drops, and the size of the

obtained in Refs. 7 and 8, is large drops were given as the initial conditions in the foam.
jo= —k\/0.125d3|u—v|pé’3, The first of these pa_ram_ete_rs ig given from the experimen-
tally measured density distribution over height of the foam
where Engel’s constarit (the stripping factorfor the mix-  column!! In the bottom part of the foam column, with a
tures of air and vapor with drops of water often encounteredheight less than 20 mm, where the average density was not
in practice isk=1.3—2 kg% (m>?. sed’?). measured experimentally, the density distribution takes into
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account numerical calculations of the synerééighe sec- little effect on the growth rate of the pressure at the trans-
ond of the initial parameters, i.e., the fraction of small dropsmitted wave front at sens@. To make the calculated and
is given from information obtained when the structure of theexperimental results agree in this zone, the foam breakdown
foam is modeled? It was assumed that the small drops areprocess must be taken into account.
formed when the foam films break down. The last parameter, At the initial stage of the reflection, the calculated be-
i.e., the initial diameted, of the large drops, is determined havior of the pressure at the end sensor agrees well with
on the basis of the dependence on the local density of thexperiment, although the maximum calculated pressure is
foam and equals the transverse size in the middle of théomewhat greater than the experimental value. The instant at
channeft? which the calculated pressure reaches its peak somewhat an-
For a height of the foam column &f=190 mm, a hold- ticipates the experimental value, and the subsequent falloff
ing time of the foam ofT=2 min, and an initial mean den- Occurs more rapidly. The influence of the precipitation factor
sity of the foam of 30 kg/my the density distributiopp; of ~ Was also considered in the calculation. Decreasing the pre-

the foam, the diameter of the large drops, and the fraction ofipPitation factor(from unity) increases the maximum pres-
liquid contained in the small drops varies with heighas ~ sure at the end, and the reflected compression wave front at

follows: all the other sensors becomes more abrupt in this case, which
does not agree with experiment. To study the effect of the
h(mm)=190 171 152 133 114 95 76 57 38 19 15 11 8 4 0,direct incidence of large drops on the end wall, the dynamic
do(m)=15 18 22 28 30 31 32 33 34 35 38 41 4550 70, pressure of these drops was taken into account in the calcu-
ps(kg/m’)=36 12 16 20 23 25 27 29 32 40 56 75 98 120, lation. It became clear that this fact also has virtually no

pp/pt(%)=16141211111010101098543 2. effect on the overall behavior of the pressure.

Since the SWs last for a rather long time for the given The gas—drop medium formed by the breakdown of the

configuration of the shock tube, the process of interaction of
the SWs with the foam column can be separated from the
subsequent process of interaction with the rarefaction wave. 6.01r
From the calculational viewpoint, isolating the interaction
process of an SW of infinite duration with the foam column
from the formulation of the problem as a whole makes it
possible to concentrate the calculational modeling in the re-
gion of interaction of the SW with the foam. In such a ver-
sion, the calculation is carried out only for the end part of a
shock tube 400—500 mm long containing the foam column.
The intensity of the SW in this case is given directly in terms

of the Mach number M 0 = ' !
The following values of the thermodynamic parameters
of the phases were used in the calculatidigp=293 K, 6.0 b

Pgo=1.01X10"°N/m?, pgo=1.21kg/m?, yg=1.4, Cgo

=7045 nf/(seé-deg), pmgo=1.85<10 >kg/(m-sec), \go

=2.5x 10 %kg- m/(sec¢- deg), p=10kg/m®, C <« 4.
= 4180 n?/(se@-deg), ands;=0.033 N/ m. w”

A comparison of the calculated pressure curves with os-
cilloscope traces for M=1.35 is shown in Fig. 1. The pres- a 2.0
sure sensors were located 258nsorl) and 143 mn(sensor
2) from the end. It can be seen that the calculated pressures
both behind the transmitted wave and behind the reflected 0
compression wavef-ig. 13 agree fairly well with the ex- ¢
perimental values. Varying the stripping factomwithin the
limits indicated above has virtually no effect on the results of
the pressure calculations.

Discrepancies occur in the foam at sen2dFig. 1b in
part of the front of the transmitted compression wave and in
the maximum pressure amplitude at the end seBs@fig.
1¢) behind the reflected wave. 2.0

The calculated transmitted compression wave front at
the second sens@db0 mm from the foam—air interfagevas
more abrupt than the experimental wave front, on which it is L 4
possible to distinguish a two-step pressure increase: a precur- 2.0 40 t,ms
sor and a relaxation zone. Variation of the precipitation facg_ 1. curves and oscilloscope traces of presur, 2, 3are the sensor
tor [introduced into Eq(9)] showed that this parameter has numbers,1—3—calculation,1’ —3' —experiment.

D
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5.0k of the corresponding sensors. By comparison with the
effective-gas modél, the boundary of the foam column
moves downstream more slowly before encountering the
compression wave reflected from the end. After it interacts
with the compression wave reflected from the end, the
boundary of the foam column is almost stationary and lies
about 40—50 mm from the end.

The gas—drop model of the interaction of SWs with
foam described above makes it possible under the conditions
considered here to numerically predict the experimental re-

L i sults. It should be pointed out that, when SWs interact with
0 2.0 4.0 t, ms foam, the density of the foam in the bottom part, unlike the
FIG. 2. Graphs and oscilloscope traces of the pres§w&-—calculation for other part of the fogm column, sharply mclreaseSptfo
a model polydisperse mixturd —3'—experiment. >100kg/m®. Calculations for the model polydisperse gas—
drop mixture when the lower part of the foam column is
excluded and the local density of the foam does not exceed
36 kg / n? showed that the lower layer of high-density foam
has virtually no effect on the behavior of the pressure. Large

foam structure by SWs is not a monodisperse but a p0|yd'sdrops with a size ofi>50 um in the bottom layer are ap-

perse mixture in the size of the drops. It was assumed in thearently unable to reach equilibrium with the gas, both in the

next series of calculations that the mixture consists of severeﬁ ; : .
: : A ransmitted compression waves and in those reflected from
groups of drops with different initial sizes and concentra-

? : . the end wall. In the absence of intense stripping with them
tions. The Lagrange coordinates are given for each group of . .

. . ’ and intense heat transfer because of the relatively small spe-
drops. Because the velocities differ in the flow, drops of

different size overtake each other and quickly mix in SpaceC|f|c surface, the large drops of the bottom region can behave

and a polydisperse medium is actually formed almost immefelatlvely neutrally and have no appreciable effect on the

diately after the compression wave front arrives. flow. How_ever, such a neutral layer can play a certain role in
Let us consider a calculational example that models gompression _at the en(_j _vvaII. I_t can be assumed that, when
: . . . L " he compression is sufficiently intense and a bottom layer of
polydisperse medium in which all the initial conditions ex- foam with high density is present at the end, a layer of “bub-
cept for the initial diameter of the large drops are the same ly liquid” is formed that causes, after the pr’1ases of pressure
for Fig. 1. In each cross section by height, there are groups '

drops with dimensions d(h)/3, do(h), and 0.5ls(h) and increase and rehef_gt t.he end, a pro_longed excess 01: pressure
: relative to the equilibrium valu¢oscilloscope tracin@’ in
equal mass concentrations.

Figure 2 shows calculated graphs of the pressure for thglg' 2.

model polydisperse mixture and the corresponding experi-

mental oscilloscope traces. The calculations agree better with

the experimental results for the model polydisperse mixture

than for a monodisperse mixture. CONCLUSION
An x—t diagram corresponding to the process described

above(the equal-density lines of the gas phamseshown in

Fig. 3. Points1-3 on thex axis correspond to the positions

1. Under the conditions considered here, the gas—drop
model of the interaction of SWs with foam gives a fairly
good description of the behavior of the pressure.

2. The calculated relaxation zone in the transmitted wave
is shorter than in experiment, since the processes of defor-
mation and breakdown of the foam structure are neglected in
t,ms the model.
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Thermalization of the energetic atoms emitted by a target at pressures up to 100 Pa causes
heating and motion of the gaseous medium. The temperature and velocity of the gas have been
measured as a function of the magnetron-discharge parameters. This paper presents the
dependences of the deposition rate, the thickness profile, and the film structure on the pressure
and the discharge power. It shows that they are well described by a simple diffusion

model of the transport of the thermalized atoms of the target that takes into account the motion
and heating of the gaseous medium. 1®98 American Institute of Physics.
[S1063-78498)00507-9

INTRODUCTION from the target by a distanaer~d in this time, whereu is
the velocity of the gas, the motion of the medium will have

Elevated pressurdgens of pascalare frequently used in  an appreciable effect on the sputtering rate. WhetiD
ion-plasma sputtering to reduce the energy of the particles-1, all the atoms will be displaced toward the substrate,
that arrive at the surface of the growing film. This regime hashere will be no back-deposition onto the target, and the sput-
been most widely used when depositing films of metastableering rate will approach the rate for the collisionless regime.
compounds and ultrathin layered structutese Ref. 1 and In the opposite limit, the motion of the medium will have no
the citations therejnand when the discharge contains nega-effect on the sputtering rate.
tive ions accelerated in the dark cathode space in the direc- In the literature, the sputtering rate in the collision re-
tion of the substrate to energies corresponding to the targefime of particle transport is calculated both by numerical
potential? The last case includes sputtered films of multi- methods that directly calculate the trajectories of the indi-
component oxides: ferroelectrics, optical materials, highvidual atoms®and in the diffusion approximation, where the
temperature superconductors, etc. The pressures used in thiigrmalized atoms form a diffusion source distributed in
case reach 50 P4, and the deposition rates are low, of the spacé~*°It is assumed that the gaseous medium is station-
order of 10 2nm-sec !. To monitor and optimize the film- ary and that its temperature is homogeneous in space, which
growth process under these rather difficult conditions, it isis justified for small discharge powers. The most detailed
useful to consider the features of the transport of atoms froneoncept of a virtual diffusion source is developed in Ref. 9.
the target to the substrate at elevated pressures. Based on a Monte Carlo calculation of the collisional motion

When the free path length of the atoms is much less thaof the sputtered atoms in the reaction gas and an experimen-
the target—substrate distance, the particles emitted by the tatl measurement of their concentration as a function of the
get collide with the gaseous medium. They lose momentundistance to the target for a hollow-cathode discharge, the
and energyheating the medium and causing it to mpaad  following results, in particular, are obtained: When the free
thermalize, and their subsequent transport is accomplishgshth length of the sputtered atoms is much less than the
by diffusion. Part of the diffusing sputtered atoms are ab+arget—substrate distance, the dropout ratio of atoms that re-
sorbed by the target, which reduces their flow to the subturn to the target without thermalizing and do not participate
strate. Heating of the gas reduces its den@itya given pres- in diffusional transport is independent of the pressure and
sure and increases the thermalization length proportionallyequalsG(u)~0.09(3—In\u), whereu is the mass ratio of
to the temperature. The moving medium carries the diffusinghe target and gas atoms. The flux of nonthermalized atoms
atoms away from the target. The last two effects must infrom the target to the substrate can be neglected when the
crease the deposition rate onto the substrate. It is possible target—substrate distancedg=4d. This condition also de-
estimate under what conditions they are substantial by tht&ermines the limit in pressure of the diffusional transport
following means: Letd denote the thermalization length, region. The concentration of diffusing atoms in space is
measured from the target surfagthe symbolsd,, will also mainly determined by the position of the maximum of the
be used below for the distance between objects, where thdistribution function of the extended diffusion source. Re-
subscripts denote the following objettfor the targets for  placing it with aé function makes no significant change in
the substrate, anpl for the probe. The diffusion time to the the concentration.
target from this distance is~d?/D, whereD is the mutual Experimental data on the dynamics and heating of the
diffusion coefficient(depending on the temperature and pres-gas during sputtering are available only for pressures
sure. If the medium and the diffusing atoms are displacedP<10 Pa. A reduction of the gas density close to a planar

1063-7842/98/43(7)/8/$15.00 766 © 1998 American Institute of Physics



Tech. Phys. 43 (7), July 1998 A. G. Znamenskii and V. A. Marchenko 767

! }
[ X [[ FIG. 1. The sputtering system. The

right-hand side of the figure shows the
direction of the gas flows.

magnetron because of heating was observed in Refs. 11 afkPERIMENTAL TECHNIQUE

12, and a wind during sputtering from a cylindrical magne-

tron was observed in Ref. 13. These experiments were car- The sputtering system and the placement of the probes
ried out at relatively low pressures of 0.2—4 Pa; the heating'® shown in Fig. 1. Target, 75 mm in diameter, is fabri-

of the gas had little effect on the deposition rate onto thecated from a Zr-30 at.% Y alloy, and the working gas is
substraté! The data of Ref. 10 show that the deposition rate2rgon. The mean diameter of the erosion zone is 55 mm, and
at a pressure of 9 Pa increases faster than does the pow#§, Width is 15 mm. The magnetron operated in the power-
and the authors associate this with heating of the gaseofiabilization regime. In the power range/=20-500 W
medium. The experimental data on the transport of sputtere@nd the pressure range=10-110 Pa, the working volt-

atoms at pressures of up to 4 Pa are generalized in Ref. 1%95165 387)5’0;%00 vV, ¥vhereas, dwhen Pb:2'5 Pa, "
As far as we know, the temperature and velocity distri-~ N - Sllicon wafers served as substrates. The

butions of the gas during magnetron sputtering and their in_sputtering rate was calculated from the thickness of the film,

fluence on the deposition rate at elevated press( of measured with a profilometer after chemically etching a bare

pascal have not been studied. Moreover, stagnation of thesmp' The de§|gn of th.e sputtering appara(lllmybolq Z-400
made it possible to displace the magnetron horizontally and

sputtered atoms in the gas, equivalent to cooling of a Vaporertically without breaking vacuum. The pressure in the
of these atoms, can supersaturate the vapor and cause %ﬁ

h d h hat has b amber was measured with ionization and thermal vacuum
gaseous phase fo condens- a pnenomenon that has been gauges calibrated at high pressures using an oil-fllledbe
thoroughly studied in the production technology of ultradis-

i manometer.
perse powder¥: The particles that are formed, as they settle The gas temperature was measured with chromel—

out on the surface of the film, change its structure. alumel thermocoupl® welded from wires 4Qum in radius.

To clarify how essential the processes enumerated abovgy ensure thermal equilibrium with the gas and to reduce the
are for the growth of films at elevated pressures, we meagaction of thermal power escaping through the leads into
sured the temperature and velocity distributions of the gashe holder, the thermocouple junction was placed in a
the deposition rate, and the thickness profile of the films as 8 x 5-mm envelope made from metal foil. The thermocouple
function of the pressure and power in an ordinary planaleads entered ceramic tubes 6 mm from the foil. The plane of
magnetron sputtering system. To prevent the sputtering ratge foil is parallel to the plane of the target. An analysis of
from being affected by chemical reactions that occur on thehe thermal balance of this design showed that, in the pres-
target surface during reactive sputtering, a metal target andsure and temperature interval used here, the heat loss through
pure inert gas were used. the leads understates the gas temperature by no more than
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) FIG. 3. The same as in Fig. 2, but with the probe on the axis of the mag-
FIG. 2. Force measured by the probe under the erosion zone versus Ayetron. A positive sign corresponds to a force directed away from the mag-
pressure. W=200 W, A — di,=10 mm andd=38 mm; O — dy, netron.

=38 mm andd,s=54 mm; the solid curves show tlie~ P~2 dependence.

5°C. To reduce heating of the thermocouple by currentsdeloendence on both curves Of. Fig. 2 corresponds to the prod
. iIct P-d~300 Pamm. According to Ref. 1, this value is
from the plasma, the measurement circuit was ungrounde ;
close to the length for which the energy of the argon atoms

€., the thermocouple and the foil had a floating pOtentIaI‘reflected from the target decreases by a factor of 10. The data
which could be measured with a voltmeter connected be:-

in Fig. 3 show that, on the axis of the magnetron close to the
tween one of the thermocouple leads and the chamber houls- T
ing arget surface di,=10 mm), the force measured by the

Force probed, based on the measurement system of robe is directed toward the target at all pressures; closer to

. . . he substrate holdgfl8 mm above jt the direction of the
microammeter, was used to measure the wind velocity. . )

. . ; S . orce depends on the pressure and is also directed toward the
circular disk made from aluminum foil with a radius of

target at high pressures. It is natural to assume that, at low

R=0.3 cm was fastened to the needle. Preliminary calibra-
. . : ressures, when atoms sputtered and reflected from the tar-
tion of the probe included measuring the dependence be

tween the weights placed on the foil and the current througﬁet’ possessing gppreuable energy and f’gma" sqattenng Cross
. . ”'section(several times less than therm&l!® experience on
the microammeter coil needed to return the needle to it

. " . . eir path toward the probe or the substrate holder a small
starting position. The probe was placed in the sputtering APrumber of scattering events, the probe records a change in

paratus at various distances from the magnetron and sub- . . ;
strate holde. For small Revnolds number UR/ 7. the eir momentum when they interact with the measurement
' y i 7 area. Close to the center of the magnetron, where the flux

forceF acting on a thin disk when there was orthogonal gass uttered and reflected from the target is negligible, energetic
flow around it was calculated from the Stokes form#la P 9 g9 : 9

— 167Ru, whereu is the flow velocity far from the disky argon atoms, most likely reflected from articles in the cham-

. o . . . ber, act on the probe, reversing the direction of the force.
s the .dynam|c viscosity, anglis Fhe ‘?“?”S'ty of the gaS.An . Such a picture agrees with the results of Ref. 13 for the gas
experimental check of the applicability of the correspondlngdynamics at pressures of 0.2—4 Pa in the neighborhood of a
formulas for a sphere and a long cylintfeshows that they cylindrical magnetron '

i NG .
are \./a“d to W'.thm 19/0 up to R%S' For the area used here, At high pressures, when thermalization occurs at lengths
a wind velocity ofu=10 m/s in argon corresponds to a

force of 1 mg. At this velocity and a pressure R 20 Pa, appremably_ less than the_ target—sen_sor dlstance,_lts readings
R=06 are determined by the directed motion of the adjacent me-

dium, i.e., by the windvertical component At the pressures
whereF~P 2, the measurements were made for different
locations of the probe relative to the target and substrate. The
1. Gas flows The results of the force measurement as adirections of the gas flows in the target—substrate space are
function of pressure at constant power are shown in Figs. 8chematically shown in Fig. 1. Briefly, the gas dynamics can
and 3 for four different probe positiongneasurements at be interpreted as follows: The momentum imparted to the
constant pressure show that, in all of space except for thgas by atoms knocked out of the erosion zone of the target
region adjacent to the center of the substrate holder, the forand reflected by Ar atom@ormer iong causes it to flow out
is proportional to the discharge powerhe right-hand axes of the erosion zone. The flow out of this region is compen-
in these figures indicate the velocities of the gaseous mediusated by flows from the periphery and center. As one goes
formally computed from the Stokes formula, correspondingaway from the magnetron, the gas under the entire surface of
to the measured forces. The dependence of force on pressutke target moves in the same direction with a velocity that is
measured under the erosion zdf&. 2), displays saturation maximal for the erosion zone. The flow distribution around
in the region of low pressures and a falloff close tothe substrate holder is characteristic of gas flow around a flat
F~P~? at high pressures. The beginning of tRe-P~2 obstacle, with the appearance of vorticity close to the center.

EXPERIMENTAL RESULTS AND DISCUSSION
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. ) FIG. 6. Sputtering rate versus powér — P=33 Pa andd,s;=3.8 cm;
FIG. 4. Gas temperature versus discharge podgr-5 mm; 1-3 —under g p_1 pg andi,;=4 cm; the dotted curve shows the calculated values
t2he2er05|](-);1 20”391 _37 Z_PU”der the center of the magnetrdn;1’ — 36; neglecting wind, and the dashed curve shows the values with wind.
, 2" —17;3,3 —7.2Pa,

one approaches the surface of the target. As one goes away
Since the flow velocities of the gas are substantially less thafrom the target, the temperatures under the erosion zone and
the velocity of sound, the influence of the velocity on theunder the center of the target become equal. As the power is
density is negligible for steady-state motithThe steady- increased, the measured temperature increases more weakly
state velocity is determined by setting the sum of the externahan linearly(Fig. 4).
forces applied to the gas equal to zero. This includes the 3, Sputtering rate as a function of power and pressure
momentum change of the energetic particles per unit timerhe sputtering rates reduced to unit power as a function
and the force of viscous friction of the gas from the internalof the power(at a constant Ar pressure &=233 Pa) and

articles of the chamber, of pressure(at a constant power ofW=125W) for
d;s=38 mm are shown in Figs. 6 and 7. The sputtering rates
3{; f nou/ Ind S+ dPg,/dt=0. are shown in A/Wsec and correspond to the maxima of the

thickness profiles of the films. As can be seen from Fig. 6,
The integration is carried out over all the internal sur-the reduced sputtering rate increased by more than a factor of
faces, and the derivative of the velocity is taken along thes in the range of powers used here. For comparison, the same
normal to the surface. figure shows the sputtering rates reduced to 1 W at a pressure
2. Heating of the gasMeasurements of the radial tem- conventional for magnetror(st the somewhat greater value
perature distribution of the gas under the magnetron showegf d,,=40 mm); these are weakly dependenrt{%) on
that it is inhomogeneous, with its maximum under the eropower, in agreement with existing concepts.
sion zone; when the target—probe distance is increased, the To quantitatively estimate how wind and the heating of
inhomogeneity decreases. Part of the experimental data atee gas affect the deposition rate, let us consider the diffusion
shown in Figs. 4 and 5. The data of Fig. 5 show that theof thermalized target atoms in the simplest diode-sputtering
coordinate dependence of the gas temperature under the eigeometry. Let the target and the substrate be infinite parallel
sion zone is qualitatively different from that under the centerplanes the distance between whichdig. Coordinatex is
of the target: under the center, the temperature decreases @easured from the target in the direction of the substrate.

ok 0.2
500 - a.1c
© 40t T F
= 300} 's
S - o 5
200 - :
L -~
00 0.01
ol »
0 0.004! L1 gl R
dtp,mm q 70 700
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FIG. 5. Measured temperatures versus probe—target distéhed.00 W;
squares — under the erosion zone, circles — under the center of the magiG. 7. Sputtering rate versus pressutg=38 mm. W=125 W. Dashed
netron;1, 2’ — 30;2, 1' — 2.6 Pa. curve shows calculated values.
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By comparison with the conditions for deriving Ed.),
the actual situation differs not only in the geometry of the
sputtering system, but also in the nonuniform distribution of
the velocity of the gaseous medium and the temperature, on

3 W which the diffusion coefficient and the thermalization length
Y F depend. Calculations for a three-layer medium with constant
S‘ N velocities and diffusion coefficients that differ between the
3" B layers showed that the deposition rate is mainly determined
e~

by the characteristics of the medium close to the plane of the
diffusion source; the variation of the parameters in the other
layers is substantially weaker. Therefore, to obtain calculated
dependences of the sputtering rate on the power and pres-
1 0 100 1000 70000 sure, we used the experimental values of the velocity and
u,cm/s temperature of the gas at distances from the target equal to
the thermalization lengths. As mentioned above, in the dif-
fusion regime, when the wind velocity is negligible, the
deposition rate of the film is expressed by the very simple
formula given in Eqg.(3). N, the power of the diffusion
Atoms knocked out of the target thermalize at a distathice source, was taken to be equal to the sputtering rate at low
from the target, creating a source of powér equal to the pressure, at which deposition of the sputtered atoms onto the
sputtering rate; they diffuse from this distance and are abtarget is negligibleN=j4(0.4 Pa)=0.15 A-W~1.s7! (Fig.
sorbed on the target and the substrate surfaces. The diffusi@). Strictly speaking, it would be more correct to write
coefficient of the target atoms in the gasDs and their N=j,0.4Pa)1—-G(u)]. Taking into account that the
concentration i€(x); the velocityu of the gaseous medium dropout ratioG(u) of sputtered atoms that return to the tar-
is directed from the target to the substrate, @&ndndu are  get without thermalizing is independent of pressure sim-
independent of the coordinate. The diffusion equation for theplify the analysis, we neglected it. This can result in a small
flux of atomsj in the steady state under these conditions hasumerical error £25%) in calculating the dependence of
the form j=—Ddc/dx+cu. The boundary conditions are the sputtering rate on the pressure but does not alter its func-
c(0)=c(ds)=0. Since in the steady state the flujgsand tional form. A second reason for neglecti@f w) is given
js of atoms to the target and the substrate are equal in modielow. Since the thermalization length depends on the par-
lus to the deposition rates and are independent of the cooticle density of the gas—scatterer, i.e., on its temperature and
dinate, using the conditiop,—j;=N, we get pressure, it is expedient to determine it by extrapolating the
1—exp(—ud/D) sputtering ratgFig. 6) to zero power, at which there is no
is=N , (1)  heating of the gap(33 Pay~0.02 A-W~*.s™ 1. Taking into
1-exp(—uds/D) accountd,s= 3.8 cm and using Ed3), we get that the effec-
. exp( — ud,s/D) —exp(—ud/D) tive value for thermalizing the sputftering of the atoms is
J= 1—exp —ud,/D) , (1a Pd~16(T,+AT)/T,Pacm, whereT, is the temperature of
s the gas in the chamber, arXiT is the heating of the gas
C1(X)=(js/u)(1—exgu(x—dy)/D]), (20 when the discharge is switched on. The successive calcula-
, tion of the thermalization length, using the interaction poten-
Ca(X)=(ji/w[1—explux/D)], (28 {jal obtained from experimental data on scattering, was car-
wherec,(X) is the concentration of target atoms in the spaceied out only for a relatively high average initial energy of
between the diffusion source and the substrate,ca(x) is  the ejected atomgE)=20 eV.* For Zr in Ar, the result is
that between the diffusion source and the target. Pd~50Pacm. In our case, the cathode potential is
Whenu—0 U=130-200 V, and(E)=5-6.5 eV;**?°the value ofPd
must be lower. In an earlier papErusing the thermal scat-

FIG. 8. Sputtering rate versus gas velocidy, cm: 1 — 36,2 — 10,3 —
3.6; P=33 Pa,T=300 °C,d=1cm.

js= Ni, (3)  tering cross section, the thermalization length was calculated
dis as a function of the initial energy. WittE) =5 eV, the result
d for Zr in Ar was Pd~5 Pacm. Considering these results,
jt= —N(l— al (3@  the value ofPd~16 Pacm that we obtained seems plau-
ts sible. It seems that the calculated dropout ra&&ifw) also

The result of a calculation of the deposition rate as adepends on the chosen interaction potential that determines
function of the wind velocity in this simple model is shown the scattering cross sections, and the approximaB¢p)
in Fig. 8 for three target—substrate distances at constant0.09(3—In\/u) obtained in Ref. 9 for the Lennard—Jones
power of the diffusion source and the indicated temperaturegpotential can fail to correspond to the experimental condi-
gas pressure, and thermalization length. It can be seen thaons.
the experimentally observed velocities, reaching 15m  For calculations using Ed1), the diffusion coefficient
-sec¢' !, must appreciably increase the deposition rate relaef Zr in Ar is assumed to be in the forid = (1.56x 10°P)
tive to the rate in a stationary medium. X[(To+AT)/273]1°, following from the Langevin formula



Tech. Phys. 43 (7), July 1998 A. G. Znamenskii and V. A. Marchenko 771

D1,=(3\/8)(7kT/2M,)%® [N =(y2n7d?) ! is the path the magnetron, where the gas heats up much more strongly
length,n is the particle density in the gad;,=(d;+d,)/2is  than elsewhere. SincB~T® the approximation that the
the mean diameter of the particles, amMi=m;m,/(m;  diffusion coefficient is constant can become too crude. The
+m,) is the reduced magdn accordance with the results of effective diffusion coefficient for the reverse flow of atoms
the measurements, the wind velocity was assumed to be prée the target must appreciably exceed that for the flow of
portional to the discharge power and inversely proportionahtoms to the substrate. Solving the diffusion equation
to the square of the pressure. Because data on the depdr= —Ddc/dx for a stationary two-layer medium with differ-
dence of velocity on the coordinate was limited, to take intoent temperatures and a diffusion source at the interface
account its reduction as one goes away from the target, thehows that the ratio of the sputtering ratefor this case to
velocity was assumed to be inversely proportional to the cothe sputtering ratg, in a homogeneous medium is

ordinate. The result of the calculation from Ed) is shown .

in Figs. 6 and 7 by the dashed curves. The dotted curve in l_s: dis

Fig. 6 shows the values computed for zero wind velocity. It is d+ (T, /T, ¥ds—d)
can be seen that, despite the roughness of the model, taking

the heating and motion of the gaseous medium into account for dis>d, (4)
results in satisfactory agreement with the experimental de\ivhereTl is the temperature of the layer close to the target,

pendence of the sputtering rate on the power. It is cIearI)({ind_I_2 is the temperature elsewhere.

inadequate to take into account only the change of the ther- At distances from the target less than 5 mm, the gas

malization length as a result of heating while neglecting the[emperature increases appreciablfig. 5. Using the

wind (Fig. 6, dotted curve . . estimatePd~16 Pacm, we get that the approximation of
It can be seen by comparing the experimental and calcu-

lated pressure dependences of the sputtering (&igs 7 a homogeneous medium becomes inapplicable when
. i > . &
that they satisfactorily agree belo®=33 Pa, whereas the P>30 Pa. The temperatures close to the tar§e. 5) are

. : uch that the experimentally observed decrease of the sput-
measured sputtering rate is less than the calculated results P Y b

above that pressure. The calculated sputtering rate is almo S rate Is a_pproxmately provided by comparison with
tﬁat calculated in the model of a homogeneous medium.

inversely proportional to the pressure at high pressures. Suc Temperature inhomogeneity also reduces the concentra-
behavior is caused by the fact that, as the pressure increas%s

. ) . - ton of thermalized target atoms by comparison with the cal-
the wind velocity decreases more rapidly than does the dif- lated value for a homoaeneous medium. Eor a stationar
fusion coefficient (~P~2, Fig. 2,D~P~1), the gas tem- culate ) 9 B y

S medium, the maximum concentration is given by

perature at constant power is independent of the pressure
(Fig. 4), and the diffusion of the sputtered atoms approxi- Nd(ds—d)
mates diffusion in a stationary medium. Co=B,d7 Dy(due—d) " 5)

The experimental data on the pressure dependence of the
sputtering rate for 383 P<120 Pa show a decrease of the When d<d,s, for a homogeneous mediunD{(=D,
rate close tojs~P~ 2 (Fig. 7). To explain similar behavior =D), co,=Nd/D. For a two layer medium, c,
observed when sputtering YBau,0O; films, Sakutaet al?>  =Ndd,/(D,d+D;d,s).
assumed that the dropout ratio of atoms that return to the 4. Surface structure and thickness profile of the films
target without thermalizing is inversely proportional to the The structure of films sputtered Bt=33 Pa depends on the
pressure. This assumption contradicts the theoretical resultischarge power. WheW=25 W, the entire surface of the
obtained by Ref. 9 thaG is independent of pressure. A films is homogeneous and smooth. Wh&#=38 W, a
second hypothesis that makes it possible in principle to exsmeared dull spot is observed in the central part of the films.
plain the decrease in sputtering rate with increasing pressurehe surface of the film has a weakly expressed structure
is that the energy of the Arions bombarding the target outside the central region, but the structure becomes stronger
decreases because of collisions in the cathode potential fadls one approaches the spot. Its form in the electron micro-
region where they are accelerated. Taking into account thecope is shown in Fig. 9. A similar evolution of the surface
threshold character of the energy dependence of the sputtestructure is observed in films sputtered at constant power
ing coefficient? this can cause a reduction in the sputtering(W=125 W) as the argon pressure increases. For pressures
rate. However, our measurements of the potential distribuup to 10 Pa, the films are smooth and structureless; at
tion close to the cathode with an electric probe showed that7 Pa<P<90 Pa, a sootlike deposit is present at the center
the thickness of the cathode layer in the entire region ofind a weakly expressed surface structure elsewhere. When
pressures used here is less than the mean path length of tRe=120 Pa, the film surface again is smooth, with no spot
ions before charge exchange, and consequently the flux dbelow we shall cite the pressure and power corresponding to
atoms knocked out of the target at constant discharge powéransitions of the film surface from smooth to dull and back
is independent of pressure. as in the regimea,b andc in the order they are mentioned

The overestimated calculated valueg oin the pressure  Additional sputtering with the center of the magnetron dis-
region discussed here most likely have the following causeplaced relative to the center of the substrate holder revealed
As the pressure increases, the thermalization lenigte-  that the spot always was located close to the center of the
creases, and the plane of the diffusion source is located b&older and not under the center of the magnetron. In our
side the region of intense plasma close to the erosion zone afinion, this is evidence that the inhomogeneous film struc-

—(To /Tt
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FIG. 9. Form of the surface of rough film&) at the dull spot(b) in the peripheral region. The size of the field of the picture 8um.

ture is caused by a singularity in the dynamics of the gasion of a homogeneous medium in which Ef) is obtained
flow close to the center of the substrate holder. It is wellis explicitly not satisfied.
known'® that, when a gas flows around a flat body with a  Thickness profiles of films sputtered at high and low
moderate velocityReynolds number R1), the flow moves pressures differ qualitatively: at low pressures, the profile is
along the surface in a radial direction everywhere close to thappreciably more convefig. 10. For films sputtered at
surface except for the central region; at the cenratical) P=33 Pa, the experimental results for the central part are
point, the velocity is zero. When R10, the gas flowing not shown because of the large scatter due to surface rough-
around such a body becomes turbulent. As shown by measess in this region.
surements of the gas velocity under our conditions, it is mini- A calculation of the thickness profile for the collisionless
mal close to the center of the substrate holder, and there i®gime with an emission probability proportional to the co-
vorticity in the gas flow(Fig. 1). We assume the following sine of the ejection angle and the depth of the erosion zone
scenario for depositing the particles: the atoms emitted byFig. 10, solid curvg gives a convex distribution close to
the target thermalize, and, when their concentration is suffithat observed aP<2 Pa. The thickness profile for higher
cient, the vapor condenses. The condensate is entrained pyessuregFig. 10, dotted curvewas calculated in terms of
the gas flow in the direction of the substrate and can precipithe diffusion-source model by a technique close to that ex-
tate on the surfaces that the flow is passing around. Close @ained in Ref. 10. The diffusion source was modeled by a
the center of the substrate, where there is a singularity in that ring located under the erosion zone at a distance equal to
distribution of the gas velocity, the particles spend more time
close to the substrate than they do over the periphery, the
precipitation probability of the particles is greater at this site,
and this causes them to have a greater concentration.

The most intense condensation of the vapor must occur 08k
in the region of the highest concentration of metal atoms,

8
i.e., close to the diffusion source. An estimate of the concen- %5 0.6}F
tration from Eg.(2) for x=d gives c;=1.6,2.8, and 2.1 } -
X 10' cm2 for the a,b and ¢ regimes, respectively. We S 04t
assume that the limiting stage of particle growth in the vapor B
is the formation of diatomic molecules of the sputtered 0.2
metal. According to chemical kinetié3,it occurs in the T T T
triple collisionsMe+ Me+ Ar=Me,+ Ar, whose probabil- ~40 a0 g 20 40 60
ity is proportional toc%r- Ny - For the threshold regimes, in r,mm

the same order of egum??‘tlon as before, We h%{,m” FIG. 10. Thickness profiles of filmsl,;=36 mm. The squares are experi-
=2.4,3.9, and & 10" cm °. The concentration estimates mental data, the curves show the result of calculatiBn;Pa;: B —

must be overestimated for regime because the approxima- 2,... 0O —33.
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The stability of a strongly charged spherical drop with respect to deformations of its shape to
prolate and oblate spheroids has been studied. It is shown that drops can become unstable

and can break apart provided that the virtual shape is a prolate spheroid. Deforming a drop to an
oblate spheroid does not cause it to break apart.1998 American Institute of Physics.
[S1063-78429800607-2

INTRODUCTION 1
e\/1—e2+arcsir(e)+arccosh( )\/1— e’W
The study of the stability of strongly charged drops with U= Vvi-e
respect to small deformations is of interest in connection (1—e?)Yoe(W+2) '
with numerous applications in physics, geophysics, scientific D

instrumentation, and technology According to Refs. 3and \1area andb are the semimajor and semiminor axes of the
4, it is easiest to excite the instability of the normal aXiSym'spheroid the Rayleigh parametét= Q2% (47R3c) charac-
metric mode~ = P5(cos#) of a drop corresponding 10 the tefizes the stability of the drop with respect to its own
deformation of the original spherical drop to prolate or 0b|atecharge, the drops become unstable wiiér 4 2 and energy

spheroidg P,(cos6) is a Legendre polynomialThis is con- is normalized to the potential enerdy, of the initial
firmed by the results of full-scale measurements in cloudsspherical drop

Thus, it is reported in Ref. 5 that, when 1783 drops were )
) ! N ; Q

photographed in mutually perpendicular directions with two Up=4mR20+ —. )
cameras, a spherical shape was noted in 569 cases, a prolate 2R
spheroidal shape in 496 cases, and an oblate spheroidal Figure 1 shows th& =U(W,e) dependence calculated
shape in 331 cases. According to numerical calculafighs, from Eq. (1). It can be seen from this figure that, for sub-
shape of a drop suspended in the atmosphere depends onigical values of the Rayleigh parametéf (for W>4), the
size and can be either spherical or spheroidal. In this connegrotential energy of the drop decreases as the eccentricity
tion, it seems expedient to study the question of how thencreases, passes through a minimumeat0.9, and then
variation of the potential energy of a charged drop undergoguickly increases as increases further. In Fig. 2, cunike
ing virtual deformations to the shapes of prolate and oblatghows the dependence of paramé&téon eccentricitye cor-
spheroids depends on the deformation amplit{ide eccen- responding to constant enerfyy=1 of the drop.
tricity of the spheroidland the charge on the drop. It should Curve2 in the same figure shows a similar dependence,
be pointed out that a similar problem was solved eaflier. obtained from the conditioaU/de=0
However, the analysis in Ref. 7 was carried out only for a
weakly spheroidal drop, based on the method of expansion in
a small parameter, for which the value of the characteristic
deformation was chosen. The results obtained in Ref. 7 have
a particular character, while the main sum of Ref. 7 should
be regarded as the formulation of the problem. 104}

1. Let a spherical drop of radiuR with surface tension
o and chargeQ initially undergo a virtual deformation to a 1023
prolate spheroid with eccentricig. The potential energy 1004
of such a spheroidal drop will consist of the energy of the
surface-tension forces and the energy of the electric field ofﬂ'”"
its own chargé® 0.96%

10

06 0 It
e 0% 0z s W

b2
e?=1- —, b=R(1- e2)1/6, a=R(1- ez)_1/3, FIG. 1. EnergyU of charged drop having the shape of a prolate spheroid
a? versus Rayleigh paramet® and eccentricitye.

1063-7842/98/43(7)/3/$15.00 774 © 1998 American Institute of Physics
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FIG. 2. Rayleigh parametdl/ versus the eccentricitg of a prolate sphe-
roidal drop, obtained from the condition$=1, 9U/de=0, and5?U/se?
=0 (1-3, respectively.

FIG. 3. EnergyU of a charged drop having the shape of an oblate spheroid
versus Rayleigh paramet®/ and eccentricitye.

3°U 0 aU 0 ©
U 1| 4ezarcsir(e) ge2 . oe
oe 3 N It can be seen from Fig. 2 that this condition is satisfied
1 only for extremely significant deformatione=0.9. What
— 3We—arccosh Wer— 3e the decay will be— into two parts of comparable dize
( \/1—eZ> with emission of a large number of highly dispersed,
_ strongly charged dropléf$—is impossible to say in the ide-
arcsir(e) i3 < W alization used here. This will depend on the viscosity and
noe? | areco p, conductivity of the drop and the external meditht?
) » oo L 2. Repeating the discussion above for a charged drop
xX[e(1-e)T(W+2)] . (3)  having the shape of an oblate spheroid, it is easy to find the
Curve 2 connects the values aF ande corresponding  €XPression for its potential energy:
to the extreme variation of the potential energy of a de- 1 1+e 1+e
. . . 2
formed drop in an actual deformation procéssaccordance U= 5 2e+In 1—e/ M71=¢/® +2yl-e
with the principle of least actign
Curve 3 in Fig. 2 is obtained from the condition
72U/ de2=0 g X arcco$\1—e>)W|[e(1—e?)¥wW+2)]71,
9°U 1 e*arcsir(e) 2
—=——|2e°-28 ———— —4W _ < _ R _ _a2\1/3
aez 9 1_62 e= 1 aza a= (1—62)1/6’ C_R(l € ) ’ (6)
1 4 wherea is the semimajor and the semiminor axis of the
X arccosh T e*—24we spheroid.
Figure 3 shows the dependence of the potential energy
e?arcsir(e) of an oblate spheroidal drop on Rayleigh param&teand
—27e3+18We+39 ﬁ eccentricitye, calculated from Eq(6). It is easy to see that it
€ is qualitatively similar to the analogous dependence for a
1 prolate spheroid, shown in Fig. 1.
+30 arccosh WeP+ 18
( Ji-¢e?
w
arcsir(e) 1 75
ﬁ—]ﬁ arccosh ﬁ W 20+
&5
X[(W+2)e¥(1-e?)*] 1, 4 60}
and separates theA(,e) plane into two regionsW and e 551
values corresponding to the geometrical site of points located 501
above curve3 characterize an unstable state of a prolate 451
spheroidal drop; all theW,e) states below it correspond to 40 y S R S
stable spheroidal shapes from which the drop returns to the 071 0.2 0304 0506 0708 09¢e

original S_pherlcal shape. Thus, _a charged drop with VlrtuaI:IG. 4. Rayleigh parametél versus the eccentricitg of an oblate sphe-
deformation to a prolate spheroid can decay only to the rerjgal drop, obtained from the conditiots=1, 3U/de=0, and#2U/e?

gion of (W,e) values in Fig. 2 that satisfy the condition =0 (1-3, respectively.
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In Fig. 4, curvel shows the dependence ¥ on e

corresponding to constant energy=1 of the drop. Curve 106
in the same figure shows the dependence of Rayleigh param- 106
eterW on eccentricitye corresponding to the extremal varia- 104
tion of the potential energy or to an actual deformation pro- :
cess of a drop because of the principle of least action, 102
obtained from the conditioaU/de=0: 1
U 1 0.98
- = _ 2+ 4 _ A2
76 6 (6—10e“+4e™)W arccos\1—e?) 0.9
l+e 0.94
_ A 2 _ a2 - -
+(—e"—2e“+3)Jyl—-e“In 1-e 0.92k

J.

1 1 I 1 L L d
08 -0.6-0%-02 0 02 04 0.6 08

+6(—1+e?)J1-eZe(W+1)—41— e?e?’]
FIG. 5. EnergyU of spheroidal drops of oblatee{<0) and prolate ¢>
>0) shapes versus the square of the eccentrieftyfor W= 3 (1) and 6(2).

X[eX(W+2)(1—e?)16] -1, (7)
Curve 3 in Fig. 4 shows the dependence ¥f on e
obtained for the conditio@®U/de?=0: CONCLUSION
U 1 An analysis based on the principle of minimizing the
Z-_Z 4_qnn2 Iy rapvi
ge2 9 (10e7—33°+18) V1~ e"W arccog V1 -e7) potential energy of an isolated charged drop shows that

strongly charged spherical drops deformed to the shape of a
prolate spheroid can become unstable with respect to break-
ing up into daughter drops, whereas drops deformed to the
shape of a oblate spheroid are stable.

1+e
+(e®+11e*— 212+ 9)In(m)

+(—21e®— 18e+3%°%)W— 2e°+ 36e°— 18e}
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INTRODUCTION D—3He fuel is used, but, as shown by calculations, they are
. . . . responsible for less than 5% of the total power of the nuclear
In connection with the exhaustion of mineral fuel re- ¢ ision?

serves, the question of searching for new energy sources tha However, the rate of reactio®) (and, consequently, the

will provide for the global needs of mankind is becoming ower evolved for an identical concentratide a factor of

acute. The main requwemen_ts on such sources are ‘h’? pregsjseveral tens less than that of reacti@h Therefore, the en-
ence of large fuel resources in nature, ecological cleanliness : : 4
; - . . 8rgy fluxes in a multicomponent plasma of iHe, T, *He,
and high energy efficiency. One promising source is future . .
. . P, ande must be carefully analyzed to obtain a reliable es-
thermonuclear reactors. The weak side of this approach i 2
Imate of the energy efficiency.

technological unreadiness. However, analysis shows that, The simple integral estimates of Ref. 2 show that posi-

along with this, the question of choosing a thermonuclear. . .
; : : . -~ ~“tive energy output can be achieved in able plasma con-
fuel is becoming acute. The fusion of deuterium and tritium,,. - o
fined by a magnetic field when the condition

2 3 4 1 1
Di+Ti—He;+pi+ng+17.6 MeV, (1) Tre=To=Tre= 60— 90 keV. (5)
is the most attractive from the viewpoint of achieving plasmag gatisfied.
parameters that ensure a positive power oufplatsma tem- The value of s in this case should be rather large

perature, Lawson parameftgbecause reactiofll) has the (Bs~0.4-0.9. We use the power multiplication fact@,,

highest rate of all known combinations of the light elements. ;¢ 5 parameter to characterize the energy production in the
However, the use of this fuel poses very seri¢arsd possi- plasma:
bly insoluble ecological and technological problems, be-
cause 80% of the fusion energy in the D—T reaction is due to ) _ Prus ©6)
the neutrons. The interaction of fast neutrons with the nuclei P Preq’
of the structural materials of the reactor causes large induced 3. .
. L : L . where Py, W/m® is the power density evolved as a result of
radioactivity of the materials, whose level coincides with the . . . .
. L the fusion reaction, an® . is the power density that must
radioactivity of a nuclear reactor of the same power. Chang

: 4 . ®Be introduced into the plasma to maintain the given fuel
in the spatial structure of the lattice of metal alloys caus
ﬁemperatureTfud .

them to swell and lose their strength and consequently short- The energy fluxes in the technical apparatus are ne-

ens the lifetime of the structural elements to 56 yr. glected here. To ensure that a thermonuclear reactor is com-

Thus, the use of D—T fuel makes it extremely problem-* " :
atic to ensure both the required level of ecological cleanli-pet'tlve' the following values of the parameters that charac-

ness and the energy efficiency of a fusion reactor. In thiterlze the energy production in a thermonuclear plasma must

connection, there is great interest in analyzing the feasibilit)?)e achieved:

of low-radioactivity controllable fusion in the reaction Qp> 10, (7
D3+ Hel— Hej+ p1+17.6 MeV. 2 P> 2 MW/mMe. (8)

As can be seen, no neutrons are formed and there are no The main purpose of this paper is to estimate the theo-
radioactive nuclei in this reaction. However, because of theetical limiting values ofQ,, for the central cell of the Tan-
relatively low rate of reactioii2), it is necessary to take into dem Mirror Reactor. Multicomponent classical kinetic mod-

account the parallel branches of the reaction, els neglecting turbulence effects were used to solve the
2 9 3. 1 problem.
Di+Di—Ti+p;+4.0 MeV, 3 An ambipolar confinement system was chosen because it
D§+D§—>§He+ n(1)+3.52 MeV, 4) provides highBs values and simple geometry, and a direct

conversion system can be used in it; nonclassical transfers of
while the appearance in reacti¢®) of tritium must be con- particles and energy across the magnetic field are absent in
sidered, along with reactiofi). Thus, neutrons appear when axisymmetric systems.

1063-7842/98/43(7)/6/$15.00 77 © 1998 American Institute of Physics
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Kinetic calculations carried out fgBy =0.7 showed that = are used to determine th@,, value that characterizes the
inequalities(7) and(8) are not satisfied for a D*He plasma energy production in the plasma.
when a conventional ambipolar reactor system is used. This The kinetic equations are written on the assumption that
is because a large fraction @z comes from the reaction plasma in the central cell of an ambipolar reactor is homo-
ash: protons and alpha particles. geneous. A feature of the model under consideration is that it
It has been shown that using a system of forced selectivgllows for elastic nuclear scattering by combining the
ash removal in the given energy interval makes it possible t¢okker—Planck operator with the Boltzmann operator. This
substantially increas@, all the way to values that charac- is associated with the fact that the Coulomb and nuclear scat-
terize a commercial reactor. Based on these results, the resring cross sections are comparable even at an energy of
quirements on an ash-pumping system have been formulateg.MeV, whereas the elastic nuclear scattering cross section
becomes greater at large energig®cause it is energy-
independent in the given regipnin the final analysis, this

A KINETIC MODEL OF A MULTICOMPONENT D— 3He affects the energy distribution of the fast ash particles be-

PLASMA tween the fuel nuclei and the electrons. The kinetic equation
has the forrfi®
The carriers evolved in the energy-fusion reaction are
the ash nuclei: protons, alpha particles, etc. Therefore, a key ﬂ: %) + (% +S.—L (9
problem in solving the formulated task is to correctly calcu- ot 0t/ ot /g e

lr?et?\t;vzg tﬂf?ﬁgﬁfﬁSegfégéégigiiogngm ?fcfztlgg;?]p&{/herefa(v,r,t) is the distribution function of particles of
. . 4 3 .

ash in the plasma. It is obvious that these processes a¥e0|§s§ (herea is p, “He, T.’ or°He), S is an olp(_arator

closely interrelated. The former is actually unambiguously _escrlblng th_e sources, qmq IS an operat_or Qescr|b|ng_the

determined by the confinement time of the protons and alph mkz o;.par.ttl)clgs o]f SPecias. The normalization condition

particles. An increase of, and 7, increases the fraction of or the distribution function is

energy transferred from the ash to the fuel and to the elec- %

trons. Because of thi®? ., decreases in reactiai2). How- Na f

ever, an increase of, andr, means a simultaneous increase

in the ash accumulatiofis , and this reduceBy,, since the using

fuel concentration decreases. This means that the conditions

. fa(v)do, (10

for confinement and power exchange of the ash in the plasma F(V)oz 0,0 F(Vmad = 0. (11)
can have a substantial effect @y, with certain optimal Here the Fokker—Planck collisional operator is
conditions being required to achieve the maximum values of
Qo . . N . a =T,| - —|f.(v t)o”ha(v)

It is obvious that the appropriate kinetic equations must 8t cp a gu\ AT a;
be solved to calculate the components of the ash, since their
distribution functions are substantially different from Max- 1 ; 9%g,(v) 12
wellian, while direct losses in velocity space can be taken + 2 Jv;idv; a(v.t) dvidv; ||’ (12

into account only by using a kinetic model. As far as the fuel

nuclei and the electrons are concerned, their distributiof'here
functions over energy can be considered uniform with good
accuracy, and balance equations based on the corresponding [p=——.
Spitzer and Pastukhov formulas can therefore be used for 4778§m§

them. . : The Rosenbluth potentials take the férin

The general system for calculating a multicomponent
plasma is as follows: The main given parameters of the sys- zﬁ
tem are the fuel temperatuig,e; the rationp/ny. of the g(v)=2, —zxabf fo(v,hv—v'dv’, (13
components of the fueB, andB, the vacuum values of the b Zy v
magnetic fields in the central section and in the pl8g; the , ,
sum value of the beta of the plasma; and the rafigp/ T, hw)=3 _)\bama_l— Mp J' fp(v”,Odv (14)
of the ion-confining potential to the fuel temperature. b zg m, v |v—v’| '

The distribution functions of the components of the ash
and the corresponding power fluxes, both between various
plasma components and escaping from the central cell, are
determined by solving the kinetic equations with the appro-
priate boundary conditions. Moreover, the calculations givevhere\P? is the Coulomb logarithmg is the fine-structure
the powerPy,  released by the thermonuclear reactions, theconstantc is the speed of light,
electron temperaturé,, the floating potentialp, that con-
fines the electrons of the central cell, and the poRgy, —2_°% b
required to maintain the given fuel temperature. These data P 260 % (E)p

2.4
Ze

AP2=]n -0.5, (15

mymp, 2aC\p >{2(E>>1’2
ma
Myt My 7,7,

a,b

3e? o Mz}
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is the Debye radiugE), is the mean energy of particles of over energy: the mean energy of the particles, the energy flux

speciedh, andeg is the permittivity of free space. from the ash particles to the electrons and fuel nuclei, the
The summation is carried out over all species, includingparticle flux into the loss cone, and their distribution func-

the test particles; the integration is carried out over all oftion.

velocity space; §f,/6t)g is the Boltzmann collision opera- We shall solve Eq(9) with the following boundary con-

tor, which describes nuclear near collisions. Hegeis the  ditions: The confinement region in velocity space is deter-

density of background particles{v—uv’,dv) is the scatter- mined by the plug ratio and by the electron potential in the

ing cross section, which transports a particle with coordi-thermobarrier. Taking into account the charges and masses

natesv’ to an element of spacév with coordinatev. In  of the particles, the boundary of the confinement region has

spherical coordinatesdv =v?dvdu. Then in simplified the form of a hyperboloid of one sheet or a hyperboloid of

form, two sheets with the boundary equation
5t Ny , , o ) 1-2ez,Aq,/myv?
(E)B—% (E Lfa(v Yo(v'—v)v'dv ni=1- R , (20)
where u=cos0, 0 is the pitch angleA ¢, is the potential
_fa(U:M)Ut(U)Unb>- (16)  jump at the boundary of the central cell, aRéB, /B, is
the plug ratio.
Here  y=2m,my/(m,+my)?, and oy(v)=o(v’ Since the time of flight of the particles along a trap is

—uv,dv)v’2ylvdy is the total collision cross section. The much less than the mean time between collisions, it can be
summation in Eq(16) is carried out over the fuel ions, while assumed that
the total collision cross sections are determined for all pairs
Of particlesa_b_ fa(v,/.L|(U),t):0, for /*LE/-LI(U)! (21)
In order to close the system of equations, it is necessarye  a particle incident into the loss region is instantaneously

to determine the potential differenca¢, between the |ost from the trap. Because the distribution function is small
plasma and the wall of the vacuum chamber. We write then the high-energy region,

energy-balance equations for a multicomponent plasma as

fa(vmax, u,t)=0. (22)
d(1.50,Te) N, e
TZ—T—(Te_eA%) The distribution function is independent of the pitch
€ angle wherv =0, i.e.,
1.5n.T, _
- + me_Qd 1 dfa(v=0,u,t
(TR)e E| Q Q (7 %ZO. (23

HereT, is the electron temperatur®?~® is the power trans-
ferred from componer to componena, Qs the radia-
tional lossegbremsstrahlung and cyclotron radiation of the

Since the distribution function is symmetric in velocity
space, we get

electron$, 7; ¢ is the longitudinalaxial) confinement time of fav, w,t)=fa(—v,ut), (24)
ions or electrongthe Pastukhov time and 7 is the radial
confinement time. If (v, u=0,t) 0 -
For Maxwellian particles, the balance equation for the u e (25
particles is written &5
df (v, u=1,t
dn, 1,1, s %w. 26)
ar o Ml T TS (18 M

he el . . ¢ h The main goal of the calculations is to determine
. The e ectroq concentration IS dgtermmgd rom the cony nether inequalitie7) and (8) are satisfied under the as-
ditions for ensuring that the plasma is quasi-neutral. The a

) - X X Msumed conditions. Two series of calculations were carried
bipolar equation, which relates the flow of ions and electrons, + ot the first stage. It was assumed in the first series that
from the confinement region, is used for this there is no radial transport; i.e., the time of radial transport of

dne dn, the particles isrg— .

W:Z Zi a9t (19 The corresponding results are shown in Fig. 1. It can be

seen thaQ, does not exceed 1.3, and thus inequalityis

In solving the kinetic equations, boundary conditionsnot satisfied. It should be pointed out that the radial transport
that take into account the presence both of magnetic plugsiust be taken into account, since the longitudinal confine-
and of the confinement potential are imposed on the distriment times are very long, greater than the classical transverse
bution function. Since the plasma in the central cell is contransport time.
sidered homogeneous, a rectangular shape is assumed for In this connection, a second series of calculations was
both the magnetic well and the confinement potential. Thecarried out that involved studying how the intensity of the
following important quantities can be determined by solvingradial transport of particlesg affectsQ, and Pys. It was
the kinetic equations along with the distribution function assumed in this case thag is identical for all the compo-
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FIG. 3. Plasma power multiplication factor versus fuel temperature for a

fixed characteristic radial-transport tim@s=0.7, B=5T, 7z=20 sec,
Ade=4 Tfuel .

FIG. 1. Plasma power multiplication factor versus fuel temperatgke.
=0.7, vacuum magnetic fielB=5T.

_ ANALYZING THE KINETICS OF A D— 3He PLASMA TAKING
nents of the plasmaelectrons, fuel, ash To do this, the |NTO ACCOUNT ASH PUMPING
kinetic equations were supplemented with the following

value is associated with the accumulation of the fusion re-
a_fa action product$:* By imparting their energy to the fuel ions
Lg=—. (27 ’ ,
TR and electrons, the iors and « are retarded and confined by
. . the magnetic system. The low-energy patrticles in this case
0 Z;gdulges 2| taé]:nsbzhsogér:ht?qa?Zﬁeg;;jtierggleigséagzgtsf,og lay a parasitic role, e>.<tracting the thermqnuclear power .fo.r
wﬁlich 0 ﬂijgmaximal ' _hems_elves. An analy3|s_ Of. the results.mdlcates one po_SS|b|I—
The p1lollowing se-ction presents the results of the thirdIty Of. IncreasingQp. Th|§ 'S o selectively remove fusion
series of calculations, which describes the possibilities oE.e action products, most importantly p.r.otons and alpha par-
increasingQy, in com érison with the first two versions icles, from the' plasma. By exciting Weak' external .
ol P ' nonsteady-state fields for protons and alpha particles, condi-
tions are provided under which their radial transfer time
across the magnetic field is significantly less than for the
other componentésee Appendix A
The main goals of the calculations were to establish the
limiting values ofQy, in the presence of ash pumping and to
determine the requirements imposed on the parameters of the
system for removing the ash particles.
We shall assume below that the reactor is equipped with
a special system that ensures selective pumping of the ash
components. Relative to the ash-pumping system, we assume
that it ensures removal of particles of a definite energy range.
We assume that there is a mechanism that varies both the
width of this range and its position on an energy scale.
Postulating the indicated properties, we can estimate the
limiting energy production in a D2He plasmathe limiting
values Q, and Py in the plasma In fact, the preferred
ash-removal zone is the region where the particles have rela-
tively low energieqin comparison with their generation en-
00‘ — ‘1'0' — ‘zla‘ it 'J'a‘ — ‘4‘0' 1L 1.5!0 e_rgieSso). Then the particlgs transport the maximum pos-
T s sible energy to the plasma in the time it takes them to slow
down, while simultaneously ensuring relatively smgl,

llll’lll'll""llllT

R?

FIG. 2. Plasma power multiplication factor versus characteristic radiaI—ValueS- ] ) ] ]
transport timerg . T, keV: 1 — 70,2 — 90, 3 — 80. On the other hand, if the pumpout mechanism is univer-
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FIG. 5. Plasma power multiplication factor versus fuel temperatBse.
=0.7,B=5T, 1y=20 secA®e=4T;, . 1 — with pumping in the energy
range 300—400 keVz,=0.02 sec2 — with no pumping.

Let us dwell on an important feature inherentQg, —
the maximum close to the temperaturg, =80 keV. A de-
tailed analysis of the behavior & (Ts,.e) On temperature
and on all the quantities that enter irf, showed the fol-
lowing: On one handP; s increases in the entire temperature
interval studied here, sincgrv)=f(Ts,e) increases. True,
FIG. 4. Effect of the width of the pumping-energy range on the dependenc¢his increase slows down, sineg, and ny, decrease with
of the plasma power multiplication fac.:tor'on the fuel temperature. The 'OW'temperature. However| increases untiT¢,,=80 keV. On
ey bouni) o e pempout s 400 3 55T the other hand, begining il 70 keV. he losses to
cyclotron radiation sharply increase, which cauggg, to
increase, an@, consequently decreases.
It was determined from calculations that the main frac-
sal, i.e., if it depends only on the energy of the particles andion of the thermonuclear powdrnbout 90% reaches the
is independent of their individual propertiggnass and first wall of the reactor with the radiation. This means that,
charge, the pumping interval must be appreciably above thefor such a version of the reactor, a relatively low-temperature
fuel temperature. Otherwise the fuel loss, and heRgg, cycle of electrical power production can be implemented
will increase sharply. with a correspondingly low efficiency. A direct conversion
The mathematical model of Eq&9)—(27) was used in  system is unsuitable in this case.
the calculations. The kinetic equations for protons and alpha Pumping out the ashes substantially alters the picture of
particles contain an additional operator, corresponding to théthe power fluxes in a thermonuclear plasma. The relative
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i
,
[
|
-
[
"
C
N
-

50 60 70 80 J0 700
Truar s keV

removal of these particles, losses with radiation from the plasma are appreciably re-
f duced, and the fraction of power carried away from the
Lap:_3_ (29) plasma by particles via the loss cone increases. It may be
Tap promising in this case to establish direct conversion systems

The corresponding losses are also taken into account i@a@pable of appreciably increasing the efficiency of the elec-
the energy-balance and particle-balance equations. Twiical power source.
guantities were varied in the calculations: the pumpout time
Tap @nd the width of the energy interva— &, in which the
pumping was done. The pumpout region is located in thgqnciusion
lower part of the energy scale in such a way that it substan-

tially exceeds the fuel temperatufg,. As a consequence, This paper has shown that it is necessary to selectively

it is possible to reliably assume that the perturbations do ngbump the ash out of a D*He thermonuclear plasma to attain

affect the transverse confinement of the fuel particles. the required energy efficiency of a low-radioactivity thermo-
The pumpout parameters are fofir&ig. 4) for which  nuclear reactor.

the energy efficiency is highest. Th@, parameter corre- The use of selective pumpout substantially alters the en-

sponding to this regime is shown in Fig. 5. ergy balance in the plasma. In this case, the relative radia-
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tional losses are reduced, the escape of fuel ions into the losg andv, are the parallel and longitudinal components of the
region is decreased, and the requirement for additional heaparticle velocity, and andr* are the radial coordinate and

ing is significantly reduced. the value at which the azimuthal drift frequency is accurately
This work was financed by Grant MNF J5Y100. equal to the rotation frequency of the perturbing field.
The criterion for global stochasticity iK,>4.5.
APPENDIX SELECTIVE ION PUMPING FROM AN AXIALLY Changes of the radial coordinate over the entire width of the
SYMMETRIC MAGNETIC TRAP stochastic layer are possible for a particle in the stochastic

We earlier developed a method of selectively removing®9ime. A particle that was formerly in resonance with the
the ions from an axially symmetric magnetic trap. Thefirst perturbation is displaced along a radius and is caught by
method was described in detail in Ref. 7. Here we brieflythe next perturbation, etc. A particle far from resonance with
describe the main principles of the method. The proposed{'® Perturbation will experience only a weak flutter of the
mechanism for radially removing ions is based on the fol-drift surface. The width of the layer is determined by the
lowing concepts: magnetic field of the perturbation and by the frequencies of

1) Generation of a weak perturbing magnetic field, tNe adjacent perturbations. _ _
which introduces asymmetry into the main field of the trap. . Under the action of external perturbations, a stochasti-
When a definite type of nonsteady-state perturbations arsized particle can reach such a radial coordinate that it either
chosen, the problem of moving a charged particle across falls onto the limiter or is lost through the plug because of

magnetic field reduces to the problem of moving a nonlineaf® decrease of the confining potential far from the axis of
pendulum perturbed by a periodic force. the system. To organize such a particle sink, the perturbation

2) Rotation of the perturbing multimode magnetic field paramgters_ are chosen so the_lt the stochastic layer qvgrlaps
around the axis of the system with frequencies close to thi€ entire distance from the axis of the system to the limiter.
azimuthal drift frequency of the particles to be pumped out. The stocha§t|c diffusion coefficient is derived from the
This ensures the resonance properties of the perturbing agtandard mapping and has the form
tion and selects the particles in terms of rotation direction Cc2
and in terms of energy. Di=mi. (AS5)

It is well knowrf that even weak periodic actions on a
nonlinear pendulum cause a qualitatively new property to ~ This relationship was derived in the chaotization ap-
appear — chaotic dynamics. This opens up the possibility oproximation of the phases of particle motion in one iteration
organizing stochastic collisionless ion transport across &eriod of the standard mapping. The time to remove particles
magnetic field. from the central section of the reactor 4s-0.02—0.05 sec,

When several modes of the perturbing field are SuperimWith the necessary values of the perturbation field being 1-
posed, the topologies of the motion of the particle on the2% of the main value.
phase plane can be described by the standard mapping

T _ . ~ ¥ 1w. Hefele, J. P. Holdren, G. Ressler, and G. L. Kulcinsskision and
I=1+Kosin®, ©=0+I, mod2m). (A1) Fast Breeder Reactordnternational Institute for Applied System Analy-
HereK, is the Chirikov coefficient, sis LuxemburgAustria), 1976, Vol. A-2361.
0 2], N. Golovin, V. I. Khvesyuket al, in Proceedings of the Course and
AC Workshop Held at Villa Manasterd/arenna, Italy, 1989pp. 673—-692.
Ko=4m7——o (A2) 3V. V. Kostenko, V. I. Khvesyuk, and N. V. Shabrov, At. Eneé(3), 188
T Aw? (1990.

4D. V. Semionov, V. I. Khvesyuk, and D. L. Poletaev, Rioceedings of
where Aw is the frequency shift between two adjacent the International Conference on Open Plasma Confinement Systems for

modes of the perturbing field, Fusion Novosibirsk, 1993 _ , ,
I. N. Golovin, V. I. Khvesyuk, D. V. Semionoet al, in Proceedings of
am 1 r* the Second Wisconsin Symposium on He-3 and Fusion Pd#eslison,
A= — v+ —p2 | —— (A3) Wisconsin, 1993.
eB\ " 2°+ (2|_2_r2)2' 61. N. Golovin, V. I. Khvesyuk, and D. V. Semionoixth International
TOKI Conference on Plasma Physics and Controlled Nuclear Fusion
e 1 B*R TOKI City, Japan, 1994.
C=—|p2+ =2 per (A4) V. 1. Khvesyuk, N. V. Shabrov, and A. N. Lyakhov, Rroceedings of the
m{ I 27t B2L2 International Conference on Open Plasma Confinement Systems for Fu-

) . sion (World Scientific, Singapore, 1993
Heree andm are the charge and mass of the particle being®R. z. Sagdeev, D. A. Usikov, and G. M. Zaslavshyonlinear Physics:
pumped outB andL are the main magnetic field and its from the Pendulum to Turbulence and Chdétarwood, Chur, 1988;
doubling parameteiR, is the radius at which the windings Nauka, Moscow, 1988
of the perturbing field are locateB} is the perturbing field, Translated by W. J. Manthey
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This paper discusses an experimental study of the leaders of incomplete spark discharges with a
capacitance of 0.1 andulF over a water surface when the initial voltage is 3—6 kV in

discharge gaps 8 and 22 cm long, having side branches and without branches. The distributions
of the field, the current, the current density, the conductivity, and the electron concentration

along the leader have been determined, as well as the changes in the velocity and length of the
leader as it evolves. It has been established that the evolution of the leader has a self-
maintained character, and that the product of the storage capacitance and the initial potential
difference between the head of the leader and the water surface is an invariant of its spatial
evolution. © 1998 American Institute of Physids$$1063-784£98)00808-3

INTRODUCTION with a value of 0.1 or JuF, was charged to an initial voltage

It was proposed in Ref. 1 to use a spark discharge over & Uo=3-7.5KkV, measured by kilovoltmetér After this, a
water surfacéSDWS as a source of UV radiation for deac- leader was initiated by reducing the distance between the
tivating microorganisms in a volume of water. The formationanode and the water surface to 0.1-0.3 cm, respectively.
of an SDWS for these purposes was studied in Ref. 2. Atthe The total current in the discharge circuitFig. 2) was
same time, the experiments presented there showed that, bgeasured by means of shuntthe voltage from which was
ing in essence a sliding discharge that evolves by a lead@pplied to an oscilloscope. The voltage on the capacitor
mechanism, an SDWS has an essential feature in comparis¢hig. 20 was displayed on the oscilloscope using 1:1000
with a sliding discharge over a solid insulator, associated®hmic voltage divideB with resistances of k() and 5 M.
with the Ohmic conductivity of water. This circumstance, in Moreover, wire probé, 0.01 cm in diameter and touching
particular, makes it possible to form a leader over water in dhe water surface above the cathode, and 1:1000 Ohmic
wide range of initial voltages and accordingly with ex- voltage dividerlQ, with resistances 10k and 10 M}, were
tremely different parameters: current, length, and velocityused to obtain an oscilloscope tracing relative to ground of
under conditions of complete or incomplete discharge. Thehe potential of the water surface along the discharge gap, as
last case is particularly suitable for studying the evolution ofwell as of the leader channéfFig. 3).

a leader. The structure and geometry of the leader channels were

In terms of a study of the leader mechanism of SDWSstudied visually through a microscope with magnification
evolution, Ref. 2 concentrated on the formation phase of om 8x to 30x with a measurement grid, which made it
leader during the competition of several initial leaders. Thispossible to measure the diameter of the channel in any cross
paper is devoted to a study of the dynamics of the evolutiorsection, as well as from overall photographs. The leaders
of a leader and the parameters of its channel. This informayere photographed on isopanchromatic-22 film with a frame
tion can be useful for understanding the leader mechanism @fize of 35¢24 at a scale of 1:2 and 1 1. An overall pho-
evolution of long spark discharges in the atmosphere, includfograph of the leader, evolving on free water with,

ing lightning, since it is rather hard to obtain all the neces-_g kv and capacitance 0AF and with a water layer 0.3
sary experimental information concerning large-scale disg, thick. is shown in Fig. 4a.

charges in the atmosphete. However, most of the experiments were carried out un-

der conditions in which the leader was formed along a slit

EXPERIMENTAL LAYOUT AND CONDITIONS 0.16 cm wide between two or four quartz bdrk lying on

SDWS leaders were formed in rectangularx28 the bottom of the cell next to the cathode and protruding
X 1.5-cm Plexiglas cell (Fig. 13, filled with tap water2 ~ above the water surface by0.05 cm(Fig. 13. Figure 4b
with a conductivity of=1x10"* S/cm. Conical anod®,  shows the leader under such conditions =6 kV, C
composed of steel wire 0.1 cm in diameter, had a radius of 0.1uF and a water layer 0.3 cm thick. In this case, besides
curvature of~2x10" 2 cm and was placed in the initial the total current, the current of the leader itself was dis-
state at a distance ef1 cm from the water surface. Cathode played on the oscilloscopéig. 5 using Rogowski lood.2
4 was a stainless steel wire 0.16 cm in diameter and 8 owound on a ferrite ring with outer and inner diameters of 2.5
22 cm long, placed in the water at a distance of 0.3—-0.8 cnand 1 cm, respectively, and 0.25 cm thick.
from the water surface. When the thickness of the water The ring, coated with a layer of wax, was partially im-
layer was less, breakdown occurred. Storage capabitor mersed in the water between the four quartz bars so that the

1063-7842/98/43(7)/7/$15.00 783 © 1998 American Institute of Physics
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FIG. 1. Layout of experimental ap-

paratug@) and equivalent circuit dia-
gram(b) of a discharge circuit with a
leader of an incomplete SDWS.

leader passed through the ring. The voltage from a coithe leader of an incomplete discharge occurred in the gap. Its
wound on the other part of the ring and also coated with waxength on free water reached 20 cm, while the maximum cur-
was proportional to the ratio of the number of its turns to therent in the circuit was 17 A.

load resistance and was fed to the oscilloscope. The current
of the leader could be measured at any of its cross sections ?7kv

by displacing the bars with the ferrite ring along the leader. 4 *
2
EXPERIMENTAL RESULTS S WSO S S IR N VAN WY S |
100 200t, ps
In both versions of SDWS formation, the main experi- 4r R
ments were done with a 0.4F storage capacitance, a dis- 2t
charge gap 8 cm long, and a water layer 0.3 cm thick over . A
the cathode. Under these conditions, whdp=7 kV, a . 5 10
complete SDWS occurred in the gap, whereas, whign ————
=3-6kV, leaders of incomplete discharge4 —5 cm long, B J
respectively, occurred. However, to elucidate why the pa- I SRR S W WU N S W S
rameters of the leader tended to vary as a function of the i 100 4 200
initial conditions, the water layer was increased to 0.8 cm in af ‘j
a number of experiments. This made it possible, other con- . T
ditions being equal, to reduce the length of the leader and the 25 50
maximum current in the circuit by about a factor of two. A i
1-uF storage capacitance was also used. In this case, acom- g} 5
plete SDWS developed in a discharge gap 22 cm long with a 4
water layer 0.3 cm thick over the cathode amhg=6kV. As i 100 200
the thickness of the water layer was increased to 0.8 cm, only gz = 5.3
0.2 ? .
7,A
4k
3 U 16
\ i
2 i 2 -
1 2=
K—| 1 1 M
0 100 200
t, s

FIG. 3. Oscilloscope tracings of the potential in the discharge gap. The
FIG. 2. Oscilloscope tracings of the voltage on the capacitor and the totahumbers on the curves show the distance from the anode to the probe in

current in the circuit. Slitl — U., 2 —i; free water:3 — U., 4 —i. centimeters.
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A/cm?®

1 ,cm

FIG. 6. Distribution of current, current density, and channel diameter along
FIG. 4. Overall views of leaderga) free water,(b) slit. the length of a leader from the anode— i, 2 — &, 3 — v.

In the rangeU,=3-6 kV, on free water or in a slit, a other,i,, passes through the air gap, through the leader chan-
leader developed after the distance between the anode apgd| along the entire length, and through the water layer under
the water surface was reduced from 1 to 0.1-0.2 cm, respeg. |t js the intrinsic current of the leader. On an oscilloscope
tively. In this case, a corona discharge initially developed inracing of the total currenit, recorded by the shunt, the co-
the air at the anode, and then it crossed the entire air gap ¥pna phase of, lasts =0.1us (the ionic conductivity of
the form of a cone, supported by its base on the water, frofyater is established in a time ef1 ns). The amplitude,,
which the leader sprouted along the water surface. All the=g 2 A reached in this time depends b and the conduc-
parameters of the leader were unambiguously determined Ryjity of the water layer. The further increase bfin the
the capacitance, the initial voltage, the thickness of the wategjrcuit is associated with the evolution of the leader. The
layer, and the conditions on the water surface. With a capacime to attain the maximum depends orJ,, the thickness
tance of 0.1uF and a water layer 0.3 cm thick, the length of of the water layer, and the conditions on the water surface.
the leader is=1 cm whenU,=3 kV and increases approxi- The maximum amplitude of is a factor of 2.5 greater on
mately linearly to=5 cm whenU,=6 kV. The length of the  free water, while the time to reach it is a factor of 2.5 less
leader under these circumstances was 10% greater on fr@ean when the leader evolves in a $fig. 2). Using oscil-
water. The brightness of the channel and its diameter dgpscope tracings of the leader current at different cross sec-
creased monotonically from the anode along the leader. Thggng along its lengti{Fig. 5), it is possible to construct the
color of the luminescence was white on the anode side bufyrrent distribution along the channel of the leader from the
was bluish-lilac at the head. The diameter of the leader changnode at any instant. Figure 6 shows the current distribution
nel on a photographic plate was a factor of 1.3 greater thagf the leader forU,=6 kV, which reaches its maximum
that observed in the microscope. Figure 6 shows the avelength of 5.2 cm at 8s. Along with the dependence of the
aged channel diameter over the length of the leader in the sliyoss sectional area of the channel on the distance to the
whenU,=6 kV and the water layer is 0.3 cm thick, with @ anode, this makes it possible to compute the current densities
total current amplitude in the circuit aF=1.2 A (Fig. 2.  in the leader channel over its lengtfig. 6).

This current contains two components. One of theg, The oscilloscope tracings of the voltage at the capaci-
passes through the air gap and the layer of water under thgnce (Fig. 2) have two characteristic sections: a close-to-
anode, at which the corona discharge is developed, while thghear falloff in the region of maximum and then a slower
falloff, wheni decreases to zero, while the voltage decreases
to =0.3U,. The oscilloscope tracings @i, andi make it

A possible to determine how the resistances of the discharge
067 1 circuit depend on time under various conditions on the water
0.5 surface(Fig. 7).

The oscilloscope readings of the probe potential at dif-
ferent points of the discharge gépig. 3) make it possible to
establish the variation of the potential of the water surface
over the cathode¢g) until the head of the leader arrives at
this point of the gagthe concave, growing part of the oscil-
loscope tracing the delay time of the arrival of the head of

I — the leader, and its potentialpf) (the sharp increase of the
;’”0 200 signa), as well as the change of the potential of the water
o surface at those points of the discharge gap that the leader

FIG. 5. Oscilloscope tracings of the leader current. The numbers on thgIoeS not reachl?S.ch). Note that the positive overshoot

curves show the distance from the anode to the Rogowski loop in centimeOf_ the beginning of the OSCi”OSCOPe tracing _is associated
ters. with the charge of the probe capacitance relative to ground.
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FIG. 7. Gap resistance and length of the leader versus time.1S}t: R, 1
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FIG. 9. Potential of the head and the water surface and the potential differ-

. . . . _._.ence between them versus the length of the leabtler- potential of the
Based on such oscilloscope tracings, the potential distrinead,2> — potential of the water surfac8,— potential difference between

bution over the length of the leader and of the entire gap came head and the water.
be constructed for any instant. Figure 8 shows such a distri-
bution for 80us, when the leader has come to a stop, as well o
as the field along the channel at this instant. These oscillgchannel, the leader as an element off@ circuit, plasma
scope tracings from the probe can also be used to determiffg'mation in the head and its motion, and the parameters of
how the potential of the head and the water surface in fron}he plasma of the leader channel. We will discuss our results
of it and the potential difference between theiif) depend N these terms.
on the length of the leaddFig. 9). Moreover, by using data _ However, itis first necessary to make a remark concern-
on the delay time of the arrival of the head at various pointdd terminology. Terms are used in this paper to describe an
of the interval(Fig. 10, it is possible to determine the mean SPWS leader that are customarily used to describe the lead-
velocity of the head in the intervals between these pdthes ~ ©rS Of long spark dlsgharges in air. Although it is clear that
length of the interval is 1 cinIts dependence on the length the breakdown of a discharge gap along the boundary of two
of the leader is shown in Fig. 10. media with substantially different that is smaller by a fac-
The oscilloscope tracings of the probe potential alsd©r of 10~100 cannot be wholly analogous to the breakdown
make it possible to establish the instant at which the head df @ 1ong air gap, it is nevertheless possible to note a quali-
the leader breaks away from the probe from the sharp poter@tive similarity of the .|n|t|al pulsed. corona from the anode
tial drop by 200-300 V at the trailing edge of the oscillo- I the two cases, while the seeming absence of streamers
scope tracingFig. 3, |=5cm). This makes it possible to from it and the head is associated with their short length,
construct the time dependence of the length of the leader ng@TesPoNding to the radii of the point of the anode and the
only at the stage when it is developing but also at the stag@eadg and'W|th'th.e brightness of the luminescence. These
when its length is shortening after the current reaches itéonsiderations indicate that leaders and not streamers were

maximum (Fig. 7). observed in Ref. 2. Thus, only the literal absence of a head at
the end of the SDWS leader distinguishes its structure from
DISCUSSION OF THE RESULTS that of the leader of a long spark discharge in air.

As can be seen from Fig. 3, the water surface over the

In considering the evolution of the leader of an incom-¢athode had a negative potential at the initial instant. Its
plete SDWS, five aspects can be distinguished: the initial

stage of the appearance of the leader, the structure of the

t,ps
W cm/s 00
,o,V 1E,4kV/cm 7.10°% 70
4034 . 6 060 1n.,cm=3
6-10°11.2 ]1'0.10,,
511.0 5 07
4108 & w 108
JT06 3 30 06
2104 2 20 10.4
17102 1 10 0.2
0 §
_20_
-4
FIG. 10. Time for the head to move and velocity of the head versus the

length of the leader and distribution of the conductivity and electron con-
FIG. 8. Potential and field distribution in the discharge gap at the time thecentration of the plasma over the length of the channel at the instant the
leader stopsl — E, 2 — . leader stopsl —t, 2 —V,, 3— o andn,.
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value (=40 V 7.5 cm from the anodewas determined by age capacitanc€ and incomplete SDWS is aR(t)- C cir-
the ratio of the capacitance of the air gap and of the wateguit. Under the conditions of this paper, the evolution of the
layer above the cathode, as well as by the valud gf From  leader ensured that the current in the circuit decreased lin-
the instant the corona discharge reaches the water surface, @8rly. This made it possible to solve the differential equation
potential increases and is now determined by the ratio of thér the current in the circuit and to obtain an analytical ex-
resistance of the plasma and of the water layer under the bageession for the gap resistance that had a minimum. This
of the corona discharge. The leader begins to develop frorindicates that the leader during the course of incomplete
this instant. SDWS plays the role of a nonlinear regulating element in the

Judging from Fig. 4a, on free water, when the length ofdischarge circuit. In our work, with the lower conductivity of
the gap and of the cathode are equal, leaders begin to desater and a larger discharge gap, the initial resistance was
velop in all directions(the leader to the side opposite the significantly larger and the current was smaller in the dis-
cathode is closed by the angdé&lowever, only one leader charge circuit, and therefore the development of a leader not
subsequently developed along the cathode. If a cathode twiggly provided rectification but also further increased the cur-
as long as the discharge gap was used, the leaders above that in the circuit(Fig. 2). Its equivalent circuit is shown in
cathode developed in both directions from the anode virtuFig. 1b, whereC, is the storage capacitoR; is the resis-
ally symmetrically. This is associated with the presence otance of the plasma in the anode—water g&pis the resis-
guasi-one-dimensional potential-charge re{RER on the tance of the water layer under the anoRg,is the resistance
water surface over the cathode. of the leader channeR, is the resistance of the water layer

In Ref. 2, the cathode was placed in the water vertically between the leader channel and the cath&dds the resis-
and the initial PCR at the water was less expressed. Ther¢ance of the water layer in the region of the head of the
fore up to four leaders initially developed from the anode onleader, andC, is the capacitance of the water layer, which,
the side of the cathode, but, because of competition betwedaking into account the comparatively high Ohmic conduc-
them, only one was left after several seconds, causing thivity of water, did not appreciably affect the development of
discharge gap to break down with a corresponding delaythe leader. This circumstance distinguishes an SDWS from a
The distribution of the time delay, having four maxima, wassliding discharge over a solid insulator, in which the current
determined in this case by the character of the competition aff the leader has a capacitive character.
the leaders. In our case, the PCR helped a leader develop As can be seen from Fig. 7, the resistance of the dis-
over the cathode, and the competition in time was completedharge gap until a leader begins to develop eqtals R,
within one microsecond. =25 k(). When a leader develops and the current increases,

As can be seen from Fig. 4a, the structure of the leadeR; decreases and can be neglected, while the gap resistance
on free water consists of a channel, side branches, and offs considered to be dependent Ba—Rs. Moreover, ifR,
shoots. When a slit was used, only the channel with off-andRs can be considered constant, as the length of the leader
shoots was present, the presence of which is evidence thatcreasesR, decreases, reducing the resistance of the gap
the PCR is not one-dimensional in this case. However, thand increasing the current of the leader. At the same time
decrease on free water of the overall density of structurathat R; increases with the growth of the leader, it simulta-
elements of the leader as one goes away from the channel i®ously decreases with the increase of the current. In total,
obviously associated with a corresponding change of théhe resistance of the gap decreases at the growth stage of the
density of the initial polarization charges on the water surdeader current. The length of the leader, the current ampli-
face. The side branches and the offshoots over the entifeide, and the gap resistance in this case reach extreme values
channel correspondingly have about equal lengths and asemultaneously.
located at equal intervals. However, their brightness and di- In the case of a leader on free water, the side branches,
ameter are greater at the base of the channel and the sitg increasing the contact area of the plasma with the water,
branches. This is apparently associated with the fact that theurther reduceR,, increasing the current and thereby reduc-
developed only a short time after the head of the leader, anithg R5. In total, the gap resistance becomes still less, and the
afterwards their evolution ceased as the field decreaseéxtremal values are reached faster, but again simultaneously.
whereas their brightness and diameter are connected with tHeghe subsequent shortening of the leader increases the gap
amplitude and duration of the current that flows throughresistance and protracts the falloff of the voltage on the ca-
them. The side branches are usually located asymmetricallyacitance.
along the channel, which is evidence of competition during  As already indicated, the discharge in the air gap be-
the appearance of bifurcation. Moreover, the branch that ddween the anode and the water begins from the point of the
veloped close to the axis of the gap had a larger velocityanode as a corona and then, judging from the current ampli-
because of PCR and then became a section of the leaderde of=0.2 A, changes into an anomalous glow discharge,
channel. Thus, PCR is one reason that there is no head wofith subsequent contraction and tendency toward an arc dis-
conventional type at the end of the leader. The branchingharge. The last two forms of discharge have a positive col-
process must cause the leader to move nonuniformly andmn and a cathode layer at which a large part of the voltage
must cause oscillations of the current, but it is impossible talrop occurs and a plasma is generated. Taking into account
record them in this case, because of the large number dhe cathode material, the kind of gas, and its density, the
nonsynchronously developing elements of the leader. thickness of the cathode layer in our case=<i40 3 cm,?

It was shown in Ref. 2 that a discharge circuit with stor-which is quite comparable with the observed diameter of the
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head of the leaderg=10"2 cm. This suggests that the plasma begins to decay from the head, where the losses are
leader generated at the boundary of the cathode layer at tiggeater. This reduces the length of the leader and, by increas-
water surface subsequently maintains the plasma-formatioiig the resistance of the gap, decreases the current still fur-
mechanism of the cathode layer, associated with high fiel@her. Thus, as the leader evolves, the connection between its
strength and with the presence of fast electrons capable d#ngth and the current initially ensures their mutual increase,
effectively ionizing the air in front of the head. Since the and then their mutual decrease. The time at which these
diameter of the head remains unchanged, the plasm#hases change is determined by the valu® gf which de-
formation efficiency will always be determined by the poten-pends orlJ,. Therefore, the outwardly paradoxical situation
tial difference between the head and the water surfRap  arises in which, whetd,=6 kV, the leader comes to a halt

9). In this case, the field component normal to the wateif U.=5.5kV, whereas it is formed and reaches a length of
surface at the boundary of the head at a distance of 1 crhcm whenUy=3 kV.

from the anode iU/ =250 kV/cm. It is harder to deter- The difference in the evolution of the leader over the slit
mine the longitudinal component of the field in front of the and on free water is associated with the side branches in the
head, since the potential distribution over the water surfacétter case. By increasing the current in the channel, they
in front of the head, associated with the presence in the waténcrease its conductivity, decreasiity and the rate of de-
layer in front of the head of a longitudinal current compo- crease ofAU,. The initial falloff of the velocity of the
nent, can be established only qualitatively. However, if it isleader is therefore less on free water. However, the large
recalled that the characteristic offset length of the positivedischarge current in this casEig. 2) accelerates the falloff
potential in front of the head is-1 cm (Fig. 8), the longitu-  of U., and the extremal values of the length of the leader,
dinal field component will be=6 kV/cm. A comparison of the current, and the gap resistance are attained faster but, as
the resulting values of the field components, on one handyefore, simultaneously, and the large mean velocity ensures
must assume that the plasma formation in the head is asstitat the maximum length of the leader is the same in both
ciated mainly with the normal field component, and, on thecases. Such an interconnection of the parameters of the
other hand, indicates that it is possible that the low density ofeader in time is evidence that its evolution is self-consistent.
streamers in front of the head and their short length is be- In experiments with a storage capacitanc&€ef 1uF, a
cause the longitudinal field component is inadequate for theiwater layer 0.8 cm thick, and the satdg=6 kV, the falloff
intense development. of U occurs more slowly than with a capacitance of QH,

The longitudinal field component, moreover, is theand this causes the mean velocity of the head, the length of
source of the Coulomb force that moves the head, but théhe leader, and the current amplitude to be large. This case,
motion of the plasma at the boundary of the head rathetaking into account what was explained above, makes it pos-
occurs because of transport processes during plasma formsible to assume that the prod@tA U, is an invariant of the
tion. These two circumstances explain the fast decrease afatial evolution of the leader.

the velocity of the leader because of the decreasa 0f The main purpose of our experiments was to understand
while the falloff of the voltage on the capacitor is compara-the dynamics of the evolution of the leader, but they also
tively slow (Figs. 9 and 1D make it possible to determine the electrical parameters of the

The initial potential differenceAU, and consequently SDWS leader channel. These parameters not only supple-
V, are determined by the ratio &, andR,, as well as by ment the picture of the evolution of the leader in this case,
the value ofU,. At the same time, as the leader evolves, thebut are also significant in themselves, since it is virtually
equalityU.,=Us+AU+ U3+ U, is valid (Ug, Uz, andU, impossible under other conditions to determine them experi-
are the voltage drops d®&;, R3, R;). Close to the maximum mentally over the entire length of the leader. When an analy-
of the current,U; can be neglected, and thdd,=Us sis is made of the distribution of ando along the length of
+AU+Uj; sinceU, and U drop off slowly, while U;  the channel at the instant that the leader stdpgs. 6 and
increases as the leader growsl) andV decrease. More- 10), it is necessary to take into account that the measurement
over, the initial relative elongation of the leader is large, andof the current and the channel diameter is less accurate in the
therefore U3 increases quickly, whillAU and V fall off region of the head because their values are small. The distri-
quickly. However, having gained a certain length, the leaderbution ofn,=o/e- i (e is the charge ang. the mobility of
because of the connection between its length and the currerihe electrons (Fig. 10 is determined with a value ofc
now shows a stabilizing action o¥ (Fig. 10. Since the =1000cn?/V-sec, most likely corresponding to the field in
falloff of V decreases the gain in length by the leader, thehe region of the heatlTherefore, as the field close to the
growth ofi andU5 and consequently the falloff U and  anode weakens in the course of the evolution of the leader,
V slow down. Nevertheless, when the length of the leadethe value ofn, there can be even less, sinae-E~ %245
and the current increase continuously, a time comes when The reduction ofn, and o in the old sections of the
Us+Uz=U., AU=0, and the leader comes to a halt. Whenchannel is associated with its expansion, which has a diffu-
this happens, the current stops increasing, and the resistansien character, and the decrease with time of the power con-
of the gap decreases. However, the continuing decrease tifbuted to it. These tendencies of the plasma parameters to
U. now causes a decrease of the current and, consequentiyary along the leader channel in our case coincide with the
of the power contributed to the leader channel. But, since theoncepts in the literature concerning the value and distribu-
steady state of the plasma in a broad sense is ensured by ttien of these parameters in the channel of a long leader in the
fact that the contributed power equals the power loss, thatmospheré.
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This paper has not discussed the state of the plasma in 3. Plasma formation at the head of the leader is associ-
the leader channel. Although its parameters, determined frorated with the presence in it of an electric-field component
the experimental data and taking into account the comparaiormal to the water surface, having high field strength be-
tively slow kinetics of the evolution of the leader, cause of the small diameter of the head.
=10 ° sec, apparently make it possible to speak of an 4. The motion of the head of the leader is determined
equilibrium state of a plasma with a temperature ofboth by the longitudinal field component in front of the head
4000-6000 K5:° the small diameter of the channel, the pres-and by the normal field component at the boundary of the
ence in it of not only longitudinal but also transverse fieldhead.
and current components, and the generation of plasma along
the entire length of the generator of the channel most likely
indicate that the plasma in the channel and especially in the
region of the head is not in equilibrium. Therefore, additional
spectroscopic information is needed to solve this problem. *V.P. Belosheeav, "Device for decontaminating and purifying drinking and

The above treatment makes it possible to draw the fol—g"vvf‘;t.evaeal‘(t)esﬁe[e':‘/’Rz‘ﬁs'T‘?g'(ﬁ“:;a&‘BE a;g”(tlg'géz[%ch]‘lupﬁ;s?ﬁ,‘”?g%
lowing conclusions: (1996].

1. SDWS formation at a medium field in the interval 3E. M. Bazelyan and I. M. RozhangkiThe Spark Discharge in Aifin
0.3-1 kV/cm is associated with the evolution of the leader. ,Russiad (Nauka, Novosibirsk, 1988 _ _

2. The evolution of the leader is determined by the po- I:\}vpiggéze; zggsucs of the Gas Dischardén Russiar) (Nauka, Mos-
tential difference between its head and the water surface anel_ | Granovski, The Electron Current in Gagin Russia (Nauka, Mos-
has a self-consistent character. The product of the storagecow, 1973, p. 102.
capacitance and the initial potential difference between the R- H.- Huddlestone and S. L. Leonadds), Plasma Diagnostic Tech-
head of the leader and the water surface is an invariant of the™dueslAcademic Press, New York, 1965; Mir, Moscow, 1967, p. 169.

spatial evolution of the leader. Translated by W. J. Manthey
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The dynamics of the absorption of diagnostic microwave radiation in a decaying nitrogen
photoplasma generated by a pulsed annular sliding discharge is modeled numerically. It is shown
that the microwave absorption coefficient can vary nonmonotonically with amebserved

in the majority of experimental studiesluring recombinative plasma decay. The nonmonotonic
behavior is attributed to gasdynamic processes induced by the annular sliding discharge,

which cause the plasma region to expand along the axis of the sensing microwave bedf08 ©
American Institute of Physic§S1063-784208)00907-9

1. Major advances in the production and investigation of,_ is the electron collision frequencw is the frequency of
externally sustained discharges in molecular gases haug@e sensing microwave radiation, aads the speed of light.
stimulated searches for new ways to manage these discharges The integration is carried out along the direction of elec-
and for new gas preionization mechanisms. One recently deromagnetic wave propagatiqalong they axis) within the
veloped technique is to use ultraviolet radiation from thepoundaries of the plasma region.
plasma of a discharge sliding along the surface of a  Proceeding from Eqg1) and(2), we can write the fol-
dielectric! ™ This approach can result in a high density of lowing equation for the average degree of ionization along
photoelectrons and the formation of a space charge at relghe y axis:
tively low electric field strengths?

Two types of discharge are currently under investigation,  NgP/N=In(1/F)agAY, (3
one on the surface of a flat dielectrfc(forming so-called
plasma sheetsand the other on the surface of a dielectric where ap=mc/4me?(v/N)=1.4x10"® cm, andAY is the
ring (annular discharge’~’ In either case a dense plasma is length of the plasma region.
formed at distances of the order of several centimeters as a The previously observéd’ dynamics of the microwave
result of high-intensity UV radiation. For example, the den-absorption coefficient during the plasma decay stage exhibits
sity of photoelectrons in nitrogen at atmospheric pressure fononmonotonic behavior. This fact has led Gritsiginal>®
both annular and planar discharges has attaihgec6  to the conclusion that secondary ionization reactions effec-
X 10*? cm~2 (Refs. 2-4. tively take place in the postdischarge period.

Significant differences from the recombination law have =~ Anomalous phenomena have also been recorded in the
not been established in the investigation of the decay of thévestigation of plasma decay in the channel of a laser spark
resulting plasma in the planar case, whereas the photoplasnitanitrogen and in air. Under the conditions reported in Refs.
created from an annular discharge has been observed to hal@ and 11, for example, the decay times of the electron den-
anomalously long lifetimes tens of times greater than thesity of the plasma formed in the laser breakdown of air ex-
corresponding electron-ion recombination timeshe dis- ceeded by a factor of tens the time corresponding to the
charges have been found to have this character not only ifecombination decay regime. The density of the generated
nitrogen, but also in argon, helium, air, g@nd mixtures of plasma in this case was determined from the microwave ab-
these gases.’ sorption coefficient, whose temporal dynamics was also non-

The procedure used to investigate the decay of a plasmaonotonic.
produced by an annular sliding discharge entails the determi- The objective of the present study is to analyze the spe-
nation of the absolute value and temporal dynamics of theific mechanisms underlying the formation of the photo-
absorption coefficient of diagnostic microwave radiation.plasma of an annular sliding charge and to describe the
This coefficient is equal to the ratio of the transmitted to theprominant features of the dynamics of the microwave ab-
incident microwave power and is defined as sorption coefficient during the decay of the generated
plasma.

F=ex;{—47r/cj a(y)dy/, (1) 2. At a gas pressurd®>10 Torr the emergence of a
plasma inside the ring is associated with the photoionization

where o-(y) is the p|asma Conductivity averaged over theof molecules of the mixture by hard UV radiation from a

cross section of the microwave beam: sliding dischargé-” The presence of even a minute impurity
5 5 5 of oxygen moleculeswhich have a relatively low ionization
=€ Nevy/m(vi+ %), 2 potentia) can lead to photoionization because radiation hav-

1063-7842/98/43(7)/5/$15.00 790 © 1998 American Institute of Physics
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ing a wavelength smaller than 102 nm is absorbed by the We must also take into account the additional electron
oxygen. In nitrogen-oxygen mixtures the source of ionizationannihilation channels associated with attachment tan®I-
radiation is found in molecular Nbands in the wavelength ecules:
'”terTVﬁ' 98 nm<A<102.5 nm(Ref. 12. e+ 0,4+0,-0;+0,, 1.9x10"®cnf/s,

e spectral composition of sliding-charge plasma radia-
tion has been investigated mainly in the range 100 nm e+0,+N,—0, +N,, 8.5x10 %2 cmf/s.

(Ref. 13. It has been shown that the radiation spectrum has

a complex line structure with a predominance of strong lined P=200 '_I'orr In-a l\iJ_rO.l%Q mixture (under conditions
from constituent atoms of the dielectric material. Be-Ccorresponding those in Ref.) ttachment processes be-

rezhetskayat al. have performed probe measurements andOMes decisive at>7,=300 us. _ _
used to determine the absorption coefficient of ionizing ra-  Froceeding from Eqs4)—(8), we esn(r)nate the ratio of
diation from an annular sliding discharge. For this coefficienti'® Main species of ions for the,N0.1%0, mixture at
in nitrogen at atmospheric pressure they obtained0.6 F —200 Torr. Attimest=>5ns the concentratiorO; No] is
—0.8cm L. [0 N,]=[ O3 1[N,]ks/ks=0.01051,

lonization in pure nitrogen is associated with the absorp- , . . .
tion of radiation in the wavelength range<80 nm. In this yvher_ekl s the rate con_sltant of thiéh Process. With this fact
part of the spectrum the coefficieptat atmospheric pressure in mind, att>(ke[O,])""~1 us we obtain
has the vaIueXz_700 cm %, which is_considerably higher [0;1/[05 1=[0,][Ny]k4Ke/(NeKsksg). (9)
than the experimental value. Pravifdvhas proposed a If only t . . t the di iati
mechanism involving the photoionization of metastable ni- only wo main loh Species are present, fhe dissoclative
trogen molecules, which, in turn, are formed in the absorp—rfchb'naggn coefftl)ment. for a ﬂuafsmeutral plasrmid (
tion of photons by unexcited NXlEg) molecules. In nitro- =[031+[0; ]) can be written in the form
gen thebrlnostdintenseh genberation is ?xhizited by a1 ;) B=(k;+kg[OF 1/[O3 D/(1+[O5 1/[O5 ]). (10

i i iation in L - . . .

metastables during the absorption of radiation in Lyman It is evident from Egs.(9) and (10) that the ratio

Birge—Hopfield bands. However, the radiation absorption . n S - )
coefficient in these bands &=1 atm is not higher than %04]/[02] e th_e quantitys increase with increasing pres-
sure and, according t@})—(6), decrease as the temperature

0.11 o * (Ref. 19, which is far below the experimentally of the gas increases. Under the experimental conditions re
measured value. Moreover, it has been rematkhdt the . ) )
" val ver, ! ported in Ref. 5 T=350K, P=200Torr, and N.=2

coefficienty is essentially independent of the nitrogen pres- 1. 3 ) Y gy N

sure, so that the photoionization observed in Ref. 3 is mosﬁ 181_;:%3/) we obtain [0,1/[0;]=0.1 and f=3.5
likely attributable to the presence of impuritiesg., an oxy- A cnris. binati he d . f th

gen impurity. Similar conclusion are drawn in Refs. 13 and ta const.ant_ recombination raﬁgt € dynamics o the
16, based on investigations of the mechanism of photoion(?leCtr.On density in the decay stage is described by the ex-
ization of nitrogen by radiation from sliding and spark dis- pression

charges. Ne(H)=NY(1+N2B(t—1p)). (12)

At atmospheric pressure and with=80.1% fraction of . 5
. . . o . Under the conditions of Ref. 5 g8=3.5x10" ‘cm’/s the
oxygen in the mixture the absorption coefficient is approxi- - .
xygen | e sorptl Iclent 1S approxi characteristic plasma decay time should not exceegsl5

mately y=0.6 cmi' ! (Ref. 12, which is consistent with the I
measurements resufts. On the other hand, measureménfsgive values 20-30
times higher.

The primary ions formed in the absorption of UV radia- Lo . . .
: + Gritsinin et al>” attribute the increase in the character-
tion by oxygen molecules are,Q They can eventually con- . . :
. ; . ; istic decay times of the generated photoplasma to the onset
vert into more complex © and G; N, ions in the reaction$ AR . .
of associative ionization processes involving metastable
0, +0,+0,—0; +0,, 2.4x1039%300/T)32 cm/s, electron-excited atoms and molecules. The possible candi-
dates for these molecules in nitrogen arg(APs,) and
Nz(alﬂg). Their interaction can lead to the formation of
(4) charged particles in the reactidfs

|5,9

0, +N,+N,— O3 N,+N,,  8x103%300/T)? cmP/s,

+ +
Oz N+ No—= O, +2N,, Na(A3S,) +Na(allly) —Nj +e, (12)

6 Sayr( —
10°%(300/T)%exp( —2357T) cm’/s, (5) N,(allly)+Ny(allly)—Nj +e. (13)
O; Np+0,—04 +0,, 1072 cm/s. (6)  However, investigatio’d have shown that the presence of
The rates for the dissociative recombination reactions pf O UP 0 0.5% oxygen molecules in nitrogen scarcely affects the
and @ ions way in which the plasma decays. Under the experimental

N . 07 conditions in Refs. 6 and 7 &= 100 Torr the concentration
O; +e—product, 2x1077(300/T)%" cm/s, (7)  of oxygen molecules attaind®,]=(1—2)x 10%cm3, re-

+ 6 05 sulting in deactivation of the NA%S,)) and Ny(a'll,) states
O; +e—product,  2¢10”%(300T,)® cn/s ® (in times of 30us and 1us, respectively It is important to
differ more than tenfold®’ underscoring the importance of note that in other gases metastable states capable of contrib-
the question as to which ion species is predominant. uting to associative ionization reactior®.g., ArCPg),
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FIG. 1. Positions and configurations of the principal discontinuities in the 17 ] /‘s
reflection of a toroidal shock wave from the symmetyy axis. 1) Incident
shock;2) reflected shock3) Mach wave;4) second shock. FIG. 2. Mach wave velocity (curve 1) and length of the plasma region

(curve2) along theY axis versus time.

HeS,), He(Sy), etc] are effectively quenched by molecu-
lar oxygen. Consequently, the allowance for reactions in-

volving these atoms and molecules does not offer any explasihOCk wave(curve 1 in Fig. 1) transports the plasma from

nation for the experimentally observed rise in the density oilhe periphery of the ring Into the axial zone. A.S a conse-
electrons within times=70— 100 . quence, the electron density increases at large distances from

3. The influence of the above-described UV radiationthe plane of the ring, an effect than can be interpreted as

. . . ._expansion of the plasma region along thaxis. Inasmuch
sources utilizing an annular sliding discharge is accompanie pansion ot the plasma region aiong inaxis. inasmuch as

by rapid heat release and active gasdynamic processes. T ¢ degree of ionization of the gas changes only very slightly
s/ 18-2report investigations of annu- at the shock front, it can be assumed with reasonable accu-

f;?p;r:c@gevlegfbtﬁj same structudescribed in detail in racy that the distribytion dfl./N along the\( axis is un_ifo_rm
Refs. 3 and # The ring had a radius of 5cm, the pulse within the boundane.s O.f thg plasma} regﬂt?)the variation
duration was 1620us, and the applied voltage was of the elt_actron dens_lty in this case is mainly attributable to
U=14-21KkV. The width of the diagnostic microwave electron-ion rgcombmanon Processes. .

beam wasd=2\, where\ is the wavelength of the micro- The velocity of the boundary of the plasma region de-
wave radiatior A = 2 cm (Ref. 5 and\ =0.8 cm(Refs. 3, 4, pend; on the velocity of the gas flow behind the fr.ont of the
6, and 7. resulting Mach wave(curve 3 in Fig. 1). According to

’ ‘,Jﬁ;f'zllcuIationsz,l*22 this velocity depends linearly on the coor-

Several studies of gasdynamic processes initiated by . ’ .
annular dischard& 2 have been concerned primarily with dinate. ansequently, th_e instantaneous dimensions of the
f_plasma region can be defined as

the dynamics of shock wave formation and cumulative e
fects accompanying the reflection of this shock wave from
the axis of the ring. Figure 1 shows a typical exarfipl& of
the relative position of the main discontinuities of the gasdy-
namic parameters after the reflection of a toroidal shockiere Ys(t)=/oD(7)d7 is the distance traversed by the
wave from the Symmetry axig ax|s) The axisOR lies in shock wave in the t|me, AYO is the initial Iength of the
the plane of the ring. plasma region, an¥;(t) is the velocity of the gas immedi-
The acceleration of a convergent annular shock wavétely behind the shock frofft
decreases the local values of the angle of inclination of the D(t)—Cﬁ/D(t)
shock front relative to the symmetry axis, so that the reflec- V;(t)= ———
tion of the shock front from the axis is an irregular process
with the formation of a Mach shock wave propagating alongD(t) is the velocity of the shock waveC, is the sound
the Y axis (curve 3 in Fig. 1). It must be emphasized that a velocity in the undisturbed gas, is the adiabatic exponent,
large fraction of the energy of compression in the reflectiorandAYy=2.5 cm(Ref. 3.
of an annular shock wave is imparted to the gas expanding Bedinet al® (working under conditions similar to those
along the axis of the ring in the direction of least in Refs. 18 and 20have measured the dynamics of the Mach
counterpressuré. This phenomenon results in the formation wave velocityD(t), whereupon they were able to use equa-
of a strong Mach wave. tions from Refs. 14 and 15 to determine the instantaneous
Gasdynamic processes can significantly influence the dydimensions of the plasma regidaY(t).
namics of the plasma region formed as a result of photoion- Figure 2 shows experimental data for the Mach wave
ization processes. The expansion of this region in the direcvelocity'® and the results of calculations of the dynamics of
tion of theY axis takes place because the gas flow behind thexpansion of the plasma regidxY(t). It is evident that the

AY(I):AYoeprtVf(T)/YS(T)dT. (14
0

y+1 ’ (15
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model can be used to account for the nonmonotonic dynam-
ics of the absorption coefficient of the microwave signal,
attributing it to the expansion of the plasma region as a result
of gasdynamic processes. It should be emphasized that the
phenomenon described here is a consequence of the annular
shape of the source of energy release. As mentioned, this
source has the effect of driving the plasma from the periph-
eral regions of the ring toward its axis, into the microwave
sensing region, thereby accounting for the variation in the
dynamics of the microwave absorption coefficient.

It follows from this model, in particular, that the ampli-
tude of the indicated nonmonotonicity of the absorption co-
efficient should increase when the energy input during the
discharge stage increas@smusing the intensity of the shock
. . waves and the rate of expansion of the plasma region to
10 Jo 100 Joo increase This effect has been observed previodstynitro-

t,;ts gen and in argon with oxygen additives when the voltage
was increased from 14 kV to 21 kV. Also noted in Ref. 7 is

FIG. 3. Dynamics of the absorption coefficient of diagnostic microwavean increase in the lifetime of the photoplasma of an annular
radiation in an annular discharge plasma under the conditions of Ref. 5d h h th is lowelthe lifetime
nitrogen,P=225 Torr, A\=2 cm. The solid curve gives the results of cal- Ischarge when the gas pressure IS low et T

culations, and the dashed line represents experimentaf data. was determined as the time at which the absorption coeffi-
cient of the sensing radiation attained a prescribed value
According to Ref. 7,7- P=const atP=50 Torr. The micro-
dimensions of the plasmoid increase more than fivefoldvave absorption coefficieft for v,,> w and a fixed value of
within 140—150us, exerting an appreciable influence on AY depends only on the ratid./N [see Eq.(3)]. Conse-
the microwave transmission coefficient. guently, when the pressure is reduced, lower denditjeare

The following experiments have been carried’datde-  required in order to attain a given value Bf If we assume
termine the longitudinalalong theY axis) dimensions of the that the plasma decays according to the recombination law,
plasma region. Radio-transparent plates were mounted in tithe  characteristic  decay time is 7=(NgB) !
working chamber, parallel to the plane of the ring and at=AY/[NBagIn(1/F)]. According to Ref. 7,AY changes
equal distances from the ring, to limit the size of the plasmaonly slightly at pressure?=70—760 Torr, so that7N
The distance. between the plates was varied from 4 cm to=const at a given value of the coefficight consistent with
20 cm (for a ring of width 1 cm. It was shown that foi the data in Ref. 7. This result affords further confirmation of
=10-12 cm the presence of the plates did not affect thehe recombination character of the decay of the investigated
dynamics of the microwave absorption coefficient, i.e., theplasma.
dimensions of the plasma region did not exceed 10-20 cm. 5. This investigation can be summarized in the following
As the spacingd. was decreased, the duration of anomalousconclusions.
absorption of radiation was observed to decrease consider- The decay of the plasma generated by hard ultraviolet
ably until the effect all but totally disappearedlat4 cm. In  radiation from an annular sliding discharge obeys the recom-
this case the behavior of the absorption coefficient correbination law. The experimentally observed monotonicities of
sponded to recombination-type decay of the sensing plasméhe microwave absorption coefficiefwhich are treated as
According to these data, the maximum length of the plasmaesulting from secondary ionization reactions and are
region is approximately 10—12 cm, consistent with the recounted among the important advantages of this preioniza-
sults of our calculations in Fig. 2. tion techniqué™’) can be attributed to expansion of the

To explain the experimentally observed anomalies of thegplasma region due to intense gasdynamic processes. This
dynamics of the microwave absorption coefficient dynamicgphenomenon is a consequence of the annular shape of the
F(t), we have calculated the evolution of the parameter  energy-release source and is not observed in a planar geom-

mid etry.

O1)= ag(Ne"/N)AY(D), yGasdynamic processes are also responsible for the for-
which, according to Eq3), governs the quantity [a/F(t)]. mation of nonuniform distributions of the temperature and
To determind\l?'d(t), we have solved the system of balancegas density in the plane of the ring. Zones of hot, rarefied gas
equations for the densities of electrons and the principal speare observed near the surface of the ring and particularly in
cies of positive and negative ions;N O, , O, , O, -N,, the zone around the axis; these zones are clearly distinguish-
and G . The system of ion-molecular reactidhswas able on shadowgranis® The application of an annular slid-
adopted as the basis. The calculations were carried out foriag discharge for preionization of the gas in the live zone of
N,+0.1%0, mixture at a pressurB=225 Torr. Equations an externally sustained discharge can lead to breakdown of
(14) and (15) were used to calculat&Y(t). the gas in heated regiorfewing to an increase in the nor-

The results of the calculations @f(t) and experimental malized electric fielde/N and a rise in the electron tempera-
data are shown in Fig. 3. It is evident that the proposedture). This phenomenon has been obsefieda study of an
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An analytical model is developed for the high-current form of a low-pressure glow discharge in
a magnetic field. Expressions are derived for the critical magnetic induction and critical
pressure, below which it becomes impossible for this form of discharge to exist. It is shown that
the transition from the high-voltage form to the high-current form of discharge with

increasing pressure is not attributable to an increase in the ionization rate, but to an increase in
the drift velocity of plasma electrons across the magnetic field. Estimates based on the
expressions derived in the article agree in order of magnitude with the experimental data. It is
shown that the region in which discharge exists can change considerably in the presence

of electron emission. €1998 American Institute of PhysidsS1063-784£98)01007-1

The burning of a glow discharge with oscillating elec- form of a discharge with electron oscillations and to estimate
trons (Penning dischargecan take place in two forms:)1 the conditions under which this form occurs. We are particu-
high-voltage discharge characterized by the predominance ¢dirly interested in determining the lower limit of the working
a negative charge in the gap) Righ-current discharge, pressure range, because one of the main applications of the
where essentially the entire gap is filled with a plasma havinvestigated discharge is the development of charged-particle
ing a low potential drop, and the discharge voltage is localsources utilizing it, where low pressure is necessary to ensure
ized almost entirely in the ionic cathode shehth.the sec- the electric strength of the accelerating gap. Moreover, the
ond case the structure formed in the discharge has a positivefluence of electron emission on the discharge characteris-
charge on the whole. Zharinov and NikoAdvave investi- tics is investigated within the framework of the model devel-
gated a discharge in a magnetic field, noting the potentiabped here.
benefit of using discharges with a positively charged struc-
ture for the design of efficient gas-discharge devices, ele
tron sources in particular. However, the analysis in Ref.
treats a situation where the unneutralized positive charge, We consider the problem in planar geometry. We as-
which is proportional to the difference between the densitiesume that the anode of the gas discharge is situated in the
of ions and electrons, is not localized in the cathode sheatiplanex=0, and the cathode is situated in the plarsed. In
but is distributed uniformly in the discharge gap. It is alsothe gap, which is filled with gas to a pressysethere is a
assumed in the paper that ionization in the discharge ismagnetic field with inductiod perpendicular to the electric
implemented by plasma electrons, whereas experimentdield. The influence of the magnetic field on the motion of
resultS have shown that in glow discharges with electronions can be disregarded, and it can be assumed that at low
oscillations, in addition to the group of slow plasma elec-pressures in the Coulomb regime ions leave the gap without
trons having an almost-Maxwellian distribution, there is alsocollisions. As for electrons, they are magnetized and, be-
a group of so-called fast particles. These particles are theause of their oscillations in the magnetic field, traverse a
result of y-ray processes on the cathode, and when they angath considerably longer than the gap; hence, their collisions
accelerated in the cathode sheath, they acquire an energy thatist be taken into account, even though the conditions of the
corresponds to the cathode drop and is then spent in elast@oulomb regime are formally satisfied.
and inelastic collisions with neutral gas atoms. The fraction  Physical justification for the separation of electrons into
of these particles is not very large, but they provide the mairtwo groups can be found in the observation that the transport
contribution to ionization, while the contribution of second- cross section of Coulomb interaction drops abruptly as the
ary plasma electrons resulting from ionization by fast par-energy increases. Calculations based on an approximate
ticles is not significant, because they do not acquire sufficienequation in Ref. 5 give this cross section as #0  cn?
energy from the weak electric field present in the plasmafor electrons with a thermal energy of 5 eV, which is char-
The separation of the gas-discharge gap into the cathodzcteristic of plasma electrons in the investigated discharges,
sheath and the plasma region, together with allowance foand 4x 10~ '8 cn? for electrons with an energy of 500 eV,
ionization by fast particles, has made it possible to calculatevhich is characteristic of fast particles. On the other hand,
the characteristics of a glow discharge with electron oscillathe cross sections of the different types of interaction be-
tions in a hollow cathode in satisfactory agreement with theween electrons and atoms for the majority of gases is of the
experimental resultsThe objective of the present study is to order of magnitude of 10 cn?. It is evident from these
develop a simplified analytical model of the high-currentnumbers that slow particles interact fairly vigorously, prob-

g\_/IODEL OF DISCHARGE IN A MAGNETIC FIELD
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ably accounting for the nearly Maxwellian distribution in the square of the fast-particle velocity varies frore2,/m es-
low-energy range, whereas the main interaction for fast parsentially to zero and maintains a valateaU;/m on the av-
ticles, even when the gas is highly ionized, is interactionerage, we write the expression for the fast-particle diffusion

with neutral particles. coefficient
As a fast particle slows down in the gas, its energy is
spent in the excitation and ionization of atoms and also in eU, v¢
elastic collisions. Over a wide range of initial energies in this ~3m W2 ®)
case the formation of one pair of charged particles requires,
on the average, the expenditure of a certain engvgwhich The potential drop across the plasma region of the inves-

is constant for each type of gas. Also allowing for the facttigated discharges is of the order kT./e, wherek is the

that the ionization cross section in the characteristic energBoltzmann constant, anf, is the plasma electron tempera-
range for fast particles of a glow discharge, 100—1000 eViure. Since the thickness of the cathode sheath is generally
can be very accurately approximated by a dependence of thrauch smaller than the length of the plasma region, the aver-
type 1b, wherev is the particle velocity, and that the ion- age electric field in the plasma can be estimated as

ization frequency; can therefore be regarded as a constant,

we write the following relation for the characteristic fast- E— E )
particle relaxation time: ed’
el Using Eqgs.(4)—(6), we obtain
T ="\ (1)
ViW
whereeis the electron chargél.. is the cathode drop, which l_ = mET ~ \/Ei & (7)
is essentially equal to the discharge voltage, atf is the o Dir, vi d JeUW
energy acquired by a fast particle after traversing the cathode

whereR, is a characteristic Larmor radius of fast electrons.
In Eq. (7) the ratiol/l is represented by a product of
three factors: The firstyv;/v;, is a quantity of the order of
unity; the secondR, d, must be smaller than unity for the
investigated discharge, otherwise electrons would immedi-

sheath.

During the timer, a fast particle loses its ability to ion-
ize and transfers to a group of slow particles. For fast par
ticles we can then write the equation of continuity in the

form
ately leave the anode and oscillations could not take place;
d(nwy) _ng @ finally, the third factorkT./\/eU.W, is much smaller than
dx T’ unity, because the thermal energy of the plasma electrons is

substantially lower than both the fast-particle energy and the
available ion energy. On the whole, therefore, the given ratio
is much smaller than unity and, hence, the drift component
of the fast-particle flux can be ignored in comparison with

wheren; is the density of fast particles, and is the average
velocity of their directional motion across the magnetic field.

There is no minus sign on the right side of E®),
becgluse .the _cathode-to—anode direction is adopted as tt e diffusion component,
positive direction for the fluxes of both fast and slow elec-

: : e Both the diffusion and the drift component are signifi-
trons. The fast.-partlcle flux is governed by diffusion across. -+ tor the flux of plasma electrons:
the magnetic field:

dn _ dng do
Nev = Dfd—xf, 3 Nele= Dea _Mene&y (8

where D is the fast-particle diffusion coefficient, and the whereng, v., Do, and u, are the density, average direc-
drift component can be disregarded, because the weak elettonal velocity, diffusion coefficient, and mobility coefficient
tric field in the plasma does not have any significant influ-of slow electrons in a transverse magnetic field, and the
ence on the motion of fast particles. potential.

To verify the latter assertion, we estimate the ratio of the ~ We write the equation of continuity for slow particles in
characteristic lengthtraversed by a fast electron as a resultthe form
of drift to the characteristic diffusion lengtlh = D;7,. The

following relation can be written for the fast-electron mobil- d(neve) = —vN )
ity coefficient: dx €
ev; A term corresponding to the transition of electrons from
Mf:mwz' 4 the group of fast particles to the group of slow particles

could be added to the right side of E(), but it is much
where v; is the effective collision frequency for fast elec- smaller than the ionization term. The equation of continuity
trons, andnandw are the mass and Larmor frequency of thefor ions has a similar form:
electron.

The relationv;<w for magnetized electrons is taken d(njv;)
into account in Eq(4). Also allowing for the fact that the dx

=vihg, (10)
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wheren; andv; are the density and average velocity of the u
ions, but now the right side has a plus sign, because the g}
anode-to-cathode direction is chosen as the positive direction
for the ion flux.

We use a simplified form of the equation of motion for 4

ions® but without the collision term:
d(nvf)  endo
dx M dx’

whereM is the ion mass.

(11)

Combining Egs.(2) and (3), we obtain a second-order

differential equation fon; :

2
2 dnr

D dXZ o (12)

nf_l

One of the two boundary conditions needed to solve this

equation is dictated by cathode processes:

ni(d)v¢(d)=Ddn¢/dX—q=vjc/€, (13

it __
&

2 4
J
V4

1t 17

a | ] 1 ] | |

0 2 4 6 b

FIG. 1. Voltage versus induction of the magnetic fielyl 3=0; 2) 0.2; 3)

where y is the effective ion-electron emission coefficient, 0-33:4) 0.37:5) 0.384.

andj. is the ion current density at the cathode.
The second condition can be formulated by setting
equal to zero at an absorbing wall, i.e., at the anode:

n:(0)=0. (14)

again produces ¥/ ions on the average, and the excess en-

ergy is transferred with the electron flux to the anode.
Further transformations are needed to understand the

physical significance of the paramefy. From Eq.(20) we

A solution that satisfies both these boundary condition%b,&,}lin an explicit expression for the functibiu):

has the form

_ido sinhx/Ip)

Nt~ eD; coshdllp) | (15

Assuming that all the ions formed in the gap enter the

b= u u
—TGlaI‘CCOS U—_l

The function(21) has a minimum equal to unity at the

. (21)

point u=1.73. Accordingly, the inverse functiom(b),

cathode, we can describe the ion current density at the catlyhich characterizes the dependence of the discharge voltage

ode by the expression

. d 7jcVi|2D
I fo EViI’]de— Dfo(d”D)(cosr(d“D)_ 1).

(16)

It follows from Eg. (16) that the following condition
must hold for the charge to be self-sustained:

vyvi7,(1—1/coskid/Ip)) = 1. (17)
Introducing the parameters

U0=e—V\;, BO=1.5—"“4\:\2:;/’}i , (18
and the dimensionless variables

u=U./U,, b=BI/By, (19)
we transform Eq(17) as follows:

u(l—1/coshk2.61b/u))=1. (20)

The physical significance of the new parametky is

perfectly clear. It is the minimum possible voltage at which

on the induction of the magnetic field, is defined in the do-
mainb=1, in which it is two-valuedcurvel in Fig. 1); for
b<1 or, equivalently, forB<B, it is impossible for the
self-sustainment condition to be satisfied at any voltage.
ConsequentlyB, represents the minimum magnetic induc-
tion at which it is still possible for the given form of dis-
charge to burn.

Estimates oB, from the above expression are in good
agreement with the results of discharge experinféhits a
so-called inverted magnetron. It should be noted, however,
that the experimental results show that the lower limit of the
magnetic field range varies with the pressure in the dis-
charge, although the actual dependence is not very strong:
For example, in Ref. 7 it was found possible to ignite a
high-current discharge witB=14 mT at a gas pressure of
0.3 Pa, but when the pressure was doubled, the magnetic
induction could be lowered to 13 mT. Because of the under-
lying assumptions #;~const, vi~const) the proposed
model does not describe this weak effect. A more accurate
model must be developed to describe it.

The physical significance of the two-valuedness of the

the discharge can burn; it is attained when all the fast elecfunction u(b) is most likely that electrons move compara-
trons are able to expend their energy in the gap, and onljively slowly across the magnetic field under the conditions
then can they escape to the anode. In this case the numberadrresponding to the lower branch and manage to expend all

ions formed by a single fast electron Ng=eUy/W=1/y.

their energy in ionization, whereas under the conditions of

When the discharge burns at a higher voltage, each electrahe upper branch fast particles have a high energy and can
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effect a large number of ionizations, but they also diffuse d ((n,,i)2 2) env,
= (25)

more rapidly across the magnetic field and reach the anode, Up
expending only an insignificant fraction of their energy. It is

indeed correct to say that the qualitative form of the experiwherev,= VkT./M is the Bohm velocity.

mentalU(B) curves correspond to the lower branch of the ~ We integrate this equation from a certain painto the
given dependence, and for the upper branch such ascendiigerface between the plasma and the ionic cathode sheath,
curves have been observed in discharge ignitiordisregarding the thickness of the cathode region and assum-
experiments, but the present author does not know of anying that this interface is situated at the poiatd,

papers in which dependences of this kind have been ob-

served for the discharge voltage. The states corresponding (dlc/e)z Fn(d)w?| - ( (nv)? +np2 Jdenvedx
the upper branch are probably unstable. Ub n Ob x Mg

n _M/Jve'

n(d)
The following considerations are tendered in corrobora- (26)
tion of the latter conjecture. The self-sustainment condition
yN;=1 is satisfied exactly on the reducetb) curve; to the
left of this curve the ionization is weaker, anN;<<1, while 5 5>
to the right of the curve is a region of enhanced multiplica- = 900 + g% () —4(nw) Ub, (27)
tion, yN;>1. We postulate that the discharge is fed by an 2v§
emf source through a ballast resistor. Accordingly, if the dis-
charge is in a state corresponding to the upper branch, faihere
random attenuation of the intensity of the ionization pro- (jole)?
cesses and the discharge current the voltage drop across the g(x)= c
ballast resistor decreases, and the voltage across the dis- n(d)

charge gap incrgases. As a result,_th.e d?schgrgfe enters a re- Tne final equatiorf27) is physical only when the square-
gion corresponding to reduced multiplication, ionization con-yqot expression is positive and the points at which this ex-
tinues to diminish, and the discharge is extinguished. But ifyressjon vanishes are boundaries of the quasineutral plasma.
the discharge is in a state corresponding to the lower brancBe gych point is the interface between the plasma and the

of theu(b) curve, then in the analogous situation an increasgsinode sheath. Making use of the fact tfiét)=0 and
in the discharge voltage causes the discharge to enter a "8v.(d)=j./e, we have

gion of enhanced multiplication, and a randomly occurring

decrease in the ionization intensity is compensated. Thus, |[(j./e)?

from the foregoing considerations and published experimen- ( n(d)

tal data we can only conclude that although the self-

sustainment condition is satisfied for two different discharggrom which we find an equation for the plasma concentration

voltages, a state corresponding to the lower branch of that the interface with the sheath:

u(b) curve is stable and is the one that will occur experi- )

mentally. _ o n d):J_C_ (30)
The self-sustainment condition is a necessary but not a €y

sufficient condition for the given form of discharge to occur.

It is also necessary to determine the conditions under which Inasmuch as we are mter.ested in the case where the
) I . plasma fills up the entire gas-discharge gap from the cathode
a quasineutral plasma will fill up the entire gap from the

cathode sheath to the anode. Ignoring the contribution of fa%\r/fatthhrézgtjnilin%ie’réx c‘j’ﬁ?haereg';%mae;grg:s ?2 r;r:]setx?reerrr)]OeSI-

icl h I i h ite th ineu- ; . i
Frzntli ig;gi;;‘ ti(:]t?hgef(g)?rﬂve charge, we write the quasmeucase can it vanish at the anode. Allowing for the fact that the

ion current is equal to zero at the anode, we find that the
Ne=N;=n. (22)  conditiong(0)=0 must hold in order for the given discharge
form to occur; the satisfaction of this condition is ensured if
When the functiom;(x) has the form determined here,
the solution of the system of equatio(®—(11), (22) does 0)= jdenvedx
not present any special difficulties. For the electron and ion 0o Mue
flux densities we obtain, respectively,

Solving this equation fon, we obtain

+n(d)v§)—f(x). (29)

2jcvb:
e

+n(d)vd| - 0, (29)

_J¢ (dcoshd/lp)—Ipsinh(d/Ip) - 2jcvp 31
- :j_c coshid/lp) —coshix/l4) 23 " My coshd/lp)—1 - 8
¢ e cosh{d/lp)—1 ' ] - o
Making use of the fact that the mobility coefficient of
jo coslix/Ip)—1 electrons across the magnetic field is proportional to the neu-
nUi:E W- (24 tral gas concentratioll, we can transform relatiof81) as
P follows:
To determine the concentration of the plasma, we com- )2
bine Egs.(10) and (11) and, rejecting terms that contain Nd m («d) F(b), (32)

2 —_—
de/dx, after suitable transformations we obtain the equation 2M vpke
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where k.=v,/N is the effective collision frequency of
plasma electrons, normalized to unit concentration of the ZE
neutral gas, and the functidf(b), which is defined by the
relation

tan(2.61b/u(b))
2.61b/u(b) '

varies only slightly as increasegit goes from 0.7 ab=1

to 1 in the limitb—«) and can be replaced by unity for
estimates. Relatiof82) gives the lower limit of the working
pressure range for the given discharge form. It is interesting
to note that relatiori32) can be transformed to the following,
which has a simple physical interpretation:

F(b)=u(b)| 1—

(33

n(x)/n(d)
-~

— pkTe vy, —

V™~ edeB?b%Vi. (34) a 1 L . 1
e 0.0 0.5 1.0

Consequently, the transition from the high-voltage to the x/d

hlgh-_current form of discharge at el_ev'?‘teq pressure becom%. 2. Typical distributions of the plasma concentration in strong and weak
possible, not because of stronger ionization as suggested ffugnetic fields1) b=6; 2) b=1.

Refs. 2 and 7, but because the electron velocity across the

magnetic field is comparable to or higher than that for ions.

This conclusion is consistent with the published results ofurve OC by gradually increasing, in which case the
experiments on the Conditions for the burning Of a penningquasineutral state in the anode Sheath iS Violated, and an
discharge in a hollow cathod& where it has been shown electron layer begins to form in the vicinity of the anode.
that the discharge voltage rises sharply when the ratio of th&he measured dependence becomes monotonic in this case.
anode area to the cathode area decreases below the vailige descending part, corresponding to the lower branch of
~Jm/M. When this condition holds, the escape velocity ofthe u(b) curve, gives way to an ascending part, because the
electrons from the discharge gap in zero field is lower tharYoltage drop across the anode sheath begins to contribute

the ion escape velocity. significantly to the total discharge voltage.

The lowest working pressure., is attained for the mini- It is important to note that the critical neutral gas con-
mum possible magnetic induction and can be determine§€ntration can be lowered considerably if its degree of ion-
from the equations ization is sufficiently high, because the transfer of electrons

across the magnetic field is initiated not only by collisions
0.3%Tm ) 0.7&TWy; with neutral atoms, but also as a result of electron-ion colli-

(39 sions (we~vtvei). An analytical solution of the problem

_ has not been obtainable in this case, but the results of nu-
whereT is the temperature of the gas, ang=eBy/m. merical calculations lead to remarkably obvious conclusions.
At p=p,, the investigated discharge can burn only for For example, when the frequency of electron-ion collisions is

one value of the magnetic induction. When the pressure isompared with the effective frequency of electron-atom col-
increased abovp,,, the range of magnetic fields broadens,

whereupon different plasma concentration profiles can be ob-

tained by varyingB (Fig. 2), including the possibility of i
obtaining a distribution with a wide interval in which the A ¢
plasma is nearly homogeneo(gurve 2 in Fig. 2). This fea- 8
ture of the given type of discharge means that it can be used
to generate beams of large cross section.

As the magnetic field decreases, the minimum working 61
pressure increases approximately as the square of the mag-
netic induction. The region of pressures and magnetic fields
in which the high-current form discharge is possible is
shown in Fig. 3. To the left of curve OA it cannot be sus-
tained in weak magnetic fields, owing to insufficient ioniza-
tion and failure of the self-sustainment condition, nor can it 2k
exist below curve OC, because the electron velocity is not
high enough, and the quasineutral state cannot be maintained B g
in the interval from the cathode sheath to the anode. In mea- q 1 | 1 ) 1 !
surements of the experimental dependence of the discharge g 1 2 J b
voltage on the magnetic induction when a constant pressuli§g. 3. Region in which the high-current form of glow discharge can occur
is maintained, the operating point can be made to interseat a magnetic field.

= (o) 2= ,
Per keUbMd( ° kv pMdy,
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lisions, it is found that the critical concentration can be re-  For plasma electrons we have= V8kT./mm and for
duced by approximately one half. However, since a highfast particles, whose velocities vary frog2eU,/m essen-
degree of ionization is attained for hlgh discharge Current$ia||y to zero, the average Ve|ocity can be set equa| to
and is accompanied by a significant increase in the temperafe U /2m, whereupon we obtain the following expression for

ture of the gas, one cannot look for a significant gain in thehe characteristic timée. of fast-particle emission losses:
pressure of the gas. On the other hand, the results of experi-

ments show that an increase in the discharge current is ac- _ﬂ [2m

companied by a measurable increase in the critical pressure. Tef™ o eU;

The detailed analysis of the thermal processes involved in

the investigated discharges and the determination of the ge,}gr f

temperature and the electron temperature are beyond the

scope of the present study and could be the object of future d(n;u;) n¢y ny ng )

research. ax ot (2)
Another factor that could significantly influence the criti-

cal pressure is the possible onset of noise and instabilities ifyhere we have introduced the characteristic time of total

the plasma in strong magnetic fields, as they can lead tpsses of fast particles

so-called anomalous diffusion and a sharp increase in the

velocity of electrons across the magnetic field. These effects 7=

will obviously be conducive to broadening the working pres-

sure range, but this regime, which is characterized by abrupt The equation of motio3) is unchanged, and the simul-

spatial and temporal irregularities in the plasma, shouldaneous solution of Eq$2’) and(3) yields the density of fast

scarcely be recommended for the development of plasmparticles

sources of charged particles, at least not for those designed to . .

generate beams of large cross section. But should there be | =M (41)

some application for which the presence of a stable, homo- eDy coshd/ly) ’

geneous plasma is not a prerequisite and for which, at thﬁ/herelf= VD7

same time, lowering of the pressure is to be desired, the

indicated regime could be used.

(39

In the presence of emission the equation of continuity
ast particles acquires the form

Ty Tef

(40)

Tr+ Tet

Disregarding the loss of ions at the ends, we assume as
before that all the ions formed in the gap reach the cathode;
introducing similar transformations, we obtain the following

condition for the discharge to be self-sustained:
INFLUENCE OF ELECTRON EMISSION ON THE DISCHARGE

CHARACTERISTICS u 1

1— =
Let the gas-discharge gap be bounded in the direction of 1+ Bu®? cost(2.61b\1+ Bu®7u)
the magnetic f|.eld. and h.ave a lendthin this direction. A where the parametes is given by the equation
cathode potential is applied to the end electrodes to prevent
the escape of electrons, but one of these electrodes is in the a2W/m
form of a grid with a transmittance, through which elec- B=——7,
. . 8y L
trons are emitted from the discharge plasma when an accel-
erating voltage is applied between it and an accelerating It is evident at once that without emission0) Eq.
electrode. Skipping over distracting details associated witli42) goes over to(20). Equation(42) describes in implicit
specific aspects of emission in the presence of electrod®rm theu(b) curves shown in Fig. 1 for various values of
sheaths! we assume thatnvdt/4 particles are emitted the parametep. Clearly, asg increases, the curves shift to
through a section of the grid of unit area during a tidte the right, and the lower limit of the magnetic field range

1, (42

(43

and, accordingly, that the number of particldsin the fic-  increases. An alternative interpretation is that every value of
titious column resting on this section decreases by the sanfe has a corresponding critical value of the paramedgr,
amount: which cannot be exceeded without violating the condition for
_ self-sustainment of the discharge. This property imposes a
d(nL)=—anvdt/4. (36)  lower bound on the pressure required to sustain the discharge
From this relation we obtain an expression for thein the electron emission regime. Introducing the ionization
emission-induced variation of the concentration: constantk;= v; /N, we obtain the relation
dn (XU_n n - akTV2W/m (44)
- p>———.
dt 4L T @7 Ber(0)87%%;L
where we have introduced the characteristic time of the loss The form of the function3.(b) can be determined by
of particles through emission deducing an explicit expression for the functibfu) from

Eqg. (43) and analyzing it for the minimum. As a result, we

r= 4_"_ (39) obtain the functiorb,;;,(8), whose inverse is then the func-

av tion B.(b). The functionB.(b) is equal to 0 fob=1, then
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analysis of the resulting self-sustainment conditiaich is
too cumbersome to write out herkas shown that its satis-
L 1 faction also requires a certain pressure level, which changes
as the magnetic field is varied, but this level is considerably
lower (by several orders of magnitudéhan in the situation
where electrons are extracted through the entire end face. It
is evident from Fig. 4, which shows the critical pressure as a
function of the magnetic field for several valuesigfd, that
a large difference is attained not only whdg/d<1, but
even at valuesl,/d~0.5. This result is attributable to the
2 fact that the density of fast particles drops abruptly from the
cathode to the anode, and in the part of the discharge near the
anode they are so few in number that they are capable of
being ionized.
The drastic pressure reduction required to ensure the
3 L ‘I/- L ; Ib self-sustainment condition with electrons extracted only
from the anode sheath region means that the lower limit of
FIG. 4. Critical pressure versus magnetic inductibnd, /d=1; 2) 0.75;3) the working pressure range for the investigated discharge
0.5;4) 0.3. again does not depend on the ionization conditions, but on
the conditions of motion of the plasma electrons, as was the
case without emission. An analytical solution could not be
obtained for the plasma concentration in the case of electron
emission from a part of the gas-discharge gap. The results of
a numerical analysis show that the range in which the high-
current discharge form is possible broadens toward the low-
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gradually increases, tending to 0.4 in the litmit>, and for
B>0.4 the functioru(b) is no longer real. Consequently, the
minimum pressurg, at which the given form of discharge
can still occur with strong magnetic fieldb¥$ 1) applied to

the gap is given by the relation pressure end in this case. This effect is attributed to an in-
akT\/m crease in the rate at which electrons leave the discharge gap,
Po= "3 (45 because now electrons escape not only across the magnetic
3.2y7kiL field to the anode, but also along the magnetic field in the
In weak magnetic fieldsh=1) the pressure must be accelerating gap.The expansion of the range in which dis-
even higher(curvel in Fig. 4), because noyB,<0.4). charge can occur sets the stage for the situation where a

Thus, the situation of establishing a self-sustained disdischarge burning in the high-voltage form switches to the
charge changes significantly upon transition to the electrohigh-current form when an accelerating voltage is applied
emission regime. For self-sustainment without emission it itnd electrons are taken off. This event lowers the discharge
sufficient for the magnetic field to exceed a certain levelvoltage, as has also been observed experimeritally.
whereas in the presence of emission a definite pressure levéfould also be noted that limiting the emission region does
must be established, where estimates based oBgshow  Nnot rule out the attainment of a high emission efficiency. The
that for not too great lengtHs (of the order of a few timesd) results of calculations and experimental data attest to the
this level is substantially higher than the critical pressurecorrectness of this assertion.
determined from Eq(35). This means that the transition to
e!ectron emission can have. the effect of Qestablhzmg theCONCLUSION
discharge, as is indeed confirmed by experimental reXults.

In Ref. 12 the attempt to extract electrons through the entire  To achieve the high-current form of a glow discharge
end electrode in a system of the inverted magnetron typwith electron oscillations in a magnetic field, it is necessary
made it necessary to significantly increase the admission dhat the induction of the magnetic field be equal to or greater
gas into the system in order to maintain a stable dischargehan a critical valud,, otherwise fast electrons escape to the
and this operation, in turn, created difficulties in the opera-anode before they can undergo a sufficient number of ioniza-
tion of the accelerating system of the source. On the othetions to satisfy the self-sustainment condition. In addition, it
hand, the extraction of electrons only through the anodés necessary to maintain the pressure in the discharge at a
sheath region rather than through the entire end face did nd¢vel such that the velocity of plasma electrons across the
produce any negative consequences. magnetic field will be comparable with or greater than the

An analysis of the situation with electrons extracted onlyion velocity. The minimum working pressure is attained at
from a selected part of the gdthrough a section of width B=B,. As the magnetic induction increases, the minimum
d.<d) within the framework of the given model could help pressure increases approximately as the squait® wfider
to explain this difference. For these calculations on the sec-classical” diffusion conditions.
tion[d.,d] we use the equation of continuity in the fofg), The discharge conditions can change significantly in the
and on the sectiof0, d.] we use the form (2. We match  presence of electron emission. The voltage can increase and
the solutions on the basis of the condition of continuity of thethe discharge can even die out when fast particles escape itin
functionn¢(x) and its first derivative at the poimt=d,. An large numbers. This negative influence can be reduced con-
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Changes in the fine structure of grain boundaries, induced by the absorption of helium,
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The changes in the structure of grain boundaries in tungsten due to the absorption of helium
atoms are investigated experimentally and theoretically. Intergranular dilatation localized in a plane
layer of subatomic thickness is observed. It is established that dilatation is accompanied by
splitting of the cores of grain-boundary dislocations and a decrease in the grain-boundary stacking
fault energy. The relationship of intergranular damage to the changes induced in the

parameters of grain-boundary dislocations by the absorption of helium is discussek®98

American Institute of Physic§S1063-784208)01107-9

INTRODUCTION field of (3—5)x 10" V/cm and, accordingly, an electron

Grain boundaries are a major factor in determining themission current density of 16 10" Alem?. The energy
mechanical properties of irradiated materials. For exampledistribution of the helium ions formed during passage of the
an abrupt and irreversible loss of plasticity of irradiated met-€lectron stream was close to a Maxwellian distribution and
als and a”oys at temperatures above TQ]S_ h|gh- matched the distribution of ions in the IOW-energy plasma of
temperature radiation embrittlemetTRE) — can substan- Tokamak-type equipmeftThe fluence¢ and the energy
tially shorten their trouble-free period of operation whenspectrum of the ions were calculated by a method developed
exposed to radiation. An investigation of the nature of HTREIN Refs. 2 and 3; the value @f in the experiment was varied
of reactor materials has revealed the significant role in thién the range X 10"—5x 10" ion/cn?. The average energy
phenomenon of helium formed in nuclear reactions or ofof the helium ions was 200-350 eV, so that the energy trans-
irradiation by alpha particlesHowever, the mechanism un- ferred in primary collisions was below the threshold for the
derlying the radiation damage of materials as a result of thelisplacement of tungsten atonB0 eV) and was just high
accumulation of helium in them remains elusive, especiallyenough for the injection of helium atoms. The temperature of
for lack of information at the atomic level about the struc-the sample was maintained in the interval 100-400 K during
tural changes that take place in the early stages of heliuritradiation, thereby affording the possibility of intragranular
buildup at the grain boundaries. migration of helium by the interstitial mechanism while pre-

We have used field-ion microscopy methods to investi-enting migration by the vacancy mechani$Bearing in
gate the influence of helium absorption on the fine structurenind that in the irradiated hemispherical part of a bicrystal
of high-angle grain boundaries with radiation-inducedits surface and grain boundaries are sinks for interstitial at-
changes in the mechanical properties of polycrystalline mapms and that the vacancy sink is eliminated, we can assume
terials. To exclude effects produced by peculiarities of thgn the first approximation that the total flux of helium atoms
behavior of ensembles of disoriented grains, the investigagnto the parts of the grain boundaries situated in the inves-
tions have been carried out on individual, crystallographiigated zone near the surface is equal to the fluence of bom-
cally certified grain boundaries in bicrystalline samples. barding ions.

After irradiation at an elevated temperature the sample
EXPERIMENTAL PROCEDURE AND RESULTS was cooled to 78 K, its surface was cleaned by low-

The investigations were carried out in a field-ion micro- temperature field desorption, and successive field-ion images
scope with liquid-nitrogen cooling of the samples. The im-0f the sample were recorded during controlled layer-by-layer
aging gas was helium at a pressure of@)x 10 2 Pa, and field evaporation.
the residual gas pressure did not exceed®1Pa. We inves- Bicrystals containing high-angle, strongly bound grain
tigated bicrystalline tungsten samplé39.98% purgin the  boundaries were chosen for the investigation. The field-ion
form of points with a radius of curvature equal to 10—-80 nmimages of such crystals usually lack any traces of preferential
at the tip. The samples were irradiat@dsitu by low-energy  field etching of parts of the grain boundaries, so that dis-
helium ions formed in the collision of helium atoms with placements of crystal atoms during irradiation can be re-
electrons emitted by the sample when a pulsating negativeorded with a resolution to 1 A in the image plane and to
potential was applied to it. The value of this potential was0.1 A in the direction perpendicular to the image plane, ow-
chosen in correspondence with the radius of curvature of thimg to the indirect magnification effect.
sample at the tip so as to be sufficient for attaining an electric ~ Figure 1 shows field-ion images of a coherent inter-

1063-7842/98/43(7)/6/$15.00 803 © 1998 American Institute of Physics
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FIG. 1. Field-ion micrographs of a
high-angle coherent grain boundary
before (a) and after(b) irradiation
with helium ions.

granular boundary with a 52° angle of misorientation relative(110), faces. A calculation of the shift in tHa.10] direction

to the[110] axis. The arrows indicate the boundary positionsby the indirect magnification methddives an average value
corresponding to the bonding (13%nd (1941 35) planes  of 0.5 A. The appearance of the shift along the grain bound-
of crystals | and II. One observes bonding of the (1E0)Jd  ary can be described in terms of the formation of a grain-
(110), planes, which is broken only in the zone where thepoundary stacking fauft.

1/2[110] grain-boundary dislocatiotindicated by the white Figure 2 shows the dependence of the linear intergranu-
arrow in Fig. 1a approaches the surface. After the bicrystallar dilatation of a grain boundary on the fluence of helium
is irradiated with helium ions having an average eneédy jons at an ion energyV=300=50 eV. As the fluence is
=300 eV at a fluencep=9x 10" ion/cn?, a narrow dark increased in the interval - 10 ion/cn?, a dark fringe is
fringe is observedFig. 1b in the field-ion image, running observed to emerge along the boundary, i.e., a linear inter-
along the initial trace of the grain boundatthis fringe is  granylar dilatation of width up to 2.3 A occurs. The quan-

indicated by arrows The average width of this fringe is tity | represents the dilatation averaged over the results of

.2'2 .A’ which is smaller ”‘?‘” the minimum interatomic SPAC 1 easurements of the width of the dark region along the grain
ing in tungsten2.7 A) and is much smaller than the average boundary in different sections of it

interatomic spacing3.5 A) on the steps of thél10) face. When the fluence is increased further fromtlion/cn?
The narrow width of the dark fringéless than the inter- 7. o ,
to 2x10' ion/cn?, the average dilatationn scarcely in-

atomic spacingindicates that it is not the result of preferen- Il for the indi d 300 eV, Fi 3
tial field evaporation of the boundary material. It is reason-Creases at all for the indicate enengy= ev. Figure

able to conclude that a “gap” of subatomic width is formed S.hOWS. a _micrograph of a bicrystal, obtained after it; irradia-
between the grains at the boundary when the sample is irr :_on with 'fogf aglf_h'%hs]rz avirzlalge er;er‘g)y: .350 e?}/ Wltz.a
diated with helium ions. An analysis of the micrograph in uence o 1 lon/cn. It follows room Fig. 3 a.t adja-
Fig. 1b shows that in addition to the above-described incent grains are mlsc_)rlented by a 33_ angle relative to the
crease in the distance between grains in the direction perpe _10k]) aX'Sd anc_j tdh_e wu?jthbofdthekdark fr".]g; %Ié)ggestge t_lr_?]ce of
dicular to the surface of the boundary, i.e., linear intergranu:[ ef oundary(in |catef yma(l)r ar_rovt\))ss d d | - 1he

lar dilatation, a rigid shift of the lattices of adjacent grains surface emergence of a J/210] grain-boundary dislocation,

along the boundary is also observed. The shift is detecteﬁ]dica.te‘j by a white arrow in Fig. 3, was qbsgrved i.n th_is
from the relative displacement of the steps of the (150 experiment. The half-width of the core of this dislocation is

2.5¢
k2 o
2.01 *
*
*
oar 1.5F *
~ *
1.0
051 "

L_ ek L% i 1 1
0 "% 16 15 16 17 18
g

FIG. 3. Tungsten bicrystal after irradiation with helium ions and field
FIG. 2. Linear intergranular dilatation versus fluence of helium ions. evaporation to a depth of 20 atomic layers.
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nt whereV(l) is the binding energy of the two grains, aNds
the number of helium atoms on unit surface of the grain
boundaries.
The binding energy of two identical metals separated by
n(z) a gap of widthl is satisfactorily described by the semiempir-
ical expressioh

/2 /2 " V(1) =V exp(— 1) (1+), ()
where y=0.9\77, A1e=1/3-(9/47) Y% Y2 is the Thomas-
Fermi screening parameter, 4/ 3=1/n,, and n, is the
density of the homogeneous electron gas in the grain interior.
By definition V,=2E2 for | =0, whereE; is the surface

FIG. 4. lon densityn™ and electron density(z) in the vicinity of a grain
boundary.

determined from the distance between the dislocation eme?—ne;gg' det inati f the elect densitvz) in th
gence site and the step of the10) plane farthest from this e determination of the electron densityZ) in the

site, where a kink is also observed; the half-width of the coreViCinity of the grain boundaries reduces to the problem of the

is 972 A, which is approximately twice the half-width of the 'SSPONSe Of the system of electrons to the effective perturb-
dislocation core in nonirradiated tungsteAn estimate of ing potentialV(Z) associated with the formation and broad-

the grain-boundary stacking fault energy from the width ofening of the gap in the homogeneous positive background

the dislocation core, based on the theory of elasticity, gives gurmg the absorption of helium. This potential has the form
value of 0.16 J/rhfor the recorded displacement of the lat- o

tices of adjacent grains along the direction of f&0] mis- V(Z):ZT’L 1Z=Z'|[n(Z")—n_(Z2")]dZ’

orientation axis. By way of comparison the grain-boundary

stacking fault energy in nonirradiated tungsten is 0.3%.J/m *+ Vexcof Ng)[N(Z) — Ng]. 4

Here V., .cor IS the sum of the local exchange and local cor-
JELLIUM MODEL OF INTERGRANULAR HELIUM relation energies. Based on linear response theory, the per-
ABSORPTION turbation of the electron densityn(Z,1)=ng—n(Z,) in

_ _ . Fourier representation is equal to
The cohesive strength of the grain boundaries of materi-

als doped with harmful impurities depends largely on the ~ SN(Ate, )=—F(q)V(a), ®)
redistribution of the electron density induced by them. Toywhere
account for the atomic mechanisms underlying the influence

of impurities, we draw on notions of the formation of highly (@) =K#27((1-g?/2q)In[1-q/1+q| 1), (6)
polarized, directional chemical bondsThe situation with V(g)=47/a2sn — (A2 + V' Sn 7
helium present at the boundaries cannot be described by (@ Tr.q o) ( 4" Vexco ON(Q), 0
these notions, because helium is a neutral element. q=0/2Kg, K¢ is the Fermi wave vectogn,=ny—n, , and

Let us suppose, for example, that helium has appeared &t; is the density of the positive background.
a grain boundary as a result of diffusion transport. Relying  In the long-wavelength approximatiom{0) we have
on the model of a homogeneous positive backgrotthe  F(q)= —Kg/w?, and

jellium mode), we consider the disjoining effect of helium S N=(a2/a?) 8 1+a2/q?—
atoms adsorbed at the intercrystallite boundaries. We intro- n(a.1)=(05/a%) ono(A)/[1+Go/a™—N], ®
duce a plane interface between two grains in the form of a A=V, ol (Ke) =1I7Ke, o= VAK g/, 9

gap in a homogeneous positive backgroukig. 4). The
helium atoms are uniformly distributed in the plade=0
and repel the grains in the direction of the normal to this
plane. The helium atoms interact with the metal mainly by o o .
way of the electron gas: the direct interaction of helium at-The variation of the electron density is expressed in the form
oms with the screened metal ions is slight and decays rapidly 1 e qéno(sin(qI)IZ)/q

with distance. We can assume in this regard that the energy én(z,|)=— R
variation associated with the introduction of helium at the mJ = ggtai(1-N\)
boundary depends only on the local electron density. Theg that the total electron density at the center of the gap is
energy shift of the electron ground state of the metal with th@equal to

introduction of a helium atom is equal®o

0

ong(Z)expiqz)=2ng sin(gl/2)/q. (10)

5”0(Q)=J

expiqz)dg, (12)

0,= —(qol/2y1—N). 12
AEam: a’N(Z,|), (1) n( ) nO exq qO ) ( )
wherea=5.51 in atomic unitslj=1=m=1). At high electron densities, as are characteristic of transition

metals, relation11) corresponds to the quasiclassical case,

and the inhomogeneity of the electron density depends on the
Thomas—Fermi screening parameter. This expression,
AE(1)=NAE ,— Vy(l), (2)  strictly speaking, is valid only for a narrow gap,

The total energy variation of the metal due to the grain-
boundary absorption of helium atoms is equal to
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1.2 TABLE |. Parameters of the jellium model of a high-angle grain boundary
’ r_ in tungsten.
1.0 py No Ke x @ y A
08 0.814 0.056 123 1.44 551 1105 360" eVvicn?
1
8
~ 046 , .
R Solving Egs.(1), (3), and(11) simultaneously and set-
ting the derivativedAE(1)/dl equal to zero, we obtain an
0.4 . k : .
equation for the gap width as a function of the helium
0.2 concentration at the grain boundary:
xl2Nang exp( — x1/2)=y?V2, -1 exp(— 1), (16)
1 1 i 1 I 1 _
0 05 1.0 15 2.0 25 3.0 wheresx=(1-X\) "\ .
1, A If y—x%/2>0 (as is observed for all meta/ghe function

on the right side of Eq(16) has a maximum at the point
FIG. 5. Profile of the electron density at the center of the gap between

crystallites. [.=1/(y—x/2), 17
the critical helium density at the grain boundaries, i.e., the
density at which the intergranular cohesive force becomes

|/2\1e//1— N <1 (small perturbation On the other hand, re- faqual to the repulsive forces induced by helium adsorption,
lation (1) is satisfied if the variation of the electron density 1S equal to

over a distar_lce equ.a}l to.the diqmeter of the helium at_om is NC=(2y2-ICV8)/(exano), (18)
small, but this condition is possible only for a gap of finite

dimensions. In this light, to test the validity of expressionand forl<l. it follows from relation(12) that

(112) for |~Atg, we have carried out quantum-mechanical I=¢-N, (19
calculations of the electron density distribution by the den- o 10
sity functional methot near the edge of the homogeneousWere&=anox/2y“lcVy,. o

positive background. The electron density at the center of the 12bPle | gives the parameters of the jellium model of a
gap was determined as twice the electron density at a didungsten bicrystal in atomic units, calculated from data in
tancel/2 from the edge of the homogeneous background. iRef. 11. ) o

the density functional formalistithe problem of determin- The calculations show that the dilatation increases
ing the electron density at the boundary of the homogeneoud'@rPly upon an order-of-magnitude increase of the surface

positive background reduces to the self-consistent solution cﬁensiﬁy of helumN and attains|.=1.4 A for Nc=6
the equation X 10 atoms/cr, for which dI/dN tends to infinity. These

results agree satisfactorily with the experimental field-ion
microscope data. The values lofletermined from the field-

ion microscope experiments correspond to the critical state
of the boundaries. As a rule, however, the measured values
of | are greater than the theoretical valye

- %w;(Z)+V(Z)\Pk(Z)=k2/2\1fk(2), (13

whereV(Z) is given by Eq.(4).
The electron density is
n(z)= zijkp(kg— k?)WZ(Z)dk. (14) ~ DISCUSSION OF THE RESULTS
mJo

_ _ _ _ The intergranular dilatation, dislocation density, and
The solution of this system of equations must satisfy thestacking fault energy play an important role in the evolution

electroneutrality condition of the strength properties of materials. The presence of he-
o lium in materials, where it segregates predominantly at the
477[ (np—n(z))dz=0 (15  grain boundaries, tends to alter the strength and plastic prop-

erties of the material and is responsible, in particular, for the
and the boundary conditiong(z)(z—«)=0 and #(z— high-temperature radiation embrittlement of matertals.
—x)=sinkz+ ). The calculations are carried out for the this regard, the theoretical and experimental results obtained
caseK =1, which approximately corresponds to the electronin the first and second sections can be used to explain a
density of aluminum. It follows from Fig. 5 that the results of number of phenomena observed in materials with different
the electron density calculatiofsurvel) agree satisfactorily types of crystal lattices.

with the dependence of the electron density at the center of Despite the qualitative agreement of the experimental
the gap on the width of the gafturve 2) as determined and theoretical results, the average width of the observed
within the framework of linear response theory. In the calcu-darker grain-boundary fringes exceeds the maximum width
lations that follow, therefore, we use the analytical equatior ; of the intergranular gap in the jellium model. This discrep-
(112) for the local electron density. ancy is probably attributable to the fact that the emission
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contrast reflects a perturbation of the electron density nedry a change in the properties of grain-boundary dislocations,
the boundary. In the vicinity of the subatomic “gap” in the i.e., the stacking fault energwan increase in the width of the
crystal the perturbation of the electron density propagatesore (Fig. 3).
into the bulk of the two halves of the bicrystal to a depth of It is interesting that this result can be obtained from first
the order ofA ¢ (Ref. 10. Consequently, the grain-boundary principles of the theory of elasticity with definite but very
dilatation corresponds to an electron-density perturbation oihsignificant approximations, and the numerical value of the
width | +2\¢¢, which is in satisfactory agreement with the relative variation of the grain-boundary stacking fault energy
field-ion microscope data. (at maximum helium concentratibnagrees satisfactorily

A region in whichl(¢) is independent of the fluend¢at  with the results of microscope observations: The theory
¢>10" ion/cn?) has been observed experimentally, prob-givese(N.)/e,=0.38, and the experimental value is 0.45.
ably indicating that the helium concentration is no longer  The variation of the grain-boundary stacking fault en-
increasing at these fluences. This result can be identified witargy can also serve as a basis for explaining phenomena
the emergence of atoms to the free surface as a result of tredserved in our work: the decrease in the grain-boundary
helium acquiring grain-boundary mobility at the irradiation sliding voltagé* and, as a consequence, the intensification
temperature(100 K) when the intergranular dilatation in- (acceleration of grain-boundary damage to materials de-
creases to a value closelto. The onset of mobility in bulk  formed at high temperaturés.According to the Peierls
polycrystalline samples will necessarily cause helium tomodel, the voltage required to move a dislocation is equal
build up in the micropores and cause growth of the latter ato®
the grain boundaries.

It has been showl that the energy of the grain bound- 7= 2#/ (1= v)exp(— 4T cor/ byp), (22)

aries can be represented by Fourier series. For grain boun%here,u is an effective grain-boundary modulus,is the
aries oriented along close-packed planes the factors to Jggisson ratior oo, is the radius of the core of the grain-
taken into account can be limited to interaction betWeerboundary dislocation, arily, is the Burgers vector of grain-
nearest and next-nearest neighbor atomic planes. For a syMoyundary dislocations.

metric tilt boundary oriented at 70.5° relative to tf10] Clearly, the required voltage depends on the width of the
axis, corresponding to a lattice of coincident nodes with an:qre of the grain-boundary dislocation. According to the the-
inverse density of coincidencés=3, the expansion can be gretical and experimental results obtained in the present
limited to the first term for estimating the influence of helium study, the presence of helium at the grain boundaries must
adsorption on the grain-boundary stacking fault enetgy |ower the resistance of grain-boundary dislocations to motion
Assuming that a grain-boundary stacking fault is formedang stimulate grain-boundary sliding, as is indeed observed

when the lattice of adjacent grains shifts @12 (111 (Ref. iy samples of various materials prone to high-temperature
13), we infer from the expression for the energy of the ragiation(helium) embrittlement.

boundarie¥ that
e(N)~exd —4m//3(dy+ 1 (N))/a], (20)

whered,,; is the (211) interplanar distance.
For not too large values of the relative variation of the
grain-boundary stacking fault energy

CONCLUSIONS

1. The results of theoretical and experimental investiga-
e(N)/eo=exd — 4m/\3¢N/a], (21)  tions indicate an increase in the intergranular dilatation and
enlargement of the cores of grain-boundary dislocations
whereegg is the grain-boundary stacking fault energy fér  when helium is adsorbed at the boundaries. The latter result
=0 (in the absence of helium can be interpreted as a reduction in the energy of grain-
As shown above, the maximum intergranular dilatationboundary dislocation stacking faults. An equation has been
preceding damage is equal Xgr (0.42 A for W). The sub-  derived, interrelating the helium concentration and the grain-
stitution of this value into relation21) gives €(N.)/eq  boundary stacking fault energy.
=0.38, which agrees satisfactorily with the results of field- 2. A phenomenological dislocation model of helium em-
ion microscope studies of the influence of helium on thebrittlement has been presented, relating the loss of strength
width of the cores of grain-boundary dislocations. The re-of grain boundaries to the stimulation of grain-boundary slid-
sults can be used to explain the decrease in the strength ofg as the parameters of grain-boundary dislocations change
the grain boundaries of nickel irradiated and strained at higlin a helium-saturated material.
temperaturegsee, e.g., Ref. 24 This work has received partial support from the Interna-
Indeed, the normaladhesive strength has a very steep tional Science Foundation and the State Committee of
dependence on the intergranular dilatation(11%), and the ~ Ukraine on Science and Technology Issues: the Funds for
resistance to intergranular damage diminishes abruptly as tHeundamental ResearcktProject No. 2.3/93B and State
internal (disjoining pressur®é in the gas-filled grain- Scientific-Technical Program®roject Nos. 5.42.06/040 and
boundary voids increases. The introduction of helium into7.02.05/-93.
the grain boundaries, producing grain-boundary dilatation The authors are indebted to A. S. Bakand P. A.
and increasing the disjoining pressure, is also accompanidflereznyak for helpful discussions.
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In the continuum theory of defects the total strain of an inelastic material can be represented by
the sum of the reversible elastic strain associated with external loads, the compatible
elastoplastic strain due to defects of the material, and the compatible plastic strain responsible
for irreversible deformation of the material. The proposed scheme of separation of the

strain into distinct components can be used to determine the physical significance of the inelastic
properties of materials and the object of description of a gauge model representing a

dynamical generalization of the continuum theory of defects.1998 American Institute of
Physics[S1063-784£98)01207-7

INTRODUCTION where®, ¢V, and ¢ are the elastic, viscous, and plastic
.. strain components.

In the many papefs® devoted to the gauge description ¢ physical nature of the strain componefitsis not
of the deformation of solids containing defects the most deyiscussed in the cited paper. To ascertain the meaning of Eq.
tailed attention has been given to the mathematical formal(l) and to determine the object described in the gauge model,

ism of gauge theories, the relationship to the continuumye hronose to analyze the total strain on the basis of the
theory of defects, phenomenological generalizations of thegntinuum theory of defects; the motivation for the latter

theory, and plane-wave solutions. The feasibility of describ'choice will become clear below in the description of the

ing the basic mechanical properties of solids by the given,amematical algorithm used to construct the gauge theory.
approach is not discussed in the cited papers. Real materials

exhibit three basic mechanical properties in varying degrees:
elasticity, plasticity, and viscosity. The elastic properties of
materials are well described by the classical theory o
elasticity! which treats reversible equilibrium processes. In
the elastic deformation domain, when the streggetepen- The total strain in a material with defects can be written
dent parameterchange, the elastic straisonjugate param- as a sum of three terms, which are well known in the con-
etep “instantaneously” adjusts to the equilibrium value, and tinuum theory of defects:

during unloading the system returns to the initial state by the tot_ el el-piD_ pl @)
same path as in loading. As parameters characterizing the eomeTe e
state of a system, the stresses and elastic strains are related
one-to-one by the constitutive equation, i.e., by Hooke’s law.
The stress-strain diagram, including subsequent unloading A

(Fig. 1), can be used to establish which part of the total strain 4 B
is reversible, i.e., elastic. In phenomenological theories the
residual strain in the material after elastic unloading is as-
sumed to be plastic. Theories of plasticity deal with prob-
lems related to the part of the— ¢ diagram where it departs
from the linear relation between strains and stresses. The A
most common approach in the solution of plasticity problems
is to approximate the reabr—e diagrams by a set of
piecewise-linear curves representing an ideal elastoplastic
solid or an elastic solid with linear hardening. Phenomeno-
logical models of viscous media in the elastic, plastic, and
elastoplastic deformation domaifthis separation is custom-
ary in continuum mechanitsexpress the dependence of the
stressed state at a particular titnen the loading history in
the time from zero td. In the opinion of Pazhin&the total

NALYSIS OF THE TOTAL STRAIN IN THE CONTINUUM
HEORY OF DEFECTS

strain in a viscoelastic—viscoplastic solid can be represented ] .
by the sum of three terms 0 E D c F
glot= g4 gVp gl (1 FG.1

1063-7842/98/43(7)/5/$15.00 809 © 1998 American Institute of Physics
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each of which represents a symmetric part of the gradient of
the continuous displacement vector

uityy=ugi ) +ui PO Ul 3

In this equation and below, the subscripts in parentheses
indicate symmetrization, and the comma signifies differentia-
tion with respect to the coordinate. The first terms in Ep.
and (3) correspond to elastic deformation associated with
external loads, and when the latter are lifted, it vanishes at
the speed of sound. The straifi’ satisfies the compatibility
condition

eiknejlmsﬁlm,klzo (4)

and is aptly called the external field, since it is attributable to
external loads. The second term in E8) characterizes the
compatible elastoplastic strain associated with defects of the
material:

FIG. 2.

e|knejlm8nm kI P=0. 5

As is customary in the continuum theory of dislocations,
the gradientu® P represents the sum of the elastic and
plastic distortions

Yu. V. Grinyaev and N. V. Chertova

3
-h—

material after elastic unloading does not vary with time in
the mechanics of plasticity. Fracture processes occurring in
the material for a certain period of time after removal of the

uf PP= g+ o, (6)  external load and relaxation of the external elastic fieltls

nelther of which is a gradient of the continuous displacement
vector. By definition, an arbitrarily specified plastic distor-
tion 8PP corresponds to a dislocation density

a;j = _eik|,3|r}|,E, (7)

and the elastic distortiop®P characterizes distortions of the
solid that are responsible for its continuity at a given density
of dislocations:

e U= e (B %+ B =0. (8)

Inasmuch ag3®® and B8P taken separately do not sat-
isfy the compatibility condition, we designate them by the
terms “incompatible elastic” and “incompatible plastic”
distortion. For the symmetric part ¢®° and 8PP the com-
patibility conditions have the form

ID ID
€ikn€jimBlnm) k1= — Cikn€jimBlam) k1= — Tij 9

where 7 is the incompatibility tensor.

The quantities®P, which are associated with internal
sources, i.e., with material defects, can be regarded as the
internal elastic field. The incompatibility tensagr separates
the elastic strain field&) and(9) into external and internal
fields. The last term in Eq(2), &P, represents compatible
plastic deformation unrelated to stresses and characterizes
the irreversible distortion of the material due to the annihila-
tion of defects or their emergence to the surface. The com-
ponentseP' satisfy the compatibility condition

eiknejlmsglm,klzo (10

and characterize the deformation of the defect-free material.
From the standpoint of the structure of the crystal lattice the
nature of the strain componert§', £ PP ands” is illus-
trated in Figs. 2, 3a, 3b, and 4.

On theo—¢ diagram(Fig. 1) the elastic strair® cor-

responds to the segment DC. The strain OD remaining in theiG. 3.

a
o3
-
b (]
-

fa
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tions establishing the interaction between the external and
internal elastic fields.

ALGORITHM FOR CONSTRUCTING THE GAUGE MODEL

It has been showf that dynamical models of solids
with dislocations, disclinations, and both types of defects
together can be constructed on the basis of the nonlinear
Lagrangian in the theory of elasticity. In this section we con-
sider a linear model of an elastic solid with dislocations as a
first approximation. Schematically the procedure for con-
structing the gauge model entails writing the Lagrangian for
a homogeneous, isotropic elastic body

FIG. 4. sz dv[ p du; du; M(ﬁui du; du; 07“]

are left out of the picture in this case. Various softening —%%%] (12)
mechanisms are known. The most thoroughly investigated I

processes are those associated with the reduction in the numnd determining its gauge group. In Ed2) u; is the vector
ber of defects and will be the ones discussed below. Thef elastic displacements, and . are the Lameconstants,
softening effect determines how the material makes the trarandp is the density of the material. The basic Lagrangian is
sition from the nonequilibrium state to the equilibrium state.invariant under homogeneous translations:

The driving force behind this process is the decrease in the (X = (X,)+a (12)
energy of deformation defects, as characterized by the quan- """ " "
tity %P, owing to the restructuring of defects into low- this property corresponds to transport of the elastic body as a
energy configurations, annihilation, and departure into sinksinit whole. The localization of the translation group

(pores, free surfaces, etcln Ref. 9 softening is treated as a A . .

phenomenon of reverse mechanical aftereff&WA), and uxH=ux.n+axt (13
estimates of the strain due to RMA are given. Typical valuedreaks the invariance ¢11) by the emergence of increments
of the RMA strain in torsion or bending are 16-102. associated with differentiation of the parameters of the group
RMA effects are less pronounced in other loading tech&i(X,t). The minimal replacement procedure, which replaces
niques. For comparison the maximum elastic strain is tenthte ordinary derivatives with covariant derivatives:

of one percent, since the elastic limit of pure metals is (10 ;. U U
—10%)MPa and the Young's modulus is of the order of ——Dju=—+4;, '
(10*—10°PMPal® It follows, therefore, that the residual X
strain OD contains an irreversible plastic part Q'Y and  restores the invariance dfll) under the inhomogeneous
another part ED that is potentially reversible in softeningtransformationg13):

processesg® PP). The material at point D after loading to

point B and subsequent unloading exists in a nonequilibrium |, = f dv[ BDOUiDOUi_ E(DjuiDjui_ D;u;D;u;)

state, because the elastic energy of the internal fields is 2 2

stored in it. The transition to RMA equilibrium takes place A
through relaxation of the incompatible elastic distortion )
(B¥P—0 completely or partially It follows from Eq. (8)
that the incompatible plastic distortig”® becomes com- The substitution14) introduces new gauge or compen-
patible by virtue of the relaxation g8°°, i.e., is determined sating fieldsB;; andv; ; according to Ref. 1, they are related
in the form of the gradient of the continuous displacemento the additional kinetic and potential energy governing the
vector and belongs to the segment OE. The strain of théagrangian of the gauge fields

segment OE does not determine the state of the material, B s

because the initial stat€ig. 2) and the final staté~ig. 4) are Lzzf dv[ El”l”_ Ea”a”} (16)
indistinguishable from the energy standpoint. The proposed

scheme of separating the strain into components is idealizeds a function of the quantities

because all the component®) are in fact interrelated and

Jdu;
—>D0Ui:—l+vi, (14

x 0 it

DjUjDiUi]. (15)

would certainly not be amenable to separate experimental |_:%_ % (17)

] C : Uoox, ot

investigation. However, such a representation can be used to i

establish the interrelationship ef!, ¢® PP, and&P, to in- J

terpret the Lagrangian of the gauge model or to attempt to  «;; =eik,5,8” , (19
k

write the Lagrangian of a medium with defects on the basis
of physical considerations, and to obtain dynamical equawhereB andS are new constants of the theory.
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The procedure for constructing the gauge modd)— elastic continuum and a continuum of defects. In the elastic
(18), which is described more in detail in Refs. 1 and 4, doesontinuum the effective fieldl9) is formed as the superpo-
not elucidate the physical significance of the model potensition of the external and internal fields. The potential energy
tials B, v, andu. To solve this problem, we rely on a scheme of the effective fields corresponds to the second térm
of representation of the total strain within the framework of (15). The kinetic energy of material particles depends on the
the continuum theory of defectg), since the localization of velocity (20). The state of the continuum of defects is char-
the translation group at a poifit3) corresponds to the intro- acterized by the dislocation density teng@t) and the dis-
duction of a single Volterra dislocation, and the functionallocation flux density(23), whose homogeneous quadratic
dependence on the coordinates determines the averaged disactions determine the Lagrangian (16). Since the incre-

tribution of defectdl!2 ments of the compatible plastic displacements do not con-
tribute to the potential and kinetic energies, the total La-
PHYSICAL MEANING OF THE GAUGE FIELDS grangian of the gauge moddl &L, +L,) can be expressed

in terms of the displacement vector=u®-+u®P'P and the

According to Eqs(2) and(6), the elastic deformations in distortion tensoya?'®:

a material with defect§l4) are determined by the reversible

elastic distortion associated with external loads and by the aul . oiD
incompatible elastic distortion due to defects of the material: Doui T Djui=ui;=Bji~,
| |
Djui=uf+ B5°. (19 o 5BPP
The total displacement velocity, which determines the i = ~ €ikiBijk: lij=— o (24

kinetic energyL,, can be represented by the sum of the

velocities of the elastic displacements and displacements due A Standard technique is used to deduce the dynamical
to material defects: equations of the model from the condition of time invariance

| of the action integral:
auie J el-plD

Doui=—~+vi, where v;=—u7"". (20) 9%u; Py, ( Pup P )

The velocityv?, calculated as the time derivative of the

compatible plastic displacementé', does not contribute to

0’}[2 (7Xi(?XJ' K (9X](3’Xl (?Xi(?Xj

o . ; : IBij  IB;i 9Bk
the kinetic energy 1, because the increment of this quantity +u v + Y +A X =0,
depends on relaxation processes in the system of defects as- ] ! :
_souated with the segment ED in Fig. 1. If we assume mﬁ'at (923” 072,3ij 02,8kj U,
is the termDgu; , we must then assume that under the influ- B 5 e o) N ax G
ence of an external load all atoms in the glide plane over the at XX IXiIXi Xk

aui

&Uj
-~ T X +u(Bij + Bji) = N Bikdi; =0,

a vector that is a multiple of the lattice period. In Cottrell's 7
X.
i

opinion!® this assumption is inadmissible in solids, even
though such processes can certainly take place in liquids angd which the superscripts are dropped frafand gP°.
in media of the Plasticinémodeling clay type.

For the above-determined values of the potentigls
B°P, andv the Lagrangian_, of the gauge fields is de-
scribed by the dislocation density tensor

length of the macrosample simultaneously undergo a shift by
_ M(

CONCLUSION

aij :eikIIBFjR (21 For any choice of independent variables the system of
equations of motion of the gauge model describes the dy-
namics of an elastic solid with internal stresses. The object of
aBPP the gauge description is best exemplified in relatigh®—
l==—" (22)  (23), where the elastic quantitieg' and 8P are treated as
independent variables. If the energy dissipation associated
The dislocation flux density tensor can be expressed iRyith the relaxation of external and internal stresses is taken
terms of the incompatible elastic distortion tensor and thQnto account phenomeno|ogical as proposed, for example’ in
velocity associated with material defects by straightforwardRefs. 5 and 6, we obtain a model that describes the viscoelas-

and the dislocation flux density; . By definition,

transformations based on the proposed schéne tic properties of materials. Processes of accumulation of
J B g compatible plastic deformation due to the annihilation of de-
lij=— —(us PPty = —L— 1 (23)  fects or departure into sinks are not included in the given

gt gt ax;

theory, despite the need to determine these relations in con-
We now attempt to justify the Lagrangian of the gaugestructing a physical theory of plasticity. The dynamical equa-
model from the physical point of view. It is clear from an tions of the gauge model can be used to analyze the inelastic
analysis of the components of the total deformaiiBiy. 1) behavior of materials on the premise that in general the three
that the state of the material at point B can be described ostrain component$2) exist only if the compatible plastic
the basis of the model of a mixture of two continua: andeformation is insignificant. The necessary conditions pre-
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Piezoelectric properties of oriented  Z' cuts of PZT-type ferroelectric ceramics
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Rostov State University, 344091 Rostov-on-Don, Russia
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The piezoelectric and dielectric properties of orieng&’ cuts (3=0, 15, 30, 45, 60°) of
piezoelectric crystals of TsTS-83@ad zirconate titanateeomposite are studied. A static model
is proposed for the case of a maximally polarized ceramic based on the conditions of
complete and partial stability of the polar axewith allowance for their nonuniform distribution
for 180° and 90° domain reorientations. It is found that the TsTS-83G piezoelectric
composite does not exhibit anisotropy in the piezoelectric coefficigptvhen the axis of th&’
cut is rotated in th&Y plane relative to th&XY Z coordinate system. €1998 American

Institute of Physics.S1063-78498)01307-3

The piezoelectric properties of ferroelectric ceramics aret X 4 X4 mm were cut from each orientggf Z' -cut for mea-
known to depend on their orientation relative to the principalsuring the piezoelectric coefficiently; in the quasistatic re-
crystallographic axe5.There are a number of piezoelectric gime. Samples of sizes ¥2x2, 12x6x6, and 6x6
crystals and textures of the-m group whose piezoelectric xX0.4 mm, respectively, were cut from the 0 cut for the
coefficientdss, which relates the polarization vector directed dynamic measurements of the piezoelectric coefficidgis
along the polar axis to the longitudinal strain along the samel;;, and d,5. Electrodes were deposited on the oriented
axis in the principal crystallographic coordinate systempoled samples by cathode sputtering from+A&r at
XY Z does not have the maximum valtid new coordinate T=80°C for 30 min. Dielectric measurements at a fre-
systemX'Y'Z’ (related to the oldXY Z system in a certain quency of 1 kHz were made on a MOST E8-2 system.
way) can be found in which the piezoelectric coefficielt For the x-ray structural analysis we used unpoled
is maximized. This effect, referred to as the anisotropy of thesamples in the form of X1X0.1 cm slabs that had been
piezoelectric coefficient;;, is observed in piezoelectric ce- initially polished and annealed @=600 °C for 3 h.
ramics of the 4nm group (PHTig4eZrg59)05,

Nay 5K sNbOs, PZT-2, etc) and can be determined experi-

mentally with the help of oriented cuts. The solid solution RESULTS AND DISCUSSION

with the composition P@'ig 4¢Zr 5005 is of special interest, ) ] . ]
since, in the piezoelectric state, it possesses anisotropy of the L€t us consider a ferroelectric ceramic of classmin a
stiffness coefficienC,; (Ref. 3 as well as anisotropy of the Principal crystallographic coordinate systefi Zwhere the
piezoelectric coefficientss. polarization vectorP coincides in direction with the poling

This paper is devoted to an analysis of the behavior of
the piezoelectric coefficierd3; of orientedZ’ cuts with re-
spect to the principal crystallographic coordinate system zh
XY Z of the solid solution TsTS-83@ead zirconate titan-
ate, which is close in composition to the solid solution z'
PK(Tig 4eZro 5003, taking into account the distribution of the n
polar axes of the domains for the case in which the ceramic E

is maximally polarized.
%

EXPERIMENTAL TECHNIQUE 8

A ferroelectric ceramic with the TsTS-83G composition
was obtained by hot pressing with a load of 90 kgf@hT M
=1100 °C for 5 h, in the form of a block of diameter 100 7
mm and height 12 mm. Electrodes were deposited by brazing
a silver-containing paste. The block was poled in silicone oil
at T=120 °C for 1 h atE=25 kV/cm. Oriented3°Z’-cuts
(B=0, 15, 30, 45, and 60°) were cut with a diamond wheel Y
from the poled block with strict maintenance of the orl(:“ma_FIG. 1. The transformation from the principal crystallographic coordinate

tions of theXYZ and X'Y’Z" coordinate systems and the systemxy zto the coordinate syste'Y’Z'. @ is the angle between ti
direction of the poling fieldE (Fig. 1). Samples of size andz’ axes.

VQ
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TABLE I. Theoretical values of the piezoelectric coefficiedfg for different angles® in Ph(Tij 4¢Zr05)05 and TsTS-83G ceramics.

Piezoceramic composition 0 10° 20° 30° 40° 50° 60° 70° 80° 90°
PH(Tig 4621052003 223 225 229 232 227 210 178 129 69 0
TsTS-83G 395 387 364 327 281 229 172 115 57 0

field E. We cut from this ceramic a slab whose edges are dygtday
parallel to theX'Y’'Z’ axes and apply to this slab a uniaxial cos®= \/Sd 300 — 3das
mechanical stress of the for(fig. 1) 1sroreL ohss

00 O Table | lists values ofl;;=d34(0®) calculated according
to Eq (4) for PuTi0_482r0_52)O3 (d33: 223, d31:_93.5,

00 0 d,s=494) and TSTS-83G dys=394.8, day=— 180.9, dis
0 0 o3 =508.2) solid solutions. The values in parentheses are given
The equation for the direct piezoelectric effect has the" PC/N. , .
form In accordance with Table |, for the Pl 4¢Zrg 5003
solid solution the piezoelectric coefficienty; reaches its
Pi=dikoik, () highest value dj; ,,=231.6 pC/N at an angle o

whereP; is the polarization vecto;; are the piezoelectric =29.86°. For the TSTS-83G solid solution the piezoelectric
coefficients, which form a tensor of the third rank, ang coefficientd;; exhibits no anisotropy as th& axis is rotated

are the mechanical stresses. in the ZY plane relative to the'Y Z coordinate system.
On changing from one coordinate system to another, the  In order to study the behavior of the piezoelectric coef-
piezoelectric coefficiend}, transforms according to ficient da; of the TsTS-83G ceramic, we cut oriented
B°Z'-cut (B=0, 15, 30, 45, and 60°) samples in which the
di’jk:aimainakldmnl- ) normals to the faces of the cut cube are parallel to the
whereay,, a;,, anday, are the direction cosines relating the X'Y'Z" axes(Fig. 1), so that the angle between thé andZ
coordinate systemXYZandX'Y'Z’. axes equaldd. The oriented cuts were cut from a single
The matrix of piezoelectric coefficients for a ceramic in Poled block in a way such that when the axis of Hiecut is
the 4mm group has the form rotated by an angl® in the ZY plane, no changes occur in
the distribution of the polar angles of the domais the
0 0 0 0 dis O block and in the cubs
0O 0 0 dis 0 0. ?) The composition of TsTS-83G ferroelectric ceramic be-
dyy dy dsz O O O longs to the tetragonalT) boundary of the morphotropic

o . _ transition region. According to x-ray structural data, TsTS-
On substituting Eq(3) into Eg. (2), we obtain an equa- 83G ferroelectric ceramic contains about 70% of Thehase

tion for the piezoelectric coefficierty;, (unit cell parametersa;=4.0402 A, c;=4.1311A) and
dé3=(dl5+ d31)COS® Slnz ®+d33 COS? ®, (4) 30%809f7tg§o)rh0mb0h9dralm phase QR:40722 A and
. aRp= . .
where® is the angle between theé andZ’ axes. The proposed static model of the ceramic includes all the

An examination of Eq(4) at its extremal values shows possible domain reorientations that correspond only tdTthe
that there is a maximum value df; which differs fromds;  phase for the case of the maximally polarized ceramic.

and is given by Some theoretical and experimental values of the piezo-
2 electric coefficient;; of the 8°Z’ cuts are listed in Table I1.
d§3=§ (di5+dzp)cos®, (5 The theoretical valued;,"*°" ' were obtained by trans-
forming the piezoelectric coefficiert;; from the principal
where crystallographic coordinate systeXy Zto an arbitrary sys-

TABLE II. Piezoelectric coefficientlz; and relative permittivitys 35"/ of 8°Z’ cuts of TsTS-83G piezoelectric ceramic

B°Z' cuts 0 15° 30° 45° 60°

dy® 395 389 350 296 213
dyeor 395 377 327 255 172
dgeor! 395 379 341 266 191
53 “¥leg 1874 1854 1771 1639 1479

elTtheon g 1790 1770 1714 1639 1563
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tem X'Y’'Z'" using Eq.(4) without taking into account the
internal structure of the ceramic. The coefficiedts, dsq,
andds are the basic experimentally determined piezoelectric
coefficients of the TsTS-83G ceramic in ti&Y Z coordinate
system. Equatiof¥) can also be used to examine the relation
between the parameters of the poled ceramic and those of the
crystallites(assuming they are made up of single dompins
on the basis of a statistical averaging of the physical
constantg:®

In the second case, th# """ were obtained on the
basis of a static model of the ceramic by averaging the physi-
cal constants of individual crystallitegomaing with the
distribution of the polar axes of the domains for 180° and
90° switchings in the case of a maximally polarized ceramic.
In describing this model, we shall ignore the interaction
among the crystallitegdomaing, domain wall movement,
and the growth and nucleation of new domains. We shall
assume that the internal mechanical stresses which devel@js. 2. Notation for the angles characterizing the position of a domain
in the ceramic during sintering do not change under externaklative to the poling fielE.
forces and that only the field applied to the ceramic acts on
each cryfstalllte. . field (¢=0), in which case, according to conditig8), the

In this model the poled ceramic was represented as a o S .

. . . : .. zone of complete stability of the axes will lie in the region

system ofN saturation-polarized single-domain crystallites,
whose polar axes have a predominant orientation and lie 0=y, <45°. (9
along those allowed directions of the spontaneous polariza-
tion vectorP in the crystallites which are closest to the di-
rection of the poling fielcE.® In a geometric-statistical fash-
ion, we shall consider the poled ceramic to be a sphere
unit radius, whose surface is covered with varying densities
by the ends of the polar axes of the domains, which start ~ , 3N
from the center of this sphere. An examination of the case of Pc=5 o
a maximally polarized ceramic shows that all the polar axes o . . .
of the domains are distributed in the upper half of the orien- W_e shall refer to the region in W_h'Ch’ consistent with
tation sphere, within a solid angler21— cos®) about the condl_tlon(_7), thea axes of t_he crystalllteos are farthest from
direction of the field. Consideration of all the possible 180che _d”ec“of‘_ of the poling field (y=45°) as the zone of
and 90° reorientations shows that the domains whose poI:Pr"’lrt"”.II stability O.f thec axes for Fhe case of a maximally
axes are the farthest from the direction of the poling field poanzed ceramic. Then, accordmg 0 .E@’ the zone of
are polarized at an angl® =54°44 to the field direction. partial stability of the polar axes lies within the range of
The conditions for a reorientation of the polar axes by 180°angles
and 90° were obtained from the conditions for complete and  45<vy.<54°44. (11
partial stability of thec axes relative to the direction of the
poling field E (Fig. 2 with allowance for the geometric re-
lation among the angleg., v., and,’

Including the 180° reversals of theaxes p’' =N/27)
and the 90° switchings of the& axes intoc axes @”
=N/), one finds that the density ofaxes in this zone will

(10

In this region we shall also take into account the fraction
of c axes that are converted toaxes after a 90° switching,
ie.,

COS Y, =SiN ¥ COS . (6) COS y,—C0S y.=0. (12

For the region in which the polar axes of the crystallites  Substituting Eq(6) into Eq.(12), we find the angléy{
(domaing are completely stable, the following condition within which lie thec axes that are closer to the fieliq

holds: | /| <arccogcot vy,). (13

COS y.—C0S y,=0. () The fraction crystallites whose axes move out of the

Substituting conditior(6) into Eq. (7), we obtain region upon a 90° switching will be given bg;, where

2|y| 4 arccoscot y.)

cos y—sin vy, cos §=0. (8 Be=—0 -

(14)

The a axes of all the crystallites with giver, in the The fraction of crystallites whoseaxes remain after the
poled state of the ceramic are uniformly distributed over theswitching will be given by

circle P. The ones closer to the fielel are concentrated in a
guarter of this circle = —45° to y=45°). Let us consider Bl=1- 4 arccoscot y¢)
. _

those axes which are closest to the direction of the poling T (15
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z theor Il 1 (% am 3N
dytheorll= — J d35(0) —— sin OdOde
3 N Jo=0Jg=0° 2

54°44/J27T d.4(®) 3N
o—d5°) g—0° > 2m

4 arccoscot
o ( 1 7(: n))

L1
N

sin ®dOd¢. (18)

For theB°Z’ cut, the piezoelectric coefficiedt " is
calculated as follows:

1 (saca4+p° (27
déstheorllzdésﬁ_l__f j

N
dsy(O) —
N Jo=54°a4 3(0) T

=T

4 arccoscot
| ArCCoscolye) < odedds, (19

where dég is calculating using Eq(18) with the angular
boundaries corresponding to tjg8Z’ cuts(Fig. 3).

The discrepancy betweet},”P andd;, """ can be ex-
plained by the fact that we have neglected the 5%&fd
FIG. 3. Angular boundaries of the polaraxes forg°Z’ cuts. First hemi-  109°) reorientations of the polaraxes of theR phase.
sphere: 0Z', 54°44; 15°Z', 39°44; 30°Z’, 24°44; 45°Z', 9°44 . Sec- The experimental data on the relative dielectric permit-
ond hemisphere: 6@, 6744 0°2', 54744; 1572, 697445 30°Z', vity (e41/e,) of the orientedB°Z’ cuts are also in good
84°44; 45°Z', 99°44; 60°Z', 114°44., ; ) X

agreement with the theoretical results calculated according to

the formula

8§-3|-=81-1 sir? @-i—sgs cog 0, (20

We shall assume that in the zone of partial stability of
the ¢ axes, for thea axes which lie within the circle® and ~ where the relative permittivities],/s, and e34eq of the
are closer to the field&, a fractiong; (Eqg. (14)) will leave  TsTS-83G ceramic are 1487 and 1790, respectively.
during a 90° switching. After all the possible switchings, the
density ofc axes in this zone will be equal to CONCLUSIONS

1. We have proposed a static model for the case of a
y 3N 4 arccoscot y.) maximally polarized ceramic that is based on the conditions

Pc=5 - 1- T (16) for complete and partial stability of the polaraxes, includ-

ing their nonuniform distribution for 180° and 90° domain

The distribution of the polac axes examined here using reorientations.
this model refers to a @& cut. 2. It has been shown that the reduction in the piezoelec-

On going toB°Z’ cuts (3=0, 15, 30, 45, 60°), accord- tric coefficientdg, of oriented3°Z’ cuts of TsTS-83G ce-
ing to the static model, for the case of a maximally polarized@mic is primarily caused by 90° domain reorientations.
ceramic there is a region containing omaxes and in which 3. TsTS-83G piezoelectric ceramic does not exhibit an-
only 90° switchings of axes toc axes can occu(Fig. 3. In isotropy of the piezoelectric coefficiedf; as the axis of the
calculating the piezoelectric coefficiet};, we shall include Z' cut is rotated in theZY plane relative to theY Z coor-
only that fraction of the reorientations for which theaxes, dinate system.
after a 90° switching, becomeaxes. This fraction is given

i
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It is shown that plasma-chemical processes involving ionized and excited particles can make the
main contribution to the pumping of energy into vibrations of carbon monoxide molecules.

It is noted that the use of helium as a buffer gas in the active laser medium is not optimal. The
employment of argon instead of helium permits a 1.5-fold increase in the efficiency of the
pumping of energy into carbon monoxide molecules and an order-of-magnitude decrease in the
threshold energy for pumping the active medium. 1898 American Institute of Physics.
[S1063-78428)01407-X

1. The nuclear pumping of lasers is one of the promisingmedium by the fast particles, which was concentrated in ex-
ways to directly convert nuclear energy into laser radiantited electronic states of the molecules and in the potential
energy. Nuclear-pumped lasers on several tens of atomienergy of electron—ion pairs, was assumed to be unavailable
molecular, and ionic transitions have been created. Fairljor exciting vibrations in the molecules. However, under cer-
high (3-5% efficiencies have been achieved in convertingtain conditions part of this energy can be directed into vibra-
the energy imparted to the active medium into laser radiantional degrees of freedom of the molecules through plasma-
energy. However, a considerable increase in the efficiency afhemical processes involving ionized and excited particles.
nuclear-pumped lasers is needed to expand the areas of th@&inis possibility was pointed out in Refs. 2 and 4. However,
possible application in technology and power productionthese processes have not been examined in detail in the ac-
For this reason, one of the main problems in the physics ofive medium of a nuclear-pumped CO laser.
nuclear-pumped lasers is to find and study efficient active 2. The process of the nuclear pumping of a CO laser can
media for such lasers. be divided into three stages) bnization and excitation of

As an analysis of the mechanism underlying the operathe buffer gas by fast ions;) Jlasma-chemical relaxation,
tion of CO lasers has shownone of the promising active including ion-molecule reactions, ion—electron recombina-
media for efficient nuclear pumping is a medium based ortion, quenching of electronically excited particles by mol-
carbon monoxide. Its promising properties are due primarilyecules with the transfer of part of the excitation energy into
to the fact that, unlike the active media for electronic transi-vibrational degrees of freedom of the molecules, and the ex-
tion lasers, the active medium of a CO laser does not requireitation of molecular vibrations by electrons) @brational
highly selective pumping. It is only important that the energyrelaxation, which leads to redistribution of the energy over
fall within the broad band of vibrational levels of the ground the vibrational spectrum and the formation of a distribution
electronic state. Furthermore, because of the autonomous naf carbon monoxide molecules with complete or partial
ture of the vibrational subsystem and the anharmonicity opopulation inversion.
the vibrations of carbon monoxide molecules, this energy is Let us examine these stages and concentrate our atten-
redistributed at a fairly low translational temperature throughtion on the plasma-chemical relaxation stage. We first con-
the exchange of vibrational quanta between molecules ssider an active medium containing helium as the buffer gas
that a state with complete or partial population inversion isand carbon monoxide. Such a medium was investigated ex-
achieved. This property of the active medium of a CO laseperimentally in Ref. 2. To estimate the rates of the processes
makes it possible, in principle, to direct a considerable poroccurring in the active medium we choose the following pa-
tion of the energy released in the medium by fast ions prorameters for the medium, which are close to the optimum
duced in nuclear reactions into laser levels. The experimentalalues found in Ref. 2: a gas temperatdr@anslationgl T
results on the volume nuclear pumping of a CO laser ob=200 K, a helium densityn,.=5%x10*° cm 3, a carbon
tained in Ref. 2 indicate that it is realistic to expect a solutionmonoxide densitynco=2.8x10" cm™3, and a specific
for this problem. However, we cannot say that a concretgower deposition in the mediuiv=400 W/cn?.
solution has been found. When a fast ion passes through a He—CO medium, its

The pumping of a pure carbon monoxide laser by excit-energy is expended mainly on the ionization and excitation
ing it with hard sourcegfast ions, electronswas investi- of helium atoms. During this process, an energy
gated theoretically in Ref. 3. It was assumed that only elec~45 eV is expended to form an electron—ion pair. We ne-
trons formed as a result of the ionization of carbon monoxidelect the energy expended on the direct ionization and exci-
molecules participate in the excitation of their vibrations.tation of carbon monoxide in view of its small concentration
The larger remaining portion of the energy imparted to then comparison to the concentration of helium. The helium

1063-7842/98/43(7)/6/$15.00 818 © 1998 American Institute of Physics
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ions formed as a result of the passage of a fast ion, excitedny further chemical reactions in the medium under consid-
helium atoms, and electrons react with components of theration and recombine with electrons in the volume or on the
active medium. The principal series of such reactions argall of the cell. As a result, the bulk of the energy of the fast
shown in formula(1). ions expended on the ionization of helium atoms is not used

The reaction partners and the reaction rates ihae 15 excite vibrations of carbon monoxide molecules. Three-

shown over the arrows for the conditions considered. The, 4 four-particle reactions leading to the formation of;He

reaction rate constants from Refs. 5-12 were used for the : . .
calculations. molecular ions take place with a small rate. These ions sub-

The main process involving Heions is charge ex- sequently undergo charge exchange with CO molecules to

change with CO molecules, which leads to dissociation oM & CO" ion, part of whose energy is transferred to vi-
the latter into C and O. The C ions do not participate in brational degrees of freedom of CO molecules during further

. 5.108 . ~4-10° ; ~2:10°
CO; 210 , C0*_CO¥AL ~410° v o COHAL ~2110° 0 00y, —

\2Ar-, 10® Art CO; 2-10° . ArCO* L9 9-10® l
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Ar*__C_Q._l_O_, CcOo* COX;v=0); 2'1 CO(X; vy) COX, v CO(X; v3)
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relaxation. The role of this channel in the utilization of the the fourth level is excited on the average, we find that the
energy of Hé ions increases as the fraction of carbon mon-energy supplied to the vibrational degrees of freedom of CO
oxide in the mixture decreases. molecules per Heé ion as a consequence of tNE process
Excited helium atoms can be divided into two types:is 1.5X4E,~1.6 eV, whereE, is the energy of a single
He** atoms, which are excited to high levels, and*H&-  vibrational quantum of a carbon monoxide molecule in the
oms, which are in metastable states. The main process iground electronic state. As a result, the efficiency of the
volving He'* atoms is associative ionization with the for- transfer of the energy imparted to the active medium by fast
mation of Hg molecular ions, which subsequently undergoions into vibrational degrees of freedom of the molecules
charge exchange with CO molecules to form C@ns.
Metastable H& atoms mainly generate CQOons as a result :GEv+ KeorKyEcor 3)
of the Penning effect. We note that since the main products Y Ep

of the reactions involving either H& or He* are CO ions . bout 6%. Th N for th ; high
under the conditions considered here, we can refrain front Ia ouf Of t?krle ;elre V\]{O reasons for the not very flt%
separating the excited atoms into two types and considef?'U€ 0! 7, - TIFSt, the 10SS of energy as a consequence of the

them together, neglecting the less intense react{amtsch gf;?versmnbm; He 'ot?]s into C" ions agdas;)ecor;d, tt_he I?rgf]e
are not shown in Fig. 1 ifference between the energy expended by a fast ion to form

Thus, taking into account that the passage of a fast ion electron—Hg pair and the energy of the metastable level

results in the generation of approximately 0.5 of an exciteQOf a carbon monoxide molecule. Elimination of the first rea-

helium atom per Hé ion, we find that the series of plasma- 502 raisesKcox 10 1.5 and, accordingly, increaseg, to
chemical processes produces about 0.5 of & G@h per 12%. The value oK« can be increased by adding a small

He" ion. The bulk of the H& ions generate Cions with a quantity of carbon diOXideflp_anO) to the active me-
resultant loss of the energy expended by the fast ions on th%"lim' IT this casedt.he (t:or;\éer5|ontpﬁoons into CO' ions
ionization of helium from the energy available for pumping akes place according fo the reaction

the laser. _ ct+C0,—CO"+CO. 4
The CO" ions formed are then rapidly converted as a
result of three-particle reactions into CQCO),, cluster ions, The addition of such a quantity of carbon dioxide con-

which subsequently recombine with electrons. Under theverts C" ions into CO™ ions, which are useful for pumping
conditions considered here the main recombination procesanergy into vibrations of carbon monoxide molecules with-
of the ions is dissociative recombination. Taking this intoout creating other channels for significant energy losses. A
account, for the electron density we have-1.3 small addition of oxygen can also provide for the conversion
x 10" cm 3. The electron temperature was set equal toof C* into CO".
1000 K for estimates of the ion recombination rates. A decrease in the role of the conversion of ‘Hato C*
Recombining dissociatively, the cluster ions form elec-is also produced by an addition of nitrogen. When the nitro-
tronically excited molecules, which pass into metastablegen densityny,=nco=2.8X 10" cm™3, He" ions are con-
states as a result of radiative transitions. Such metastabigerted into N and N* ions with a rate comparable to the
molecules will be denoted by CO These CO molecules  rate of their conversion into Cions. Then the §l and N
are effectively quenched by carbon monoxide molecules ifons are converted partially into COions and partially into
the ground electronic stafd? As was shown in Ref. 13, N; and Ny clusters, which (i), in turn, are converted into
30—40% of the energy of the COmolecules is transferred CO" jons. The CO ions formed are then converted into
into vibrational degrees of freedom of carbon monoxide mol-metastable CO molecules, which are quenched by both CO
ecules, and the 5-13th vibrational levels are excited. Thusasnd N, molecules with the transfer of part of the energy
the energy supplied to the vibrational degrees of freedom of .. to vibrational degrees of freedom of the CO angl N
CO molecules as a result of the plasma-chemical process@solecules.
per He" ion formed by a fast ion is The energy supplied to the vibrational degrees of free-
dom of the carbon monoxide molecules is subsequently re-
KeorK,Ecor=1.2 €V, @ distributed over the vibrational spectrum as a cons(iquen)ée of
where Eqo+ is the electronic excitation energy of a €O the quenching of the metastable states ofGfblecules, the
molecule Ko+ is the number of CO molecules formed per quasiresonant transfer of energy from(X,v "), and theVE
He' ion, andK, is the fraction ofE . transferred to vibra- process. Finding the distribution function of the molecules
tional degrees of freedom when a TOmolecule is among the vibrational levels calls for solving the vibrational
guenched. kinetic equation, which is a problem in itself. Here we
Both the electrons generated by fast ions and the ele@resent the characteristic times of the principal processes in
trons formed in the Penning process have fairly high energiethe vibrational subsystem of carbon monoxide under the con-
(~7 eV). During thermalization as a result of collisions with ditions considered using the rate constants of the processes
helium atoms, they reach the range for the effective excitatfrom Ref. 14. The characteristic time for the exchange of
tion of molecular vibration§1.2—2.5 eV and transfer part of vibrational quanta between CO molecules amounts to
their energy to vibrational degrees of freedom of the mol-~10"° s for low levels(0,1; 1,0 and~10"° s for interme-
ecules with a probability practically equal to unity, exciting diate levels(10,1; 11,0. The values in parentheses are the
the 1-8th vibrational levelg&he VE process Assuming that numbers of the initial and final vibrational levels. The time
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for deactivation of the molecular vibrations as a result ofchoose the following parameters of the active medium:
collisions with helium atoms(the VT process is ~6

x 103 s for the low levels ane=10* s for the intermediate gas temperaturétranslational Ty=200K,

levels. The time for deacuvatlon of the_ molec_ular vibrationsargon density Na=2X 10 cm™3,

as a result of spontaneous emission~si8x 10 2 s for the
low levels and~4x 102 s for the intermediate levels.

Thus, under the conditions of a nuclear-pumped lasespecific power deposition
considered, as well as under the conditions of a gas- in the medium W= 100 W/cn3. (5)
discharge laser, the transitions between the low and interme-
diate levels are determined by the exchange of vibrational The argon pressure was chosen such that the mean free
quanta between molecules. The losses of energy from thgath of a 3°° fission fragment would be approximately two
vibrational subsystem are determined mainly by\#i¥epro-  times smaller than the diameter of the laser-active element
cess in helium atoms. The role of spontaneous emission issed in the power model of a pulsed-reactor-pumped laser
small. systemt®

As a consequence of their small mass, helium atoms Formula (18 shows the principal series of plasma-
effectively deactivate vibrationally excited molecules. Sincechemical reactions in the active medium of a nuclear-
the helium density in a nuclear-pumped laser is large and ipumped Ar—CO laser under conditiof.
two to three orders of magnitude greater than the helium The reaction partners and the reaction rates’ih are
density in a gas-discharge laser, the losses of vibrational eshown over the arrows, as in formuB. The constants from
ergy as a result of th& T process increase by the same the reference cited above were used to calculate the reaction
factor. This leads to an increase in the lasing threshold and iates. To estimate the recombination rates of the ions, the
decrease in the efficiency of the laser. For example, the laglectron density was set equal to*d@m3, and the tem-
ing of a nuclear-pumped He—CO laser was observed in Reperature of the thermal electrons was set equal to 1000 K.
2 when the specific power deposition exceeds 200 W/cm The energy imparted to the Ar—CO medium by a fast ion

Thus the plasma-chemical processes in the active mds concentrated mainly in the form of the potential energy of
dium of a He—CO nuclear-pumped laser can make the maiAr " —electron pairs and in electronically excited argon atoms
contribution to the pumping of energy into the vibrational after the first stage of relaxation. As above, the electronically
degrees of freedom of carbon monoxide molecules, permitexcited atoms, which are found mainly in metastable or
ting an increase in the pumping efficiency#g~10% in the  nearby resonant states, are denoted b¥. &urther conver-
case of the use of additions of carbon dioxide, nitrogen, etcsion of the AF" ions occurs along two channels. When*Ar
However, the use of helium as a buffer gas in a nuclearions interact with carbon monoxide molecules, rapid charge
pumped CO laser is not optimal, since, first, the chargeexchange takes place with the formation of Cions, which
exchange reaction of Heions with carbon monoxide takes are subsequently converted into CQCO cluster ions. In the
place with a large yield of € ions, whose use for pumping second channel Arions are converted into Arions, which,
energy into vibrations of CO molecules requires complica4n turn, are converted as a result of interactions with carbon
tion of the composition of the active medium, second, themonoxide molecules into COor ArCO" ions, and these
generation of an electron/helium-ion pair by a fast ion re-ions are subsequently converted into C@QO cluster ions’
quires large expenditures of energy45 eV), which signifi-  The subsequent fate of the COCO clusters in an Ar—CO
cantly exceed the energy transferred as a result of this practive medium is similar to their fate in a He—CO medium,
cess to vibrational degrees of freedom of the carborand the final step is the formation of €@nolecules.
monoxide molecules%£3—5 eV), and, third, helium atoms The excited Af atoms are effectively quenched by car-
rapidly deactivate the vibrations of the carbon monoxidebon monoxide molecules. We do not know of any detailed
molecules. These deficiencies are significantly reduced wheinvestigations of the products of this reaction. However,
heavier inert gases are employed as the buffer gas. since carbon monoxide molecules have several electronic

3. Among the heavy inert gases, argon appears to be orlevels with excitation energies close to the excitation energy
of the promising substances for use as a buffer gas in af the Ar* atoms, it can be assumed that upon quenching the
nuclear-pumped CO laser. The energy expended on the foexcitation energy of the argon atoms is used to electronically
mation of an electron—ion pair by a fast ion is almost twoexcite carbon monoxide molecules, which then form*CO
times lower in argon than in helium. The ionization energymolecules.
of argon is sufficient for the occurrence of fast charge ex- Thus, as a result of the series of plasma-chemical pro-
change between argon ions and carbon monoxide moleculesesses, the energy stored in argon ions and excited atoms is
The excited states of argon are effectively quenched by catransformed into the electronic excitation energy of carbon
bon monoxide molecules. Argon atoms have a mass which isionoxide molecules, and 1.5 Qnolecules form per Ar
sufficiently large for the probability of th& T process to be ion. As in a He—CO medium, these molecules are quenched
small®® by CO molecules with the passage of-380% of the elec-

Let us examine the processes determining the pumpingonic excitation energy into vibrational degrees of freedom
of energy into the vibrational degrees of freedom of carborof the carbon monoxide molecules. As a result, taking into
monoxide molecules in the active medium of a nuclear-account that there is no Penning effect accompanying the
pumped Ar—CO laser in greater detail. For estimates wénteraction of A¥ with CO molecules, we find in analogy to

carbon monoxide density Nco=2X108cm™3,
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(3) that the efficiency of the transfer of the energy imparted  Since the concentration of carbon monoxide molecules
to the Ar—CO medium by fast ions into vibrational degreesis an order of magnitude lower than the concentration of
of freedom of carbon monoxide molecules amounts to 18%argon atoms under the conditions considered and since

which is 1.5 times greater than in a He—CO medium with ark{{}'coLo is an order of magnitude greater th&a{ii'coh,,
addition of carbon dioxide. the rate of theV T process resulting from collisions of the

Several important details have been omitted in themolecules with one another is comparable to the rate of the
mechanisms for the plasma-chemical pumping of nuclearvT process resulting from collisions of the molecules with
pumped CO lasers considered above. It is known that thargon atoms.
products of several reactions taking place in the active me- It is seen from the estimates presented that the rate of the
dium of a nuclear-pumped CO laser are in electronically andleactivation of the low and intermediate vibrational levels of
vibrationally excited states with a high probability. This oc- carbon monoxide molecules as a consequence of their colli-
curs, in particular, in the charge-exchange reactions gf He sions with one another and with argon atoms is considerably
with nitrogen, the Penning ionization of carbon monoxidelower than the rate of their deactivation as a consequence of
and nitrogen molecules by Meatoms, etc. The quenching of spontaneous emission, so that the energy loss from the vibra-
these excited states by CO op Wolecules can increase the tional subsystem in the absence of lasing is determined by
flow of energy into the vibrational degrees of freedom ofspontaneous emission. Let us estimate this loss. At the low
carbon monoxide molecules and thus increase The char-  and intermediate vibrational levels the probability of sponta-
acteristic cross sections for the quenching of electronicallyneous radiative de-excitation can be approximated by a lin-
excited states of the particles by these molecules are close &ar dependence on the level number
the gas-kinetic value, and the fraction of energy entering the Wio—1 -1, (1:0)\ -1
vibrational degrees of freedom of the molecules amountstoa  (Trad )= (7rag )"0 @)
considerable fraction of the electronic transition energy.  Since the probability of radiative de-excitation does not
However, additional detailing of the mechanism of theincrease rapidly with the level number, the main contribution
plasma-chemical pumping of a nuclear-pumped CO lasefo the energy loss is made by the lower levels due to their
with the inclusion of these processes would hardly be protarger populations, and in estimating the energy loss we can
ductive at the present time because of the lack of reliablgonfine ourselves to the harmonic approximation, assuming
data on the probabilities of the various reaction channels fothat the populating of the vibrational levels obeys a Boltz-
deactivating the excited particles by these molecules and, imann law with a vibrational temperatufe . As a result, for
some cases, on the overall rate constants of the quenching gfe radiative energy loss we have
the excited states.

In the vibrational subsystem of carbon monoxide mol- _E,g,nco
ecules in an Ar—CO active medium under conditi@Bis just rad™ ALO
as in a He—CO medium under conditiofis, the transitions
between low and intermediate vibrational levels are deterWhere
mined by the exchange of vibrational quanta. However, the =[exq(E, /T,)—1]1 (1)
role of theVT process in the energy losses from the vibra- ’ or
tional subsystem is considerably smaller in an Ar—CO meis the mean number of quanta per molecule at the vibrational
dium than in a He—CO medium. This fact is no less impor-temperatureT, .
tant for the efficiency of laser-pumped Ar—CO lasers than is  Let us use(8) to estimate the pump power density,

the smaller expenditure of energy for the formation of ancorresponding to the lasing threshold of a nuclear-pumped
ArT —electron pair by a fast ion in Comparison to aAr—CO laser. Since the IaSing of a CO laser is observed at a

He" —electron pair. vibrational temperaturg®)~3000 K1, at the lasing thresh-
At the present time the literature does not offer any in-0ld the supply of energy to the vibrational subsystem of the

formation on reliable measurements of the rate constant gfarbon monoxide molecules should be equalXgy at T,

the VT process for carbon monoxide molecules resuItingIT,(,O), and

from their collisions with argon atoms at low gas 1

temperature$® To estimate it, we use the formula given in -~ Wy=—Q,(T,=T'?). (10)

Ref. 18, from which it follows that v

®

When conditiong5) are satisfied ang,=18%, we have
kU o.a=4.0< 10" 22cn/s. (6)  Wy~10W/cm?. This value is an order of magnitude lower
than the value oV, for a nuclear-pumped He—CO laser.
Using (6) we find that the deactivation time of the first 4. Thus, the plasma-chemical processes in the active me-
vibrational level of carbon monoxide molecules resultingdium of a nuclear-pumped CO laser can make a significant
from their collisions with argon atoms is equal to 120 s.contribution to the pumping of energy into the vibrational
Assuming for an estimate that the dependenck&ﬁfc_ol_);\r degrees of freedom of carbon monoxide molecules, permit-
on the number of the level is similar to the dependence ofing the achievement of a pumping efficiency of 18% for
k{iohoand usingk{(’cao from Ref. 14, for intermediate  them. The use of helium as the buffer gas in the active me-
vibrational levels we havds(S,lTojé’)o_A;sx 1002 cm® and a  dium of a nuclear-pumped CO laser is not optimal because
deactivation time equal to 1.7 s. of the large expenditures of the energy of the fast ions pro-
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An analytical theory of scanning near-field magnetooptical microscopy is developed. The theory
is based on the elastic scattering of light by small, resonantly polarizable particles, which

are used to scan the plane surface of a nonuniformly magnetized medium. The effective
polarizability of the particles is calculated with the effect of dynamic “image forces”

taken into account in all orders of perturbation theory with respect to the interaction of the
particle with a demagnetized ferromagnet, and the magnetooptical perturbation is calculated to first
order in the magnetization. The major contributions to the magnetooptical light scattering

for a ferromagnetic structure magnetized perpendicular to the surface are found, including a
guasistatic approximation for the near-field particle—magnet interaction. The optical size
resolution of a magneti@ielectrig inhomogeneity is estimated. @998 American Institute of
Physics[S1063-78428)01507-4

The prospects for magnetooptical studies have expandeddODEL AND BASIC EQUATIONS
significantly as a result of the overall progress in near-field . i .
optics! Thus, recently developed near-field magnetooptical FOHOW"?Q Ref. 7, we define ﬂle L!nperturbed motfey.
microscopy techniqués® make it possible to observe con- 1) by the dielectric tensoe’(z, )| with £%(2) =1 9(—2)
trast in the magnetooptical response over scale lengths cor-£29(2), where§(z)=0 for z<0 and$(z)=1 for >0,
siderably shorter than an optical wavelengttg/w, wherec ~ While | is the unit tensor, whose components are the Kro-
is the wavelength an@ is the frequency of the light. A necker delta symbol§,z with the Cartesian indices and .
theory of magnetooptical Kerr effects in near-field light hasThe electric fieldE%(r) of the light and the tensor Green
been proposéd for application to optical experimeritsin  function D°(r,r’) in the absence of a perturbation and the
the case of uniform magnetization in the plane of the surfaceotal fieldE(r) in the presence of a perturbation in the dielec-
The near-field response of nonmagnetic surface inhomogentric polarizationP(r) are described by the equatidns
ities has been studied theoretically in several papeg;-

0
marily by numerical methods for near-field probing using an 0 o~ Eo(r) . 0 Lo
optical fiber with a sharpened tip. The possibility of deter-  [curl curl=g"(z,w)kgl 1y D7(r,r") ¢ = 5(r—2r i,
mining the size and shape of small surface dielectric inho- E(r) 4mkqP(r)
mogeneities based on their near-field response in the absence 1)
of magnetooptical effects was also discussed. whereE®(r) andD%(r,r") satisfy Maxwellian boundary con-

The purpose of this paper is to construct an analyticaljitions with respect to the variabteandk,= w/c. For com-

theory of the near-field microscopy of magnetic structuregyonents of the Green function, in the following we shall use
during scanning of the surface by small metallic particlesihe representation

The model is illustrated in Fig. 1. It includes a plane inter-
face boundary=0 between a transparent nonmagnetic di-
electric(vacuum (z<0) and a mediumzZ>0) with a mag-

netic structure that is nonuniform in the planesconst. A z
small (of size much smaller than/w) particle or dipole-

polarizable inhomogeneity of another type exists in the first
medium. A linearly polarized light wave incident on the non-

magnetic medium can be scattered by the particle or mag- e,
netic inhomogeneity or can participate in combination pro- LLLLLLLLLL L 2L 444444444{_“44444 _—
cesses involving both these types of scattering. The role of &, 0 X z

these combination processes in scanning near-field micros- {
copy is studied in this paper for the case in which the mag-
netization(magnetic fielgl vector is perpendicular to the sur- \{
face, i.e., the magnetooptical Kerr effect occtft3hus, the

results obtained below are a generalizatiom the case of

media with a nonuniform distribution of the magnetization in
the plane of the surface. FIG. 1. lllustration of near-field magnetooptical microscopy.

1063-7842/98/43(7)/6/$15.00 824 © 1998 American Institute of Physics
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2

0 , ] , h(r,), is fundamental to an examination of scanning micros-
Dapg(r.r ""):J 2m)? exdiQ(ry—ry)] copy. In the following, we shall assume that the magnetic
inhomogeneity is uniform in the surface plane, ile(r;)
XGl4(2,2';Q,0), =h(x) in Eq. (4).

Ggg(Z.Z’:Q.w)=ﬂZV Seu(QIQ)dY(2,2';Q,0)S4,(QIQ),

)
where r=(x,y), Q=(8Qx+€Q,), Sx=S5,y=Q«/Q, ELEMENTARY PROCESSES
-Sy=5x=0Qy/Q, S,;=1, ande, is the unit vector for the
ath Cartesian axis. We shall consider linearly polarizelE (s polarization)
The componentsigﬁ(z,z’;Q,w) of the Green function andTM (p polarization waves as the elementary incident
in Eq. (2) are the solutions of inhomogeneous ordinary dif-and secondary waves. In them the electric field vector is,
ferential equations obtained from the second of Efjswith respectively, perpendicular and parallel to the plane formed

Q=¢Q when @/or=(iQ,0d/dz).* by the wave vector and the normal to the interface=a0.
The perturbatiorP=P'+ P" includes contributions from Here the field ofs- and p-polarized waves witlQ'=e,Q'
the nonmagnetic partickthe source of the near figl® and  =&/e1Ko Sin @', incident at an angl®', is given by one of

from the magnetized mediuf!'. In the followingP' is taken  the following expressionsz{0):

into account self-consistently in all orders of perturbation

theory, and®", is so taken to first order in the magnetization. ) . S — ) )

In terms of the theory of the multiple scattering of light for ~ {Es(r), Ep(1)}={Esg,, Ej(6, cos®'—g, sin @)}

small particles near a plane surface, we obfain xexli(Q'x+ Ve1ki—(Q)?2)].  (5)
170 .
PL(r,0)=x'"(w)3(r—R)EYR,®), 3
whereR=(X,0Z) andZ<0 (Fig. 1). The solution of the last of Eq91) under conditions

The components of the diagonal polarizability tensor for(3)_(5) is given by’
a particle near the surface are given ?=[1/a®
— o017 % in terms of the components of the diagonal polar-
izability tensor of the particlea®), calculated as the re- 5
sponse to an external field in a uniform meditihe o? E(r,o)= 20 EMN(r,). (6)
are calculated in terms @°(r,r’) in Ref. 7. This transition "~
from a® to x® corresponds to including the near surface
“image” charges of the particlénear field in the absence of Here E©)(r)=E’(r)=exp(Q'x)E°(z;Q") corresponds to

magnetizatiort? mirror reflection of the light in the absence of a particle and
For the magnetooptical contribution to the polarizationa magnetic inhomogeneity. The other contributions, illus-
(in the medium withz>0), in general we take trated by the diagrams of Fig. 2, refer to eladirRayleigh
scattering of light between the initial)(and final f ) states
4P (r)=> Ag,p5(r,H)Eg(r) of the radiation. Diagrani corresponds to scattering of light
B

by a subsurface particle in the absence of magnetization,
which has been studied befdre.
=ieg(H)N(r)f(2) 2 ¥ 4(HIH)ELT), (4 The remaining diagrams\&2—5) are a comprehensive
P representation of the set of magnetooptical scattering pro-
where it is assumed that the magnetizatMrand magnetic cesses that are linear in the magnetization. Diag2applies
field H vectors are parallel to one another. to diffraction of light on a magnetic inhomogeneity, and in
The presence of a spatial modulation in the dielectricche case of a uniform inhomogeneity with a distribution
(magnetizatiohtensor of Eq.(4), expressed by the function functionh(x), the scattered light field is given by

1° 2 3

AN AN

FIG. 2. A schematic representation of the zeroth and first order contributions, in terms of the magnetization, to the magnetooptical scattering of light by a
small nonmagnetic particle and a magnetization inhomogeneity. The smooth lines are waves propagating in an unperturbed Iayel(duierﬁmittjunsﬁo

and E%), the points represent the scattering of light by a partipelarizability x), the crosses represent the magnetooptical Kerr effactceptibility

Aé/47r), and the dashed lines, an arbitrary interface between the media.
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) ). = dQ, s- or p-polarized waves on a magnetic inhomogeneity. These
E )(r):kolsoJ 2 processes make the following contribution to the radiation
- field:

x exfli (Qx—k;(Q))2)1d%(0~, 0*, Q)W
XH(Qy— Q) Fka(Qy) + ka( QU IE’(0;QL).
(7) xG%(0~,0";Q)WV(Q;R)XE*(R), (12

Here Q\=Q', while k,=ek3—Q? or, in general,k!, with
=Kn(QY) = Ve ki — (QY)?2 for light in a medium with num-

d’Q
H(r)y= 4 i((Q-1—=k1(Q)2)
E'*™(r) 47Tk0|80f (z—ﬂ_)ze I

!

berm in the tth scattering step, A o ¥ o, ,
' Vor- [ S et -i(x+ki(@)2)]
H(Qx):f dx exp(—iQxx)h(x), (8 -
o X d°(07,07;Q)H(Qx— Qu)F (kpt+ky),
and (13)
Flka(Q")+ka(Q")]= f dz expli[ka(Q") whereQ=(Qy,Q,), Q"=(Qy,Qy). _ |
0 Finally, diagrams refers to magnetooptical scattering on
" an inhomogeneity which takes place between two events of
+ka(Q)]2Z}(2). (9) ponet b

scattering by a particle. The corresponding contribution to
For x>+ 2?>1/k,, the integral in Eq(7) is calculated the field(6) is given by

by the method of steepest descewith a saddle poinQ! ) o6 20 A ~ o

= e 1ko sin®' sgnk), where® ' =arctan[x/z)) and the scat- E™(r)=16m"kgi 80D "(r,R)YW(R) XE*(R), (14

tering angle® " is defined with respect to the negative direc-

tion of thez axis. Because of the uniform distributidr{x),

the light is scattered in thgz plane. Here in the function - Q )

H(Q!— Q') of Eq. (7), |Q!—Q'|~ky, i.e., this process is W(R):f Wequ(Qxx_kl(Q)Z)]

effective only in ordinary magnetooptical microscopy, - “

where, according to the Rayleigh criterion, the resolution of XG%07,0%,Q)WV(Q;R). (15

the magnetic objects is limited to a scale lengthi/k, (Ref.

10).

where
2

For a given directiorr/r, with |r|>c/w, each compo-
nent of the field6) can be represented locally in the form of
a linear combination of two asymptotically plane waves

NEAR-FIELD MAGNETOOPTICAL SCATTERING ~exp(veikor) with s andp polarizations. The amplitudes
) , E;",) of these waves are related to the amplitule of the

. The processes corres_pondlng to diagrams3—-5 are of \-polarized incident wavés) by the equatiorfs’

interest for near-field microscopy. A common feature of .

these processes is the possibility of double scattefimga EX=@nIPEY, EN=wnIED, (16)

particle and on an inhomogeneityn each event of which S o

the component, of the two-dimensional wave vectd where the polarization indices of the incidenand scattered

can change in magnitude by an amount much greater thah' Waves take on the designatiossandp. o

ko. If the corresponding components have a magnetic inho- !N Ed. (16) the first expression corresponds to a cylindri-

mogeneity in the spatial Fourier spectrum, then the elasti§ally diverging wave(7) and the second, to spherical waves

scattering of the light may include artdependent modu- with n=1, 3-5. The transverse cross section for scattering

lation in the response on a subwavelength scale. of light into the element of solid angléQ'=sin ©'dO'd'
Diagram 3 corresponds to the scattering of light on a With the polarization transformatioh—\" is

magnetic inhomogeneity, after which eashor p-polarized 5 2

5
wave is scattered by a particle. The radiation field in these MM_): 2 |<xn,>)\ Ellg\l’))\|2+22 Re[l(hlrl\liq))\*]
processes is given by dQ A=1 =2
E@(r)=4mklie,D%r,R)¥U(R;Q)WEY(0™; Q). 5 do\",
(10) =2 —Sor (17)
n=1
Here W D12
Here do,,(0)/dQ'=do, /) /dQ"=]1}7) |2 is the transverse
O(R.Qi): fm dQ exi(QX—ky(Q )Z)]ao cross section for elastic scattering of light by a surface par-
' — 27T X X ticle in the absence of magnetization, and it is assumed that
|I(Kl,)k|>|l(xr',)x| for all n=2. Expressions for the angles of ro-

- At _ N i
X(07.05QIHQQ)F(ketka), (1D tation of the axes of the polarization ellipse and the scattered
with DO(r,r’) defined by Eq(1). Diagram4 describes the light ellipses in terms of({pA are given by Eq9.35) and(36),
scattering of light by a particle followed by diffraction of the respectively, of Ref. 7.
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OPTICAL RESOLUTION AND IMAGE SHAPE |4 t.(Qf)cos of
o =A[ oo Ka¥g) (Qh)cos®
We now consider the previous results as applied to scant!pp —1,(Q)cos® sing P

ning near-field magnetooptical microscopy, i.e., we shall
study the quantitie§l6) and(17) as functions of the coordi-

nate X in the case/R|<1/k,. To do this we examine an
ultrathin ferromagnetic layer of atomic thickndsswhich is
magnetized perpendicular to its plan®li(e,) and is uni- Here
formly inhomogeneous in this plane, i.e, in E4) we have

—Kzx?g, (Q)sin ©'Jexp(iQ'X). (22

V5= 0axOpy— OuyOpx, f(2)=18(2—2y), (19 o
i £gkotpl
wherez,>0 andl<zy<1/Kk,. A= Tme, (23
We shall assume that in this layer there is a domain wall,
in which the uniform distribution of the magnetization and
its Fourier transform are given by

ox (Q)=exdik,(Q)Z]=r\(Q)exd —iky(Q)Z], (24)
h(x)=(2/m)arctarix/A),

H(Qo=2 exi~Q4a)/(i1Qx, 19 o'=arctang/x), and O©f=arctan¢/x>+y?|z|), with the
whereA is the domain wall width (8:A<1/kg). angle®' taken from the negative direction. The reflection

This model corresponds, in particular, to nanostructures, (Q) and transmissior, (Q) coefficients for\-polarized
formed by ultrathin layers of a ferromagnetic material with waves are given by
spacers made of a precious metal, where the axis of easy
magnetization is perpendicular to the interfat®s.

Under conditiong18) and(19), the matrix eIementéA”,)A N N
are calculated by analogy with Ref. 7, where the polar mag- r(Q)= M
netooptical Kerr effect was studied in the near field of a 71(Q) — 72(Q)
small particle in the case of a uniform magnetic medium

(i.e., for h(x)=1). In calculating thd". in the near field
DN

approximation [Z|,zy,A<1/ko), we consider the domain of \where 72(Q)=em/ky(Q), 75(Q)=kn(Q), and kn(Q)
integration in Egs.(11) and (13) to be determined by the Z\/W in medium numbem.
wave vector|Q,|~1/Z|>ky. Assuming further thatQ,| In Eq. (23), T,=2e,/(e1+¢5) is the N

- . . » Up 1I(e1t e, guasistaticky /Q
>\/mko, we shall neglect the contributions, in the near_)o) limit of t,(Q), while for |Z|<1ko~1/Q", Eq. (24)
field, from the purely perpendicularpolarized electric field, pR<i T —-ro » B9
which are described by the functiodS, : the latter are small takes the formgy =1xr,, wherer,=(e1—82)/(e1+ e2)
by a factor~ (koQ)?~ (koZ)?<1 compared to the functions andrs=0.
d% corresponding to the longitudinal-transversely ~ Using Eqgs.(4) and (18), we write Eq.(15) in the form
p-polarized field(Here the subscripts andg are equal tx  W(R)=1J(R), and in the quasistatic approximatiok,l
or z.) Given Eq.(19), the integrals(11) and (13) are ex- <1)
pressed in the quasistatic approximation in terms of the fol-
lowing functions:

Hh(Q)=1+r,(Q), (25

1 - 1 o ° [

{Kx(R).Kz(R)}={X,~ L} 5o77, (20) J(R):W f_dexf_mdej_dey
whereL=|Z|+z,+ A determines the characteristic distance Xexii(Q—QuX]exd — (|Qu) +[QxD(1Z]+20)]
between the particle and the probe object along the normal to RO A Sao
the surface, Wlth_<1/k0 XH(QX_Qx)G (O ,0 ,Q)\PG (0 ,0 ;Q )! (26)

Under these conditions, the principal matrix elements are

|(3) — [ ! H 1
[I(S‘% =A exp(—iQ'X cos¢h) whereQ—.(QX,Qy) andQ'=(Q ,Qy?, with the important
ps values being those such th&,|~|Qy|~1/Z|>k,.

As above, fromG° in Eq. (26) we eliminate the func-

+ fy ., (x) H f
x[ - s (Qf))( fo sin ¢ e tions dy, and the terms linear iy, which vanish after
9p (Q)x Ky cos®" cos¢'+g, (Q') x'“Kz sin® integration[Eq. (26)] owing to the translational symmetry of
Xty (Q), (21) the model(19) with respect to the coordinate Since only

the components,,, J,, J,, andJ,, are nonzero, we obtain
and the following matrix elements:
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(5) +AH L0 i f
18] =8l e a1 @)
ps g, (Q) XMy cosO' cosp'+9,(Q')x “Izy SN O
|
and anglee', are simpler in form than their analogs in the gen-
eral case discussed in Ref. 7 for a uniform magnetization
(5) +e0f f Mlle,.
(:(55‘))) = B( _gfést (f()?cc))z(zi)sf@sin gof) From the standpoint of near-field microscopy, however,
sp P the major interest is in the dependence of observables, such
X[Jyx¥'g, (Q')cos O’ asdo(?) /dQf, on the distancéZ| +z, between the particle
Dt A @i and the magnetic inhomogeneity. In the model of E®),
~Jyx 9, (Q)sin O7], (28)  this dependence is determined by E(0) and (26), which
enter Eq.(17) linearly. The quantities. =|Z|+z,+A or
in which |Z|+2, in Egs. (20) and (26) are a measure of the optical
resolution: this can be justified in the usual schémehich
B:47Tik880|X(y) exqi(Qi_Qf coso’)X]. (29 considers functions of the form of the imag¢20) for two

objects separated by a distaneé.. Thus Eqs(20) and(26)
These matrix elements™ show that the optical resolutiofminimum scale length for

/\» along with the elements : o o
7 2 the observable spatial modulation in the magnetooptical im-
found’ in the absence of magnetization, completely deter-

. - . . age is determined by the quantity=|Z|+z,+A4, i.e., the
mine the elllpsometnp parameters of the scattered_ light, a3 solution should improve as the separat|@+ zq is re-
well as the contributions to the transverse scattering cr

section(17) OS3uced. At the same time, in view of the conditin| = a,
In order to estimate the near-field contributions to theeven in the limitzo—0 andA—0, the observable image size

i . cannot be smaller than the characteristic particle size
field (6) and the observed quantiti€¢s7), we shall use the S . N 4 )
following estimate of the integralél1) and (13): U~V which is therefore the main factor limiting the optical reso

~(I/L)/k§. SinceDY(r,R)~ 1/r for the scattered light, we Iution.. The pr(?)dicteofl en_hancement.in the resolution fpr the
find E@~EW—(1h)eol (kKx/koL)E® and EG/E® quant!tles|dgM/dQ | with (_jecreas_qu| correlates with
~x/L3. In the general case of a metallic particle of charac-eXpe”menE' In _these expe_nm_ents It was noted that the m-
teristic sizea, we haveX~a3wp/F (Ref. 7, where the pa- age c_ontras(opt!cal resolutu_)m in a scanning magnetoopti-
rameterw,/I'~10 determines the “quality factor” of the cal mllcrosc(:jo%e mcr;—:-asesfwrl]th decrea;mg d(lj;tance rt:_etr\]/veen a
possible plasma resonance in a particle at frequengy pgmce and the surtace o the magneuc medium, which con-
Thus, as it is small for sufficiently large~ 1/k,, the field sisted of a_ferromagnet)c superlattice. It is clear that when
E®) may be comparable in magnitude E®~E® when nonmagnetic surface mlcroroughpess or defects are present,
L>a. this behgwor should be observed in their optlpal resolut'lon as
In the near-field approximation with respect to the inter-We"' This effect has'been modeled.numerlc%l?l).and, n
action of a particle with the surface, light-scattering by af[erms of our theory, it can b_e degcrlbed analytlt_:ally using
particle in the presence of a magnetic inhomogeneity differé:nStead of Eq(1_8) a pe_rtur_banon with _the ap_propnate sym-
in a number of ways from light-scattering in the case of ametry and spatial distribution of the dielectric constant.
uniformly magnetized medium. Thus, the fi&itf) is excited
only by ans-polarized external wave, and the fig"), only
by ap-polarized wave. A comparison of Eq21)—(23) with An analytical theory of near-field scanning magnetoop-
the results of Ref. 7 shows that the compongi of the tical microscopy has been presented above for the case in
polarizability tensor for a surface particle is eliminated fromwhich the polar magnetooptical Kerr effect occurs. It has
these fields, since a transverse field is inefficient in the neabeen shown that in this optical arrangement, the scale length
field processes=3 and 4. At the same time, EqR7) and  of the resolution of a magnetic inhomogeneity along the sur-
(28), which describe the magnetooptical analog of the “im-face is limited by the size of the probe particle, while sub-
age force” effect whemMlle,, include y® through Eq(29)  wavelength resolution improves with decreasing relative dis-
for all the scattering channels with=>5. Light scattering due tance between this particle and the magnetic inhomogeneity
to the component of the polarizability® normal to the along the normal to the surface of the magnetic medium. The
surface is excluded at an angle of incidert@@e=0 for the  shape of the magnetooptical image in the surface plane also
field E® and at a scattering ang@'=0 for the fieldE®.  depends strongly on the distribution of the magnetization
The component&€®) —E®) of the field in Eq.(6) contain  transverse to the surface. The specific features of magnetoop-
different combinations of the angles of incidence and scattical scattering in the theory proposed above are related
tering, which can also be used to isolate the different scatsolely to the specialmagnetoopticalsymmetry of the per-
tering channels. It is significant that, in the near-field ap-turbations in the dielectric tensor. Thus, when a perturbation
proximation, the directional diagrams of the radiation, e.g.of another type is used, this analytical theory can be gener-
the dependences of the terms in Efj7) on the azimuthal alized simply to describe near-field effects unrelated to the

CONCLUSION
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A study is made of the production of high power nanosecond rf pulses by extracting microwave
energy from an oversized cavity by means of conversion, at a coupling window, of the high-

Q working mode to an auxiliary mode which is strongly coupled to an external load. It is shown
that microwave rf pulse compressors with copper storage cavities and energy extraction by
mode conversion at a coupling window can provide gains of 5—13 dB with output signal durations
of 20—150 ns and peak powers of 5—10 MW in the 3-cm band and 50-100 MW in the 10-

cm band. Rf pulses lasting 30 ns with peak powers of 0.5 MW have been obtained experimentally
at a frequency of 9.4 GHz with a gain of 9 dB. €998 American Institute of Physics.
[S1063-784298)01607-9

INTRODUCTION when there are no spark gap elements in the cavity, the sys-
tems of the latter type can work at higher power levels. The
The extraction of energy from a cylindrical oversized first point is related to the presence of an output waveguide
cavity through conversion of ahlyy,, mode into anHyy,  in cavities of this type, radiation through which causes dila-
mode which is strongly coupled to a external load has beetion of the spectrum, and the second originates in the larger
reported:? Energy was extracted through a circular outputcross sectional area of this waveguide compared to the cross
waveguide which was smaller than the cutoff for tHg;  section of the waveguide in an interference switch.
mode but larger than cutoff for thid,; mode, and was at- In addition, with a mode-conversion compressor one can
tached coaxially to the cavity at one of its ends. Conversiorconstruct a “hybrid” device by attaching an interference
was achieved using an electrical spark gap positioned in thewitch to its output waveguide. In this case, energy can be
hollow of the cavity at the maximum of the component of  extracted either by mode conversion with the switch closed,
the electric field of the working mode parallel to the field opening it only after energy has been transferred from the
lines. The feasibility of microwave rf pulse compressors wascavity working mode to the auxiliary mode, or by using a
demonstrated with energy extraction by mode conversioniransition process in a system of two stationary coupled
and gains of 13 dB with a copper storage cavity and 30 dBnodes, as has been d6rie a system of two coupled cavi-
with a superconducting cavity were attained for output pulseies. Here there is no longer a need for very strong coupling
durations of~20-50 ns. between the chosen modes and, therefore, less demanding
Meanwhile, the microwave compressors described irspecifications are imposed on the intermode conversion de-
Refs. 1 and 2 have two major disadvantages, due to theice (spark gap, coupling window, ejc.Furthermore, even
placement of the spark gap directly in the hollow of thein this case a compressor can operate at a higher power level
cavity. First, the Q of the cavity falls off during the field than an ordinary system with an interference switch, since in
buildup because the working mode is converted on the strucuch a device a high rf electric field will be across the switch
tural elements of the spark gap device into other wavesor only a relatively short time, equal to the time to transfer
which radiate into the load through the output waveguidegnergy from the cavity working mode to the auxiliary mode
and second, this arrangement reduces the electrical break=10—100 ns).
down strength of the apparatus because these elements are For these reasons, there is definite interest in searching
located at the site where the electric component of the rf fieldor effective methods and devices for rapid initiation of
is highest. The drop in Q reduces the gain of the compressostrong intermode coupling in the cavities of mode-
while the lower electrical breakdown strength makes itconversion compressors, and for techniques and devices
harder to operate the device at a sufficiently high powemhich will conserve the high electrical characteristics of the
level. cavity during field buildup and ensure the required degree of
At the same time, energy extraction based on mode corcoupling during extraction.
version is one of the few methods that have been realized in  In this paper we study a method for rapidly initiation of
practice and can, under certain conditions, compete with thetrong mode coupling based on changing the intermode in-
best-known and most often used method, which is based aeraction coefficient at the coupling window between the
extraction through an interference switth.Compared to cavity and a shorted waveguide stub as the length of the stub
systems with an interference switch, one of the undoubted varied. The efficiency of this method is evaluated. It is
advantages of energy extraction by mode conversion is a lesested experimentally on a microwave compressor apparatus
dense eigenmode spectrum of their storage elements angperating in the 3-cm band.

1063-7842/98/43(7)/4/$15.00 830 © 1998 American Institute of Physics
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ESTIMATE OF THE INTERMODE COUPLING COEFFICIENT
AT A WINDOW

The intermode coupling coefficient; , for modes with
the same resonance frequerfcgan be estimated using the
well known formul&

Y12= _f (HiH—E Ep)dVIV, 1)
whereH,, H,, E;, andE, are the magnetic and electric
vectors of the rf fields of the interacting modes ands the
cavity volume.

The integral in Eq(1) is taken over the voluméV of
the “deformed” part of the cavity within which the interac-
tion takes place.

For an interaction at a coupling window whose charac-
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FIG. 1. Sketch of a cavity coupled to a short circuited stub.
a=bzexp—a—jec), az=byexp—a—jec),
a,=—b, exp—28-2jy), @)

teristic dimensions are much smaller than the cavity dimen- . _
sions and is located, for example, at the maximum of the rivherea andg are the damping constants of the waves in the

field magnetic components, E¢l) can be replaced by the
approximate expression

Y12~ 6V H gH 20!V, (2

cavity and stub section when they have the same free path,
and ¢. and ¢ are the additional phase shifts of the waves in
the cavity and stub owing to the difference between the
working frequency of the system and the resonance frequen-

where H, and H,, are the magnetic field strengths of the €i€s of the cavity and stub.

fields at the center of the window.

Here ¢ is set by the choice of the stub section length,

On the other hand, besides inducing an intermode inter/hilé ¢ is given by

action, the “deformed” part of the cavity is knoWmo cause
a relative drift in the frequency of the oscillations; ,,
given by

o otial1=2 [ (HE - B2 awiv, @

in which, as in Eq(1), the integral is taken over the volume
6V. Then, we find for this coupling window that

SV~ 8f 1 MI2 fHZ, 50 4
Equation(2) can, therefore, be reduced to the form
Y12~ of 1,H10H 202 ino,zo ©)

Then, since it is necessary to put the window wheg

andH g are not only maximal or close to maximal, but also
comparable, for efficient interaction of the modes, we can

finally write Eq. (5) in the form
v~ 612 f,

where 6f = 6f |~ 6f,.
We shall determinéf for a cavity coupled to a shorted
waveguide stub using the scattering matrix meth&ar this,

(6)

e~ @1t @, 8

where g, = arctant/\/1—h?)/2 is the phase shift induced by
the effect of the coupling window on the cavity frequency,
while ¢,, as can easily be shown using K@), is given by
the approximate formulap,~ arctafh? exp(—2p)sin(2:)/
(1—2 exp(2pB)cos(2h) +exp(—4p))]/2 and is the phase shift
owing to the effect of the shorted stubVe neglect the effect
of the input window).

It can also be shown that

¢.=mofT, 9

whereT is twice the transit time of the wave along the cav-
ity.

Thus, from Eqgs(6) and (9), we find
(10

If, further on, as a model of the interacting modes we
consider a system of two coupled cavities with a coupling
parametem instead of a system of two coupled circuits, as
in Ref. 6, then we find than is expressed in terms af;, by

11

Y12~ | QDC|/27TfT: | ‘Pc'le-

m= (J)T’ylz.

we represent the device under study in the form of coupled Therefore, for the parameten characterizing the mag-

waveguide segments, as shown in Fig. 1, wHeisethe input
waveguide2 is the cavity, and is the stub, whil&k andh

are parameters characterizing the coupling of the cavity to

the input waveguide and stub, respectively,..a, are the
amplitudes of the incident waves, ahg...b, are the ampli-

nitude of the intermode coupling at the window, from Egs.
(10) and(11) we ultimately obtain

m~[ec(h.8,¥)]. (12

This last expression allows us to use the results of

tudes of the reflected waves. Then, according to the methofirtemenkd for estimating the efficiency of intermode cou-
we have chosen, we can write the following equations for the?ling. According to Ref. 8, energy transfer from the working

wave amplitudes in the system:

ay| —\ll—kzjk b, as| —\/l—hzjh bs
ao B jk—\/l—k2 bz ’ ay N jh—\ll—h2 b4'

mode to the external load becomes efficient when the inter-
mode coupling becomes as efficient as the coupling between
the auxiliary mode and the load. This means that, for effi-

cient extraction of the energy by mode conversionmust
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m serve as an effective energy transfer element from the cavity

_,/\ working mode to the auxiliary mode and from the auxiliary
L/ 2z mode to the load. Here the gain of the compressor will be
1

given by

M2~ (1— mg?/4m)M3, (13

where M§=q2/4a is the gain coefficient of a compressor
with an interference switch.
Equation (13) implies that M? can be as high as
(0.8—-0.9M3.
! ] I 1 For these values ofm and g, energy extraction with
7 179 1399 2 mode conversion shoufttake place with a sinusoidal modu-
276/15 lation in the envelope of the output signal owing to the suc-
cessive transfer of energy from the working cavity mode to
FIG. 2. The coupling parameter of the cavity working mode and the auxil-the auxiliary mode and back. However, since the transfer
iary mode as a function of the electrical length of the stub. period form close toq becomes comparable to the damping
constantr of the signal /m~T/8a By~ 7), oscillations in

JaBo i the envelope of the output pulse may be absent except for the
be at least comparable to the paramefer2afou WHICh ¢ «hyrst” corresponding to the transfer of energy from

characterizes the energy loss of the auxiliary mode to radigpe cavity mode to the auxiliary mode. The reverse process

thn through_ the outp_ut waveguide, whegg,,; is the cou- will not have time to occur in this case.

pling _coefﬂmen;}for th'? modfento the Ifoad._ t wh The gain coefficients of microwave compressors with
Figure 2 shows plots of as a function ofy When 1,46 conversion at the coupling windoM < q?4a) and

— —3 — —2 —1
B=5x10""for h=1.0x10""and 1.0<10 " (curvesland e output signal durationg {=T/m) are estimated to be
2). These graphs show that depends significantly both on ~5-13 dB and~20—150 ns in the 3- and 10-cm bands.

the couplingh of the cavity to the stub and on the additional The maximum output power level will be determined by the
phase shift (from the stub length Regardiess of the value electrical breakdown strength of the window and the wave-

of h, therelgre always two vaIlIJes gf at Wu'Ch the mter- guide stub, and with gas insulatide.g., sulfur hexafluoride
mode coupling parameten equals zero. At the same time, a 5 oy cass pressure, giving a factor of three extra breakdown

stub length can be chosen such thatis ~0.1 or greater.  gyanaih it can reach-5—10 MW in the 3-cm band and
Thus, it is evident that if the energy builds up over a stub%5o_ 100 MW in the 10-cm band

length corresponding tm=0 and it is then changed rapidly
with a commutatofspark gajp then this method can be used
to ensure rapid initiation of intermode couplingccording  EXPERIMENTAL RESULTS
to Ref. 8, the criterion for strong intermode coupling is
ms>4+aa;, wherea; is the damping constant for the aux-
iliary wave mode in a single pass of the cayity

Experimental studies were conducted on a 3-cm band
system with a cavity of diameter 90 mm and length 213.5
mm operating at a frequency of 9.4 GHz wity, o2 modes.

The intrinsic Q of the cavity was 1:10°. The system was
excited through a coupling window in one of the end caps of
the cavity at the site of the maximum in thig-th component

of the rf field of the cavity working mode. A coupling win-

Using the above results, we now estimate the possibldow between the cavity and a shorted stub made of a stan-
operating characteristics of microwave compressors for thdard rectangular waveguide with a transverse cross section of
3- and 10-cm bands and investigate a method for energ28.5<12.6 mm was placed in the same end cap of the cavity,

ESTIMATE OF THE CHARACTERISTICS OF A MICROWAVE
COMPRESSOR WITH MODE CONVERSION AT A
COUPLING WINDOW

extraction. symmetrically opposite the input window relative to the cen-
It is easy to show that for the typical intrinsic Q factors ter of the end cap.
of an oversized copper cylindrical cavity witHy,, mode An H-tee with a shorted half-wave side arm and a com-

oscillations,Qq;~ 10, and double transit times of the wave mutator (electrical spark dischargemounted in it was
along the cavityT~1-3 ns, the damping constamtfor the  mounted in the waveguide stub to study the effect of its
Ho, Wave is close to 10%. Thus, for an auxiliary mode with length on the magnitude of the intermode coupling, as shown
an intrinsicQqy~5x 10* and a loadQ,,~2x 10%, its cou- in Fig. 3, wherel is the input waveguide is the tee3 is the
pling parameteq with the external load, will be of the order commutator4 is the cavity, and is the output waveguide.
of 0.1-0.2. The half wavelength of the side arm provided a decoupling
It follows, further, from Eq.9) that for a frequency drift of about 45 dB between the inlet and output arms during
6f~10-20 MHz, corresponding to the actually attainablebuildup. This made it possible to avoid breakdown in the
coupling of a cavity with a stubh~0.1-0.2, and for output arm of the tee as energy built up because of illumina-
T~1-3ns, the phase shiff, and, therefore, the parameter tion of the waveguide tract by sparking on the plunger that
m can attain values of 0.05—0.1 comparable ©p. Because shorts this arm. In addition, this design made it possible to
of this, the coupling window between the cavity and stub carfollow the dynamics of the intermode interaction as the
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FIG. 3. Sketch of a resonant system for experimentally extracting energy by I ] L 1 —
conversion of the cavity working mode at a coupling window. g 25 50 75 100 125
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length of the stub was changed, without having to reasFIG. 4. Envelopes of rf output pulses for stubs with different electrical
semble it. The length of the input arm of the tee was choseff"9ths:

to be close to the half wavelength and to be such that at the

working wavelength, the radiation of energy to the load~0.5 MW and pulse duration of 30 ns at a level of 0.5. The
through the output waveguide was minimal. In the systenintermode coupling parameten for these rf output pulse
used in the experiments, the level of this radiation was ne&haracteristics is estimated to beD.05. The efficiency with
higher than the typical levels for an interference switch which the energy of the compressed pulse was transferred to
(~45 dB). As an output waveguide we used a standard recthe load was~-0.2—0.25 in the case of unoptimized buildup
angular waveguide with a cross section of 2812.6 mm in the cavity.

connected coaxially to the cavity on its other end cap, as

shown in Fig. 3, and with its wide wall parallel to the wide CONCLUSION

walls of the input and stub waveguides. The dimensions of In this paper we have provided a justification for and
the oval coupling windows between the resonator and thexperimentally validated the feasibility of obtaining high
stub and output waveguides were 1285 and 12.6 power nanosecond rf pulses through the buildup of micro-
X 18 mm, respectively. wave energy in an oversized cavity followed by rapid extrac-

The system was powered by a magnetron generator wittion through conversion, at a coupling window, of the high-Q
a pulsed output power 060 kW and pulse duration of cavity working mode into an auxiliary mode that is strongly
~1us. The operating regimes were switched using thecoupled to the external load. Our results give grounds for
plasma of a microwave discharge in air at atmospheric presrope that rf microwave compressors with energy extraction
sure, initiated by delivering a high-voltage control signal toby mode conversion may turn out to be sufficiently promis-
the commutator. The spark gap response time was aboifig devices with characteristics close to those of compressors
2 ns. The relative frequency detunidgf/f of the working  using interference switches for energy extraction.
cavity mode and of thé& () (auxiliary) mode degenerate
with it, which was strongly coupled to the output waveguide, 1? kl;l{ érte;nelzglzg, 1V9.8L. gamir%skjhar;dh Yu.LGt.ﬂYéJssgkfgé Pis'ma zh.
was less than & 19 -10°° QUrlng S.WItChmg’ which means. 2S§N.- Arltze.m,enko, (V L.j)l<[ar?1\;ﬁsk?;ﬁd Y?JI.S.G.eYLJ'shkO\(/, Zh].)]'i'ekh. Fiz.
that the frequencies of the interacting modes are essentiallyss 1gg5(1983 [Sov. Phys. Tech. Phyas, 1163(1983].
the sam@ for a intermode coupling coefficieny;,~10"3 3R. Alvarez, D. Birks, D. Berret al.[in Russiaf, Atomnaya Tekhnika za
(m~0.1). ,Rubezhom, Vol. 111982 pp. 36-39.

After operation of the switch, rf pulses with the enve- ¥£HQ‘(/9””I§3T“\’/‘;§2F]_"dﬁéﬁ%’%i%‘é‘_"% d?a&(git‘;rg(el”ggf”d u. G.
lopes shown in Fig. 4 were recorded at the system outletsy | yannikov, Yu. D. Chernousov, and I. V. Shebolaev, zh. Tekh. Fiz.
Curvel corresponds to a stub length for which the intermode 65(5), 194 (1995 [Tech. Phys40, 514 (1995].
coupling is close to maximal¢(~ w/2— h), curve 2, to a bv. B Sh_temshld_ger, Wave In_teraction Phenomena in Electromagnetic
length at which there s aimost no coupling between the S Fussad Onorong, Moscow 1SSz e
modes ()~ —h), and curve3, to an intermediate case. It 462 pp; Mir, Moscow(1968, 488 pp].
can be seen that the experimental results are in good qualfs. N. Artemenko, Izv. Vyssh. Uchebn. Zaved. Radic3@,. 1289(1987).
tative agreement with the theoretical estimates of this paper'S: N- Atemenko and V. L. KaminskiZh. Tekh. Fiz59(11), 161(1989
and Ref. 8. The maximum measured gain coefficient for this [50V: Pys- Tech. Phy84, 1332(1989].
compressor was 9 dB with a peak output signal powefranslated by D. H. McNeill
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The influence of exchange coupling of layers on the propagation of magnetostatic dipole volume
waves in normally and tangentially magnetized two-layer epitaxial ferrite structures is
investigated. It is shown that the indicated influence is manifested in the form of dynamic spin
pinning effects on the interlayer boundary and formation of a common dipole-exchange

wave spectrum for the entire structure. In this case, at the synchronism frequencies of the dipole
and exchange waves the losses of the dipole waves grow and anomalous segments appear

in the dispersion. In films magnetized in the “hard” direction relative to the axis of normal
uniaxial surface anisotropy the magnetostatic dipole volume waves can interact resonantly

with the surface spin waves supported by the boundaries with pinned spin$99® American
Institute of Physicg.S1063-7848)01707-3

INTRODUCTION propagation of magnetostatic surface way®@SSW39 in a
two-layer ferrite structure was considered in Refs. 13-15. It
The use of multilayer ferrite structures as waveguides fovas shown there that dynamic spin pinning caused by ex-
magnetostatic wave®1SWs) is of interest from the point of change coupling, like surface anisotropy in the case of iso-
view of extending the possibilities of controlling their disper- lated films'®~*°leads to resonant growth of losses and to the
sion and damping, and of forming new types of spin-waveappearance of anomalous segments of the dispersion at the
excitations:— These possibilities are realized most fully in SWR frequencies. It may be expected that in the case of
those cases in which the frequency ranges of the existence MfSFVWs and MSBVWSs propagating in exchange-coupled
magnetostatic waves in individual layers are sufficientlyferrite films, exchange coupling will lead to analogous ef-
similar and regions of degeneracy of the spectra of isolateticts. In this case, in the interpretation of the experiments it
films arise, where these isolated films are ferrite films com4s important to distinguish the contributions to the changes in
prising a multilayer structure and being in essence couplethe dispersion and damping of the magnetostatic waves due
waveguides for the magnetostatic waves. Neglecting théo the parameter® andA;,. For this reason we have placed
magnetoelastic interactidh,one usually distinguishes two special emphasis on this aspect in the present work.
main mechanisms of coupling of film waveguides: via dipole ~ We also discuss the possibility of resonant interaction of
fields'® and via the exchange interaction at the film magnetostatic dipole volume waves with surface spin waves,
boundaries:® In the case when the relatioh;,=D is ful- which can exist near the boundaries of films with pinned
filled between the interlayer exchange constapt and the  surface spir?! or at an interlayer boundary in the case of
surface anisotropy constab, both of the indicated mecha- interlayer exchange of antiferromagnetic typg,<0 (Ref.
nisms play a significant role in the formation of the spin- 7). Since the existence of such surface waves is possible only
wave excitation spectruftt® In this case the influence of for a certain type of surface anisotropy, such a formulation of
exchange coupling of layers on the propagation of magnetdhe problem can be of interest for diagnostics of surface spin
static waves is most distinctly manifested at the synchronisrgtates in a multilayer structure.
frequencies of the dipole and exchange waves of the struc-
ture and is associated, first, with the appearance of dynamfRESULTS OF CALCULATIONS
spin pinning on the interlayer boundaryand second, with Let a two-layer ferrite structure be oriented such that the
the formation of a common exchange wave spectrum of the axis is perpendicular to the surface of the structure, and the
structure accompanied by the appearance of “repulstén” boundary between the films coincides with theplane. The
of the spin-wave resonan¢8WR) modes of the layersin the films are characterized by their thickneks saturation mag-
degeneracy region. The aim of the present work is the studyietization 47rM,, exchange stiffnesd,, line width of the
the influence of the interlayer exchange on the properties dierromagnetic resonanckH,, wherel=1,2 is the number
the magnetostatic forwar@MSFVW) and backwardMS-  of the layer, and the laydr=2 is located in the half space
BVW) volume waves in two-layer ferrite films. z<0. We characterize the exchange coupling at the bound-
Note that the influence of interlayer exchange on theary z=0 by the interlayer exchange parameiy,. The

1063-7842/98/43(7)/12/$15.00 834 © 1998 American Institute of Physics
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films are taken to be unbounded in thg plane and homo- hizh)l(, b§=b§|z:dl

geneous and isotropic and to possess a normal uniaxial sur-

face anisotropy characterized by the surface anisotropy con- hl=hZ bl=b2|,_,,

stantD;, i=1,2, where the indek=1,2 corresponds to the

lower and upper surfaces of thih film. We consider waves h;f: hi, b§= b§|z:—d2- (6)

ropagating along the axis.
propagating g We write the exchange boundary conditions in the form

characteristic for normal uniaxial surface anisotrépy,

MSFVW GEOMETRY amy

—7 Thum= 0|,=a,,

We direct the external magnetic field, along thez
axis. Following Ref. 9, we write the combined solution of the ~ ym,
magnetostatic equation and the Landau—Lifshitz equation in oz Lzzm2:0|z=—d2:
layers in the form

hx|=(2 B, expinz) T, oz AT My, 2 o
=1 | =
6 amy AlZ( Mo,
Kj —+Lym m,———m;|=0 , 7
(2 E expinz) T, 0z 21My+ A, 2 MOl 1 o (7

| . . L
where the parametets; =D,; /A, characterize spin pinning

o . on the upperi(=1) and lower {=2) surface of théth film,
121 XjBj expiK;z| T, andm =m,;,m
[

my|:

yl -
The dispersion equation for the waves was derived from

6 the condition of compatibility of system of equatiof@®, (7)
mxI:( > ;B expiK;z| T, (1) upon substitution of the corresponding expressions for the
=1 [ fields and magnetizations with amplitudBg , B3, B, not
where T = expi(gx—owt), Bj are unknown amplitudess, gqual to zero. I_n our case this reduces to .finding the condi-
are the roots of the characteristic equation for ltthefilm tions of vanishing of a 14th-order determinant, which was

3 ) B done numerically. In the calculations of the dispersion
(p°+ap“+bp+c) =0, 2 curves, losses were not taken into account, the wave number
wherep=K?+q?, and the coefficienta,b,c have the form ¢ of the magnetostatic waves was prescribed, and the fre-
quencyw corresponded to the roots of the dispersion equa-
tion. In the calculations of wave damping, losses were taken
' 3) into account by the standard substitutiop — wy—iyAH.
& The frequency of the magnetostatic waves in this case was
where oy =y(Ho—47My), wn=7y4mMg, wex=2yA/Mo,  taken to be assigned by a generator, and the values of the
andy is the gyromagnetic ratio. wave numberm=q’ +iq” corresponded to the roots of the
We take the coefficientg; and «; entering into the ex-  determinant, where the real payt and the imaginary pad”
pressions for the components of the magnetization ofte  of the wave number determine respectively the dispersion
film to be in the form law and the MSW losses. In the choice of the values of the
wave humber we chose those values that were closest to the

a=2wy/wey, b= (wa —w’+ qzwmwex)/wix,

c=0Pwnoy ! w?

iwyM wyyM
Xi :~az)7 02' o :ﬁ);n/ ‘;, values ofg of the fundamental mode of the volume waves.
o~ wp— o Note that in experiments it is possible to judge the nature

~ 2, 2 of the losses of magnetostatic waves from the form of the
wy=out oe(Ki+q7). 4) frequency response characteriSi®RC) of a model of delay
In expressions3) and(4) we have dropped the subscript line type. If losses to conversion of the microwave signal to
|, indicating that the corresponding coefficient belongs to thénagnetostatic waves and the effect of “direct” induction
[th film. between transformers are not taken into account in the cal-
The expressions for the fields in the regiansd, and  culations of the FRC, then the form of the FRC is given by
z<—d, have the form P=—8.68'S, ®)

3 3_in3
hy=Bs ex(—q2)T, hZ:'hX|Z>d1’ whereP is the level of the output signal in dB ar&@lis the
hiz B, exp(q2)T, h;lz —ihY,- 0, (5) distar_lce b(_atween the transformers in the_ model. _

Since in experiments performed using standard radio
We assume that the conditions of continuity of the tan-measuring apparatusuch as an FK2-18 phase difference
gential fieldsh, and normal components of the magnetic and attenuation meteit is possible to record signal levels
induction b,=h,+47m, are fulfilled at the boundaries of not lower than—60 dB, in the discussion of calculated re-
the structure az=d,,0,—d, sults segments of the FRC with levels belewb0 dB are
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TABLE |. Parameters of the investigated structures. films are characterized by valu¢§|i|so.1 erg/crﬁ (Ref.

Sample 22). In this case the pinning parameters of the surface spins
— -1

No. Layerl 47Mg, Gs d, um A0 7ergiem  L;i=Dj /A take valuegL|<10® cm™%.

Figures 1, 2, 3, and 4 display, respectively, for the fre-

! ; ?88 g’.‘g 1.2 guency intervalg9) the results of calculations of the FRC

2 1 1650 4.92 38 and dispersion laws of the spin-wave modes in structure 1
2 800 17 2.2 for a field H,=800 Oe and different values of the param-

3 1 640 6 2 etersL;; andA;,. It can be seen that the FRC has two re-
2 1750 8 3.85

gions of signal transmission, denotedlandll, which cor-
respond to segments of the spectrum occupied by MSFVWSs
in isolated layers.

In the absence of interlayer excharngg=0 and for the
not considered. In normally magnetized two-layer films suctpinning parameters equal thy;=L,,=0, Ly;=L;,=-5
segments of the FRC correspond to segments of the spectrum10® cm™* the FRC in regions$ andll has the form typical
of spin-wave modes that coincide with the frequency regiorof isolated films with one-sided spin pinnfifg® (Fig. 1a.

of existence of dipole MSFVWs in isolated lay&ts This is indicated, first, by the presence of deep “dips,”
whose frequency positions are well described by the expres-
WHSOS Q| , (9 sion for the spin-wave resonan¢8WR) frequencies in a
_ normally magnetized filgt
where wy; and wg = Vo (oy + on) are respectively the
long-wavelength §—0) and short-wavelength g =) fN:fH+fer§’ (10)

boundaries of the MSFVW spectrum of thiéa film.

In the calculations of the dispersion curves and the FRGvhere f = w/27, and Qy=(7N)/d is the wave number of
we will return to the structures with the parameters indicatedhe spin wave at thdlth SWR frequency. Second, the depth
in Table I. We take the damping parameters and the distanagf the dips in each of regionisand Il grows monotonically
between transformers to be equal AdH,=AH,=0.2 Oe with growth of the MSFVW frequency.
andS=4 mm. We are interested in the behavior of the dis- It can be seen from a comparison of the form of regions
persion and losses of the waves as functions of the spin pid-andll of the FRC and the corresponding segments of the
ning parameters,; and interlayer exchange paramefep. spectrum in Fig. 4 that foA;,=0 in regionll of the FRC the
We assume that the surface anisotropy constants in the ferrithps are noticeable only at the frequencies of intersection of

O —
) a
. I 11
% 4
< ] P
1 FIG. 1. FRC of a model of delay
h line type for the case of propagation
-50 — T T of MSFVWs in the absenpe of ex-
change coupling in free spins on the
0 - outer surfaces of the structure.
| Magnitude of the spin pinning
I b I on the inner surfaces: a =L,

- =-5x10cm™}, b — L;,=-5
1 il X1 cm™ % Ly=—5x10 em™ L.

“““““Hm )

250 500 1100 f MHz 1350
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the MSFVW fundamental mode of film 2 and the spin-wavespin pinning parameterd ;4|,|L5/>10° cm ! in region 2
modes of this same layefayer 2. However, in the given of the FRC the dips at the SWR frequencies of layer 1 be-
frequency interval spin-wave modes of the layer with largercome noticeabléFig. 1b). Note that for the indicated values
magnetizatior{layer 1 are present, whose cutoff frequencies ¢ the spin pinning parameters in layer 1 in regibf the

() are given by expressiof10) upon substitution of the film - e poth the depth of the dips and the attenuation of the

parameter values of layer 1 and for the frequency range Oéi nal at frequencies far from resonance of the MSFVW and
regionll in Fig. 1 they have mode numbeks =101-119 g d

(in Fig. 4 the indicated frequencies are indicated by arjows spin-wave modes grow noticeably. On the whole, neglecting

2 : . the exchange interaction the dependence of the spectrum and
The indicated modes of layer 1, of course, interact with theth FRC on the structur rameters is anal o th
modes of layer 2, which is manifested, in particular, in a € on the structure parameters 15 analogous 1o Ihe case

“repulsion” of the dispersion curves. The efficiency of the Of normally magnetized isolated film$2¢ _

given interaction is determined mainly by the values of the  F'9ure 2 displays the results of calculation of the FRC
spin pinning parameters in layer 1 and is much smaller, as glmultanegusly taking into accgunt pinning of surface.splns
rule, than the interaction of modes of layer 2 with each otherN€ar the interlayer boundary in the exchange coupling of
The above-said is illustrated by the inset to Fig. 4, whichlayers and the case whér~A;,~0.01 erg/crf. When the
reveals the nature of the dispersion of the spin-wave modesigns of the surface anisotropy constant and the interlayer
of layer 2 with mode numbemd,~14—-16 and the spin-wave €xchange constant are the same, the depth of the dips in the
mode of layer 1 with mode numbed;~103, which is FRC increase as a group and an insignificant modulation
marked in the inset by an asterisk. For values of the surfacappears in regiorl in the vicinity of the frequencie<)
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0 q Vided the Conditionle,L21~A12/A1,A12/A2 iS fulf”led,
] surface anisotropy and exchange coupling give comparable
contributions to the spin pinning. In this case, the magnitude
| a of the contribution due to the exchange coupling of layers is
determined by the ratio of the high-frequency components of
§ the magnetic moments of the films and is of an oscillatory
nature in the vicinity of the frequencig3, wherem;~M,,.
] The form of the FRC corresponds to the formation of a com-
] mon spectrum of spin-wave modes of the structure, as is also
-50 T T T T y T T T — 1 confirmed by direct calculation of the SWR frequencies of
the structure as functions of the exchange coupling param-
eterA;, (inset2 to Fig. 4.
09 Note that forA;,>0 the “repulsion” of SWR frequen-
| cies at the frequencig3 takes place “above” the frequency
j Q (inset2 to Fig.4). The fact that the frequency of one of the
interacting modes remains practically identical wifh
T - means that the magnetizations in the layers on both sides of
< - the boundary have similar amplitudes and are in phase.
1 Therefore, ferromagnetic exchange coupling does not sub-
stantially alter the nature of the magnetization distribution
for this mode and at the given frequency the spin pinning on
the interlayer boundary falls. From this vantage point it is
clear that growth of the frequency of the “repelled” mode
with increase ofA, is due to the tendency of ferromagnetic
0 exchange coupling to decrease the degree to which the oscil-
] j lations of the magnetization on the two sides of the interlayer

‘50 T T ¥ T T T T T 4 1

boundary are out of phase, which is equivalent to an increase
c in the spin-wave resonance number and can be identified
with growth of spin pinning?! Taking the above into ac-
count, the existence in the vicinity 6f of the deepest dip at
- frequenciesw> () becomes understandable. Antiferromag-
- netic exchange coupling, on the contrary, most noticeably
1 alters the nature of the magnetization distribution of those
-50 T T T T modes that oscillate in phase at the boundar0. In this

250 f,MHz 500 case, the frequency of the “repelled” mode is lowefetset
FIG. 3. Regionl of the FRC of a model of delay line type for the case of 2in Fig. 4) and the_deEpeSt dlps In reQIme th,e FRC_ a,re
propagation of MSFVWsa — in theabsence of exchange coupling for the found at frequenciese<<{). The nonmonotonic variation
case of free spins on the outer surfaces of the structurelLasd0, Ly, with frequency of the depth of the dips in regitinof the
=-2.1X :L'O‘5 cm Y b —in theabsenge of exchange coupling for thﬁelcase FRC of the type shown in Figs. 2b and 2c is also preserved
T o e et and magntuges o " (he case when exchange coupling of the fims makes the
the spin pinning on the same surfaces as in case b. main contribution to spin pinning on the interlayer boundary

(|A12>[D]).

Let us now consider conditions under which resonance
corresponding to coincidences of the SWR spectra of théeatures arise in regioh of the FRC, associated with the
isolated films. This is illustrated by Fig. 2a, whetg,; interaction of the spin-wave modes of the layers of the type
=L,,=0, Ly;=L;,=10° cm %, andA,,=0.01 erg/crh. noted for regioril of the FRC in Figs. 1 and 2. From Ed$)

In the case when the signs of the surface anisotropy corand (10) it is easy to see that for the structure under consid-
stant and the interlayer exchange constant are different, theration consisting of films with different magnetizations and
modulation of the depth of the dips in regitinof the FRC  situated in a magnetic field normal to its surface, only sur-
increaseqFigs. 2b and 2c The frequency positions of the face modes of the FRC of layer 2 which have imaginary
deepest neighboring dips have values similar to those of thave number€y can fall into the frequency band of exis-
frequencied), but do not coincide with them. Table Il lists tence of the MSFVWSs. Thus, SWR modes exist in films with
the values of the frequency intervals between the deepest normal uniaxial surface anisotropy in the case when the films
neighboring dips in the region of the FRC indicated in Fig.are magnetized in the “hard” direction relative to the sur-
2b by arrows and corresponding to MSFVWs with waveface anisotropy axié: For normally magnetized films, SWR
numbersg~40-400 cm*. surface modes can exist for a normal uniaxial surface anisot-

The indicated behavior of the FRC in regitins in line  ropy of “easy plane” type, which under conditiorig) cor-
with the form of the conditions on spin pinning) at the  responds td.|;<0. Figure 3a shows regidnof the FRC for
boundaryz=0 of the exchange-coupled films. Indeed, pro-the pinning parametersL;=L;,=L,,=0, L, =-2.1
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x10° cm™ ! in the absence of exchange coupling betweerwill be formed in the FRC which is due to the interaction of
the layers. The solitary dip at frequenciesg~340— the MSFVWs with the surface spin wave traveling along its
350 MHz is due to interaction of the MSFVWs of layer 1 surface. Finally, for simultaneous spin pinning on both sur-
with the surface exchange spin wave supported by théaces of film 2 in regionl of the FRC two dips can arise
boundary with pinned spins a=0. Inset3 to Fig. 4 illus- whose positions are determined by the paramdtgysand
trates the nature of the spectrum of spin-wave modes in the,,. This latter case is illustrated by the curve in Fig. 3b,
vicinity of ws. The position of the frequencys is deter-  which was calculated fot,;=—2.1x10° cm™* and Lo,
mined mainly by the value of the spin pinning parameter =—2.13x10° cm™ ..
in film 2 and falls in the frequency band of existence of Exchange coupling of the films affects mainly the posi-
MSFVWs of layer 1 for —23x10°<L,<—1.7 ton and shape of the dip formed due to resonance of the
x10° cm™ L. MSFVWs of layer 1 with the surface spin wave traveling in

Reasonably enough, in the case in which the spins on thFéyer 2 near the interlayer boundazy: 0 (Fig. 39. The fre-
boundaryz=—d, in film 2 are characterized by a pinning guency ws at which the dip arises is increased if the ex-
parametelt ,, whose value lies in the indicated range, a dipchange coupling is ferromagneti&{,>0) and decreased if

it is antiferromagnetic A,,<0). Together with a change in

TABLE II. Widths of the frequency intervals between dips in the FRC of i[he position of the dip, ethange coupllng leads to “fra.m_
structure 1. ing” of the edges of the dip by a series of shallower dips
which are arrayed at the SWR frequencies of layer 1 and

f, MHz Af, MHz whose depth falls with distance from the central frequency of
12 17 the dip. The appearance of these features is tied up with spin
12 17 pinning on the interlayer boundary, which is induced in the
12 13 structure by exchange coupling. Indeed, the presence of
ij ig natural excitations in the layers at the frequergy means

that on both sides of the boundary high-frequency magneti-

13 15
zations have nonzero amplitudes. The surface spin wave in
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layer 2 decays exponentially into the film at distances deter- gm,, A, Moy

mined by the root«; of the characteristic equation and, 9z _A_l( My M mx2> 0 ,

being primarily an exchange wave fgr=0, it has nearly z=0

zero amplitude at distances R~ wey/(wy— wg) M,y Ass M oz

~2x107° cm. Such a rapid falloff of the magnetization 57 oMzt 2~ Mz M—mzl)IO,

amplitude in layer 2 can be understood in light of interlayer 2 ot

exchange of the magnetization of layer 1 as an indication of dm,, Aq Mo,

the presence of spin pinning on the boundary and leads to the ™~ 57 + /_\_2( Myo— M_mm“) =0 o (13

appearance of dips in the FRC. Obviously, the efficiency of
the indicated mechanism falls off outside the region of fre-  The dispersion equation was derived and studied in anal-
quenciesws. It is also clear that in structures composed ofogy with the above-considered case of MSFVWs. Figures 5
films with thicknessd,>R, the influence of exchange cou- and 6 display the form of the spin-wave spectra and the FRC
pling of the layers on the resonance of the MSFVWs with theof @ model of delay line type corresponding to wave propa-
surface spin waves pressed against the outer boundaries @#tion in structure 1 from Table | fad,=193 Oe and the
the film (in the given case, up against the boundaryabove-chosen values of the dampiagi, distanceS, and
z=—d,) will be weak. different values ofA;, andL,;. The calculations were lim-
ited to the frequency region of the existence of dipole MS-
BVWs in the isolated layersy<w<wq , Wwherewy is the
short-wavelength {—<) boundary of the MSBVW spec-

. . . érum (12, being common for both films, andw
To consider the propagation of magnetostatic backwarz\/—gf are the long-wavelength boundaries (
volume waves(MSBVWSs) in the structure, we direct the ©H T OHOmI 9 Y S

! . . : —0) of the dipole MSBVW spectra. It is clear that for struc-
field along thex axis. We take the expressions for the fields .

o . ture 1 the long-wavelength boundary of layer 1 with magne-
hyi, h; and the magnetization componemt, to be in a

form analogous to expressiof®y, and we write the compo- tization 47My=700 G is located at a higher frequency than
9 P ' PO the long-wavelength boundary of layer 2.

MSBVW GEOMETRY

nentm, as Before going on to a discussion of the results, note that
6 _ the frequencies of the SWR exchange modes in tangentially
m; = 121 §BjexpK;z| T. (1) magnetized films are given &y
N [

— 2 2
HereK;, are the roots of the characteristic equation for fn= \/[fH+fm+feXQN][fH+feXQN]' (14)
thelth film in the form(2), where the coefficients,b,c have Clearly, in isolated layers the resonant interaction of di-
the form pole MSBVWs with exchange spin-wave modes is impos-

a=(wnt20y) wey,

- 2_ 2 2 2
b=(wnhwy+ oh— 0 — 0 wnwex/ wg,),

— 2 2 —
C=—Q“wnwy/wgy, ®y=yHg.

We represent the coefficiengs in the form

T =2 o
Wy~ w

The expressions for the fields in the regiarsd; and

z<—d, have the form5).

sible since fy>fy=we/27m. For two-layer structures like
structure 1 in Table | in the frequency intervalp,<w

< wgqy the dipole MSBVWs of the layer with greater magne-
tization can interact resonantly with the volume exchange
spin-wave modes of the layer with smaller magnetization.
Note also that fo.>0 in a tangentially magnetized film
with normal uniaxial surface anisotropy the existence of sur-
face exchange spin waves is possible at frequenaigs
<wg (Ref. 21. As in the case considered above of normally
magnetized films witH. <0, it may be expected that when
such surface waves fall into the spectrum of dipole MSB-
VWs an interaction will arise between them. In two-layer

We assume that the conditions of continuity of the tan-strctures containing films with different magnetizations,
gential fieldsh, and the normal components of the magneticsiface waves supported by all four surfaces of the structure
inductionb,=h,+4mm, in the form(6) are satisfied at the ¢4 fall into the frequency region fromy to wgy,, Where

boundaries of the structure=d,,0,—d,. We write the ex-

wom=MiNn(wgyy,wqy), for certain values of the parameters

change boundary conditions in the form characteristic fof .~

normal uniaxial surface anisotroffy’

am,, omyy

Tz MmO 50
Y1

am,, omy,

_+ = =

97 L22mz,=0, 97 0 L

- 2

omy A1y Moy

Figure 5 displays the form of the spin-wave spectrum
calculated for structure 1 with pinning parameterg=_L,,
=0, L;,=L,=10° cm ! in the absence of exchange cou-
pling. It can be seen that the nature of the spectrum as a
whole corresponds to the above arguments—in the frequency
interval 900—-1200 MHz regions of “repulsion” of the dis-
persion curves of the layer spin-wave modes are visible, aris-
ing at the frequencies of degeneracy of the dipole MSBVW
spectrum of layer 1 and the exchange spin-wave spectrum of
layer 2. The magnitude of the “repulsion” of the dispersion
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curves is governed mainly by the spin pinning parameters ithange into account in the given case has hardly any effect
layer 2 and the interlayer exchange parameter as shown ion the nature of the frequency dependence of the depth or the
Refs. 9, 6, and 24. In addition, near the frequencigeg mutual arrangement of the dips corresponding to the reso-
~970 MHz andwg,~1155 MHz, whose positions in Fig. 5 nances of the MSBVWs of layer 1 with the volume spin-
are indicated by arrows, significant restructuring of the specwave modes of layer 2, which is well described by expres-
trum is seen to take place, due to interaction of the MSB-sion (14).
VWs with the surface spin waves. Inset a to Fig. 5 reveals Exchange coupling has a much stronger effect on the
the nature of the “repulsion” of the spin-wave modes nearresonance of the MSBVWs with the surface spin waves
the frequencywsg,. propagating along the interlayer boundary 2. For ferro-
Figure 6 displays the form of the FRC for chosen valuesmagnetic exchange coupling the frequencies of the surface
of the pinning parameters and the exchange coupling paranspin waveswg grow whereas for antiferromagnetic exchange
eter A;,=0 (Fig. 68, A;,=0.005 erg/crh (Fig. 6b), and  coupling they fall. Clearly, for fixed values of the spin pin-
A,,=—0.001 erg/crh (Fig. 60. It can be seen that at the ning parameterg at the boundarg=0 such values of the
resonance frequencies of the MSBVWs with the surfacgparameterd\;,>0 will be found for which the surface spin
waves and at the resonance frequencies of the MSBVWs aflaves cease to exist and the dips associated with them in the
layer 1 with the volume exchange modes of layer 2, dips aré&RC will be absent(Fig. 6b. It is also clear that as the
formed in the FRC, and that in contrast to the case of MSantiferromagnetic exchange coupling is increased, the fre-
FVWs the depth of the dips in the absence of exchange cowuency wg can fall so far that it drops below the lower
pling between the layers at the frequencies of the MSBVWboundary of the MSBVW spectrunws<wy . For the case
resonances and volume exchange modes turns out to be sughown in Fig. 6¢, exchange coupling does not violate the
stantially less and grows as the MSBVW frequency is low-conditions of existence of the resonance of the surface spin
ered. Note also that in the long-wavelength region of thewaves with the MSBVWs. In this case in regidh of the
FRC q=5x10? cm !, which is the most accessible fre- FRC in the vicinity ofws, the dips corresponding to reso-
guency range for experiment and is demarcated by arrows inances of the MSBVWs with the volume spin-wave modes
Fig. 6a, variations in the resonance frequencies are esseaf layer 2 deepen as in the case of the MSFViWg. 30.
tially absent—the depth of the dips does not exceed 1-2 dB. A distinguishing feature of tangentially magnetized
For the exchange coupling paramegern+# 0 the depth  structures in comparison with the case of normal magnetiza-
of the dips in the long-wavelength region of the FRC growstion is the possibility of the appearance in the spectrum, for
by 5-10 dB. It can be seen that in contrast to the MSFVWantiferromagnetic 4,,<0) exchange coupling, of waves of
cases shown in Figs. 3b and 3c, taking inhomogeneous exhe two-layer structure at the frequencieg<wg,, of the
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surface spin waves supported by the interlayer bounfiarying to resonances of the MSBVWSs and surface spin waves
Such waves, which like surface spin waves are due to surfadecalized near the boundaries=0 andz= —d, (curve2 of
anisotropy, can also interact resonantly with the MSBVWsthe FRC in Fig. 6& If the spins are pinned on interlayer
and lead to the appearance of dips in regicof the FRC.  poundary, then taking the interlayer exchange interaction
For this case the numeral 1 in Fig. 6c indicates region | ofyiq account does not lead to the appearance of an additional
the FRC, calculated for the case of free surface spir) dip but only alters the shape and frequency of the dip caused

andA,=—0.001 erg/crh Note that in the case of antifer- t|)¥ the surface anisotropy. Also note that for values of the
romagnetic exchange coupling between the layers and spi

pinning on the outer boundary of the film with the lower spin pinning parameter LOLC°<L <2.2<10in Iaygr 1the
magnetization two dips can appear in the FRC fot<10,, §urface spin waves supported by these boundaries will also
<1.7x10° cm™! and 0>A,,> —0.01 erg/crR, correspond- interact with the MSBVWs of layer 2.
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EXPERIMENTAL RESULTS tution of the parameters corresponding to layer 2, and the

In the experiments we used two-layer ferrite structureg oo anc® numbed,~29-36. At the same time, segments
f anomalous dispersion are observed in the dispersion

prepared by liquid-phase epitaxy on substrates of . : ;
gadolinium—gallium garnet witfd 1) orientation by succes- curves, and the standing wave ratio of the input transformer

. I . _grows as described in Ref. 13.
;lc\;seiti%rr?w;[(h F%fz laéi;s:ezf yg;u(;n |r0;<g61 ;ne;v:ihothe_rﬁgm The indicated features in the damping, dispersion, and
sFe_y —x 12, ¥<0.3, x<1.0.

layer parameters are indicated in Table I. The gyromagneti%xcnation are characteristic signs of resonant interaction of

ratios in both layers had values typical for YIG films the d|pole_and exchan.ge waves and, according to_ the res_ults
y=2.8 MHz/Oe. of calculations shown in Figs. 5 and 6, should be linked with

The samples were placed in an input and an output mirésonant interaction of the fundamental mode of the dipole

crostrip transformer, both of which had a width of il and ||\;: 55\/2\/\/;0?[2 Iﬁﬁr"} t\;lvg?r;gigr?gr?niesrsg-Z\:)ar\r/((:s;noond d?igofo
a length of 5 mm. The distance between the two transformFegionz of the FRC, MSBVWS in the structure have wave

ers could be varied, which made it possible to use the “mo- =Y o

e pobe” method 0 messure e spersion and damping TS50 S L a1 e e of e e s case
fth tostati The external tic fiel e :

of the magnetostatic wavéSThe external magnetic fiekd, calculations of the FRC of the MSBVWs, in the long-

was oriented either normal to the plane of the structure . . L
(“MSFVW geometry”) or in the plane of the structure per- wavelength region the appearance of dips of such significant

pendicular to the microstrip&MSBVW geometry”). depth can be due only to the presence of exchange coupling

We investigated the amplitude and phase—frequenti)t?hemeenhthe layers. (iomparlson Vf[”th gxpfrz!ment shzlyvs that
characteristics of an MSW delay-line model in the frequenc Ng Oelxgra/g?ﬁe coupling parameter in this case Ay
range 0.1}-6 GHz at room temperatures. Special attention .Note glso .that at frequencies 970-980 MHz of region
was given to the appearance of segments of resonant grovvtl? 9

of losses, typical for resonances of dipole MSWs with the® the FRC a dip is observed that divides it into two pafas:

spin-wave modes of the structure, in the FRC of models Iikeandlb (Fig. 7). From its position and shape, the indicated dip
those shown in Figs. 1, 2, 3 and 6 is analogous to the dip in the FRC in Fig. 6 due to resonant
Figure 7 shows ihe’ fo,rm of thé FRC of the model with interaction of the MSBVWs with the surface spin wave.

structure 1 for the MSBVW geometry for the external field However, it seems that its appearance cannot be linked with

Ho=193 Oe and the distance between the transformer%esonam interaction of a dipole MSBVWs with a surface

equal to 4 mm. It is possible to distinguish two regions of SPIN wave. Indeed, one of the properties of pinning of surface

signal transmission which according to Figs. 5 and 6 shoulépins in ta_ngentially magnetized films with normal uniaxial
be ascribed to propagation of MSBVWS in layers 1 and 2surface anisotropy is the frequency dependence of the effec-

The frequencies of the long-wavelength boundaries of théive pinning parametéf
regions of existence of dipole MSBVWs in the filmg are

shifted by 30—-50 MHz relative to the values shown in Figs. Leff:E _ 1 (15)
5 and 6, which may be due to the influence of volume an- 2 Vi+(2owlwy?)

isotropy in the layers. Inside region Il of the FRC, segments
of fade-out of interference are visible, as are dips, whosét can be easily seen from E@L5) that in the investigated
positions are accurately given by formulid) upon substi- frequency range 0-16 GHz the parametet® varies by
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FIG. 8. Same as in Fig. 7, fdd;=8000Oe.

almost an order of magnitude. In line with this the positionFRC corresponding to MSFVWs with wave numbers
of the resonance dip in the FRC should change. This positiog~40-400 cm?, and in a way completely analogous to the
can be characterized by the magnitude of the detudir@f  pattern shown in Figs. 2b and Zsee also Table )I
its central frequency from the long-wavelength frequency  The adduced experimental results clearly indicate the
boundaryf, of the MSBVWs in the film(Fig. 6). The inset presence in the structure of an interlayer exchange interac-
to Fig. 7 plots the calculate@olid curve and experimental tion. Comparison of the FRCs shown in Figs. 7 and 8 with
(dotted dependence of the parametF on the magnetic the calculated results shows first that the relatfop<D
field Hy. It can be seen that the indicated curves are quitdetween the interlayer exchange constant and the surface an-
different. Etching of the outer surface of the film to a depthisotropy constant is fulfilled at the interlayer boundary and,
of ~1um did not result in disappearance of this dip. second, that the interlayer exchange parameter in the struc-
In addition, upon turning the model relative to the direc-ture under consideration varies in the range 0005,
tion of the tangential fieldH, in such a way that the field is <0.05 erg/crh. However, it is difficult to uniquely deter-
finally aligned with the transformers, region la took on themine the nature of the exchange coupling on the basis of the
form of the FRC corresponding to a Damon—Eshbach magexperimental data shown in Figs. 7 and 8 since the magni-
netostatic surface wave. Consequently, the appearance of rerdes and signs of the spin coupling parameters at the bound-
gionlain the FRC shown in Fig. 7 can, in analogy with Ref. aries of the structure are not known with sufficient accuracy.
26, be linked with resonant excitation of the structure by theAt the same time, resonance of the MSBVWSs propagating in
high-frequency magnetic field of the strip transformer andthe layer with lower magnetization with the surface spin
with the setting up in the film at the frequencies of existenceavave was not observed experimentally whereas such a reso-
of the forward magnetostatic waves of magnetization oscilnance can observed for0.001>A;,> —0.01 erg/cri. This
lations. gives us reason to believe that in the investigated structure
Figure 8 reveals the shape of the FRC of the model withinterlayer exchange is ferromagneti;,>0. Note that this
structure 1, normally magnetized in a figtth=800 Oe for  conjecture, like the above determined interval of absolute
the distance between the transformers equal to 4 mm. It cavalues ofA;,, is in good agreement with known results for
be seen that both regions of signal transmission | and Il havenultilayer epitaxial garnet structuré$?® Within the frame-
an indented appearance. Differences in the positions of theork of the two-layer structure model with normal uniaxial
calculated and measured boundaries can be ascribed to therface anisotropy, not taking account of either thickness
influence of anisotropy and other factors outside the scope afonuniformity of either of the layers or the presence of a
the approximations used in the calculations, e.g., nonunifortransitional layer between them, agreement of the experi-
mity of the layers’’ The form of the FRC as a whole corre- mental and calculated results for the chosen values of the
sponds to the calculated results shown in Fig. 2b, where wstructure parameterd;, 47Mg , A;, andAH, can be ob-
took A;,=0.01 erg/crh andL=—10° cm *. The deep dips tained forA;,~0.01 erg/crh andL~ —10° cm L.
in region | of the FRC, marked by dots, are located at fre-  Note that propagation of MSFVWs and MSBVWs in the
guencies given by formulél0) upon substitution of the pa- remaining structures of Table | is accompanied by similar
rameters corresponding to layer 1 and the mode numbergeculiarities, and the structures themselves are characterized
N;~5-23 and on the whole have the form characteristic foby interlayer exchange and surface spin pinning parameters
isolated films with asymmetrically pinned surface spiié.  of the same order as for structure 1.
In region 1l of the FRC the frequencies at which the
deepest dips are located are separated from one another E?NCLUS'ON
6f~8-20 MHz. Here the values off behave nonmono- We have shown that the influence of interlayer exchange
tonically with growth of the frequency in the region of the interaction on the propagation of magnetostatic dipole vol-
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ume waves in two-layer epitaxial ferrite structures is mani-YThe phonon mechanism of formation of the spin-wave excitation spectrum
fested mainly at the frequencies of resonant interaction of thgin a multilayer structure was considered in Ref. 4. ,
magnetostatic dipole volume waves primarily with the vol- slnce the frequencies of the surface spln vyaugm normally magnetized

. films have value® ws<wy, wherewy, is given by formula(3), the sur-
ume spin-wave modes of the StrUCture and, has a form ,Com_face spin waves of layer 1 cannot interact resonantly with the MSFVWs of
pletely analogous to the case of solitary films: at the indi- the structure and are not considered here.
cated frequencies the losses of the magnetostatic waves grow
resonantly, and the spectra of the interacting waves repel.
We have shown that anomalies arise in the frequency depen-
dence of the indicated spectral transformations and of theg, m. vaprie Obzory po Eektronng Tekhnike, Ser. 1, No. @060
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are caused by repulsion of the spectra of the degenerate spins, v. Tarasenko, Fiz. Tverd. Te(8t. Petersbuig36, 2554(1994 [Phys.
wave modes accompanied by the effect of dynamic pinning_Solid State36, 1390(1994].

. . 5 i
of the “interlayer” spins at the frequency of the “repelled” K- Vayhinger and H. Kronmuller, J. Magn. Magn. Matég, 159(1986.
. . . B. A. Kalinikos and P. A. Kolodin, Izv. Vyssh. Uchebn. Zaved. Radiofiz.
spin-wave mode, and are configured by the magnitude of the 5, 1290(1989.

exchange coupling parametdr,, and also by the relation 7H. puszkarski, Surf. Sci. Re@0, No. 2 (1994.

betweenA,;, and the spin pinning parameters at the film K. Vayhinger and H. Kronmuller, J. Magn. Magn. Mat@g, 307 (1986.
boundaried 9B. Hillebrandt, Phys. Rev. B7, 9885(1988.

h h hat i ith uniaxial |1°S. L. Vysotski, G. T. Kazakov, M. L. Kats, and Yu. A. Filimonov, Fiz.
We have shown that in structures with uniaxial normal tyeq. Tela(st. Petersbung35, 1191 (1993 [Phys. Solid Stat@5, 606

surface anisotropy, magnetized in the hard direction relative (1993].
to the anisotropy axis, magnetostatic dipole volume WaveélF- Hoffmann, Phys. Solid Statl, 807 (1970.

L : 2C. Vittoria, Phys. Rev. B37, 2387(1988.
can be found under conditions of phase synchronism and caps | Vysotski, G. T. Kazakov, B. P. Nam, A. V. Maryakhiet al,

interact efficiently with the surface spin waves propagating pisma zh. Tekh. Fiz19(11), 65 (1993 [Tech. Phys. Lett1%(6), 349

along the film boundaries with pinned spins. In these struc- (1993].

tures, exchange coupling of the layers leads to appearance 16‘1;\; U-tA- fé'lmggg‘(fl sgh; T. Kazakov, S. L. Visotskgt al, J. Magn. Magn.
- . . . . ater. .

d_ynamlc Spin pinning for those Spin modes whose frequenrss. L. Vysotski, G. T. Kazakov, A. S. Khe, A. V. Maryakhin, and Yu. A.

cies are close enough to the resonance frequency of the magriimonov, JETP Lett61, 693 (1993].

netostatic dipole volume waves and the surface exchangéB. A. Kalinikos, Izv. Vyssh. Uchebn. Zaved. Fi24, No. 8, 42(1981).
wave. 17Yu. V. Gulyaev, P. E. Zil'berman, and A. V. Lugovskdiz. Tverd. Tela

In structures comprised of films with different saturation 18|(3|_e£|an;ﬁgik2:é 1ngg(1r?§\?sr[1ﬁ<%\<} Z%S/'Asﬂ'dséﬁf 32,? 2;1388131. Fiz

magnetization, we have experimentally investigated the in- g4, 159 (1986 [Sov. Phys. JET®7, 89 (1986]. )

fluence of interlayer exchange on the propagation of magne?A. s. Andreev, Yu. V. Gulyaev, P. E. Zi'bermat al, Zh. Eksp. Teor.

tostatic dipole forward and reverse volume waves. In thqo\F/'ZMSBégEgliglzﬁg és?&’-f;vyse-ﬂ"f:?f%vifg(#9;(‘:);&” 2 10, 1793

case of backward volume waves we have shown that the(l'%é [Sov. Phys. Solid Statgo ’1412'(1963]'_ 9 ’

losses to propagation of the dipole wave propagating in theln. M. Salanski and M. Sh. ErukhimovPhysical Properties and Uses of

layer with greater magnetization grow resonantly at the hy- Magnetic Films{in Russiar} (Novosibirsk, 1975 222 pp.

bridization frequencies of the dipole waves of this layer with A'gg"a Lugovskd' and V. I. Shcheglov, Radiotekh. Elekiro@7, 518

the SWR modes of the IaYer.th lower mag.net'zat'on' ar!(:bB. A. Kalinikos, N. V. Kozhus, M. P. Kostylev, and A. N. Slavin, J. Phys.:

that for isolated layers the indicated changes in the propertiescondens. Matte2, 9861(1990.

of the MSBVWs are fundamentally impossible. In the case’P- E. Zi'berman and A. V. Lugovsko Zh. Tekh. Fiz.57(1), 3 (1987

of MSFVWs the influence of interlayer exchange is mOStZS[PSOg' ;i%;;ee;\h'Gph'lyslfé;;;&g\??g.nd V. V. Tikhonov, Radiotekh. Elek-

strikingly manifested at the degeneracy frequencies of the yon. 30, 1164(1985. ' o ' '

SWR spectra of the isolated films, i.e., in the frequency re#s. L. Vysotski, G. T. Kazakov, A. V. Maryakhiret al, Radiotekh. Ele-

gion corresponding to propagation of MSFVWs of the Iayer27'F<>"f|JE”-;%1086(19236 romi 4 M. P Tikhom 21 Tekh
. . . H H _ . E. Zi’'berman, A. G. emiryazev, an . P. TIknomirova, . lekn.

v_wth_ lower magnetl_zanon. A study of_the indicated anoma- i " 0a 281 (1995 [JETPSL 151 (1995].

lies In the propagation of magnetostatic waves would make itey_ y. uchishiba, H. Tominaga, and T. Namikata, Jpn. J. Appl. Phgs.

possible to estimate the interlayer exchange parameter an28(1973.

spin coupling parameters in the structure. 25A. H. Bobek, S. L. Blank, and H. J. Levinstein, Bell Syst. Tech51,.

This work was supported by the Russian Fund for Fun- 1427(1972.

damental ReseardiProject No. 97-02-18614 Translated by Paul F. Schippnick



TECHNICAL PHYSICS VOLUME 43, NUMBER 7 JULY 1998

Mechanisms and kinetics of the initial stages of growth of films grown by chemical
vapor deposition
D. A. Grigor'ev and S. A. Kukushkin

Institute of Problems of Mechanical Engineering, Russian Academy of Sciences, 199178 St. Petersburg,
Russia

(Submitted February 13, 1997

Zh. Tekh. Fiz68, 111-117(July 1998

The initial stages of growth of films and coatings by chemical vapor deposition are investigated.
A system of equations is derived which describes the evolution of an island film at the

stage of Ostwald ripening under conditions characteristic of vapor deposition. Solving this system
of equations yields the dependence of all of the main characteristics of islandfilensize
distribution function of the islands, the dependence of the mean radius and density of the islands
as functions of time and the spatial coordinate. Suggestions are given for the preparation of
films with prescribed properties. @998 American Institute of Physics.
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INTRODUCTION from which the film will grow. Examples of such a reaction
The method of chemical vapor depositid&VD) is is the reaction between gaseous zinc and selenium with the
widely used to prepare films and coatings for different pur_formatlon of zinc sellenldé,th.e dec.omposmonéof meta!or-
poses, including semiconductor films, HTSC films angdanic compounds with the liberation of metalsfc. This

' ' ' process is described by the equation of convective diffusion

many others™® There are a number of works, both h th ding bound di hich il
experimentdt® and theoretical* that examine processes of W' 1€ corresponding boundary conditions, which we wi
§0n3|der in greater detail below.

film growth using this method. The theoretical studies, as .

rule, examine only the hydrodynamics of the flow around the In the second stage, at first there takes_place an accumu-
substrate, while the influence of the surface and the processl?é'On on the §ubstrgt9 (,)f an excess quantlt'y of matémal
taking place on it reduces for the most part to just a calcula®©MParson with gqumbrlum from Wh'c,h the film wil grow
tion of the fluxes of the components to be deposittdn (e.g., zinc selenid® The acc_umulauon of material for
particular, no attention has been given thus far to the infludrowth can take place both directly from the components

ence of the fluxes of the deposited components on the kineflrought to thehsurface, and ?S thedresulrg of a chemical rekac-
ics of film growth as well as such characteristics of islanglion between them. Next, a first-order phase transition takes

films as the size distribution of the islands, the mean radiu§2¢€ With the formation of solid islands of a new phase. A
and critical radius of the islands. etc. first-order phase transition on a solid surface, as a rule, can

On the other hand, a number of works devoted to pro_be broken down into several stagesFirst takes place fluc-

cesses taking place on the surfx@eonsider growth of the tuational formation of islands_ of the new phase on the sub-
films only in the case when the material is delivered to thestrate surface, followed by independent growth of islands

substrate uniformly over its area. The present paper reprélithout change in their number, followed by coalescence, or
sents an effort to consider the theory of growth of islandOStwald ripening. This last process is characterized by the

films under conditions characteristic of CVD processes. forrnat[on of ggnera_nhzed thermal g_nd d|ﬁu5|on fields in
which islands with size less than critical dissolve and those

with size greater than critical grow. During this stage the
total number of islands decreases and their size and phase
distribution is establishe@n the case of a multicomponent
The essence of the method of chemical vapor depositiosystem. This stage is the most prolonged, and as a rule final
consists in blasting the substrate with a carrier gas containinfiprmation of the structure of the film takes place during this
one or more impurity components which serve as the sourcstage, as has been shoWwhin a number of experimental and
of material for film growth. The film can grow both directly theoretical works) By virtue of the hydrodynamics of the
from the impurity components or products of their reactionsflow of the carrier gas around the substrate, the quantity of
with each other(e.g., in the growth of zinc selenide fillis the reagents delivered to its surface and reacting on it is
and from their decay productavhen using metalorganic different over its area. This leads to the result that the con-
compounds as the impurit®s In this regard, for conve- centration of the material from which the film grows will be
nience of description we can divide the process of vapononuniform over the area of the substrate; consequently the
deposition into two stages. In the first stage the impuritystructure of the film will also be nonuniform over its area.
components are brought to the surface of the substrate and For definiteness, we will consider a variant of the
the chemical reaction takes place liberating the materialsnethod of vapor deposition in which the substrate is aligned

STATEMENT OF PROBLEM AND PHYSICAL ESSENCE OF
THE PROCESSES

1063-7842/98/43(7)/7/$15.00 846 © 1998 American Institute of Physics
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v v aC; Ty aC; . 9°C; L
—_— “ox vy TP €y
Here C; is the concentration of theth impurity component
in the carrier gasV, andV, are the components of the gas
velocity; D, is the diffusion coefficient of théth compo-

nent in the gas.
The boundary condition far from the wafer for the con-
centrationC; is Ci|,_...=Co; , whereCy; is the concentration
x, %0 of the impurity component in the gas column. This condition
reflects the fact that the falloff of the concentration of the
FIG. 1. Diagram of the process. Arrows indicate direction of motion of the reacting component takes place in the thin boundary layer.
carrier gasi — substrate? — islands,3 — boundary layer. The boundary condition on the reaction surfage., at
y=0) is the equation of mixed kinetics

dC;
with the carrier-gas flowFig. 1). Below we show how it is Dci(—')
possible to extend the proposed theory to other orientations %

of the substrate. To elucidate the physical essence of thghere k* is the rate constant of the chemical reaction of
processes involved, we will examine the case in which isformation of the material from which the film will grow

lands of only one composition, i.e., of one phase, are forme@e_g” the reaction of decomposition of a metalorganic
on the surface. These islands are formed of at least two congompound).

ponents(the substrate surface may serve formally as'the sec-  Solution of Eq.(1) in the given case does not present
ond component We let the process take place under isotheritficulties; therefore we can at once write down the expres-
mal conditions, i.e., the substrate temperature is taken to b§on, important in what follows, for the source strength of the

constant. A diagram of the process is shown in Fig. 1. It wasth component incident on the substrate at the ppinD as
shown in Refs. 1 and 6 that a necessary condition of occury fynction of the coordinate

rence of the process of Ostwald ripening is that the ensemble

y=0

of islands be found within the boundary layer of the gas. In 0 aC,; 328 CoiD,,10.663%* o
the case of detachment of the boundary layer the process of 9gi(X)=Dc, Ev S~ T —
Ostwald ripening breaks down, the islands begin to grow Y ly=0 7T (13X F o

independently of one another, the generalized diffusion fieldvhere is the dynamic viscosity of the gad, is the velocity
breaks down, and the film will not have the predicted struc-of the carrier gas far from the substratejs the distance
tural and phase composition. This phenomenon, obviouslyirom the edge of the substrate, is the left boundary of the
can be used to explain the fact that it is possible to depositegion in which the process of Ostwald ripening takes place
high-quality films and coatings by vapor deposition, as a(Fig. 1), I'(z) is the gamma function, whose value can be
rule, on items with good hydrodynamic flow around them. found in mathematical tables, azds its argument.
Note that for illustration we have considered here the
simplest stationary form of the equation of convective diffu-
SAMPLE CALCULATION OF THE FLUX OF REACTING sion. To obtain a more accurate solution taking account of
MATERIAL FROM THE CARRIER GAS TO THE SUBSTRATE details of the technologfe.g., nonstationarity of the process,
configuration of the reactor, rotation of the substrate) dtc.
We take the length and thickness of the wafer that wayould be necessary to use different numerical metidds.
have chosen as to serve as the substfite 1) to be much  The technique of using values of the material fluxes obtained
greater than its thickness. In this case it may be treated asy other methods to examine the evolution of an island film
infinitesimally thin. The substrate is blasted by the carriefis considered below.
gas at below atmospheric pressure and with a constant tem- Now let us go on to a description of the processes taking

perature. The gas velocity far from the substrate is equal tB|ace on the substrate surface when growing films by the
U. The reacting components are mixed into the carrier gagapor deposition method.

with concentration<; . If the concentration of the impurity
components is significantly less than the concentration of the
carrier gas and they do not interact, then their behavior ca VOLUTION OF ISLAND FILMS DURING VAPOR

EPOSITION
be treated separately. We assume that the process takes place
under stationary conditions. We write the two-dimensional  Let an ensemble of islands of the same composition, i.e.,
(Fig. 1) stationary equation of convective diffusigf) for  a single phas@,be found on the surface of the substréi.
each impurity component in the incompressible carrier gad), having equilibrium shape, e.g., spherical with radiis
moving rectilinearly under conditions of laminar flow. If the Islands of cylindrical shape can be described analogously. A
parameters of the process vary substantially in time, then it ishemical reaction takes place on the substrate surface be-
necessary to use the nonstationary equation of convectivi@veen the materials being delivered from the carrier (gas
diffusion, which is usually solved numericallfy above, described by the equation
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vu=K, ©) varies weakly over the length of the substrate, it can be set
equal to its mean value, employing data from Ref T

particular, in the case when the rate of growth of the islands
is bounded by the rate of formation of chemical bonds on the

where u and v are the concentrations of the components
being delivered to the substrate, akds the reaction rate

constant. o _ . _ surface of a particle, i.e., by the rate of incorporation of the
] W:z take the stoichiometric coefficient of the reaction tocomponents into the crystalline lattice of an island
e unity.
As a result of nonuniformity with length of the delivery _ZUBV%%(@)&(@) R g
of materials from the gas, diffusion fluxes arise over the R™ KgTR R_cr_l ’ (8)

substrate. The distribution of material over the substrate in h is th ific border fl island is th
this case should be described by the diffusion equation fol/ (fare,B IS t.e Speciic lor er ,UX onto an Is1a hils t, N
each of the components. These equations should contain tifrface tensiork g is Boltzmann's constang, is the criti-

sink strength of material into the islands of new phasec@l radius, and is the process temperature.

(d/d)I(x,t), where 1(x,t)=(1/2)xSZf(Rx,t)R¥(x,1)dR . System of equatione!l)—(?) is.a_ complete, closed, non-

is the volume of material in the island&(R,x,t) is the size I|'near. sygtem O,f equat!ons descnblng_the process of Qgtwald

distribution function of the islands ripening in an island film under conditions characteristic of

vapor deposition. First we simultaneously solve Egs-(5).
1/37(2—3co® + cos’O _ We subtract Eq(4) from Eq.(5) and denote the concentra-
X= V.:N.Qo ' tion differenceu— v asM. For simplicity, we take the dif-
fusion coefficients of the components to be eqDal=D,
=D. We introduce the new independent variable

is the angle of contacl/,, is the volume per atonimol-
ecule in the new phased\,, is the number of adsorption sites
per unit surface are&, is the amount of material of the new m= X+ X
phase at the beginning of the process of Ostwald ripening, D(t+tg)"
and f(R,x,t) is the size distribution function of the islands.
The factor 1/2 is included in the expression fgk,t) so as
not to double count the flux sinking to the islands. In the case g2\ dm

when the stoichiometric coefficients in E@) are not equal m+2mﬁ=0, 9
to unity, this factor must be replaced by the ratio of the

corresponding  stoichiometric coefficients. The diffusionand boundary condition) transform respectively to
equation should also include the phase som@(e(), which

is determined by the minimum of the sources of the compo-

Equations(4) and(5) then transform to

m=0; wu=pg; v=vy and M= puy—rvy=My,

nents(Z) also with the factor 1/2. Thus, the diffusion equa- m=«; p=p.. v=v, and M=p,.—v,.=M,,.
tions of the components on the substrate surface with the . ) ]
corresponding boundary conditions has the form Solving Egs.(9) and(3) simultaneously, we obtain ex-
pressions fo and v

b (92v+1d3 9t 4 1 1

ot =D g T 2900 G (D, @ p=5(M+ M7+, v=2(M—MZ+4k), (10

d Pu 1 d where

b, T a0 - —1(x.b), (5)

gt T Hg2 279 dt N

M=M= (Mg—M..)d| ——2_
X=0; u=po; v=rvp; ° ¢ VD(t+tg) /)’

X=00] U=fhe] V=Vs. (6) and®(2z) is the error function.
Now, knowing the explicit form of the functiong(x,t)

According to Ref. 7, the system of equations describingyq,,(x, t) from Eqs.(4) and(5), we obtain an expression for
the process of Ostwald ripening of an ensemble of islandg,e total flux to the surface

should also include the equation of continuity for the island

distribution function in size space 1 d
i g3 (X,0)= 50400~ ;1 (D),

IF(Rt,x) 4
& T ar(T(RLX)VR(R)) =0, at late timest
2

FREX) 0= o, @ 2k(Mo—Mm>zexp( - % (DX(J'EF—:?)))
wheref is the initial distribution function, an¥z(R) is the g2 (x,t)= 2 o (11
rate of growth of the islands. It was shown in Ref. 7 that mD(t+1o)(Mo+4k)
Vr(R) is found by solving the diffusion equation for an in- e write the equation of mass balance on the sub&trate
dividual island in the generalized field defined by the remain- .
ing islands a_nd depends on the mean gongentratlon of lthe f gE(x,t)=Xf f(R,x,HR3(x,1)dR, (12)
components in the system. In our case, if this concentration 0 0
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we substitute the value of the flygl) in it and, integrating We have reduced Eq15) to the form of Eq(16), which
the left-hand side of Eq12), we obtain corresponds to the equation solved in Ref. 7, with the sole
) ) ) difference thaty* in the given case depends on the spatial
2k(Mo—M-.) : ( _1 (X+X%o) )_ ( _ (X+Xo) )] coordinatex. Note that having transformed expressi@nto
m(M3+ 4k)%? 2 D(t+to) D(to) the form ggt"~!, we see that this corresponds formally to
n=1. As was shown in Ref. 8, the material sources are de-
323 D¢, /0.668)% . caying forn<3/p, while for n=3/p the sources are called
+5 T (U3 T t=x f(R,x,t)R (X,H)dR, nondecaying. Thus, under the stationary conditions consid-
0 ered herdi.e.,n=1) the source can be both decaying for the
(13)  mass transport mechanism corresponding a2, and con-
where Eig) is the exponential integral function. stant forp=3 or growing for p=4. Consequently, when
We now consider two physically important limiting depositing different materials the same conditions of the pro-
cases. cess can lead to the formation of fundamentally different

1. Let the following relation hold between the terms on Structures, from monodispergat a given point in spagdor

the left-hand side of Eq(14) in the considered interval of p=<3 to polydisperse with size distribution which will be
space and time: obtained below. We consider here only the case2; the

remaining cases can be obtained by analogy in accordance
with the results of Ref. 8 and the present study.

Without going through the intermediate calculations, we
write out the main functional dependences characterizing an

MMO—‘““Z[ -(_EM _
m(M3+4k)32 2 D(t+tp)

( B (X+X0)?
D(to)

3213 DC_\/0_665J3/4 island film at the stage of Ostwald ripening when growing
<— : t. (14)  the film by vapor deposition under the condition that the
2 ™13 Vx+xg distribution of the component be governed mainly by hydro-

Physically, this means that the flux of material from the car-dynamic delivery of material from the gas phase. Thus, in
rier gas to the surface is large and the first term in @¢)  this case the critical radius of the islands is equalRf)

can be neglected. Then E(@.4) takes the form Rcr0+A t, whereR,,q is the critical radius of the islands at
the beginning of the process of Ostwald ripening, and the
323 D¢, \/0.668)%

t fxf(R HRExOAR values of the coefficienfA, can be found in Ref. 7. For
= 1X1 X, . — L. A X
2 (13 Vxrxe o example, forp=2 the coefficient, is given by
(19  BOVEg(0)a(®)
We introduce the new variableu=R/R, and A,= KoT _

X=Ay/A(x,t), where ) , L
The mean radius of the islands varies in time as

R(Xrt):Cpn(Apt)llpi (17)

V=V, U—Uy,
+

A(X,t)= ” u

is the relative supersaturation of the phase, whegds its ~ Where
initial value. As the “time” it is necessary to choose the

u
quantity 7=1In(X?), which for larget has a unique relation f 0Pf)(u)udu
with the time. Rewriting relatior{22) in terms of the new C. = 0
variables, we obtain P fug '
Pp(u)du
us 0
1=x* eﬁffo xX(1+4) ds(u)du, (16) U is a reference point; fop=2 this quantityu,=2 (see
Ref. 7).
where The number of islands varies according to the law
2/3 1/4 /
*:3_ xXn F(1/3) X+XO N ( t) Ggp
34 7 X, )= ,
2 Dc,\0.663) g (3lp—1)(Apt) ¥~ L Yx+ xq
u du 4 _
o= [ =i u- 5o, 323 7D V0668V R, 7N,
0 - =—
w2 7T (U3 7A,

x(7+ ¢) is an arbitrary function that awaits to be determined
from the condition of conservation of mass qu e~ GP=mrWy3qy
X

o (duPYdr)®

(18
1
g%(u)= 55 (u=2)%

wherer(u) = fo"du/(dup Y1d7)® (Ref. D; N, is the number

p takes the valuep=2,3,4 depending on the mechanism of of adsorption sites per unit surface areg;is a coefficient
mass transport in the system. determined in accordance with Ref. 7.
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FIG. 2. Dependence of the island
distribution functionf,(R,x) on ra-
diusR and spatial coordinate. a —
the evolution of the ensemble of is-
lands is governed by the hydrody-
namic material sourgéh — the evo-
lution of the ensemble of islands is
governed by diffusion over the sub-
strate.

In general, the size distribution function of the islands 2k(Mo—M.,)2 1 (x+Xg)2
has the form [ i( T 2D(trty)
0

[ (X+Xg)?
B EI( ~ D(tp) )]

=er(R,x,t)R3(x,t)dR. (21)
0

m(M§+4k)¥2
3 N(Xx,t)

f(R,x,t)= R—(t)

Pp(u). (19
The form of the functiorP,(u) was introduced in Refs.

1,6, and 7. For example, fqr=2 Let us consider the expression on the left-hand side of

3-2n Eqg. (21 at late timest. We replace the exponential integral
2e3 2"yexpg — function by its approximate value at late times
1-u/2) u<2,
Py(u)= (2_u)2+2(3/2—n)
2k(My—M.,)? | (t+t0) | (1 (x+x0)2)}
0 =2, n —In| z ———
u m(M3+4k)3? Y 2 D

wheren is equal to 1 for the stationary case under consider- .

ation. :Xf f(R,x,t)R3(x,1)dR, (22)
For a nonstationary procenswill differ from unity. Fig- 0

ure 2a displays the form of the functiéfR,x,t) at the some

given moment of time. wherey=1.78L ... is theEuler constant.
The degree of filling of the substrate in the case of hemi-  We equate the left-hand side of the equation to zero and,
spherical islands has the form solving the resulting equation fax, we obtain the right

boundary of the region of space at which the process of
Ostwald ripening takes plad&ig. 1)

_ AmGpCpré(Apt)t 1P
(3/p—1)Vx+Xq '

2. Let us now consider the case when the material flux =
from the gas phase to the substrate is small in comparison Y
with diffusion of the components over the surface of the
substratg15). This case can be realized, for example, when  Thus the process of Ostwald ripening of an ensemble of
the concentration of the impurity components in the gas colislands takes place in the regigg<x<x;, which expands
umn is small[see Eq.(2)]. In this case Eq(14) takes the with the passage of time. Transforming in E§2) to the
form variablesu and 7, we have

£(x,1) (20

2D(t+1)
— —Xo.
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2k(Mg—M.,)2 2D pendence of the material flui<1to the subs_t?*éﬂay a function
n of the formg,(x,t)=g,(x)t"~* and consider the evolution
m(ME+4K)32 7| y(x+Xo)? island fi Y :
0 Y 0 of the island film on the surface of the substrate in accor-
3 dance with the method proposed above. For the stationary
3 (P u . . L
= D + — -
Y€p ff (74 ) du—r, (23 flu?< conS|der_ed aboye the following pecuI!arltles of the evo
0 g°(u) lution of an island film may be noted. If in the system the

mass transport mechanism corresponding fge=2 is

and in the limitr —o we obtain > . . .
realized® then at each point on the substrate the particles will

2k(My—M.,)? 2D have a wide size spectruffig. 2). The degree of filling of
n L S
w(M§+4k)3’2 Y(X+ )2 the s_ubstratt_a in this case grows, and th_e format!on time of a
continuous film as a function of the spatial coordinate can be
3 (p ud estimated by the formula
Z)(eﬁffo x(7+ ) — du. (29 p
g(u) 1 (B x| Pl
It can be seen from Ed22) that it is formally similar to the tmidg_A_ 47G.. C2 (27)
P T3pg~pn

equation of mass balance in Ref. 7; therefore, without going
through the intermediate steps, we can immediately write out Employing formula(27), we can estimate the process
all the main parameters of an island film as functions oftime up to formation of a continuous thin film at a given
space and time. The mean radius of the islands in this ageoint of the sample. In the nonstationary case rist1/p,
proximation is given by expressiaii7), and the number of according to Ref. 8, a porous noncontinuous film is formed.
islands per unit surface area is equal to Note that if we consider a system with islands of different
composition, then not only the size but also the composition

G in 2D of the islands will vary in space since there is a connection

pd Y(X+Xg)? between these two characteristiédf the mechanism of ma-

Ng(X,t) = TR (25  terial transport corresponding =3, 4 is realized in the
3lp(Agt) system, then this will correspond to nondecaying material

where sourced and the film will have a more finely dispersed

B ) -2 — (@p=m)r(u)y 3 structure with a practically monodisperse distribution of the

_2%0(Mo— M=) VuRio "Ny J“O e u”du islands over size and compositidrin this case, if the flux

pd (|\/|C2)+ 4k)%2 0 (duP~Ydr)s from the gas phase depends weaklyxgrthen it is possible

to obtain a film that is uniform in its structural and phase
composition over a large part of the substrate. In the case
when the material flux to the substrate from the gas phase is
small and the material is redistributed as a result of diffusion
“over the substrate, then formally there is no material source,
the degree of filling of the substrate falls, and as a result a

The distribution function in this case has the fo(h9),
in whichn=0 in the expression foP,(u). The form of this
function is shown in Fig. 2b.

The degree of filling of the substrate by the islands var
ies with time according to the law

47G,y 2D noncontinguous film will grow and the islands will be dis-
&x,t)= P 7 5| (26)  tributed in size according to the general law given by relation
3/p(Agt) Y(X+Xo) (19). If the growing film consists of islands of different com-

position, then, in addition the islands in this case will be
distributed over composition and as a result will have a non-
uniform spatial structure.

On the basis of the above analysis we can draw some We point out that control of the evolution of an en-
conclusions which are important for an understanding of th&emble of islands requires a preliminary determination of the
kinetics of film formation by vapor deposition and of meth- growth mechanism of the chosen material on the given sub-
ods for controlling its growth. Let us first consider the casestrate. A method of obtaining these data is considered in
of growth of islands of a new phase, controlled by the deliv-detail in Ref. 8.
ery of material from the carrier gd45). Note that we have This work was carried out with the partial support of the
considered the simplest stationary case while most works oRRussian Fund for Fundamental Resed(Rtoject No. 96-03-
the hydrodynamics of vapor deposition consider nonstation32396.
ary processes in three-dimensional space. The solution in this
case, as a rule, is obtained numerically_ To consider the kitIn the present work we consider only the process of Ostwald ripening; we

netics of film growth as set forth in the previous section, we, Vil consider the process of nucleus formation separately.
. We do not consider the evolution of multiphase films here in order not to
can make use of the following method.

. ) overshadow the physical essence of the processes taking place.
In Refs. 6-8 it was shown that at long times all the 31t follows from Ref. 7 and the present study that in this approximation the
external sources can be majorized by polynomials of the typecritical and mean radii of the islands do not depend on the spatial coordi-

g tnfl' whereg, is the sink strength and is some number nate. For a sgbstrate of modelfate size, this is in _accord with expertment.
9 9 We will take into account the influence of nonuniformity of the concen-

n>0. .T_herefore, if we are .tO _consider a nonstationary Pro- tration over the length of the substrate on the rate of growth of the islands
cess it is necessary to majorize the obtained numerical de-and their mean and critical radii in a separate communication.

DISCUSSION OF RESULTS
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Beatte ellipsometry is used to study the refractive index and absorption coefficient of liquid
gallium and of a gallium—-30 at. % indium alloy for wavelengths of 0.4—2m0 at a temperature

at 373 K. The dispersion rel curves of the photoconductivity and reflectivity are calculated

from the experimental data. The measured data in the infrared are used to calculate the
concentration of conduction electrons and the relaxation rate. It is found that when 30

at. % of indium is introduced into gallium, the concentration of charge carriers does not change,
while the relaxation rate of the conduction electrons changes substantially, and this leads

to a decrease in the electrical conductivity of the liquid alloy. 1898 American Institute of
Physics[S1063-78428)01907-3

Alloys and compounds based on gallium and indiumwere used(principal metal content 99.999%The alloys
have some extremely valuable properties. They are used ivere synthesized in a vacuum at a pressure of210 °Pa
semiconductor devices based on IlI-V and IlI-VI com-and a temperature of 473 K with a hold of 30 min. To obtain
pounds and superconductors, as heat transfer agents dnflat, horizontal melt surface, molybdenum crucibles in the
nuclear reactors, as lubricating materials, in high temperaturghape of a saucer were used {28 mm in diameter and 5
thermocouples, etc. There is also a relatively new domain ofim high. The angle between the crucible wall and its bot-
application of gallium—indium alloys, the fabrication of low tom was about 140°, so that the melt surface remained es-
temperature solders which are of great importance in semientially horizontal, despite the comparatively small size of
conductor technology. Their major advantage is that they arthe crucible.
used over a wide range of temperatures and can be used to
solder ceramic as well as metallic materials. Information on
the optical properties of liquid metals and alloys is of great B
importance for the development of the theory of liquid metal 160 P
solutions and for solving applied problems concerning the L
synthesis of materials with specified properties. Data on the

. . . R . 140
reflection and absorption capacities of liquid metal solutions
are part of the reference material required for calculations of
the crystallization process with allowance for radiative heat 120
transfer, etc. T

There is no information about studies of the optical ¢ "/,
properties of liquid gallium—indium alloys in the literature. 's
In this paper we present data from a study of liquid o

gallium-30 at. % indium alloy over wavelengths of 0.4—-2.0 80

um at a temperature of 373 Khe liquidus temperature of

this alloy isT,=325 K), as well as of liquid galliumT e 50

=303 K). The optical constants were measured by Beatte

ellipsometry on an LEZM ellipsometer: The apparatus on

which the measurements were made has been described in 4“1

detail elsewher@. This device has been upgraded: the B 7
vacuum system has been improved (4010 ° Pa) and the 20

temperature inside the chamber has been rdteeti600 K). P R S SRS S WO R S N
The optical constants were measured for an angle of inci- o6 10 14 18 22 326 40
dence of the light on the sample of 82°. The principles of ho,ev

ellipsometry are discussed in Refs. 3 and 4. FIG. 1. The photoconductivities of liquid galliuft) and gallium—-30 at. %

In these studies metals of grade -G@00 and In-000 indium alloy (2) as functions of photon energy.

1063-7842/98/43(7)/2/$15.00 853 © 1998 American Institute of Physics
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The method for measuring the optical constants of liquid 70+
metals is described in Ref. 2. An error analysis of the mea- e 1
surements of the optical constants of these melts showed th: M?”“’”WM
the error was less than 5%. The high frequency photocon- 80}
ductivity o(w) =nkc/\ and reflectivityR were calculated in
this spectral rang€0.40—-2.0 um) from the measured and 3¢
k for these liquid systems at 373 K.

There are, as yet, few experimental and theoretical stud-
ies of liquid metals, but it has already been reliably estab-
lished that, within a certain spectral range, the frequency
dispersion of the optical coefficients of a number of liquid
metals can be explained in terms of a model of almost free 200 o 4« 1
electrons, using the Drude—Zener formulas. Compared t¢ &6 10 4 18 2z 26 30
solid metals, this range is extended toward the visitibata R, eV
on the optical properties of liquid indium at four wavelengthsgg, 2. Dispersion curves of the reflectivity of liquid galliufd) and of
between 0.37 and 2.,6m have been published by Hodg§on gallium—30 at. % indium alloy2).
and of liquid gallium in the infraredto 8 um) by Comins’

Figure 1 shows plots of the photoconductivity of liquid o .
gallium and Ga-30 at. % In alloy as functions of photon  For the liquid Ga—30 at. % In alloyé, the_;:opcentraﬂon of
energy. Curvel (Fig. 1), for liquid gallium, has no anoma- conduction electrons wald=1.27x 102_ cm ®, i.e., hardly
lies associated with interband electronic transitions. The opthanged on introducing 30 at. % In into the gallium; how-
tical properties of liquid gallium in this range of photon en- ever,sth_el relaxation rate was substantially highgr:1.78
ergies are determined by intraband transitions of the* 10 s » which led to a reduction in the maximum pho-
conduction electrons. toconductivity of the alloy,g(0)=2.04x 1¢° s/m, which is

For the liquid Ga—30 at. % In alloy, a significant absorp-also less tshan the static conductivity of the alley=2.88
tion band was observed at photon energies between 1.25 aﬁ8106 s/m. ) ) ] ]

1.52 eV. This occurs because, when impurity atgmshis Therefore, mtrpducmg 30at. % In mto gallium causes an

case indium atomsare introduced into the matrisgallium gddltlonal absorption band to appear in the photoconductlv-
atoms, additional electron energy levels develop owing to'® SPectrum of the alloy; here the charge carrier concentra-
an interaction of the matrix atoms with the impurity atoms tion remains constant, but there is a substantial increase in

and these new levels form an additional band near the Ferntii® relaxation rate of the conduction electrons, so that the
level (we observed it in this energy range electrical conductivity of the liquid alloy decreases.
Figure 2 shows the dispersion curves of the reflectivity ~ 1MiS Work was supported by the Russian Fund for Fun-
of these melts. The reflectiviti varies from 83 to 90% for damental Research, Project No. 95-03-08005a.
liquid gallium (Fig. 2, curvel) and from 83 to 87% for the
alloy (Fig. 2, curve2), and in the near-IR, the reflectivif
of pure galtllum is somewhat higher than that of the liquid 1. R. Beatte, Philos. Magl6, 235 (1955,
Ga—-30 at. % In alloy. 2. A. Akashev, V. I. Kononenko, and V. A. Kochedykov, Raspla(),
Using the refractive index and absorption coefficient of 53-57(1988.
these melts measured in the IR, we have calculatethe 3R. Azzam and N. Bashara&llipsometry and Polarized LighfNorth-

. . . Holland, Amsterdan{1977); Mir, Moscow (1981), 583 pp].
concgntratlon of conduction electrgrend y (the relaxatlpn 4A. V. Rzhanov(ed), Principles of Ellipsometryin Russian (Nauka, No-
rate) in the nearly-free-electron model. The concentration of yosibirsk, 1979, 422 pp.
conduction electrons in liquid gallium wadN=1.28 5M. M. Noskov, Optical and Magnetooptical Properties of Metéla Rus-
%102 em~2 and y=1.26X 10 s 1 Here the maximum sian] (UNTs AN SSSR, Sverdlovsk, 1983225 pp.

hot ductivity i bu(0)=N&?/ h d 6J. R. Hodgson, Philos. Mag, 229 (1962.
photoconductivity, given by(0)=Ne“/my, wheree andm 7y g ‘comins, Philos. Mag5, 817 (1972.
are the electron charge and mass, is equal to 2.90v.|. Kononenko, Doctoral Dissertatidin Russiaf, Institute of Chemis-
x 10P s/m, which is less than the static (;onducti@/it,yst try, Ural Science Center, Academy of Sciences of the USSR, Sverdlovsk
=3.76x 10° s/m. This is equivalent to a larger value of the (1972 332 PP-
optical relaxation rateygp™ vst- Translated by D. H. McNeill
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Analysis of the focusing efficiency of pulsed pressure waves as a function of the initial
amplitude distribution and temporal profile
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Solutions of the parabolic diffraction equation for the focusing of pressure pulses with a
monopolar or bipolar initial profile and a bell-shaped or annular amplitude distribution are
presented. These results are analyzed and conditions determined under which more

efficient focusing occurs during the transition from a bell-shaped to an annular distribution of the
initial amplitude, as well as when a monopolar pulse is replaced by a bipolar pulse.

© 1998 American Institute of Physids$$1063-784£98)02007-9

Studies of the focusing of pulsed elastic waves in liquidsradial coordinatesr=t—z/cy is the retarded time;, is the
are, as a rule, restricted to the case of pulses with a monopspeed of soundf(r) and ¢(7) are the radial amplitude dis-
lar initial profile and a uniform or bell-shaped radial ampli- tribution function and the temporal profile of the pulse, nor-
tude distribution. This happens because of limitations whichmalized to their maximaR is the radius of curvature of the
arise on the theoretical, as well as experimental, level oinitial spherical front, ang, is the maximum initial ampli-
going to more complex problems. In our experimérftsye  tude of the pulse.
have demonstrated the possibility of greatly enhancing the
focusing efficiency by using pulsed beams with annular dis-
tributions of the initial amplitude, and Komissaroeaal®  SOLUTIONS
have observed analogous phenomena during studies of the
focusing of pulses with a bipolar initial profile.

The theoretical analysis of the focusing of pulsed pres
sure waves with different spatial and temporal characteristic
is rather complicated, especially when dissipative and non- pongb, f(r)zexp(—rzlrg),
linear effects are taken into account, and can only be carried
out numerically. Nevertheless, for some special cases, it is o(7)=exp — 7%/ 75). (4)
possible to obtain exact analytical results in the linear para-  sjng the Fourier transform technigfieve find the so-
bolic approximation which indicate a way to raise the focus-ytion of Eq. (2),
ing efficiency by optimizing the initial temporal profile of the
pulse and the radial distribution of its amplitude. p(z,r,r):p0(2w)*1j+xs(w)D(z,r,w)exp(—iwr)dw,

. (5)

where s(w)=[TZp(7)explwndr, D=(1-2z/R
We limit ourselves to axially symmetric pulsed beams, +iz/d) " exd —(1-ZR+iz/d) *(1+id/Rr¥r2], and d
neglect nonlinear and dissipative effects, and assume that = wr3/2c, is the diffraction(Rayleigh length, i.e., the pres-
sure field in the pulsed beam is represented by the sum of an
k, Tk, <1, () . . :
infinite number of converging monochromatic Gaussian
wherek, andk, are, respectively, the axial and radial com- peams with continuously variable frequency.

1. Let us consider the focusing of a pressure pulse with a
monopolar initial profile and a bell-shaped amplitude distri-
Quﬂon,

STATEMENT OF THE PROBLEM

ponents _Of the wave vector._ _ _ The focus of a monochromatic Gaussian beam is always
In this case, the parabolic diffraction equafion shifted relative to the=R plane in the direction toward the
(82plar2+r ~taplar)cel2=d%pldzdr 2) source? Accordingly, the focus of_the pulsed beam described
_ - by Eg. (5) must also be located in a plaze-z;<R. For a
with the boundary condition Gaussian beam with frequenaythe shift in the focus will
p(z=0y,7)=pof(r)e(r+r2/2Rcy), 3) be more negligible, and the focusing efficiency greater, the

) ) . better the following condition is satisfiéd:
can be used to describe the focusing process, whésehe

pressure increment, andr, respectively, are the axial and wr §/2Rco>1. (6)

1063-7842/98/43(7)/4/$15.00 855 © 1998 American Institute of Physics
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Thus, the larger the fraction of the pulse energy attribut-

able to harmonics whose frequencies satisfy By.the less

the parameters of the pressure field in the planeg; and

z=R will differ and the more sharply the pulsed beam will
be focused. Since the case of greatest interest is precisely the
we shall assume thayhere L(r/R,)=(1+r

one with the most efficient focusing,

o(1)=—(2e)"( 1l 1, )exp(— 2/ 75). (10)
By analogy with Eq(7), we write
p(z=R,r,7)=p'L(r/R,)A(T/T,), 11

2JR2)732 and A(T/T,)=(e%%2)

(R—z7)/R<1, i.e., the real focus of the pulsed beam is es—X(ZTZ/Ti —1)expt-TT;) are the radial distribution of the
sentially coincident with its geometric focus. Let us calculate@MPlitude and the temporal profile of the pulse, normalized

the pressure field at in the plane R,
p(z=R,r,7)=p"F(r/Ro) ¢(T/Ty), (7)

where  F(r/Rg)=(1+r?/R3)™1 and  ¢(T/Ty)=
—(2e)YA(T/Ty)exp(— T4 T) are the radial distribution of th

amplitude and the temporal profile of the pulse, normalized"d minimum of the function\ (T/

to the maximum (Fig. 1), T=7-r22Rcy, To=7o(1
+r?/R)Y2 is the characteristic pulse durationR,

e

to their maxima(Fig. 1), R, =Rc¢y7, /ry and T, =7,(1
+r?/R2)Y2 are the characteristic radius of the focal waist
and pulse duration, andp{®=p{’G® and G©
=r32"%eRgr7, .

Unlike the case of the functiosh(T/Ty), the maximum
T,) are not the same in
absolute value(Fig. 1b: |A(0)|=e%%2=2.24. We shall
therefore also determine the maximum amplitude of the rar-

—Rey7o/r is the radius of the beam waist at half maximum, efaction phase in the focal plane and the corresponding gain,

piY=p{NGM is the maximum value of the amplitude of the

compression phase of the pressure pulse, ad)
=t2\/2eR¢y is the gain in the compression phase.

2. We shall specify a pulse with an annular distribution

P=p®[A(0)| =P ri(e/2) IR ayr,
12

Thus we have obtained exact analytical solutions of the

g®=P{pg.

of the initial amplitude and a monopolar initial profile as linear parabolic wave equation which can be used to test

follows:
Po=p5",
f(r)=K[exp(—r2/rd)—exp —r?/r?)],
o(7)=exp( = 7/ 75), ®

whereK=(1—x"2)"! exg2(x*—1) ! In x] is a normalizing
coefficient withx=r,/r,>1.

Using the linearity of the problem, we find the corre-

sponding solution in the=R plane:
p(z=R,r,7)=p[F(r/Ry) ¢(T/IT)
—X2F(r/R) H(TIT)(1—x"2),

where R;,=Rcymo/r1,,  Tpo=7o(1+ rlei?)l/z,
=pPG?), G@=r2 exf20¢—1)"1 In x}/(28) Ry

9
p{?)

various numerical algorithms and can also be used to deter-
mine methods for raising the focusing efficiency of pressure
pulses by optimizing their spatial and temporal characteris-
tics.

DISCUSSION OF RESULTS

1. We shall compare the results on the focusing of pulses
with bell-shaped and annular initial amplitude distributions.
The ratio of the corresponding gains gives

IN(GPIGM)=2(p3 In p,—pi In p1)/(p5—p3),

wherep; ,=r; 5/rq, With p;<p,.

An analysis of Eq(13) shows that three different situa-
tions are possible: fop,=1, GA/GM>1; for p,<e 1?2
G®@1GM<1; and, fore Y?< p,<1, the ratioG®/G™) can

(13

3. We now consider the case of a pulse with a bipolaP€ €ither greater than or less than unity, depending n

initial profile and a bell-shaped amplitude distribution:

po=psY, f(r)=exp—r2/ry),

For example, for the cagg =1 andp,=2, Eq.(13) predicts
a substantial increase in the gain on replacing a bell-shaped
initial amplitude distribution by an annular on&®)/G®
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b greater than or less than unity, dependinggrizones3 and
4, respectively. In particular, substituting,=1 andp,=2

1 R in Eq. (17) gives p{?/p{t’=52=2.24. Note that the in-
=== ¢ crease in the focal pressure observed on going from a bell-
4 J shaped to an annular initial amplitude distribution is consid-
2 . erably less than the corresponding increase in the gain
v (G®?1GM=6.35). This is explained by a large reduction in
v the initial pressurg, in accordance with the conditiofi6)
—sa., that the acoustic energy be constant. Thus these results can

i be used to estimate the focusing efficiency for pressure
pulses, depending on the geometric parameters of the radial
distributions of their initial amplitudes.
o 1 P 2. Let us compare the results for the focusing of pulses
with monopolar and bipolar initial profiles. In this case, for
‘the gain in the compression and rarefaction phases we obtain
the following equations:

FIG. 2. A diagram of the focal pressures for a pulse with an annular distri
bution of the initial amplitude.

Bl —9a 129~
=28°=6.35. We shall write down expressions 18f%) and GG =2e T9=1.215,

G using the concept of the effective convergence aggle
For axially symmetric, weakly converging beams, the param-
eter B is defined by

g®IGV=e9=2.729, (18

whered=ry/7, .

g2 2faf(9) odo (14) Again using the condition that the acoustic energy be
= , 5
0 constant,

where #=r/R is the angle reckoned from the acoustic axis o (*
and « is the geometric convergence angle. Dof
It is assumed that the angle is small enough &

<16°) to ensure the validity of the parabolic e 550 find the ratio of the pressures at the focus,
approximatioft” but at the same time is large compared to

@?(t)dt=const, (19

the characteristic apex angles of the wave fréigtand 6,, p(f3)/p(fl>=81’2193’2/e21.04ﬂ3’2,
where 6y ,=r»/R.
Using Eq.(14), we can write the gain coefficieng(*) P/ pil) = (26)129%2= 2 33932 (20)

andG@ in the form

G12=R(B812)2/(2e)Y2%cy. (15) Thus, replacing a monopolar pressure pulse by a bipolar

. ) ) . one can lead to a substantial increase in the gains and focal

Therefore, the possible changes in the gain on 90INGyressures, especially in the rarefaction phase. It is clear from
from a bell-shaped initial amplitude distribution to an annu-giq 15 that here the diameter of the beam waist will also be
lar one are determined exclusively by the effective converqoniracted. As an analysis of the spectral density functions
gence angle. s(w) for the cases of monopolar and bipolar pulses shows,

For comparing the focal pressures, we begin with thepe ohserved effect involves the transfer of acoustic energy
condition that the acoustic energy on the surface of the initia}, 5, |ow frequencies ¢<1/7;) to high frequencies ¢
spherical front is constafit i.e., ~17,)

).

2 [“es We have, therefore, found exact analytical solutions to
pof0 f2(6#) 6d6=const, (1) the parabolic diffraction equation for the focusing of pulses
with monopolar or bipolar initial profiles with a bell-shaped
where we have taken the axial symmetry of the problem an@r annular amplitude distribution.
the smallness ob into account. These results show that the initial temporal profile of a
From this we find that the focal pressures for bell-shapegressure pulse and the radial distribution of its amplitude
and annular initial amplitude distributions are related by thehave a significant effect on the focusing process. In particu-
simple formula lar, by going from a bell-shaped to an annular distribution of
@)1 2, 23112 the initial amplitude or by going from a monopolar pulse by
PP =(p2t P @n a bipolar pulse, it is possible to increase the focusing effi-
which describes an arc of a circle of radp$)/p{" centered  ciency substantially. Evidently, the greatest positive effect
at the coordinate origin and in thep{,p,) plane forp;  can be attained by simultaneous optimization of both the
<p,. Evidently, as in the case of the rat@?/G®), three  temporal and the spatial characteristics of the pulse.
different situations are possibléFig. 2): for p,=1, The present analysis in terms of the linear parabolic ap-
p?/p>1 (zonel); for p,<2~2 p@/piY<1 (zone2);  proximation does not include nonlinear and dissipative ef-
and, for 2 Y2<p,<1, the ratio p{?/p{") can be either fects and, also, is only valid for weakly converging beams.
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The critical conditions for ultradeep penetration of particles when a flux of high velocity

particles interacts with a matrix material are examined from the standpoint of nonequilibrium
thermodynamics. The problem of the change in entropy consistent with their deformation

during loading is solved qualitatively for the example of aluminum and copper samples. It is shown
that ultradeep penetration of particles is a system process of mass and energy transfer owing

to a developed instability in the material caused by the shock-wave action of the particle flux. The
degree of disequilibrium of the process is described by the dependence of the change in
entropy on the deformation of the matrix material. It turns out that the ultradeep particle
penetration process occurs only in a region lying beyond a bifurcation pointl993

American Institute of Physic§S1063-784£8)02107-7

The working of metals by a flux of high velocity par- tion of the directed particle flux with the metallic matrix can
ticles formed in a shock wave leads to the phenomenon dbe regarded as a single thermodynamic system.
ultradeep particle penetration. Particles thrown at velocities  The flux of high velocity particles forms a shock wave in
of 1.5—-2 km/s can penetrate into a metallic matrix to a depthhe matrix material. Plastic flow of the material sets in at
of up to 1000 times their diameters, and the pressure duringome characteristic pressupg, and this corresponds to a
collision is ~15 GPa or highet. sharp bend in the shock adiabat. Table | lists this pressure,

The main task of this paper is to examine the criticalalong with the dynamic yield point 4y, and the static yield
conditions under which ultradeep dynamic microdopingpoint o ,, for Al and Cu®*
takes place. Despite the complexity of the phenomena during It is clear from Table | that when a flux of high velocity
shock wave interactions with metals, it is possible to estiparticles is applied, the stresses in copper and aluminum ma-
mate the thermodynamic conditions for the process by exantrices exceed the yield points beyond which irreversible plas-
ining a number of sequential states through which the matrixic deformation sets in. The degree of deformation of these
passes when a flux of high velocity particles acts on it. metals as a function of the matrix volunye during pulsed

As a dynamic system, a metal is in a stable state beforgnteractions is given approximately bys=4/3 InV/V,.
working. After a certain pressure above the dynamic yieldWhen ultradeep particle penetration takes place, the defor-
point is applied, the system undergoes irreversible changemation can be 16—-21%.
According to the second law of thermodynamics and the  The flow stress for ultradeep penetration of the particles
principle of conservation of energy, a deformed metal in aexceeds the Chernov=Hars deformation. It can be de-
plastic state is a highly nonequilibrium thermodynamic sys-scribed by the formufact=0oe", wheree is the plastic
tem? Here the entropy is an index of the reversibility of the deformation,n is a constant which usually0.3—0.4! and
process and a measure of the degree of disorder. After thg, is a constant for different metals, which, for pulsed load-
dynamic yield point is reached, the processes are irreversibiag, has a physical significance corresponding to the elastic
owing to changes in the entropy. limit on the Hugoniot adiabat, in good agreement with the

The metallic matrix is a subsystem which interacts withdata of Ref. 7.
a flux of high velocity particles formed in a shock wave. The Plots of o(e) for Al and Cu are shown in Fig. 1. These
material in the matrix exchanges both energy and matter witeurves clearly are qualitatively correlated and reflect the ini-
this flux, as evidenced by the penetration of the particle matial state (point 0), attainment of the dynamic yield point
terial deep into the interior of the matrix. Thus, the interac-(point ¢), and a state in which the metallic matrix is de-

formed with ultradeep penetration of particlgmint d).
The states of the deformed metal and the change in the

TABLE I enf[ropy can bescharacterized using a _method proposed by

Grigor'ev etal,® based on a rheological model for an
Metal p;, GPa gy, GPa 002, GPa Taynl 002 elastoviscous—plastic body with linear hardening. This
Al 0.22 0.119 0.07 17 model descnbgs a_deformed metal with a continuous spec-
cu 0.60 0.233 0.08 2.8 trum of relaxation times and yield stresses

The change in the statistical entropy from the initial state

1063-7842/98/43(7)/2/$15.00 859 © 1998 American Institute of Physics
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FIG. 1. Deformation state plots of the metal matrix during working with a FIG. 2. Relative change in entropy as a function of the degree of deforma-
flux of high velocity particlesl—aluminum,2—copper. tion in aluminum1 and coppee.

by single particles, since the nature of the interaction during
is based on a definition of entropy given by Landau andsingle particle bombardment corresponds to the region,0—

Lifshitz,® where the metal is still in an equilibrium state and possesses
an energy of the elastic stress fields.
AS=— Rfo(r)In f(r)dr, In summary, by examining the critical corjditions for oc-
0 currence of the ultradeep particle penetration process, we

have established that a metallic matrix experiences a com-

éalex of states and a change in its thermodynamic potential in
aaccordance with the amount of deformation. Ultradeep par-

ficle penetration is a systemic process of energy and mass
stress reflects the energy state in a local region trapsfer resulting frqm a deyeloped insfcability in_the mgterial
' owing to the shock interaction of the high-velocity particles.

Figure 2 shows plots of the change in entropy with the ; . X
degree of deformation of the metal during pulsed loading byBeIOW the bifurcation point, the process probably cannot

. ; . - occur.
a flux of high-velocity particles. The transition to a new state

is characterized by a changg m_entropy and a maximum ORg  andilevko, V. A. Shilkin, S. M. Usherenket al, Int. J. Heat Mass
the curve. After the dynamic yield stress is reached, new Transt.36, 1113(1993.

structural levels begin to form. This region determines the’G. Nicolis and I. PrigogineSelf Organization in Nonequilibrium Systems

it ; ; ; ; [Wiley, New York (1977); Mir, Moscow (1979, 512 pp].
zone within which ultradeep dynamic microdoping takes 3F. A. Baum, M. P. Orlenko, and K. P. Stanyukovichihe Physics of

place. The sharp dr_op in the entropy change CUIVe COITe-gypiosiondin Russiai) (Nauka, Moscow, 1975704 pp.
sponds to and confirms the large amount of experimentalG. N. Epshtéin (ed), The Structure of Metals Deformed by Explosifins
data on the avalanche formation of dislocations during shock Russian (Metallurgiya, Moscow, 1988 280 pp.

; ; ; ; R. Primmer,Explosivverdichtung Pulvriger SubstanZ@pringer-Verlag,
loading and the conversion of elastic stress energy into theBerlin (1987; Mir, Moscow (1990, 128 pp.

surface energy of a new intergrain boundary. By the timesg \y. cahn and P. Haasdeds), Physical Metallurgy[North-Holland,
deformations of 5—7% and pressures-of GPa have been  Amsterdam(1983; Vol. 3, Metallurgiya, Moscow(1987), 663 pp].

attained, mu|t|p|e S||p and a cellular structure appear in7George E. Dieter Jrted), Mechanical Metallurgy(McGraw-Hill, New

. . : . York, 1961, 615 pp.
Copper‘.l Pulsed loading causes a change in the Interatomlq}A. K. Grigorev, l\?.pG. Kolbasnikov, and S. G. FomiStructure Forma-

inter_aCti_on energy. _The jump_f_rec_]uency pf atoms ir_‘ the Ker- tion during Plastic Deformation of Metalfin Russiai (Izd. Univ., St.

nel is higher than in an equilibrium lattice and this corre- Petersburg, 1992244 pp.

sponds to a rise in the diffusion coefficient. °L. D. Landau and E. M. LifshitzStatistical Physic§Pergamon Press,
The entropy change shown in Fig. 2 may explain why L-°ndon(1980; Nauka, Moscow(1976, 680 ppl.

deep penetration does not occur when a matrix is bombardetanslated by D. H. McNeill

whereR is the universal gas constant ahgr) is the prob-
ability density characterizing the thermodynamic state of th
system as a whole and corresponding to a transition to
irreversible state. The value of the dimensionless yield
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The numerical analysis and synthesis of intrinsically three dimensional electron-optical systems
with complex structures are examined. 1®98 American Institute of Physics.
[S1063-7848)02207-1

INTRODUCTION implementation of this algorithm is considerably reduced,
i inatidno , ) and this makes the numerical process of finding an approxi-
In an earlier examinatiorof the numerical synthesis of ' ate solution to the original boundary value problem more

complex electron-optical systems, primary attention was degiapje Naturally, not only Seidel’s matrix method but also

voted to the modeling of systems whose electrodes form o entire class of triangular partition methods, at least, is
surfaceS, or have a finite symmetry group, or admit supple- g itaple for realizing this analysis.

mentation to a surfac8, D S with a finite symmetry group.

In this case, a numerical solution of the correspondinghERATIVE METHODS

boundary-value integral equation on the surf&ean be

obtained with sufficient accuracy using the methods of Sec. 3  Let the set of boundary points of a Dirichlet, Newmann,
of Ref. 1. In the meantime, a multiply connected boundaryor Cauchy boundary-value problem for the Laplace equation
surfaceS either may not have a finite symmetry group at all (problem(9) of Ref. 1) form a surfaceS of the form

or may have such a group, but of low order; however, its 3
components corresponding to the individual cascades of an 5=y S, SNS=0, i#], (1)
electron-optical system can be described by higher-order i=1

symmetry groups. This last point is especially important in

modeling specific electron beam devices, since, because AfderN.  and the componeng, andS; of the surfaces are
their design or in setting the technological tolerances durin L

assembly, the symmetry of the system as a wiili ex- %symm_etric, but & surfacs,:S,C S, with a finite symmetry
isted may be destroyed. group{ 7}, k=1, 2, ...,N, of orderN,, exists such that the

The domain of applicability of the methods of Ref. 1, area ofS; is greater than the area 8§\S,. Then the bound-
which explicitly take into account the symmetry of the ary integral equatiodEq. (10) of Ref. 1) corresponding to
boundary surface, can be extended significantly by usinghe original boundary value problem with boundary surface
them together with iterative algorithms. In fact, let the S of the form(1) can be represented in the form

whereS, has a finite symmetry groupr}, k=1,2,..,N; of

boundary surfac& of the original boundary-value problem 3

be asymmetric, but permit a representation of the form > Aijpj(x)=¢i(x), xe§, 1=1,2,3, 2
M =1
i=1

where some of th&; either have a finite symmetry group or [Aiju](x)zxsl(x)f A X u(Xq)du(Xq),
admit supplementation to symmetric eleme8ts

If each element of the boundar$;, i=1,2,...,M, in Xe§j, Xe§.
e e o L 25 A oeP A s easy 10 show that te operatiS). whi s &
ments, then it is possible to construct an iterative proces contraction of the boundary operatdr of the orlgm.al
each s’tep of which reduces to solving the appropriate integr ?/:?girtyaﬁgf tgﬁgi?ﬂ:&;ﬁ: ff:rrr:atiee: ! (rSO){;}I\(Sl), 1S
equation on an elemei$, of the boundans. In the course 9 '
of formalizing this process, it turns out that it is an operator lell(Sl)Tk:I(Sl), Tku(x)zu(rk’lx),
analog of the matrix method of Seidel, in which, in each
step, an operator matrix, whose elements are operators cor- Vreind, k=1,2,..N. )
responding to one sectiof of the boundarys, is treated. In addition, the operatd((S,), which is a contraction of
Since the economical algorithms described in Ref. 1 can béhe boundary operatdrto the surfaceS,:1(S)—1(S,), can
used to handle these operators, this iterative process makes)é extended to the surfa®:1(S)—1(S,), so that
possible to reduce greatly the volume of calculations. In ad- -y == = — —
dition, the order of the matrices being handled in a numerical Tk 1(S2)Tk=1(Sp),  Teu(x)=u(7, "x),

1063-7842/98/43(7)/4/$15.00 861 © 1998 American Institute of Physics
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(5)

For numerical solution of Eq2) we shall use the itera-

tive process employing one of the matrix triangular iteration . o _
P ploying g Equation (3) implies that T, 'A;T=Aq,

h
methods, k=1, 2,...,Nq, i.e., the algorithms of Sec. 3 of Ref. 1 can
~ U+ 17 Uk _ _ be used for numerically solving the first of EdS) in each
(D+ol) ) tAu=T, k=12 .., stage of the iteration. In turn, Eg8t) mean that for an effi-

N i cient numerical solution of the second of E@S), in each
where D and L are operators from the expansion of giep of the iteration one can use the reduction method, i.e.,
A=||Ajj|l to a sum of diagonal, lower, and upper triangular ihe jnverse operator t#,,(S,) is constructed on the basis of

matricesA=D+L+U, i.e., for Eq.(2) we have the inverse operator #,,(S,), which is the extension of the
Au"Y=(1—w)Aj UV + o] 01— Apuy — AguM], operatorA,, to the surfaces,.
"+ - (n+1) - Therefore, using matrix triangular iteration methods
Agly V= (11— 0) AUy ol = Aguy T — Aggliy ], makes it possible to take into account the symmetry of the
U
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FIG. 3.
FIG. 5.

components of a surfac& which is asymmetric on the

whole, while representing in the form of symmetric bound- ing 5 electrodes in the form of surfaces of revolution whose

ary elements or of boundary elements which admit supple- . . : . :
enerators are piecewise-continuous curves consisting of line

mentation to symmetric elements serves, in turn, as an algo- .
) ) - ) segments and circular arc segments. The anode chaBnber
rithm for constructing the operat®&=D + wL of the desired

: . A . X has a rather complicated configuration that includes a rectan-
iteration process. In addition, it is known that iteration meth'gular slit 6' as well as two circular apertures. Inside the

ods of this class have a rather high rate of convergence, anthoge chamber are two pairs of plates: deflection plates
their major disadvantage is related to the need to deal with 3, cajibration plate8. The deflection plate consists of three
diagonal matrb® whose dimensions may be large for a grid yecangular segments set at fixed angles relative to one an-
problem. Furtherfnlore, iD has some symmet'ry, then in or- oher The calibration plate is broken into two parts: rectan-
der to construcD ~* one can use the economical methods Ofgular and trapezoidaithey can, anyway, be positioned at
Ref. 1. This makes it possible to reduce greatly the maching,qifieq angles Inside the anode chamber there are also
time em_pl_oyed, both fOf organizing the iterative process gnq\No diaphragmg9 and 10). Diaphragmg is a cylinder with

for optammg an approxmate sglutl_on, as a whole. Reduc'ngectangular slits in the ends, and diaphratfris a disk with

the size of the matrices dealt with, in turn, makes the procesg 1o tangular slit. These elements of the electron-optical sys-
of finding an approximate solution more stable computationyem can be oriented arbitrarily in space, as is allowed by the
ally, and this is especially important in solving boun.da}ry- program for modeling electron-optical systems. In particular,
value problems with a complicated boundary. And last: SinCey, gjectron-optical system with the photocathode inclined to

in each step of the iteration process we are dealing with aq gisplaced relative to the axis of the devidesign speci-
integral operator associated with an individual elem&raf  geaiiong was simulated numerically, the effect of displace-

the surfaceS that has a certain symmetry group, including ments of the deflection platésand8 relative to the device

modules corresponding to symmetries of other types in ayis separately and together, was studied in order to deter-

pr?tgram for the given symmetry presents no special diffiygine the assembly tolerances, etc. The numerical experi-
culty.

ments, and comparisons of these with data from real experi-
ments, showed that good accuracy in achieved in the
calculations when the order of discretization in this model
The mathematical model described in Ref. 1 and thidor the electron-optical system is 5000 or more, i.e., the
paper was implemented in a software package of modelingriginal problem is reduced to a system of linear algebraic
programs permitting the numerical analysis and synthesis agfquations of dimensiori$000x 5000] or higher. The device
complex, three dimensional electron-optical systems. Thugan be modeled with specified potentials on its electrodes or
Fig. 1 shows projections of the actual design of an electronby calculating the influence functions based on the principle
optical image converter on two orthogonal plangg, and  of superposition with subsequent choice of a specific poten-
XZ, passing through the device axs This device consists tial distribution that satisfies given specifications. The elec-
of a photocathodédisk 1), a grid modeled as a transparent trostatic field of the device was also calculated in two ways.
electrode(disk 2), accelerating, intermediate4, and focus-  If it is required to determine a small number of electron
trajectories(on the order of a few dozénthen it is more

MODELING SPECIFIC ELECTRON-OPTICAL SYSTEMS

FIG. 4. FIG. 6.
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economical to calculate the field in the device only along the As an example, Fig. 3 shows the scattering function
electron trajectories. In the other case, a spatial grid is corfrom a point sourcéthe impulse characteristic of the system,
structed and the unknown values of the potential are calcu;e_, the response of the system to an impulse fungtidth
lated at its nodeSWith a suitable approximation, the latter coordinatesy=5 mm andX=0 when the potential on the
method makes it possible to determine the device field at anyeflection systent7) equals the potential,=15 kV on the

point of the working region economically. With this ap- anode chambe). For the same values of the potential, Fig.
proach, the time spent calculating an individual trajectory is; shows the scattering function from a point source at

minimal, so, if needed, it is possible to determine hundreds, _ 4 4,qx=0 Figures 5 and 6, in turn, show the scattering

or thousands of electron trajectories, function from the same point source, but with potentials on

This mathematical model of an electron-optical syste . .
and its computer implementation can be used to determir:l][eh e plates of the deflection systefil) of, respectively,

various physical characteristics of a device with fair accu—'”':'“loi‘r’0 V andu=uo 100 V, whereu, is the potential
racy. For example, Fig. 2 shows tliemagnified scattering on the anode chambé).

ellipses of electron beams from point sources positioned

along a single line. With different potentials on the deflection

plates, this kind of numerical calculation makes it possible to

determine the magnification, as well as such model charac; _

teristics as spatial resolution, distortion, chromatic aberra- S K. Deémin, S. 1. Safronov, and R. P. Tarasov, Zh. Tekh. 6&2), 97
tion, and, if necessary, the influence of asymmetric compo- (1999 [Tech. Physd3, 222(1998]

nents. Translated by D. H. McNeill
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A model is developed for the equation of state of dense gases and nonideal plasmas in the
approximation of three-body interactions. The reduced third virial coefficient is calculated for a
number of spherically symmetric pairwise additive interaction potentials of neutral and

charged patrticles. Its temperature dependence is constructed for various potentials. The density
and composition of plasmas in a number of pure substances are calculated numerically.

© 1998 American Institute of PhysidsS1063-784£98)02307-1

Increasing the accuracy of calculations of the thermodywhere f(r) =exp(~U(r)/T)—1 is the Mayer functionU(r)
namic parameters of multicomponent nonideal gases and the potential energy of interaction of two particles sepa-
high-density multicomponent plasmas usually requires thatated by a distance, andT is the gaqplasma temperature
higher orders of the virial expansion of the thermodynamicin energy units.
functions in powers of the density be taken into account. The Integrals of the form(2) are not calculated analytically,
main problem then reduces to calculating the higher virialeven in the simplest case of pairwise additive spherically
coefficients. Calculating the thermodynamic parameters ofymmetric potentials. Direct numerical calculation according
gases and plasmas in the approximation of the second, thirth Eq.(2) requires large amounts of computer time or is done
etc., virial coefficients involves including particle interac- with some loss of accuracy by choosing one or another way
tions of the corresponding order<Calculations of this sort of limiting the domain of integratioA?
have been done by SemeRcand by Krigeret al® These The problem of calculating the third virial coefficient is
theoretical calculations are in fully satisfactory agreemengreatly simplified by using the Fourier transform
with experimental data for the alkali metal vapors.

. . . A o ~

In computing the thermodynamic parameters of partially — c(T)= - — (277)3/2N2f dkI[f(k)]3. (3)
ionized plasmas containing a large number of particle spe- 3 0
cies, one encounters the problem of calculating the virial
coefficients for different potentials, which describe the inter-
actions between neutral particles of the same or different

The Fourier transform of the Mayer functiof(k), is
alculated using the formula

species, as well as the interaction between neutral and ~ A7 ©

charged particles. Corrections for the interaction of free f(k):m fo rsin(kr)f(r)dr. (4)
charges are then conveniently taken into account by the

method of correlation functions. As a result of using the Fourier transform procedure, the

The purpose of this paper is to calculate the thermodysixfold integral (2) is reduced to a double integral, which
namic functions and composition of dense gases and weaklgads to considerable savings of computer time. The third

ionized atom—molecule plasmas of several pure substanceiial coefficient was calculated using Eq®) and (4) for
in the approximation of three-body interactions among allLennard-Jones potentididi/e have used the 12—6 and 12—4

the species of neutral and charged particles. potentials characteristic of the interaction between neutral

The higher virial coefficients are usually calculated in particles and that of neutral particles with charged particles,
terms of the group integral method of MayeFhus, the third ~ respectively. The temperature dependences of the reduced
virial coefficient has the forfh third virial coefficient,

~ 2 2
C(T*)=C(T*)/ (EwNAr;)

for different interparticle interaction potentials are shown in

whereN is the number of particles in the ga8;, known as ~ Fig. 1. (T*=T/s and N, is Avogadro's numbey.Besides
the second irreducible group integral, is defined by the Lennard-Jones potentials, the figure shows the exp—6
potentiaf with different values of the fitting parametar for

1 which there are published dat&® The calculations were
B2=5 f ff(rlz)f(fls)f(fzs)drldfz. (2)  done for values of the reduced temperatiife=0.2—16.
w Extending the range of integration in Ref. 3 near the singular

2 2
AN M
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FIG. 1. The temperature dependence of the reduced third virial coefficient
for different interparticle interaction potential$;2—Lennard-Jones 12—4 4E-03- 1
and 12—-63,4—the potential of Ref. 5 fore=13.5 and 125—the Lennard-
Jones potential for configuration II. - P=20 at
g SE-03F QA
O
> 8 a,
Q:zf_aa_lf P=10at
point r =0 made it possible to increase the accuracy of the 1E-03 | 32 - P=5at
calculation of C(T) compared to the data of Ref. 5 at low
temperatures and to extend the temperature interval t¢  pe, 00 . , ,
T*=0.2. ’ 1.2 1.4 1.6 18
We now consider a multicomponent plasma containing 71072 K
M particle species. We take the interactions among the
charged particles into account in the Debye approximation 5£-03t ¢
assuming that the ions produced by ionization of the many-
electron atoms and molecules have nonzero intrinsic linea  4£-o3+ 4
dimensiong(i.e., ion corg. We take the interactions involv- 3
. . . . . . "
ing neutral particles into account in the approximation of the g 36-03F ? \
third virial coefficient. In order to retain the interpolation \
properties of the equation of state in the near-critical region sz_w | P=80at
for the second virial coefficient of any pair of interacting
neutral, as well as a neutral and charged, particles we sha 4
use the van der Waals approximation. We shall assume the 1£-03 ‘4 3 “?-1 P=20at
the electron component is weakly degenerate. 3 77 P={0at
: . : : ; OE +00 A i 1 A 1
_ In calculating the contnbuuon; of thre.e—parpcle interac- 20 7.2 24 2.6 27 3.0
tions we shall consider the following configurations: 7,10°%K
FIG. 2. The density of plasmas in several substances as a function of pres-
|X,,, X,, l | Xm i sure and temperature for different mode{s) Hydrogen: 1—ideal gas

model,2—Ref. 11,3—this paperjb) sodium:1—ideal gas modeR—two-

body interaction approximatioh, 3—this paper, 4—Ref. 2, (box)

X, I Xt u experiment? (c) lithium: 1—ideal gas model2—two-body interaction
approximatior?, 3—this paper4—Ref. 3.

where X is the symbol of a chemical element angm,k
=1,2.
The correction to the free energy owing to three-body

interactions in a multicomponent plasma will have the form Using the expressions for the free energy of a multicom-

ponent plasma calculated previoust§in the approximation
of pairwise interactions, we finally obtain

1M 3 M M M ez M
F3=_TV - = nf’Ciii—— E E ninjCi“ F=-TV 2 n; In — 1_2 n-br
21 2= = = n; =
(j#1)
M 2, 3 2 2[ M
M-2 M-1 M 1 NAg € 4me 2
-3> > X nininCiji ¢ - ) Tizl nljzl Ni&ii~ 27 T 3T T iZlnIZI

=1 jST+1 k=j+1
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3 [4ne? E?Alnizfnglnjszrij] ] . tion, there is a substantial rise in the contribution of pressure-
T 3

1-- (6) induced ionization and dissociation.
4 (=M iniZ 137

L. D. Landau and E. M. LifshitzStatistical Physic§Pergamon Press,
. L Oxford, 1980; Nauka, Moscow, 197.6
If the free energy of the plasma is known, then it is easy2a. M. Semenov, DAN SSSR78 866 (1984 [Sov. Phys. Dokl29, 824
to obtain expressions for all its remaining thermodynamic (1984]. _ _
functions, as well as an equation of state and a system O%XézAilgg%:r' V. Yu. Lunin, and A. M. Semenov, Teplofiz. Vys. Teng,
equations for the ionization and chemical equilibrium; in this +\ s vukalovich and 1. 1. NovikovEquations of State of Real Gasés
way a closed thermodynamic model has been constructed. Russiad, GE (1948.
In the framework of a developed model for the equation 5('\/'- B7-) Bekker and L. S. Turchinskaya, Teplofiz. Vys. Tengh, 1012
. . 1987.
of lSt?te 0]; tahmzﬂldeal glasmz_i, ¥ve l:.ave ma(cjie a masgt!ve C?LE. A. Mason and T. H. Spurlingihe Virial Equation of StatgPergamon
culation o e thermodynamic runctions and compaosition o Press, Oxford, 1969; Mir, Mosco¥l972, 280 pp].
plasmas of a number of pure substances: hydrogen, oxygeriR. Bergeon, Res. CNR§ 171 (1958.
nitrogen, a|ka|| meta' VaporS, water Vapor, etc. As an ex_SR. Bergeon, F. Ceshino, L. Hennebutte, and B. Vobar, C. R. Acad. Sci.
ample, Fig. 2a—2c shows the calculations for the density ofg\z(f'jQ ;1\32&(1353\./ M. Grodnov. I A. Mulenko. and A. L. Khomkin
hydrogen, lithium, and sodium plasmas. A comparison is Tepiofiz. Vys. Temp34, 853 (1996. ' '
given there with theoretical calculatidis’based on differ-  °D. Saumon and G. Chabrier, Phys. Rev4#, 2084 (1992.
. . . 11 P
ent model assumptions, as well as with experimental Hata. Jig% Stone, C. T. Ewing, J. R. Spanal, J. Chem. Eng. Datal, 309
At high pressures there is a substantial deviation from the (196

ideal gas model. Along with thermal ionization and dissocia-Translated by D. H. McNeill
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Experiments are described which show that under pulsed thermal loading conditions, a damaged
layer is formed in SiC which inherits the typical erosion deféctaters, chips, microcracks
© 1998 American Institute of PhysidS1063-78428)02407-9

1. A number of technological applications of silicon car- there were groups of craters or hexagonal etch pits. Each
bide require both bulk profiled single crystals and filamen-crater contained erosion products: carbon, slag, melt. With
tary (whiskep crystals, which have a unique shape and speincreasing energy of the electrical pulse, the fraction of car-
cific properties:™ Besides the purposeful, oriented pro- bon and slag increased. Although the chemical composition
duction of filamentary crystals, under an electric field, forof the melt was not analyzed in the present experiments, we
example, they can appear as an accompanying growth in theay assume that it is based on silicon as a dissociation prod-
form of defects during crystallization processes on nucleict of SiC, along with the electrode metalr silicide). This
from the vapor phase or involving metal solvehfsHere is in good agreement with the results of an experiment in
two forms of filamentary crystals occur: growth structureswhich SiC was used as a profiling electrode and the melt was
and evaporation structurg¢aegative crystajs As structural observed in an erosion crater. The appearance of the melt
imperfections, they change the morphology, optical transparduring erosion leads to etching of the crystal surface and the
ency, and other properties of grown crystals. appearance qD001)Si faceting of the craters. The geometric

It is known that the methods of erosion technology en-dimensions of the craters depended on the pulse energy and
sure the uniform profiling of slab and bulk crystals of silicon the crystallographic directio(Fig. 1). However, the growth
carbide® The processes and phenomena which accomparniyn the crater diameter with rising pulse energy rapidly
these methods, however, have not yet been studied a#ieached saturation, and single craters with diameters in ex-
equately. In this paper we present the results of some expergess of 30Qum were not observed.
mental studies of erosion tracks formed in silicon carbide 3. In our studies of primary erosion tracks we have ob-
crystals acted on by pulsed electrical discharges. served a new type of erosion defect in silicon carhigig.

2. Spark cutting of silicon carbide was performed both 2). Because of the outward appearance of the defect, we have
on industrial and laboratory equipment by the principle ofdecided to call it an EFfT(erosion flat thorn An EFT is a
hole punching, with three-dimensional copying of the elec-defect localized on the surface of a crystal. Its structure is
trode shapé® The cutting was carried out in transformer oil. based on an erosion crater, surrounded by extended voids in
Profiling electrodes with simple and complé&ibbed, hemi- the shape of spines which extend under the crystal surface.
spherical shapes made of copper, aluminum, brass, nickelThe crystallographic character of the defect is manifest in the
steel, silicon, graphite, silicon carbide, and tin alloys werepredominant growth of the spines in th&120] direction. As
used. The initial material for these studies was in the form otan be seen from Fig. 2, the crater is partially filled with
single crystal slabs of silicon carbide of polytype 6H, with frozen melt, traces of which surround the wall of that part of
N—N,~5X10"-3x10"®¥ cm 2 and thickness d~450
—500 um.

The experiments, during which hol@sassing the crys-
tal) and cavities were made and problems of engraving were 200~
studied, showed that during pulsed thermal loading a dam-
aged layer is formed on SiC which inherits the typical ero- £ 150
sion defectgcraters, shear fracture, microcragks

It is known that the elementary shaping cell in erosion w3700
profiling processes in metals is the cratéptical studies of
erosion tracks on the polar faces of SiC crystaR01)C and 50
(0001Si (metallographic microscopyhave shown that an
individual erosion crater can have a complex structure. It
should be noted that carbon self-decoration of the erosion 0 17 2 3§ 4,86 6 7 8
front of craters when a crystal is optically transparent created £-10,7
the Cond_ltlons for a detailed anaIy_S|s of their structure an_ IG. 1. The experimental dependence of the average crater diameter on the
made reliable measurements possible. As a rule, craters Witlyise energy; 6H-SiC; transformer o —(0001)C, X —(0001)Si; 1—

a flat bottom were observed, as well as craters within whictropper electrodésmooth curvels 2—SiC electrodgdashed curvés
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ing, but isolated defects can also interact through them. As
the spines develop, they also manifest a sensitivity to the
inherited growth defects of the SiC crystal.

An analysis of the experimental facts described above
showed that the observed EFT defects are formed by a sys-
tem of negative filamentary crystdlsTheir nucleation and
growth are directly related to the evolution of the liquid
phase formed within the local erosion volume of the SiC. In
fact, negative filamentary crystals grow by a crystal-liquid—
vapor mechanisnf The complex relief of the EFT defect
(Fig. 2) is caused by the fact that evaporation of SiC involv-
ing the liquid phase takes place far from equilibrium and is
explosive in character. For example, the experimentally de-
termined linear growth rate of a spine in §EL20] direction
was ~0.7 m/s for a pulse duration,= 100 us.

4. Let us conclude by summarizing the main results of
this work: (a) the geometric dimensions of the erosion craters
and the degree to which they are filled inside depend on the
energy of the electrical pulse and the crystallographic direc-
tion; (b) melt formation during the erosion process causes
faceting of the craters and growth of filamentary negative
crystals;(c) EFT defects have a pronounced crystallographic
character; and(d) the spines of an EFT defect are structur-
ally active elements.

1V. N. Levin, Yu. M. Tairov, M. G. Travadzhyan, and V. F. Tsvetkov, lzv.
FIG. 2. A complete EFT erosion defect. 6H-Si@001)Si face, copper Akad. Nauk SSSR, Neorg. Matet4, 1062(1978.
electrode E,=1.48x 1072 . 2y. A. Karachinov, “Dislocation structure of profiled single crystals of 6H
polytype silicon carbide,” Intercollegiate collection, NRI, Novgorod
(1989, pp. 81-86.

; ; ; i 3A. Yu. Maksimov, A. A. Mal'tsev, N. K. Yushin, and I. S. Barash, Pis'ma
the spines which lie on the crystal surface. In the experi Zh. Tekh. Fiz.21(10), 20 (1995 [Tech. Phys. Lett21(5), 360 (1995].

ments we found the following forms of EFT: complete and 4E. I. Givargizov,Growth of Filamentary and Slab Crystals from Vagur
fragmentary. The complete defects are isolated and appearRussiad (Nauka, Moscow, 1977 304 pp.
during the initial stages of erosion. They can be formed on°V. Ij Muratova, in Fil;mentary Crystals for New Technologifis Rus-

; T sian] (Voronezh, 1979 pp. 45—49. ;
either silicon or carbor(OOOJ) faces of the Cry.StaI' On the 6G. K. Safaraliev, B. A. Bilalov, and A. V. fendiev, Zh. Tekh. Fiz54,
(OQO])C face;, howevgr, there were defects with short, blunt 5016 (1984 [Sov. Phys. Tech. Phya9, 1181(1984].
spines. A similar spine structure was observed on the’s. K. Lilov, Yu. M. Tairov, V. F. Tsvetkov, and M. A. Chernov, in
(0001)Si facets at high pulse energies. 8Filamentary Crystaldin Russian (Vpronezh, 197§ p. 106.

The fragmentary EFTs contained a limited number of 8'936'ﬁézﬁ“g‘;};:dl_\ét'tzAz'(lKSrag‘é”(‘i‘gg';'f ma Zh. Tekh. @221, 26
spines of different lengths and part of.a crat_er. They MOSt9A. L. Livshits, A. G. Kravets, N. S. Rogachev, and A. B. Soserikiec-
often develop from the edge of a hdleavity) during erosion tropulse Metal Workindin Russiai (Mashinostroenie, Moscow, 1957
of the crystal. 1°§eg5sp3{/ J. Cryst. Growt{(4), 159 (1968
The most structurally active elements of an EFT defect " ™ agner, J. LIyst. Growtl®), :

are the spines. The spines can undergo branching and bermanslated by D. H. McNeill
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Enhancing the intensity of x-ray reflection from surfaces by depositing diamondlike
carbon films on them

A. M. Baranov

State Scientific-Research Institute for Vacuum Techniques, 113105 Moscow, Russia
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The possibility of fabricating reflecting surfaces with a roughness low enough for x-ray optics is
demonstrated experimentally. ®98 American Institute of Physid$1063-784098)02507-0

In recent years, there has been an ever wider range abr the deposition of the layers and their subsequent polish-
scientific and applied problems in which x rays and neutroring by etching® =8
fluxes are used. Examples include x-ray and neutron spec- Monitoring was based on the change in the intensity of x
troscopy and microscopy, x-ray lithography, &t€hese ra- rays \=1.54 A) specularly reflected from the film—
diations are steered by grazing-incidence mirrors andubstrate system during film deposition or etching. The angle
multilayer x-ray mirrors. The intensity of x-ray reflection of incidence wasé=1°. As the thickness of the layer
from mirrors depends strongly on their surface roughAess.changes, oscillations appear in the curve owing to interfer-
For this reason, substrates with ultrasmooth surfaces are usgflce of x rays reflected by the upper and lower boundaries.
in X-ray optics to reduce scattering losses. A large number opglished wafers of silicon with an initial rms roughness of
different types of polishing have been developed in order tq; —g A were used.
obtain ultrasmooth surfacé€. However, since the com- Whether the surface roughness is increasing or decreas-
monly used surface finishing techniques were developed fahg can be judged from changes in the intensity of the x-ray
visible-range optics and microelectronics, they do not alwaygjyy reflected from the film—substrate system. In fact, the
yield the syrface guality required for x-ray optics. _ reflection coefficient of a smooth surface will be maximal,

For this reason, surfaces are prepolished by directedince 4 the incident flux is reflected at an anglequal to
beams of inert and chemically active gas ions: argon, 0Xyg,e angle of incidence. When the surface has a relief, this
gen, etc. lon-plasma polishing of materials, however, doeg;yaiion changes. Part of the radiation will be scattered at
have its limitations. Th_e problem is that_the materials to bearbitrary angles and will not be picked up by the detector.
treated often have their own surface microdefedisloca- Thus, it is possible to evaluate the changes in surface rough-

tions, mplusmns, mhomogeneltles n chemlcal_ composmonhess from the changes in intensity of the specularly reflected
etc). This means that various parts of a material surface are. diation

etched at different rates. Because of this, depending on the The intensityJ of the x radiation reflected from the

initial quality of the surface to be treated, there is always &ilm—substrate system varies cosinusoidally with the film

Leesi;;dhliil:gu_rfige;\),rsvuhgilga ?:ii?g?fiﬂﬁ%ﬁ: V\;Z\L/Jghsnc?;-s thicknessd.® The shape of thg cosinusoid depends both on
tering on this sort of roughness is one of the most importanrthe substrate parametelrs, Wh'(.:h are known, and on t.he film
factors influencing the quality of x-ray and neutron Optics_parameters. A chapge in the film sgrface' roughnessill

One way of reducing the roughness may involve depositing !ieaq t'o a change in the average intensity of the reflgcted
thin film of another materiafisotropic and uniform in struc-  adiation Jmia=(Imaxt Imin) 2. (Jmax aNd Iy are the maxi-
ture and propertié®n the original substrate and then etching MUM and minimum intensities in the=f(d) curve. If oy

this film. Then one may hope to obtain reduced roughness ilficréases compared tq during deposition or etching of the
the substrate—film system. film coating, thenJ, 4 will decreas€. If o decreases, then

In this paper we study diamondlike carbon films which Jmia Will increase.
can have a surface roughness<10 A under certain A typical experimental plot of the reflected radiation in-
conditions® In addition, diamondlike carbon films are easily tensity as a function of the duration of the deposition process
etched in oxygen plasmas. Thus, one can choose the cond@r @ carbon film is shown in Fig. (curvel). The diamond-
tions for etching of the diamondlike carbon film to be suchlike carbon film was obtained fromgEl;, in an rf discharge
that there will also be a simultaneous reduction of the surfacéf =13.56 MH2. Electrical power was delivered to the elec-
roughness during the etching process. Diamondlike carbotiode on which the silicon wafer was placed. It is clear from
films were deposited from the gaseous phase in an rf digFig. 1 that theJy(t) curve oscillates as the carbon film
charge and by magnetron sputtering of a graphite t&rfet. grows. The arrows in Fig. 1 indicate the stas) @nd finish
Ar and cyclohexane gH,, were used as working gases. An (f) of the deposition and etching processes. The intensity of
in situ x-ray monitor of the thickness and roughness of thethe reflected light at the maxima does not exceed the re-
surface layers was installed in the vacuum chamber to monflected intensity from the clean substrate=1. After a
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FIG. 2. Jy(t) for a film obtained by magnetron sputtering in a

. . . . . ) . CgH1/Ar=1/2 medium(1) and J(t) (2).
FIG. 1. The intensity of reflected light as a function of time during deposi-

tion (1) and etching(2) of a diamondlike carbon film.

We may therefore conclude that during deposition from
the gaseous phase, the diamondlike films reproduce the relief
thickness of 160 A was reached, the film growth process wagf the substrate surface. Etching them in an oxygen plasma,
halted. however, leads to a reduction in the surface roughness of the
The resulting carbon film was etched in an rf dischargesilm. This is evidently a result of the combined action of
in oxygen. The resultingl+(t) curve is shown in Fig. 1 physical and chemical etching mechanisms. As a result, it is
(curve?2). Itis seen thaf(t) is a good repetition ado(t) in possible to grow a diamondlike carbon film of a certain
the opposite direction. Howevely(t) reaches higher abso- thickness and then partially etch it away. Ultimately, we ob-
lute values thady(t). FurthermoreJ,,>Js. Thisis a con-  tain a substrate with a film on it whose surface roughness is
sequence of the fact that the surface roughness of the filgmaller than that of the substrate itself. It is important to note
during etching is not only smaller than when it was beingthat the film thickness can be several tens of angstroms.

deposited, but is smaller than that of the original substrate. A Thjs method may be useful when surface polishing by
calculatiorf showed thatr during etching was=6.5 A. Af-  other means is difficultie.g., if the original substrate is

ter the film was removed from the Si surface, the reflectiongyryveg.
coefficient ceased to oscillate.
Figure 2 shows plots ofy(t) and J(t) of a film ob-
tained by magnetron sputtering in gk JAr=1/1 mixture.
Itis clear that during film growth on a silicon substratg(t) IN. N. Salashchenko, Yu. Ya. Platonov, and S. Yu. Zuev, Poverkhnost,,
is essentially invariant and remains roughly equaldoThe No. 10, 5(1995.
curve can have this form if the optical constants of the film *X-ray Mirror Optics [in Russiai (Mashinostroenie, Leningrad, 1989

and substrate are the same and the surface roughness of tbl‘éesnp‘; R. Roy, and G. Shinn, Solid State Technol. No. 10,6894

film is the Same as that of the silicon Su_rface- _ _ “4Processing of Semiconductor Materidis Russiai (Naukova Dumka,
No oscillations were observed during etching, either. Kiev, 1982, 256 pp.

However,J(t) goes substantially higher thaky(t). Thus, SR. Prioli, S. I. Zanetteet al, J. Vac. Sci. Technol. A4, 2351(1996.
6 b > o
even in this case, during etching the surface roughoess 1. F. Mikhailov, V. I. Pinegin, V. V. Sleptsov, and A. M. Baranov, Cryst.
- ! - Res. Technol30, 643 (1995.
the film is Sma”?r than that Of- Fhe silicon, by2.5 A Aft?r A. Baranov, S. Tereshin, and I. Mikhailov, Proc. Soc. Photo-Opt. Instrum.
removal of the film from the silicon surface, the intensity of LEng.(SPIB), 2863 359(1996. _ _ _
the reflected radiation fell to a level corresponding to the Al-g'g"- BTa‘faL‘O‘F’,hand L' t't:2.2'\/jllll2(hag;/% F;';;;ma Zh. Tekh. Fiz22(23), 60
reflection from the clean substrate before the deposition pro- (1999 [Tech- Phys. Let22(12), 977 (1996
cess was begun. Translated by D. H. McNeill



TECHNICAL PHYSICS VOLUME 43, NUMBER 7 JULY 1998

Annular laser speckle patterns
Yu. V. Vasil'ev, A. V. Kozar', E. F. Kuritsyna, and A. E. Luk’yanov

M. V. Lomonosov Moscow State University, 199899 Moscow, Russia
(Submitted March 19, 1997
Zh. Tekh. Fiz68, 139-140(July 1998

[S1063-784298)02607-3

The diffraction of a Gaussian laser beam at the straighiilustrated by Fig. 1, which shows a typical fragment of the
edge of a semi-infinite metal screen is characterized by aharpened blade eddgside view viewing an object area of
number of features owing to the edge nature of the diffracte®3x 33 um? in the frame. This micrograph was obtained
radiation. Although the main processes leading to transforusing the photographic attachment of the microscope at a
mation of a wave front take place in the immediate neigh-magnification of 300&.
borhood of the edge, it is customary to evaluate them in  In Fig. 1 the cutting area of the blade appears in the form
terms of various optical effects which are observed at af a continuous dark strip crossing the center of the frame
rather large distance. For example, aligning the edge of thésom left to right at an angle to the horizontal. Above and
screen with a diameter of a beam incident perpendicular tbelow it, one can see both sides of the wedge edge, with their
the plane of the screen leads to a maximum in the diffractivéndividual surface microdefects. The two edges, along which
scattering of the laser beam, as a result of which the obsenthe sharp boundary of the cutting area passes on the corre-
er's eye sees distinctly a bright, “self-luminous” straight sponding side, change their local spatial directions indepen-
line segment at the edge of the screen. Objective detection éfently of one another. This indicates that the local thickness
the scattered light with a sheet of photographic paper, etcqf the end of the edge along the blade fluctuates chaotically.
confirms that the diffracted radiation diverges from theMeasurements with the microscope show that the variations
“self-luminous” segment in different spatial directions with in the thickness of the edge of the edge mainly lie with in a
unequal intensities. Along predominantly forward directions,range from 100 to 500 nm.
it has a complicated structure, the fine structure being due to  This circumstance evidently affects optical phenomena
the development of anisomeric laser speckle. The structuringt large diffraction angles, when the effect of the large-scale
is caused by large-scale and small-scale spatial modulatiomodulation in the wave front has become insignificant and,
of the wave front resulting from unavoidable local deviationsin first order, all the perturbations in the laser light on the
in the profile of the real edge of the screen from strictorder of a wavelength come to the fore. Thus, in the experi-
straightness. ment the photographic frame of the UIG-22M system was

In this paper we report the possible existence of a morglaced in a horizontal position below the edge at a distance
complicated, ultrafine-scale modulation in the wave front. Italong the vertical from the center of the illuminated part of
was encountered during a study of the structure of the annuhe sharpened edge. The distribution of the illumination in
lar laser speckle we have observed and detected objectivetiie frame window was recorded objectively on a flat sheet of
in diffraction experiments using a type UIG-22M holo- photographic pape(at different exposures and the values of
graphic measurement system. L of interes}. For example, Fig. 2 shows one of the optical

An LGN-503 argon laser generates cw monochromatidllumination patterns obtained far=5 cm (negative image
radiation in the form of a Gaussian beam (TiMpatial
mode, effective diameter 2.5 mm, wavelength 488.nfine
beam is incident normally on the plane of a diffracting
screen consisting of a flat, 8@m-thick steel safety razor
blade. Diffraction takes place on the vertically oriented
straight sharpened edge of the blade, which is aligned with a
diameter of the beam such that the oscillations of the electric
field of the incident wave are parallel to the edge. The sharp-
ened edge, of length 37 mm, was given a two-sided symmet-
ric wedge shape, with a characteristic size on each side on
the order of 1 mm.

As detailed studies of the blade with a JISM-U3 scanning
electron microscope(maximum on-screen magnification
10 000x, resolution 20 nm show, the top of the assumed
wedge is by no means a geometrically ideal, infinitely thin

ridge. “_‘ fact, the actual edge end_s in a Very narrow areéa—G. 1. The microscopic structure at the end of the edge of a wedge shaped
the cutting edge, whose average width is 300 nm. This fact isharpened bladéside view.

1063-7842/98/43(7)/2/$15.00 872 © 1998 American Institute of Physics
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Here there are two regions of detected laser speckle. In
the lower part of the picturérom the side of the plane of the
blade illuminated by the laser beaand in the uppefon the
shadow side The lower part, which is almost completely
exposed at the chosen exposure, mainly carries information
on the roughness of the metal surface, which scatters the |
coherent laser light incoherently into the half spacghe
upper part of the picture illustrates the system of annular
laser speckle created by all sorts of chaotic microscopic ir-
regularities at the end of the sharpened blade edge during
scattering of the laser light. The edge nature of the annular
speckle is indicated, first of all, by its concentric disposition
relative to the wake of the imaginary extension of the
straight blade edge to the plane of the paper and, second, by
the Ob_ser\,IEd da}rkenlng of thI'S SySte,m of speckle by the ed G. 2. Laser speckle systems of surface and edge origin in a negative
of the inclined side, far away in relation to the laser source. l{mage. The plane of the sheet of photographic paper is perpendicular to the
shows up in the form of a triangular discontinuity betweenstraight sharpened edge of the blade, and the distance from the center of the
the surface and edge speckle on the left of Fig. 2. It is cleauminated segment of the edge to the paper is 5 cm.
that this discontinuity expands linearly upward, beginning
from the center of the annular speckle. On the right-hand
side of the figure, on the other hand, the two speckle systeni89), which shows up when an annular speckle system devel-
overlap. ops, suggests an important role for the impedance contribu-

The most surprising experimental observation was thdion to the scattering mechanism resulting from the finite
existence of peaks in the integrated intensity of the system dfonductivity of the screen material, whose thickness close to
annular speckle precisely in the direction along the boundarhe end of the edge is locally several times smaller than the
of the region where the two speckle systems overlap on th@avelength of the incident coherent light.
right-hand side of the figure, while along the direction up-
ward from the center of the an_nUIar speckle, i.e., along thelYu. V. Vasil'ev, A. V. Kozar’, E. F. Kuritsyna, and A. E. Luk'yanov,
propagation path of the transmitted part of the beam beyondpisma zh. Tekh. Fiz19 (14), 29 (1993 [Tech. Phys. Lett.19, 445
the screen, their integral intensity is lower, and it becomes (1993].
very small along the directions in the upper left part of the 2M. Francon,Laser S_peckle and Applications in Optigscademic Press,
figure, beyond the shadow side of the blade. This type of NeW York (1879; Mir, Moscow (1980, 171 pp.
scattering(and not Rayleigh and not quasispecular scatterTranslated by D. H. McNeill
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Studies of the influence of plastic deformation and the straining temperature on the temperature
dependence of the stresses developed in titanium nickelide shape memory alloys are
described. ©1998 American Institute of Physid$S$1063-78428)02707-X]

Alloys based on titanium nickelide have unique shapeacteristics of the developed stresses, samples confined in the
memory properties, superelasticity, and plasticity. The mediapparatus, which had been strained and not unloaded, were
cal application of titanium nickelide devices and structuresheated by an electric oven to a temperature of 200—-250 °C
as implants is often based on the material’s overcoming awith simultaneous recording of the-T diagram. The stress
external resistance in the course of recovering its shape durelaxation after straining of the samples at temperatures of 0,
ing heating after prestraining. The external resistance limit$0, 100, 150, and 200 °C, was studied by cooling the con-
the recovery of shape and causes internal stresses to develped material and simultaneously recording #eT dia-
in the material. In the limiting situation of a rigidly confined gram.
sample, the recovery of shape is completely prevented, and Figure 1b shows the temperature dependence of the in-
the internal stress reaches its highest level, which is close t§mal stresses during cooliigurve 1) and subsequent heat-
the critical stress for the rapid development of the martensitiéd (curve 2) after deformation by 4% in the martensitic
deformation at temperatures beldy, and close to the yield State. In the course of continuous hea}tlng through the interval
point aboveM 4 (Fig. 1b, curvel).! For a 2—6% prestrain the of the martensitic transformations in the confined aIon', '
temperature dependence of the developed stressék, be- stresses are observed to r_e_lax and be gene_rated. The mini-
low the temperaturé/ 4 coincides completely with the tem- Mum value of the martensitic shear stregg, in the o—T

perature dependence of the critical stress for the martensitfiagram(Fig. 1b, curvel)_ corresponds roughly to th? onset
strain2 temperaturévi s for formation of thermal martensi®@19’. At

Since force and strain effects in titanium nickelide arethe temperaturé/y, the stresses reach the yield point and

closely coupled, information obtained from a plot of the tem-have their maximum valuerya. Subsequent heating leads

to, relaxation of the stresses by plastic shear, the resistance to
perature dependence of the developed stresses can be used {0 : . .

o : . _._which corresponds to the yield point and is found on the
make a qualitative, and in some cases, even quantitative, . :
estimate of its shape memory and superelasticit charactea_T curve by some extrapolation curve from high to low
istics P y P y {emperature$F|g. 1b, dashed line The yield points for all

Th f thi is to studv the infl &emperatures beloM 4 are close to the maximum value of
€ purpose of this paper 1S 1o study the Influence Oy, o " arensitic shear stregg,ax at the temperatureM .

plastic deformation and the straining temperature on the tem-
perature dependence of the developed stresses in titanium
nickelide alloys using TN-10 alloy, one of the most widely
used in medicine, as an example. TN-10 alloy is character- 7
ized by superior physical and mechanical properties and has
a convenient temperature interval for shape recovery. /

Both in the original undeformed state and after deforma-
tion, there are two martensitic transformations in the chosen
alloy: at a temperatur€z= 20 °C from the high-temperature
B2 phase to theK phase, and then at a temperativie
=—-5°C to theB19' phase.

The samples were deformed by 1.5, 4, 8, 12, and 16%,
each of which corresponds to different stages in the devel-

opment of the martensitic and plastic deformation compo- 3 7. op
nents, on a type UPR universal testing machine operating Zo'o 4
under tensile straining conditions at temperatures- 06, 0 1 @9

—150, —50, 0, 25, 50, and 100 °C. The magnitude of the
deformation was determined from the-¢ d'agram taken at FIG. 1. Loading(a) and subsequent change in the external stt@sduring
room temperature before fracture. In order to study the chareontinuous heatingl) and cooling(2) of TN-10 alloy.
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220 able internal conditions for realization of the martensitic
transformations and to an influence of tRephase’s on the
stabilization of theB19 martensite. Increasing the strain
suppresses shape memory and superelasticity effects because
of the increased contribution of the plastic component of the
strain, which inhibits movement of the interphase boundaries
during martensitic transformatioriig. 2d.

Cooling through the interval of the martensitic transfor-
mations is accompanied by relaxation of the accumulated
stresses, independently of the straining temperdgice 1b,
curves2 and3). It is clear from a comparison of curvésand
2 of Fig. 1 that a rapid reduction of internal stresses during
cooling is observed in the range of temperatures of the mar-
tensitic transformations, which corresponds to the minimum
values of the martensitic shear stresses. During deformation
in the high-temperature state, the level of the maximum
stressesr,,,, depends on the deformation temperature. After
ond : straining at 200 °C, the—T curve has two stages. The first

ggoo -1.;0 _150 _5'0 0 0 100 stage of stress relaxation occurs because, during straining
T, °C near My, the plastic component of the strain leads to the
d> creation of stress concentrators, which stimulate the nucle-
FIG. 2. Ao=|0ma— ominl @S a function of straining temperature for differ- ation and growth of martensite crystals as the temperature is
ent amounts of prestrain of the material(%): 1.5 (a), 4 (b), 8 (c), 12 (d). lowered. The major stress reduction takes place in the range
of the martensitic transformations and is described by the
Clausius—Clapeyron equatidnCooling to the temperature
Thus the difference between the maximum and minimun®f liquid nitrogen leads to a rise im, i.e., stress again de-
internal stresses\ o= |0max— ominl » fOr @ given temperature velops in the medium. This fact has been observed for the
characterizes the susceptibility of the material to plastic defirst time and is attributed to a reorientation and twinning of
formation and, as a consequence, the contribution of th&éhe cooled martensite. The results obtained here can serve as
plastic component of the strain to recovery of shape in thé guide in choosing the conditions for and changing the pa-
shape memory effects. The higher the yield point and théameters of the shape memory in a way appropriate to the
lower the martensitic shear stress, the lower the contributioRroblems being addressed.
of plastic deformation to the strain of recovery and the
higher the degree of shape recovery.

Figure 2 shows plots oo as a function of the defor- V. E. Gyunter, V. I. Itin, L. A. Monasevictet al, Shape Memory Effects
mation temperaturé’d for different amounts of initial pre_ and their Applications in Medicinéin RUSSian (Nauka, Novosibirsk,
Stra?n‘ _The highest values “’f‘_f co_rresp(_)nd to an 8% pre- Zslg?iz(zjuzn?epr T. Yu. Serikova, L. A. Monasevich, and Yu. A. Paskal’,
strain in the temperature region in which martengteo’ Inventor's Certificate No. 1698688JSSR, MKI Gol No. 128; Byull.
exists(Fig. 2d; this is evidence of the possibility of super- 1zobret., No. 46(1991).
elastic behavior in this alloy and of its high reserve of recov- °C- Rodrigez and L. C. Brown, irShape Memory Effects in Alloys
erable strain within this temperature interval. Evidently, this (“et@llurgiya, Moscow, 1979, pp. 35-B9
amount of strain leads to the development of the most favorfranslated by D. H. McNeill
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