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The results of research on the plasticity and strength of a wide class of metal oxide perovskite-
like compounds which have the property of high-temperature superconductivity or which
can be used as base compounds for making high-temperature superconductors~HTSCs! are
systematized and presented from a unified point of view. The mechanical properties of
materials with different morphology—single crystals, polycrystals, and composites,—measured
by different methods of mechanical testing in the low-temperature, room-temperature,
and high-temperature regions, are discussed. The characteristic defects of the crystal structure for
these compounds are considered, the crystallography of two modes of plastic deformation—
slip and twinning—is described, and the stress-induced structural rearrangement of the twin
structure that appears at a high-temperature phase transformation is discussed. The features
of plastic deformation and fracture of metal oxide materials due to structural microdefects
~dislocations, impurities, twin and grain boundaries! and macrodefects~voids, cracks,
heterophase inclusions! are noted, and the role of heavy-cation diffusion in the kinetics of high-
temperature deformation is discussed. The influence of structural phase transformations
and the superconducting transition on the mechanical properties of metal oxides is considered.
This review is a continuation of a review of the elastic and acoustic properties of HTSCs
published earlier by the authors in Fiz. Nizk. Temp.21, 475 ~1995! @Low Temp. Phys.21, 367
~1995!#. © 2004 American Institute of Physics.@DOI: 10.1063/1.1739131#
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INTRODUCTION

Almost two decades have passed since Bednorz
Müller’s discovery1 of superconductivity with an unusuall
high critical temperatureTc.35 K in La22xBaxCuO4 ceram-
ics. This observation opened up a new subfield in the pr
lem of superconductivity—high-temperature superconduc
ity. In the years since then, considerable progress has
achieved in research both on the physical nature of phen
enon of high-temperature superconductivity itself and on
practical application of materials possessing this prope
The enormous efforts of physicists, chemists, and mate
scientists around the world have largely focused on
search for new materials with ever higher values ofTc ~see
the diagram in Fig. 1!, andTc has been pushed to 164 K~a
mercury-based HTSC under pressure!.6 An important
achievement in recent years has been the discovery of su
conductivity of magnesium diboride,7 which has the highes
value of the critical current.

Besides metal oxide compounds with the perovskite
tice and magnesium diboride, high-temperature superc
ductivity with Tc;40 K has also been observed in a ne
allotropic form of carbon—C60 fullerite doped with alkali
metals8 ~this system is sometimes called the first orga
HTSC!. The injection of holes into C60 crystals has made i
possible to raiseTc to 52 K,9 and the introduction of tribro-
momethane has given a record highTc5116 K.10 Supercon-
ductivity has also been observed in carbon nanotubes.11

The wide application of metal oxide HTSCs is grea
impeded by their poor mechanical properties. These c
pounds are hard and brittle and are difficult to make in
3451063-777X/2004/30(5)/32/$26.00
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form thin wires and ribbons. One of the main problems
HTSC materials sciences is therefore to optimize the m
chanical and superconducting properties. This problem
solved by using various technological treatments of the b
metal oxide compounds: doping, special thermomechan
treatments, fabrication of composites or thin films based
HTSCs, etc.

Intensive research in the field of HTSC materials scien
continues, directed mainly toward improving the function
properties of these materials. New achievements in this
rection are reflected in the reports at recent international
rums: 1! 13th International Symposium on Superconduct
ity ~ISS 2000!, Oct. 14–16, Advances in Superconductivi
XIII, Tokyo, Japan; 2! 14th International Symposium on Su
perconductivity~ISS 2001!, Sept. 25–27, Advances in Su
perconductivity XIV, Kobe, Japan; 3! 5th European Confer-
ence on Applied Superconductivity~EUCAS 2001!, Aug.
26–30, Lyngby, Denmark; 4! Workshop on High-Tc Super-
conductivity, Williamsburg, Virginia, June 7–8, 2002; 5!
Topical Conference of the International Cryogenic Materi
Conference ICMC 2000 ‘‘Superconductors for Practical A
plications,’’ Xi’an, China, June 16–20, 2002.

As a rule, metal oxide HTSCs are prepared from po
ders of the initial components by various ceramic techno
gies and are therefore often called HTSC ceramics, the t
‘‘ceramics’’ being used in the broad sense without regard
the details of the morphology of the samples.

One of the important subfields of the physical materi
science of HTSCs is the study of the plasticity and stren
properties of these materials. Such studies are done ov
© 2004 American Institute of Physics
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FIG. 1. Chronology of the increase of the critical temperatureTc of superconductors.
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wide range of temperatures, from helium to pre-melting, a
the experimental objects are bulk samples with various m
phology: single crystals, polycrystals, and grain-orien
samples obtained from the melt; granular/porous structu
~polycrystals! prepared by the methods of solid-phase sint
ing of oxide powders; composites obtained by the introd
tion of particles of metals or simple oxides into metal oxi
materials and also by the conjoining of bulk elements of s
systems. Less studied are the mechanical properties of
eral special types of HTSC samples which are of importa
from an applied standpoint: fine~micron and nanometer!
wires and ribbons, films, heterostructures, etc. Informat
about the mechanical properties is important both for de
ing and perfecting methods of manufacturing high-qua
objects and for estimating their reliability of operation. It
also of great interest to elucidate the microscopic mec
nisms of plastic deformation and fracture of this new class
materials. The natural brittleness of perovskite-like metal
ides is a hindrance to both the preparation and applicatio
HTSCs. In materials of this type the formation of cracks
the final step in the relaxation of the internal stresses du
the preliminary pressing of the oxide powders prior to th
sintering and also due to the phase transformations,
strong anisotropy of the thermal expansion coefficients,
temperature gradients. Microcracking has a substantial in
ence on the final structure of a ceramic, its stability, mecha
cal strength, and superconducting and other physical pro
ties. The search for ways of combatting this undesira
phenomenon involves a deeper study of the mechanism
plastic deformation of metal oxides.

Metal oxide ceramics have a weakly expressed plasti
even in the region of moderately low temperatures, an
increases noticeably upon heating. The occurrence of pla
deformation is attested to, for example, by the formation
clear impressions of an indenter on the surface of
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samples in hardness measurements,12–15 detwinning in the
neighborhood of the impression of an indenter,15–18 and
microcreep.19–21Reliable measurements of the yield point
a ceramic can be made under conditions of hydrostatic p
sure, which prevents the development of brittle cracks.22 In
some cases the plasticity of polycrystals is due to intragr
slip of lattice dislocations, and at elevated temperature
ceramic will manifest significant plasticity23–28 and even su-
perplasticity, which are due to dislocation-diffusio
processes24,27,28and grain-boundary slip.24,25

This review is devoted to generalizing the main resu
of research on the plasticity and fracture of metal ox
HTSCs, and it can be considered to be the second part
review of the elastic properties of these materials publis
in 1995.29 For the main metal oxide HTSCs and several
the corresponding base compounds we present the resu
research by the methods of microindentation, microcre
and active deformation in the low-, room-, and hig
temperature regions.

1. CRYSTAL STRUCTURE OF THE MAIN METAL OXIDE
HTSCs

The plasticity and strength of crystals is largely det
mined by defects of the crystal structure, some of which
the elementary carriers of plasticity while others are o
stacles to plastic slip. It is found, by various methods, that
HTSC single crystals and polycrystals are characterized
the presence of a large number of defects of various typ
twins, stacking faults, dislocations, impurity atoms, vaca
cies, grain boundaries, voids and cracks, heterophase in
sions, atomic segregations near voids and grain bounda
etc. These defects have a substantial influence on the pla
ity, strength, and other physical properties of HTSCs, inclu
ing their superconductivity. Nonuniformities of the compos
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FIG. 2. Structures of the unit cells of the main metal oxide HTSC compounds: (La,Sr)2CuO4 ~a!, YBa2Cu3O7 ~b!, and Bi~Tl!-2212 ~c!.
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tion, internal boundaries~in particular, twin boundaries!, and
the elastic fields of dislocations act as pinning centers
Abrikosov vortices and lead to a change in the critical p
rameters of the HTSC. Local superconductivity with high
Tc can exist at twin boundaries~the mechanism for this in
conventional superconductors is described in Refs. 30
31!, or Tc may be lower owing to a lower oxygen conce
tration at a boundary.32

For better understanding of the structure and proper
of elementary defects of metal oxide HTSCs it is advisa
r
-
r

nd

s
e

to start with a brief characterization of the crystal structure
several of the main materials of this type which will be d
cussed most thoroughly in this review. The lattice structu
of all perovskite-like metal oxides have been studied in de
and discussed in numerous original papers, review,
monographs~see, e.g., Refs. 33–38!. Here the well-known
schemes of the unit cells for the compounds of interest to
are presented in Fig. 2 in a form convenient for the sub
quent discussion; the space group and lattice parameter
taken from a review.36 The figures show the coordinatio
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polyhedra of the copper ion; the shapes of the coordina
polyhedra of the remaining cations can be seen in Refs
and 35. The lattice parameters are taken from a table
sented in Ref. 36, where citations to the original papers
be found.

The structure of the compounds (La,Sr)2CuO4 is shown
in Fig. 2a. At the center of the unit cell is the coordinati
polyhedron of the copper ion, which, together with the ad
cent La/Sr ions forms the characteristic structure of the p
ovskite family ABO3 ~named after the mineral CaTiO3). El-
ements of the perovskite structure are contained in
lattices of all metal oxide HTSCs, i.e., they are perovsk
like. (La,Sr)2CuO4 has space groupI4/mmm, with lattice
parametersa5b53.7793 Å andc513.2260 Å.

The unit cell of the superconducting orthorhomb
YBa2Cu3O7 phase is more complex~Fig. 2b!. Its space
group is Pmmm, and the lattice parameters area
53.8177 Å,b53.8836 Å, andc511.6827 Å. A distinctive
feature of the unit cell of this phase is the presence of
types of oxygen environment of the copper ions: a four-sid
pyramid in the CuO2 planes and a rhombus in the bas
planes containing CuO chains. In the nonsuperconduc
tetragonal YBa2Cu3O6 phase the oxygen positions O1 a
vacant, while in the YBa2Cu3O8 phase oxygen also occupie
the O5 positions, and the Cu1 copper ion is found at
center of a coordination octahedron.

Finally, the crystal structure of Bi~Tl!-HTSCs is shown
in Fig. 2c. The 2212 phase has space groupI4/mmm. The
lattice parameters of Bi-2212 area55.4095 Å, b
55.4202 Å, andc530.9297 Å, and those for Tl-2212 ar
a5b53.8558 Å andc529.2596 Å. The Bi-2201 phas
does not have the Ca and Cu(OCu) layers, and its paramete
c is accordingly smaller and its superconducting transit
temperature is lowered toTc510 K. In the Bi-2223 phase
additional Ca and Cu(OCu) layers appear between th
Cu1(OCu1)2 and SrOSr/BaOBa layers~see Ref. 36 for a dia-
gram of the structure!; the parameterc increases, and the
critical temperature reaches its highest value for the co
pounds of this family:Tc5110 K.

2. SLIP AND TWINNING IN CRYSTALS OF METAL OXIDE
HTSCs

In this Section we discuss those defects having a di
relation to plasticity: we shall discuss the elementary ‘‘ca
ers’’ of the two modes of plastic deformation—twinning an
slip.

2.1. Slip systems

Electron microscope studies of the dislocation struct
of deformed crystals of the YBa2Cu3O72d family39–44 have
led to the following conclusions. The sole slip plane
YBa2Cu3O72d crystals at any values ofd is the basal plane
~001!, and their plastic deformation is governed by disloc
tions with Burgers vectorsa@100# andb@010#. In the com-
plex lattice of this compound~Fig. 2b! there are three pos
sible shear planes of the~001! type: BaO/CuO2, CuO2 /Y,
and BaO/CuO. Direct observation on a high-resolution el
tron microscope showed that the core of the^100&(001) dis-
locations lies in the CuO plane between BaO layers.45 For a
shear between the BaO and CuO layers it is natural for
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degree of splitting of the dislocation to depend on the dir
tion of the Burgers vector—@100# or @010#—along which the
O-Cu-O chains lie.39–41 A strong influence of the oxygen
concentration on the mechanical properties~see Sec. 7.1 be
low! also attests to a shear in the BaO/CuO plane, since
in the CuO plane that the main changes occur upon varia
of the oxygen index; in particular, the magnitude of the B
gers vectors of the dislocations changes smoothly w
changing lattice parameters.

The splitting of complete dislocations into partial disl
cations occurs according to the reactions40,41 @100#
→1/2@100#11/2@100# and @010#→1/2@010#11/2@010#.
The a@100# dislocations are split more strongly than th
b@010# dislocations.

In both the orthorhombic22,40 and tetragonal45 phases a
small density of dislocations with Burgers vectors in t
^110& direction are observed, which form according to t
reaction @100#1@010#→@110# when the main dislocations
intersect; this leads to the formation of plane hexago
networks.43 The ^110&(001) slip system can be effective i
high-temperature deformation.

In dynamically compacted samples of YBCO, addition
slip systems have been observed:45 @110#(11̄0) and @010#
3(100). The edge components of such dislocations are
allel to the @001# axis. Dislocations with a Burgers vecto
component in the direction of the@001# axis are practically
never encountered.

The influence of the oxygen indexd on the mechanica
properties of YBCO crystals may be a consequence
changes in the structure of the core of the gliding dislo
tions and their ionic charge upon changes in the oxygen
dex and, accordingly, in the character of the atomic order
in the basal plane.46

The slip systems in crystals of Bi-containing HTSCs a
the same as in crystals of the YBCO system.47 However, the
more complex crystal structure of Bi~Pb!–Sr–Ca–Cu–O su-
perconductors~Fig. 2c! admits two types of possible slip
planes parallel to the basal plane: between the CuO2 and Ca
layers, and between two BiO layers.47 It turns out that stack-
ing faults lying in such planes will have low and somewh
different surface energies. Of the three types of dislocati
with Burgers vectors@100#, @010#, and@110#, the last type of
dislocations are the least stable and always split into pa
dislocations according to the reaction@110#→1/3@120#
11/3@210#. Practically no splitting of@010# dislocations has
been observed.

2.2. Twinning systems and the structure of twin boundaries

The most detailed and complete studies of twins ha
been done for the orthophase of the systems ReBa2Cu3O72d

(Re5Y, Sm, Eu, Gd, Dy, Ho, Er!. This phase is always
twinned ~see, e.g., some of the first papers48–50 and refer-
ences to original papers in the review51 and monograph52!.
The crystallography of this structure admits the existence
both twins of rotation and twins of reflection. We shall n
discuss twins of rotation~axial twins!,53,54 since they do not
actively take part in plastic deformation processes and
only act as strong obstacles for the slip of perfect a
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twinning dislocations. At the same time, the twins of rotati
and other defects do influence the parameters of super
ducting HTSC metal oxides.

During the high-temperature phase transformation of
tetragonal to the orthorhombic phase which occurs at t
peratures between 750 and 500 °C in the presence of an
gen atmosphere,55 a polydomain twin structure arises whic
consists of two equiprobable families of reflection twi
which are coherent over most of their length. The exact va
of the transition temperature is determined by the oxyg
partial pressure; the transition is due to the simultaneous
currence of an atomic ordering reaction in the oxygen s
lattice and a martensitic type of shear transformation of
whole crystal lattice.56–58 The elastic stresses arising as
result of the transformation relax by twinning deformation
the orthophase. Under observation in polarized light in
~001! plane the domain structure of the crystals appears
system of alternating bright and dark fringes parallel to
^110& direction~Fig. 3!; the coloration of the domains varie
as the analyzer is rotated.59

The two families of twins~Fig. 3! intersect at right
angles, since the crystallographic plane$110% is an invariant
for the tetra-ortho transformation.59 Being nucleated at dif-
ferent places in a grain, these families of twins form regio
of four orientations, I, II, III, and IV, which are shown sche
matically in Fig. 4.48,60 The interface at which the two or
thogonal families of twins meet is incoherent and consists
an alternation of twin boundaries and low-angle gra
boundaries.48,60

The fine structure of the twin boundaries depends on
local oxygen concentration and oxygen ordering in
boundary region and on the presence of impurity atoms.
herent twin boundaries parallel to the$110% planes pass
through the O1 oxygen ions in the CuO layers~anion bound-
aries! if d50 ~Refs. 61–63! or through the copper ions~cat-
ion boundaries! in those layers if the oxygen concentration
lower, e.g.,d.0.4.61,62Aluminum and iron impurities appar
ently lower the energy of the twin boundary if it pass
through the cations. Above a certain Al or Fe concentrat
the twin boundaries form at lattice cations even at a h
oxygen concentration (d50). Structural models of the two
types of boundary are shown in Fig. 5.63 Observations of
YBa2Cu3O7 with a high-resolution electron microscope r

FIG. 3. Polarization-optical micrograph of twin structure in the orthorho
bic phase of YBCO.59
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vealed twinning dislocations and dislocations at the junct
of anion and cation boundaries.62

Upon variations the oxygen and impurity concentratio
the mean distance between twin boundaries varies betw
100 Å and 1000 Å~Refs. 49 and 63–67! but it may even
reach several microns.59,64 In the vicinity of the twin bound-
aries there are transition zones along which the crysta
graphic parameters of one twin orientation go over smoot
and continuously to the parameters of the other orientat
The widths of the transition zones have been measure
electron microscope studies: in YBCO crystals they con
of 5–10 cells for coherent joining68 and 100–300 cells for
incoherent joining.69 The smooth change of the parameters

-

FIG. 4. The four possible orientations of twins in the orthorhombic phase
YBCO: oxygen atoms~s!, copper atoms~d!, a50.89° ~Ref. 60!.

FIG. 5. Structural models of twin boundaries in the orthorhombic phase
YBCO: ‘‘anionic’’ boundary ~a!, ‘‘cationic’’ boundary ~b!. Oxygen atoms
~s!, Cu atoms~j!, Ba ~Y! atoms~d!.63
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due to ordering of the oxygen along the transition zone
not to variation of the oxygen concentration.70

Twinning in YBa2Cu3O7 crystals can be caused by m
chanical loading; it is brought on by a shear along the cr
tallographic systems@11̄0#(110) and@110#(11̄0). The crys-
tal geometry of the twins is characterized by the followi
parameters: the specific shears, the angleb between the
@100# directions in the initial lattice and in the twin, the dis
tanced110 between the twinning planes, and the magnitu
bt of the Burgers vector of the twinning dislocation. Th
values of these parameters are given in terms of the la
parametersa andb by the following formulas:

s5
~b/a!221

b/a
, d1105

b

@11~b/a!2#1/2,

b52 arctgS a

bD , bt5d110s.

Taking a53.82 Å andb53.88 Å,60 we obtain the values
50.031, and from the data of direct observation of twins
obtain the estimates.0.036;71 for the other parameters w
haveb589.1°, d11052.72 Å, andbt50.084 Å.

The energyg tw of a twin boundary in the orthorhombi
phase of YBCO was estimated in Refs. 72–78. The m
systematic discussion of this question is given in Ref.
There the twin structure formed as a result of the hig
temperature phase transition and the shape of the res
twins in the large grains of polycrystalline samples of YBC
were investigated in detail by transmission electron micr
copy. Samples with 40% and 30% Y21110.05 wt. % Pt
were used. An estimate of the energy of the twin bounda
was made by two independent methods: 1! from the distance
between twins in columns of twins~the conventional method
used previously in Refs. 72 and 74–77!; 2! from the form of
wedge-shaped twins and a comparison of that shape with
equations of the dislocation theory of thin twins, develop
by Boyko and Kosevich.52,78,79For g tw the values obtained
were 46.5 mJ/m2 ~estimated by the first method! and (60.0
621.0) mJ/m2 ~estimated by the second method!. The ad-
mixture of platinum decreases the energy of twin bounda
to values 18.3 mJ/m2 ~estimated by the first method! or
(26.869.5) mJ/m2 ~estimated by the second method!. Ap-
propos of this the authors of Ref. 78 called attention to
following important fact: according to the results of the
studies, the admixture of Pt leads not only to a decreas
g tw ~i.e., to a thinning of the twins and an increase in th
density! but also to a more uniform distribution of the pa
ticles of the second phase Y211. This explains the increas
the density of pinning centers and, consequently, in the c
cal current density in such samples.

Estimates ofg tw obtained in Ref. 78 are basically i
agreement with the data of other studies.76,77 We note that
even the calculation ofg tw in Ref. 73 in the theory of elastic
twins52,79 ~which, as was pointed out in Ref. 78, is incorre
since only residual and not elastic twins have been obse
in YBCO! gives a reasonable value of 20 mJ/m2 ~instead of
the extreme overestimate 1000 mJ/m2) if the correct value of
the Burgers vector of the twinning dislocation,bt.0.02a, is
used in the calculations instead of the lattice parametera.
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In simple one-atom structures the trajectory of the d
placement of atoms in the twinning process is a unifo
shear in the twinning plane and in the twinning direction80

The atomic rearrangements are more complicated in the
of polyatomic lattices. In nonstoichiometric YBCO crysta
with d.0, where the$110% twin boundaries pass throug
cations, the rearrangement on twinning does not reduc
only a uniform deformation of the lattice. In addition to th
there also occurs a hop of the oxygen anions in the twinn
plane by a distance (21/2@110#1bt/2) in the direction
counter to the twin shear.22,57,81A diagram of these displace
ments in the~001! plane is shown in Fig. 6:69 under the
influence of a uniaxial compressive stress the boundariesG1

andG2 change their position along the trajectories shown
the arrows (G1→G18 andG2→G28). The displacement of the
anion boundaries requires a displacement of all the cat
by a distance of the order of 1/2@110#,81 and is apparently no
realized under mechanical stresses.

Experimental studies of the twinning process in YBC
crystals under the influence of the residual internal stresse
the region of the impression of an indenter have shown
the rate of rearrangement of the twin structure is governed
the short-range diffusion of oxygen along the tw
boundaries.16,17

The above-described features of the motion of atoms
the core of a moving twinning dislocation in YBCO crysta
suggest that pseudotwins can form, within which the oxyg
atoms occupy nonequilibrium positions. Under conditio
such that there is insufficient time for the disrupted atom
order to be restored during the heating-cooling cycle,51,52 the
samples can exhibit pseudoelastic behavior. This effect
not yet been observed, but its realization is possible in sin
crystals in the region of moderate and low temperatur
where the diffusive displacement of oxygen is sluggish.

The role of twinning dislocations as carriers of plas
deformation in YBCO crystals is extremely small on accou
of the small value of the crystallographic shear. Upon co
plete retwinning of a single crystal the change of its dime
sions cannot exceed 3.1% atd50 and it decreases with in
creasing d. Therefore the main carriers of the plast
deformation are gliding dislocations and diffusive ma
transport, although a small twinning contribution to the pla
ticity of the ceramics has been detected.41 Evidence for twin-
boundary mobility has been obtained in experiments on
twinning in the region of an indenter impression16–18 and
also in a study of the defect structure of dynamically co
pacted YBCO samples.45

The twin structure in Bi-containing HTSC crystals

FIG. 6. Displacement of atoms during detwinning of orthorhombic YBC
crystals under the influence of a compressive stress.69
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qualitatively different from that inherent to YBa2Cu3O7

crystals. Twins are planar defects of the type including sta
ing faults and interphase boundaries and are observe
abundance along with the latter in high-resolution elect
microscope studies in samples prepared by the stan
technology.82 There are no data on deformation twins in B
containing HTSCs.

Twinning systems in the lattice of lanthanum superco
ductors~the crystal lattice of which is shown in Fig. 2c! are
the same as in the YBa2Cu3O72d lattice. La22xSrxCuO4

crystals are easily brought to the single-domain state at ro
temperature by means of mechanical loading,75 whereas such
a procedure in the case of YBCO is possible only at eleva
temperatures.16,17,84–88

Coherent twin boundaries are rather strong obstacle
the motion of gliding dislocations.40,45This is due to the fact
that relatively immobile twinning dislocations ‘‘chip off’
from the twin boundaries at their intersections with disloc
tions. In addition, the regions adjacent to the twin bounda
are enriched with impurities.22 However, microindentation
experiments have revealed no noticeable change in mi
hardness at the tetra→ortho transition, which results in th
formation of a domain ~twin! structure—neither in
La1.85Sr0.15CuO4 on decreasing temperature (TTO.180 K)18

nor in YBa2Cu3O72d crystals with changing oxygen conce
tration. The values of the microhardness of twinned and m
chanically detwinned crystals of YBa2Cu3O72d also turn out
to be equal.89 At the same time, twins present an apprecia
resistance to the propagation of microcracks, so that the f
ture toughness of twinned crystals has been found to be
proximately 12% higher than that of detwinned crystals.89

3. REARRANGEMENT OF THE DOMAIN STRUCTURE
UNDER MECHANICAL STRESS

The initial polydomain structure formed as a result of t
high-temperature tetra→ortho transition in metal oxide
HTSCs and compounds related to them can be restruct
under the influence of mechanical stresses. This make
possible to obtain completely detwinned orthorhombic sin
crystals of YBa2Cu3O72d , which are needed for studies o
anisotropic phenomena and parameters: the critical magn
fields, thermal conductivity, thermopower, elasticity, a
conductivity. To bring them to a single-domain state the
grown single crystals were compressed along the~100! di-
rection by a certain load at an elevated temperature: in R
84 the detwinning was done at a temperature of 325 °C a
stress of 50 MPa, and in Ref. 86, at a higher temperatur
450 °C, the crystal was brought completely to a sing
domain state in one minute by a stress of;25 MPa. A simi-
lar method was used to bring YBa2Cu3O72d crystals to a
single-domain state in a large cycle of studies reported
Bondarenko’s dissertation.90

In Ref. 78 the force of frictionSfr of a twinning disloca-
tion in YBCO crystals was estimated from the shape of
twins on the basis of the minimum thickness of stable twi
The values obtained, 20 MPa<Sfr<50 MPa, are seen to b
in good agreement with the detwinning stresses given ab

The kinetics of the motion of twin boundaries
YBa2Cu3O72d crystals in the temperature interv
40– 160 °C was obtained in Refs. 16 and 17 by an opt
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method with the use of measurements of the time dep
dence of the change in intensity of light reflection on a p
of the crystal containing a group of indenter impressions.
exponential character of the temperature dependence o
detwinning time was found, which permitted estimation
the activation energy of the process: it turned out to be s
sitive to the oxygen concentration and the presence of M
Ca, and Si impurities17 and ranged from 0.48 to 1.62 eV.
was noted17 that these values are in good agreement with
value of the activation energy for the diffusion of oxygen
YBa2Cu3O72d at the same values of the oxygen index~see,
e.g., Refs. 91 and 92!. This agreement is considered to be
argument in favor the model for twin-boundary motion
which the motion of twinning dislocations occurs as a res
of diffusive hopping of the oxygen atoms~Fig. 6!.

An example of the rearrangement of the domain str
ture in the crystal La2CuO4 in the vicinity of an indenter
impression is shown in Fig. 7a.18 The direction of motion of
the domain boundaries, leading to growth of the bright
dark domains, is governed by the sign of residual stres
acting inside the indenter impression~see the diagram in Fig

FIG. 7. Polarization-optical micrograph of twin structure in the~001! plane
of La2CuO4 crystals~a! and a diagram of the stresses acting near an inde
impression~b!.18
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7b!: the bright domains expand and absorb the dark dom
in the first and third quadrants, while in the other two qua
rants the opposite effect is observed. The rearrangemen
the domain structure occurs over a time of the order o
minute even at room temperature, a fact which is indicat
of high mobility of the domain boundaries. In Refs. 83 a
93 it was observed that La2CuO4 crystals were brought par
tially or completely to a single-domain state under the infl
ence of uniform external stresses and also on heating or c
ing in the column of an electron microscope.94

The motion of the domain boundaries in La2CuO4 is
governed by the reorientation of the CuO6 octahedra.95 The
high mobility of twin boundaries in La2CuO4 in comparison
with YBCO means that the activation energy for reorien
tion of the CuO6 octahedra is lower than the activation e
ergy for the diffusion of oxygen in YBa2Cu3O72d .

Owing to the presence of domains and their switch
under mechanical stresses in YBa2Cu3O72d and La2CuO4,
these crystals can be classed as ferroelastics.96 In both cases
the twins arise at a structural phase transition from the m
symmetric tetragonal~paraelastic! phase to the less symme
ric orthorhombic~ferroelastic! phase. A complete crystallo
graphic analysis of the domain structure of La2CuO4 is car-
ried out in Refs. 96–100. The connection between
instability of the domain structure and anomalous acou
properties in HTSC compounds has been discussed
review.29

4. MICROHARDNESS AND MICROBRITTLENESS OF
SINGLE CRYSTALS, AND ANISOTROPY OF THE
MECHANICAL PROPERTIES

The use of single crystals in studies of the physical pr
erties began almost immediately after the discovery of
high-temperature superconductivity of perovskite-like me
oxides. The first single crystals of the compound YBC
were in the form thin slabs with dimensions of appro
mately 131 mm in the~001! plane and a thickness of 0.1
0.2 mm in the direction of the@001# axis. Various methods o
obtaining bulk single crystals of many metal oxides ha
now been developed~see review101!, making it possible not
only to expand the base of research on these materials
also to realistically consider the prospects for their pract
application.

The small size and the shape of single crystals limi
the methodological possibilities for their experimental stu
In particular, studies of the mechanical properties of su
samples were most often done by the method of microind
tation, which remains basic to the study of the plasticity a
strength of HTSCs. While being comparatively simple, it
useful for comparing the mechanical behavior of differe
materials, enabling one to study the anisotropy of the m
chanical properties of single crystals, and it also gives in
mation about the local mechanical characteristics in the c
of a structurally nonuniform material~hardness and crack
resistance of adjacent phases, grains, and grain bounda!.
The presence of high hydrostatic pressure under a blun
denter makes for plastic deformation at lower temperatu
than are possible in the case of other methods of mecha
testing and also in brittle materials such as metal ox
HTSCs.
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Although the physical interpretation of the microinde
tation results is difficult,102,103this method is effective thank
to the presence of certain correlations between the value
the microhardnessHV and the yield stresssy and also be-
tween the values of the critical stress intensity factor as m
sured according to the length of a radial crack in the reg
of an indenter impression and as determined by the stan
macroscopic methods103–107~see Sec. 6.3 for more details!.

The microindentation method is based on formulas re
ing the loadP on the indenter, the length 2a of the diagonal
of the indenter impression, and the lengthc of the radial
crack around the indenter impression with the values of
Vickers microhardnessHV and the stress intensity factorK1c

at the tip of the crack:108–110

HV51.854
P

~2a!2 , ~1!

K1c50.016S E

HV
D 1/2 P

c3/2. ~2!

HereE is Young’s modulus in the direction perpendicular
the surface of the crack. For a number of materials the e
pirical relationE/HV.40 is well satisfied, and it is conve
nient to determineK1c using the simplified formula

K1c50.1
P

c3/2 ~3!

Since the penetration of the indenter into the materia
a constant load is a form of kinetic process, viz., creep,111–113

the loading time should not exceed the time of completion
the plastic deformation, when the impressions take on ste
equilibrium sizes. In the case of brittle materials and/or lo
temperatures, 5 or 10 s are sufficient for this.

According to the scaling law derived for a cone a
confirmed experimentally for a pyramid,114 the microhard-
nessHV should not depend on the loadP. However, in the
majority of cases that law is broken in the region of sm
loads.114–118The authors of Ref. 116 expressed the opini
that it is more correct to determine the hardnessHV and the
fracture toughnessK1c with allowance for a threshold load
Pth at which the plastic deformation under the indenter b
gins, and in that case the loadP in formulas~1!, ~2!, and~3!
should be replaced by the difference (P2Pth). The results of
measurements are conveniently plotted in the coordin
(2a)22P andc3/22P, making it possible to find the thresh
old value ofPth .

Figure 8 shows the results obtained in the indentation
the basal plane~001! of a YBa2Cu3O72d single crystal.13 At
P.0.5 N a strong cracking of the indented volume occu
and atP.0.7 N, as a rule, fracture of the samples occu
Measurements the geometric parameters of the straight
on the (2a)22P plot and using formulas~1!–~3!, we obtain
for the given indentation surface the following values:Pth

50.03– 0.04 N, HV.9.75 GPa, andK1c.0.4 MPa•m1/2;
these values are typical for ytterbium HTS
crystals.12–15,89,119 The micromechanical characteristics
other rare-earth cuprates grown under identical conditi
vary over rather wide limits and for the majority of them a
found at the level of the lower values ofHV andK1c for the
ytterbium samples:Pth.0.01– 0.03 N,HV.5 – 7 GPa, and
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K1c.0.3– 0.5 MPa•m1/2 ~Ref. 14!. Table I permits a com-
parison of the micromechanical characteristics of HTS
single crystals, a series of solid oxides, and silicon: acco
ing to the classification that is accepted in the literatu
HTSC metal oxides belong to the group of solid materi
having a high tendency toward brittle fracture.

FIG. 8. Length of the diagonal of the impression and length of the rad
crack versus load in the indentation of the~001! plane of a YBa2Cu3O72d

single crystal. The diagonals of the impression are parallel to the^100&
directions, andT5290 K.13

TABLE I. Values of the microhardnessHV and critical stress intensity facto
K1c for single crystals of YBaCuO, BiSrCaCuO, LCO, and LSCO~indenta-
tion of the basal plane~001!! and also for several typically brittle oxide
materials and silicon at room temperature.
eNote: *Knoop hardness.
-
,

s

The micromechanical characteristics of YBa2Cu3O72d

crystals depend on the purity of the initial oxides, the ty
and concentration of dopants, the crucible material, and
gaseous composition of the surrounding medium and
highly sensitive to the microstructure defects and the crys
lographic orientation. Let us present some data on how
microhardness and fracture toughness are influenced by
lattice anisotropy, twin structure, and moisture.

The pronounced anisotropy of all metal oxide HTSCs
due to their layered structure. A study of the mechani
anisotropy was done for single-crystal samples with thi
nesses of 0.2–0.3 mm14,89 and;1 mm123 and also on large
elongated grains of a polycrystalline sample.89 The micro-
hardness of YBa2Cu3O72d crystals of the orthorhombic
modification is the same in air and in water89 and is practi-
cally isotropic: within the error limits the values ofHV on all
three basal faces$100% are equal and independent of th
direction of the diagonal of the impression,14 and are the
same for twinned and detwinned crystals.89 Meanwhile, a
number of other studies have revealed substantial anisot
of the micromechanical characteristics. Anisotropy of t
first kind, wherein the measured value ofHV depends on the
direction of the diagonal of the indenter with respect to t
crystallographic direction on the chosen plane@100#, has
been observed in orthorhombic YBCO crystals,15 and in the
oxygen-saturated crystals the ratio (HV

^100&2HV
^110&)/HV

^110&

reached 50–80%. The anisotropy of the second ki
whereinHV depends on the plane of indentation, was ch
acterized by the following values:123 HV

(001) was approxi-
mately 20% smaller thanHV

(100)/(010), and in the tetragona
modification these differences reached 50%. On highly t
tured ~aligned! samples a valueHV

(100)/(010)/HV
(001).0.6 was

obtained,124 probably because of the influence of the pr
nounced cracking along the~001! planes. One of the mos
likely causes of the microhardness anisotropy of metal ox
crystals is the anisotropy of the development of plastic she
in them.

The length and direction of propagation of cracks a
extremely sensitive to the crystallography of th
indentation.14,125,126Cracks propagate easily along planes
the $100% type, and their direction therefore coincides wi
the direction of the diagonal of the impression when t
latter is oriented alonĝ100&. In other cases the cracks tur
out to be shorter and noncoincident in direction with t
diagonal of the impression; sometimes they smoothly cha
direction to coincidence witĥ100& ~Fig. 9!, and a tendency
toward the development of secondary cracks is observed
the case of indentation of the~001! plane the cracks had th

l

FIG. 9. Shape of microcracks formed around an indenter impression
different faces of ReBa2Cu3O72d crystals.14,125
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same lengths in the mutually perpendicular directions@010#
and@100#. When indentations were made on the~100!/~010!
planes, strong anisotropy of the nucleation and propaga
of cracks around the impression was observed. As is see
Fig. 9, cracks develop predominantly in the basal pla
~001!, for which the surface energy is apparently minim
This agrees with the observed growth habits of crystals in
form of thin slabs parallel to the~001! plane. A similar pic-
ture of crack development was observed in Ref. 116 in
indentation of the~001! and~100!/~010! surfaces of sample
cut from highly aligned polycrystalline YBa2Cu3O72d

grown by a melt technology.
Measurement of the fracture toughness of detwinn

crystals showed84 that there is a small anisotropy ofK1c

between thea andb directions: the average value ofK1c in
the direction of the@100# axis is approximately 25% large
than in the direction of the@010# axis ~0.59 and 0.47 MPa
•m1/2). The ratio of theK1c values for cracks propagatin
perpendicular to and parallel to the basal plane is equa
two. Twin boundaries have an appreciable influence on
propagation of cracks: the average value ofK1c in the ~001!
plane is approximately 25% larger for the twinned cryst
than for the detwinned. The increase of the fracture tou
ness in the twinned material is due to dissipation of the cr
energy upon the intersection of twin boundaries and, po
bly, on account of the motion of these boundaries under
influence of the stress field of the crack.

A water medium leads to a substantial decrease of
crack resistance; the average value ofK1c is 35% lower for
indentation in water than for indentation in air124 ~mean-
while, in Ref. 89 no noticeable influence of moisture onK1c

was observed!. The study of the interaction of HTSC mate
rials with surrounding media has important practical value
situations where it is necessary to ensure stability of
properties of corresponding device elements. This prob
must be considered separately in each specific case.

Thus the crystallographic and structural factors and a
the surrounding medium have a sensitive influence on
mechanical properties of YBa2Cu3O72d crystals and, in par-
ticular, can be the cause of the scatter of the results of m
surements of different investigators if those factors are
controlled.

5. INFLUENCE OF STRUCTURAL DEFECTS ON THE
MECHANICAL PROPERTIES OF METAL OXIDES

Defects of the crystal structure of metal oxides hav
significant influence on the physical/mechanical propert
Especially noticeable is the negative influence of structu
defects on the plasticity of HTSCs—they enhance the inn
tendency of these materials toward brittleness. The main
pects of the influence of defects on the dynamic and st
elastic properties of HTSCs have been described in
review.29 Below we present information about the influen
of doping, grain boundaries, porosity, and heterophase na
on the plasticity and strength of polycrystals and single cr
tals of some HTSCs.

5.1. Impurity hardening

It is known that the admixture of impurities increases t
mechanical strength of crystalline materials for several r
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sons. In the dislocation mechanism of plastic deformati
the motion of dislocations is impeded by individual impuri
atoms. If the impurity concentration exceeds the solubi
limit, precipitates can form which are also effective obstac
to the motion of dislocations. Impurities lead to soli
solution and precipitate hardening. In addition, impurities
their complexes can fill the intergrain space, thereby alter
the coupling between granules. On the basis of what we h
said above, numerous attempts have been undertaken to
prove the mechanical characteristics of HTSC ceramics
doping with various impurities to take advantage of vario
hardening mechanisms. Let us discuss some of the resu
this area.

Significant hardening of polycrystalline YBCO upo
doping with the substitutional impurities Zn and Li wa
found in Ref. 127: a linear increase ofHV with increasing
impurity concentration was observed. Since optical micr
copy and x-ray diffraction have not revealed the appeara
of extraneous phases upon doping, this effect has been i
preted as being a consequence of solid-solution hardenin
the grains, which to a first approximation is proportional
the relative difference of the ionic radii of copper and t
dopant elements and to their concentration. No effect
those impurities on the strength properties of the gr
boundaries were observed. Furthermore, the difference o
charges of the Cu and Li ions was not reflected in the ha
ening of the ceramic.

Polycrystals based on YBa2Cu3O72d with admixtures of
rare-earth metal oxides Rey (y<0.02) were studied in Ref
128. The doping admixture was incorporated in the struct
of the orthorhombic 123 phase, partly substituting for t
Ba21 ions and forming a compound of the form
YBa22y ReyCu3O72d ; doping strengthened the grain and i
creased the density and microhardness while leavingTc un-
affected.

The mechanical and superconducting properties h
been improved129 by sintering a 0.2 wt. % platinum powde
with YBCO. Further increase in the Pt concentration im
proved the properties (HV increased by approximately a fac
tor of 2 when the Pt concentration was increased from 0
0.5 wt. %!, but the higher density of the ceramic reduced
permeability to oxygen and decreased the superconduc
fraction and the critical current density.

In the case of La2CuO4, substitution of part of the La
atoms by Sr led to an appreciable increase inHV : for ex-
ample, in La1.85Sr0.15CuO4 crystals at room temperature th
effect was;20%.18 This result does not completely agre
with the data of Ref. 130: although the authors of th
paper130 spoke of the hardening effect of doping, their me
surements registered a decrease ofHV on going from LCO
(HV59.24 GPa) to LSCO (HV58.94 GPa). An increase o
the grain size of the ceramic was noted, and that could h
caused the softening.

For polycrystalline Bi22xPbxSr2Ca2Cu3Oy a close-to-
linear growth ofHV with increasing lead concentration wa
observed131 in the intervalx50.2– 0.5, which is assumed t
be the result of solid-solution hardening. Atx50.6 a devia-
tion from the linear dependence to the side of higherHV was
noted, which may be due to precipitate hardening by seg
gates of the new phase Ca2PbO4 ~see Sec. 5.4!.
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5.2. The softening role of grain boundaries in polycrystals

Grain boundaries in polycrystalline samples are sites
segregation of impurities and impurity phases and local
tion of voids and microcracks, and they should therefore p
an important role in the mechanical behavior of these m
rials. For example, it has been observed132 that the sound
velocity in YBCO samples obtained by hydrostatic press
of the powder increased significantly after a thermochem
treatment~annealing in oxygen at 873 K! that did not affect
the density.

To study the influence of grain boundaries on the pl
ticity and strength of YBCO ceramics we used the method
microindentation, which permits measurement of the lo
plastic compliance: the values of the microhardness of sin
crystals and of the central and boundary regions of grain
polycrystals were determined and compared.133 Histograms
of the HV values for 50–500 impressions obtained on sin
crystals and polycrystals at room temperature are show
Fig. 10. The scatter ofHV for the single crystals~Fig. 10a! is
found within the error limits of the optical measuremen
The histogram in Fig. 10b was constructed from the res
of indentation of the surface of a coarse-grained polycry
~average grain sized.40 mm) at equal intervals of 50mm
~continuous indentation!. One notices the asymmetry of th
latter histogram~the broadening to lower values ofHV),

FIG. 10. Histograms of the microhardness of YBCO: single crystalsP
50.15 N ~a!; coarse-grained polycrystal,P50.15 N, continuous indenta
tion ~b!; histogram ‘‘b’’ after separation of the data for crystallites~1! and
grain boundaries~2!, and the histogram of a fine-grained polycrystal~3!,
P52 N ~c!; the arrows indicate the average values of the microhardnes133
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which may be due to the contribution of the grain boun
aries. When the body of data is divided into two groups, o
of which pertains to impressions within a grain and the ot
to impressions in the region of the grain boundaries, the
togram separates into two bell-shaped parts~histograms1
and2 in Fig. 10c!: the first of them is close to the histogra
for single crystals~Fig. 10a!, while the second attests to th
lower values and appreciable variance of the microhardn
in the region of the boundaries between crystallites. Con
quently, the defects responsible for the lowering ofHV are
concentrated mainly at the grain boundaries.

The softening role of the grain boundaries is manifes
especially clearly in measurements with a large load on
indenter for a fine-grained sample,126,133 as is reflected in
histogram3 in Fig. 10c. A comparison of histograms1 and3
indicates an almost threefold difference between the m
values ofHV of the polycrystal and single crystal. Appa
ently, in the case of the polycrystal the condition ofHV with
increasing load on the indenter is due to an increase in
number of defect regions in the area of the impression of
indenter and to enhancement of the intergrain cracking
Ref. 134 an increase ofHV was observed in polycrystalline
samples with increasing number of grinding-pressing cyc
the authors of that paper interpret this as evidence of gro
in the strength of the bonds between crystallites on acco
of activation of the contact surfaces of the particles.

The results show that the inhomogeneity of the mecha
cal characteristics of polycrystalline HTSCs and their lo
strength as compared to single crystals are due mainly to
grain boundaries. The structure of the grain boundaries is
of the decisive factors determining the physical-mechan
and functional properties of a majority of the items ma
from metal oxide HTSCs.

5.3. Influence of the porosity of the samples on the
plasticity and strength

The microhardness of polycrystalline YBCO wa
studied14 on samples of different density fromr/rR50.33 to
r/rR50.92, whererR56.38 g/cm3 is the x-ray density. The
dependence of the mechanical properties of a ceramic on
relative densityr/rR at room temperature is shown in Fig.
of Ref. 29, which presents data on the influence of poro
of YBCO ceramics on the microhardness14,135,136 ultimate
strength, and static Young’s modulus.137 The results of the
measurements are described satisfactorily by the empi
formula138

M5M0 exp@2np#, p512r/rR , ~4!

whereM stands for the microhardnessHV , ultimate strength
s f , or Young’s modulusE, and p is the porosity. The pa-
rametern has values typical of conventional ceramics:138 n
.4.6 ~Refs. 14, 135, and 136! in the case ofHV(p), n
55.7 ~Ref. 137! andn.11 ~Ref. 139! in the case ofs f(p),
andn.7.8 for E(p) ~Ref. 137!.

The value of the pre-exponential factorHV0.4.5 GPa is
at the level of the mean hardness of single crystals of
ReBaCuO family but turned out to be lower by a factor
two than the microhardness of yttrium-based single cryst
This indicates that in polycrystalline HTSCs the local defo
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mation under the indenter is determined not only by mic
voids at the boundary but also by other defects~grain bound-
aries and microcracks!.

We note that the density of the ceramic also influen
the fracture toughness. The strong increase ofK1c with in-
creasing density was attributed in Ref. 140 to a signific
increase in the grain size upon compaction of the mate
which makes the propagation path of an intergrain cr
more tortuous.

The results presented show that with increasing den
of metal oxide ceramics one observes an improvemen
their mechanical characteristics. However, forr→rR one
can observe the opposite effect: enhancement of the crac
upon cooling of the ceramics, which is due to anisotropy
the coefficient of linear expansion. The cracking can be s
pressed by decreasing the grain size and also by optimi
the cooling conditions in the process of saturation w
oxygen.141

5.4. Features of the mechanical properties of heterophase
Bi-containing HTSCs

This class of HTSC materials merits separate discus
because of their amenity to fabrication and the realistic h
of obtaining superconductors with improved critical para
eters. An x-ray analysis shows that an important feature
Bi-containing HTSCs142,143 is their tendency toward multi
phase behavior. The superconducting phases in this sys
2201, 2212, and 2223, are usually described by the gen
formula Bi2Sr2Can21CunOy , where n is the number of
CuO2 planes.144

The difference of the physical properties of the phase
manifested in mechanical experiments. In the study of
microhardness of Bi–Sr–Ca–Cu–O single crystals withTc

582 K, the authors of Ref. 145 observed a strong inhom
geneity of the micromechanical properties~significant scatter
in the value ofHV) even within a single optically homoge
neous sample, but an even larger scatter ofHV was observed
in a study of different samples. Measurements made o
series of single crystals showed thatHV is grouped around
three characteristic values: 0.5, 1.1, and 3.1 GPa, which
considerably lower than the values obtained on Re–B
Cu–O single crystals (HV.5 – 10 GPa).

Inhomogeneity of the mechanical properties was a
manifested in a measurement145 of the microhardness o
polycrystalline samples of Bi–Pb–Sr–Ca–Cu–O. Obser
tion of polished surfaces of the samples under an opt
microscope revealed the presence of at least two type
crystallites with different reflectivities, bright and dar
which had different hardness. Figure 11 shows histogram
the size distribution of the impressions, obtained under
lective indentation of the surface of the sample in the bri
~Fig. 11a! and dark ~Fig. 11b! crystallites and at random
places~Fig. 11c!. The maxima in Fig. 11c are also well ap
parent in Fig. 11a and 11b. The values of the microhardn
at the maxima (HV53.8 GPa in Fig. 11a andHV1

51.08 GPa andHV250.43 GPa in Fig. 11b! are rather close
to the values obtained on single crystals. As an avera
characteristic for a polycrystalline ceramic one should app
ently consider the mean valueHV51.1 GPa calculated on
the basis of the histogram in Fig. 11c.
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Unfortunately, the authors were unable to link the micr
hardness values obtained to specific phases. However, s
conjectural identifications can be made on the basis of
following data. A valueHV50.69 GPa was obtained in Re
121 and a valueHV50.63 GPa in Ref. 146 for single crys
tals of the 2212 phase at room temperature~with a loadP
*0.5 N on the indenter!. The critical temperature of this
phaseTc585 K, which is close to the valueTc582 K for
the samples studied in Ref. 145. It may be thought that
hardness valueHV51.1 GPa~1.08 GPa for the polycrystal!
in Ref. 145 corresponds to regions of the 2212 phase, wh
on average determines the properties of both the single c
tal and polycrystal. Measurements of the Knoop microha
nessHK showed that for a single crystal of the 2223 pha
(Tc5100– 110 K)122 the maximum value ofHK is almost a
factor of 2 lower than for the 2212 phase120 ~the basal plane
of indentation!: 1.3 GPa as against 2.5 GPa. A correlati
was noted between the values of maxHK andTc : the lower
the value ofTc , the larger the value of maxHK . An analo-
gous correlation has been observed for other HTSCs;147 this
agrees with the idea thatTc increases with decreasing com
pactness of the crystal structure. The results presented a
permit the assumption that the samples studied in Ref.

FIG. 11. Histograms of the size distribution of indenter impressions on
surface of a polycrystalline sample of Bi-Pb-Sr-Ca-Cu-O for a load on
indenter ofP50.1 N: bright regions~a!; dark regions~b!, random places
~c!. The arrows denote the values of the impression diagonals correspon
to the maxima on the histograms.145



v

l

ve
s

sy
: t
a

s
ab
f a
tia

re
m
f

ion

le

m
m
t

P
t

oi

n-
he

s
t o
’’

f t
g

ta

he
se

C

on
e
ra
a
rin

-
igh
ems

and
tion
le
en-

d for
the
and

CO
tors
and

re
to

nd
e on
y
-

s of
nal
but
ture
a

s;’’

357Low Temp. Phys. 30 (5), May 2004 Lubenets et al.
contained three phases, with the characteristic hardness
uesHV50.43– 0.5 GPa~2223!; HV51.1– 1.08 GPa~2212!,
and HV53.1– 3.8 GPa~2201! ~this last phase has a critica
temperatureTc510 K; Ref. 148!.

A large number of studies have been devoted to de
oping methods of preparing high-quality single-pha
samples of the Bi–Sr–Ca–Cu–O system. In Ref. 149
single-phase 2212 material was obtained by solid-phase
thesis under stringent control of the process parameters
oxygen pressure, the maximum sintering temperature, the
nealing time, and the cation stoichiometry.

In the early days of research on bismuth-based HTSC150

it was found that the high-temperature phase 2223 is st
lized by the partial substitution of Bi atoms by Pb atoms i
certain amount of lead oxide PbO is admixed to the ini
components together with Bi2O3 . In Refs. 151–155 the
phase composition, density, porosity, critical temperatu
and hardnessHV of polycrystalline samples of the syste
Bi22xPbxSr2Ca2Cu3Oy were studied as the conditions o
solid-phase synthesis and the composition parameter 0<x
<0.5 were varied. The samples withx50.3 turned out to be
optimal: they were distinguished by a higher volume fract
of the 2223 phase, a high critical temperatureTc5113 K,
minimal porosityp50.23, and maximal mean hardnessHV

50.325 GPa,155 which is close to the hardness of sing
crystals and polycrystals of this system.137 Deviation from
x50.3 to either side led to poorer-quality ceramics in ter
of all parameters. It is clear that the influence of lead ato
on the properties of Bi-HTSCs is by no means confined
their strength characteristics. Partial substitution of Bi by
gives rise to new phases having a favorable influence on
stability of these materials and also promotes better conj
ing of the grains.

A feature of Bi-HTSC crystals is their appreciable te
dency toward brittle fracture: they have a low value of t
critical stress intensity factorK1c50.11 MPa•m1/2 ~Ref.
145; for crystals of the 2212 phaseK1c50.22 MPa•m1/2;
Ref. 121! and tend to develop secondary cracks in the ba
planes~001! under the indenter. Figure 12 shows the resul
such cracking—a raising of material in the form a ‘‘roof
which extends a considerable distance from the center o
indenter impression. The residual deformation of this fra
ment is of the order of 1%, which is large for a brittle me
oxide.

Nonuniformity of the mechanical properties due to t
heterophase nature has also been observed in the ca
Tl-containing HTSCs.156 In a study of single crystals with
the main phase TlBa2CaCu2Oy (Tc5110 K) two values of
the microhardness were registered:HV50.2 GPa andHV

5(7.660.8) GPa. As studies of other phases in Tl-HTS
have shown, the first value ofHV probably corresponds to
the 2201 phase.

6. TEMPERATURE DEPENDENCE OF THE PLASTICITY AND
STRENGTH OF METAL OXIDES

An important part of the groundwork for the preparati
and practical application of HTSCs is to investigate the m
chanical properties in detail over a wide range of tempe
tures. Deformation and thermomechanical treatment
among the most important technological means for prepa
al-
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metal oxide HTSCs and items made from them~tablets, rib-
bons, wires, coils! having high pinning forces and good in
tergrain coupling, which are necessary for achieving h
transport current densities. During use, parts of these it
can be subjected to appreciable mechanical loading~e.g., the
coils of magnets carrying high currents!, and the internal
stresses arising on cooling to the working temperatures
the subsequent heating can reach critical values, a situa
which is extremely dangerous for the naturally britt
perovskite-like metal oxides. Data on the temperature dep
dence of the mechanical characteristics are also neede
developing the basic concepts of the physical nature of
processes that govern the elasticity, plastic deformation,
fracture of these samples at low temperatures~during use!
and at high temperatures~during fabrication!.

6.1. Influence of temperature on the microhardness and
fracture toughness of single crystals

The microhardness and fracture toughness of YB
single crystals at room temperature depend on many fac
~the conditions of preparation, the presence of impurities
admixtures of other phases, the oxygen index! and varies
over rather wide limits: HV55 – 10 GPa and K1c

50.4– 1.2 MPa•m1/2 ~Refs. 12–15 and 157!.
Figure 13131,158shows collected data on the temperatu

dependence of the microhardness in the interval from 77
1172 K, obtained on YBCO crystals of the orthorhombic a
tetragonal modifications. The hardness of the ortho phas
cooling from T5300 K increases linearly without an
anomalies nearTc.93 K ~curve1!;133 an analogous depen
dence is found for the softer crystals~curve 2!.15 The in-
crease in hardness atT.550 K ~curve2! is apparently due to
a change in the oxygen stoichiometry in the surface layer
the sample during heating in air. Samples with the tetrago
structure have a lower hardness at room temperature,
their hardness increases rapidly with decreasing tempera
~curve 3!, and in the vicinity of the temperature 200 K

FIG. 12. Raised surfaces of a Bi-Sr-Ca-Cu-O crystal in the form of ‘‘roof
oblique illumination~a!, interference pattern145 ~b!.
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sharp transition from plastic deformation to brittle fractu
under the indenter is observed.133 In the high-temperature
region 973–1173 K~curve4!159 the hardness of the tetrago
nal phase falls off rapidly with increasing temperature, d
creasing from 3.5 GPa to 0.05 GPa. This dependence
obtained with the aid of indentation by a three-sided pyram
made of zirconium oxide with a Y2O3 impurity; at the high-
est temperature a reaction of the pyramid material with
crystal was observed, and therefore the value atT51173 K
is questionable.

Figure 14157 showsHV(T) in the temperature interva
40–293 K for a sample cut from a bulk pseudocrystal~highly
aligned! with the composition Y123140 mol. % Y211
10.5 wt. % Pt, which was grown from the melt by a spec
technology~plane of indentation~001!!. Against the signifi-
cant scatter of the points one can discern an almost lin
character of the dependenceHV(T), the absence of feature
and a significant increase in hardness with decreasing
perature: HV(40 K)/HV(293 K).3.5 ~this dependence is
analogous to that shown in Fig. 13!. The fracture of these
samples is observed to be of a brittle character, as is
denced by the behavior of the fracture toughness:K1c is

FIG. 13. Temperature dependence of the microhardness of YBCO s
crystals: orthorhombic phase—d50.1 ~1, Ref. 133! and crystal after growth
~2, Ref. 15!; tetragonal phase—d50.9 ~3, Ref. 133!, andd51 ~4, Ref. 159!.
I,II,III—temperature regions in which the controlling mechanisms of plas
deformation are presumably dislocation~I!, dislocation-diffusion~II !, and
diffusion ~III !.

FIG. 14. Temperature dependence of the microhardness of a YBCO pse
single crystal.157
-
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independent of temperature or increases from 0.4
1.3 MPa•m1/2 with increasing temperature. We note that t
numerical values and temperature behavior ofK1c depend on
the model used in the calculations to describe the crack
der the indenter.

The value ofK1c registered in Ref. 157, which is highe
than for other systems~see Table I!, attests to the hardenin
role of particles of the second phase Y211, which is noti
ably harder than the matrix. In measurements at room t
perature by the method of nanoindentation160 the following
characteristics were obtained: for the Y211 phase—E5213
65 GPa,HV514.462 GPa; for the Y123 matrix—E5143
64 GPa, HV510.061.9 GPa for the~001! plane andE
518264 GPa, HV510.861.7 GPa for the planes~100!/
~010!. A substantial hardening and improvement of t
current-carrying properties of the Y123 phase upon the in
duction of Y211 particles were also found in Refs. 161–1
The increase ofK1c of the matrix is due to dissipation of th
energy of cracks at the interfaces and to blunting of the tip
the crack. Such a measure makes it possible to partially o
come the strong tendency of YBCO compounds tow
brittle fracture and to increase the strength and fract
toughness.

The value and character of the temperature depende
of the mechanical characteristics of YBCO single crystals
extremely sensitive not only to the presence of second-ph
particles in them or to the oxygen concentrationd but also to
slight, often uncontrolled impurities entering during grow
from the crucible material. The temperature dependence
HV(T) and K1c(T) of YBCO crystals of two series, Y–Al
and Y–Pt, grown in alundum and platinum crucibles, resp
tively, were studied in Ref. 119. The crystals had close v
ues of the oxygen indexd50.3– 0.4 and critical temperatur
Tc.60 K but differed strongly in the values ofHV andK1c

and in the character of the temperature dependence ofK1c

~Figs. 15 and 16!. For crystals of the Y–Al series the hard
ness and fracture toughness depend weakly on tempera

le

do-

FIG. 15. Temperature dependence of the microhardness of YBCO si
crystals of the Y–Pt and Y–Al series.119
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while for the crystals of the Y–Pt series the hardness
fracture toughness increase substantially with decrea
temperature from 300 to 77 K. We note that in terms
hardness the pseudo-single crystals hardened by Y
particles157 are close to crystals of the Y–Pt series, but th
are characterized by aK1c(T) dependence that is more sim
lar to that for the crystals of the Y–Al series.

It is known that the temperature dependence ofK1c in
different materials has the form of nonmonotonic curves w
a maximum at the temperature of the brittle-plastic transit
Tx ~Fig. 17!.164,165This parameter at low temperatures is d
termined by the interatomic forces~the model of an idea
crack! and therefore depends weakly on temperature~region
I in Fig. 17!,164,165 while its growth in the vicinity ofTx

~region II! is explained by the presence of plas
deformation.164–168Region III corresponds to the formation
at the tip of the crack, of a developed plastic zone where
crack is of a viscous character. The use of the formulas
linear mechanics of fracture for calculatingK1c under these
conditions is incorrect, and it is necessary to take into

FIG. 16. Temperature dependence of the fracture toughness of YBCO s
crystals of the Y–Pt and Y–Al series.119

FIG. 17. Scheme of the temperature dependence of the fracture toug
K1c for brittle materials near the temperatureTx of the brittle-plastic
transition.119
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count the thermally activated processes of plastic defor
tion, leading to a strong temperature dependence ofK1c .

The growth ofK1c with decreasing temperature for cry
tals of the series Y–Pt~Fig. 16! indicates that the measure
ments pertain to region III, and for them the temperatu
Tx,77 K. Apparently the formation and development
cracks in these crystals are not due solely to the effect of
normal stresses under the indenter: processes of defect s
ture development in the region of the impression—in p
ticular, the gliding of dislocations—also play a substant
role. Consequently, the values ofK1c given in Fig. 16 for
crystals of the Y–Pt series characterize their tendency tow
brittle fracture in only an approximate way.

The weakK1c(T) dependence for crystals of the Y–A
series~Fig. 15! gives reason to assume that the measu
ments for them pertain to region I in Fig. 17, in whichK1c is
the basic characteristic of the brittleness and is determi
solely by the fundamental constants of the crystal. For i
ally brittle fracture of a crystal Griffiths-Orovan relation165

Kc
252gE/~12n2!, ~5!

whereE is Young’s modulus,n is Poisson’s ratio,g is the
surface energy for the plane of the mouth of the crack. F
mula ~5! can be used to estimate the surface energyg if the
values of the elastic moduli are known. Taken50.3, E11

5E225157 GPa along the@100# and @010# axes andE33

589 GPa along@001#.29,89Then for indentation of the~001!
plane we haveg100/010.360 erg/cm2 (K1c.0.35 erg/cm2),
while for indentation of the lateral surface we getg100/010

.1400 erg/cm2 (K1c.0.7 erg/cm2) and g001.160 erg/cm2

(K1c.0.2 MPa•m1/2). As was to be expected, the cleava
plane~001! has a markedly lower energy in comparison w
the other surfaces, and chipping occurs most easily al
that plane. We note that the values ofg thus obtained are
comparable to the values calculated theoretically for a nu
ber of ionic, metallic, and covalent crystals169 or measured
experimentally.170

The discussion above shows that the micromechan
characteristics of HTSCs are sensitive to the defect and
purity states of the material, i.e., technological factors wh
are not always known well enough.

The formation of the impression when an indenter
pressed into a solid under a certain load occurs in t
stages.107,111,112In the first stage the indenter sinks rapid
into the sample, until the local stresses fall to a critical va
below which the high-speed, nearly athermal deformat
stops; in this stage the initial~zero-time! impression is
formed. In the second stage the impression increases
result of comparatively slow thermally activated plastic flo
While in the first stage the high local stresses are capabl
activating dynamic processes of dislocation nucleation
multiplication, the second stage is governed by therma
activated motion of dislocations. In the region of high tem
peraturesT;0.5Tm (Tm is the melting point! a direct rela-
tion between the kinetics of microplasticity under the i
denter and the kinetics of macroscopic creep has b
established for such diverse crystalline materials as In,
Sn, Al, MgO, and silicon carbide;111 for germanium the mi-
croplasticity is related to the mobility of individua
dislocations.113

gle

ess
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TABLE II. Values of the microhardness, its temperature sensitivity, and the empirical values of the parameters of the Arrhenius equation~6!
for La2CuO4 ~Ref. 18!, La22xSrxCuO4 ~Ref. 18!, YBa2Cu3O72d ~Refs. 119 and 173!, and Ge~Ref. 171!.
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Note: The values ofHV(T50) were obtained by extrapolation of the experimental curves; in the case of Ge the linearity ofHV(T) breaks
down atT,550 K.
In the case of HTSC crystals the relations governing
development of plastic deformation under the indenter
unknown, and the indentation data can serve only as indi
evidence of the mechanisms of macroplasticity. In the lo
temperature region~region I in Fig. 13! the HV(T) depen-
dence is substantially stronger than the temperature de
dence of the Young’s modulus: with decreasing tempera
from 300 to 77 K the hardness increases by 25–35% or e
by a factor of three,119,158 while the increase of the elasti
constants does not exceed 8%.29 This attests to the thermall
activated character of the formation of the plastic zone un
the indenter.

To estimate the activational parameters of the proces
microplastic deformation we use the approximate relat
between microhardness and temperature,171 which is a con-
sequence of the Arrhenius equation for thermally activa
deformation:

HV5
b ln m

g
~U02kT!. ~6!

HereU0 is the characteristic activation energy of the proc
~the height of the potential barrier!; g is the activation vol-
ume,b.6 is a factor that includes the Schmid factor and
coefficient of proportionality between the values of the m
crohardness and the yield stress;m is the ratio of the pre-
exponential factor in the Arrhenius equation and the cha
teristic value of the rate of plastic deformation under t
indenter, lnm.20 ~Ref. 133!. The results of an estimate ar
presented in Table II. It is seen that in terms of the abso
value and the character of the temperature dependenc
HV(T) the YBCO, LCO, and LSCO single crystals are clo
est to the elemental semiconductors Si and Ge.171 It can be
assumed that the mechanisms of plastic deformation of th
crystals are of a general nature, most likely the motion
dislocations in the Peierls relief. In the case of metal oxid
the parameters of the relief are determined by the str
ionic-covalent bonds between components of the crystal
e
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tice. There is also reason to assume that there can be a
tain contribution to the formation of the impression from
crowdion mechanism of mass transport.15,172

The high-temperature deformation of crystals of the
tragonal phase~region III in Fig. 13; curve4!159 is most
likely due to diffusion processes; then the intermediate
gion II must be governed by mixed diffusion-dislocatio
mechanisms of plastic flow~see Sec. 6.4!.

6.2. Temperature dependence of the microhardness and the
ultimate strength of polycrystals of different density

As we mentioned previously, the indentation method
extremely efficient for estimating the structural inhomogen
ity of materials owing to the possibility of precise localiz
tion of the impression of the indenter on the surface of
sample and to the sensitivity of the microhardness to
presence of defects. In particular, at sufficiently large val
of the loadP on the indenter the values ofHV can give some
information on the macroscopic density of a ceramic. Fig
18 shows the temperature dependence of the microhard
in the interval 77–300 K for polycrystalline samples
YBCO with approximately equal mean grain size (d
.5 mm) but different densities (r/rR50.73, 0.91, and 0.98!
at two values of the load on the indenter:131 for P252 N the
area of the impression is several times larger than the are
an individual grain, while forP150.15 N the grain size was
comparable to the size of the impressions. The values ofHV

obtained at the low loadP1 are close to the hardness of th
grains, while those measured at the high loadP2 give an
average hardness of the sample.

The substantial decrease ofHV with increasing load on
the indenter is due to the contribution of weak grain boun
aries and to the process of crack formation along gr
boundaries. A close-to-linear growth ofHV with decreasing
temperature, without noticeable anomalies, was reporte
Ref. 133, along with a strong density dependence of the
crohardness, described at all temperatures by the expone
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law ~4!. The value ofHV0 depends on temperature and on t
load placed on the indenter: that parameter increases
4.5 to 7.5 GPa with decreasing temperature atP252 N and
from 6.5 to 11 GPa atP150.015 N.

At a load ofP252 N the coefficient in the argument o
the exponential function in formula~4! had a valuen.4.6
which remained unchanged in the entire temperature inte
studied~this is seen from the parallelism of the straight lin
in the inset to Fig. 18b!, while at a load ofP150.15 N it
increased from 2.6 at 300 K to 3.6 at 77 K~see the inset to
Fig. 18a!. The cause of the increase inn with decreasing
temperature and increasing load on the indenter is prob
the formation of microcracks at grain boundaries, which

FIG. 18. Temperature dependence of the microhardness of YBCO cera
for a load on the indenter ofP150.15 N ~a! andP252 N ~b!.131 The rela-
tive densitiesr/rR50.98 ~1!, 0.91~2!, and 0.73~3!. The insets show lnHV

versusr/rR for two temperaturesT @K#: 77 ~1! and 293~2!.
m

al

ly
-

hance the dependence of the hardness on the density~poros-
ity! of the ceramic.

It is safe to assume that the main causes of the
values ofHV for polycrystalline samples of YBCO at tem
peratures of 77–300 K are the porosity and the weake
grain boundaries. The role of the boundaries is clearly de
onstrated by theHV(T) curves for crystallites and grain
boundary regions, averaged over several series of meas
ments on a single sample of a coarse-grained ceramic~Fig.
19!.133 This figure also gives the averaged data~the dashed
line! for several YBCO single crystals. At all temperatur
the maximum values ofHV for the crystallites are close to
the microhardness of the single crystals, while the values
HV for the intergrain regions are considerably lower. T
relatively large scatter of the data and the lower mean va
of HV for the crystallites in comparison with single crysta
may be due to the deviation of the plane of indentation of
crystallites of the ceramic from the basal planes and als
the defect structure of the grain boundaries, which are
weakest structural element of the ceramic and are hig
nonuniform. As we have said, the mechanical properties
polycrystals of the YBCO system can be improved by t
introduction of silver or of the oxides ZrO2 or HfO2 , which
improve the coupling between grains without destroying
superconducting properties of the material.

A detailed investigation of the influence of density vari
tions in the interval 3.6– 5.5 g/cm3 on the temperature behav
ior of the macroscopic ultimate strength of YBCO polycry
tals was carried out in Ref. 137. The temperature depende
of the ultimate strength in compression,s f , is shown in Fig.
20. No influence of temperature ons f was seen for sample

ics

FIG. 19. TheHV(T) dependence, averaged over several cycles of meas
ments on one sample, for the crystallites~d! and for grain-boundary regions
~s! of coarse-grained polycrystalline YBCO. The dashed line shows
averaged data for several single crystals; the load on the indenter wP
50.15 N.133
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with r>5.2 g/cm3, but for less dense ceramicss f increased
by 50% when the temperature was lowered from 300 to
K. The dependence of the static Young’s modulusE and
ultimate strengths f on the density is well described by re
lation ~4! with the following empirical values of the param
eters:E05130 GPa,n57.8 ands f 0>43103 GPa, n511.
One notices the anomalously high value ofs f 0 . Fracto-
graphic studies have established that with increasing den
of the samples the intergranular character of the frac
gives way to a transcrystallite character, and the same oc
on decreasing temperature. For samples with a low dens
was also noted that the temperature curves ofs f have weak
features in the region 60–200 K, which correlate w
anomalies of the acoustic characteristics.137 The insignificant
influence of temperature on the value ofs f for both porous
and dense ceramics atT,300 K is apparently due to th
purely brittle character of the fracture under such conditio

The low-temperature mechanical properties of polycr
talline Bi-HTSC ceramics have been studied in less de
Figure 21 shows the temperature dependence of the m
hardness of Bi1.6Pb0.4Sr2Ca2Cu3Oy ~2223! ~Fig. 21a!131 and
Bi2Sr2CaCu2Oy ~2212! ~Fig. 21b!.146 In both casesHV in-
creases linearly with decreasing temperature, and the v
of the hardness of the 2212 phase is higher and has a
siderably stronger temperature dependence in compar
with the 2223 phase. No anomalies nearTc were observed.

6.3. Comparison of the micro- and macromechanical
characteristics

A theoretical analysis of the microindentation proce
was carried out in Ref. 107 for the model of an ideal elas
plastic solid and led to the relationHV.3sy between the
microhardnessHV and the yield stresssy under simple
compression/extension. This relation describes the prope
of real materials with high values ofsy but with a small
reserve of plasticity. These are so-called ‘‘rigid-plastic’’ m

FIG. 20. Temperature dependence of the ultimate strengths f for YBCO
samples of different densityr @g/cm3#: 3.6 ~s!, 4.6~d!, 5.2~h!, 5.9~n!.137
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terials, for which fracture sets in after a small plastic def
mation and the ultimate strengths f.sy ; they include, e.g.,
strongly cold-hardening metals. Certain dense YBCO a
BSCCO metal oxide ceramics have analogous propertie
the macroscopic mechanical testing is done under condit
of high hydrostatic pressure, which hinders the developm
of cracks. For example, for a YBCO ceramic withr
.0.92rR one hasHV54.3 GPa at room temperature,14 while
for testing under conditions of hydrostatic pressure a va
sy51.25 GPa was obtained;22 consequently,HV /sy.3.2.

The next class of materials can be conditionally cal
‘‘plastic.’’ Materials of this class have a low yield stresssy

and a prolonged stage of plastic flow with a large wo
hardening coefficient, as a result of which fracture sets in
stressess f.sy . For these materials the ratioHV /sy de-
pends on many factors and is usually many times larger t
three.108 No analogs of such materials have been fou
among the metal oxide systems.

One can also identify a special class of ‘‘brittle-plastic
materials, which exhibit appreciable local plasticity under
indenter but which undergo brittle fracture in macrotestin

FIG. 21. Temperature dependence of the microhardness of polycrysta
Bi-2223 ~a, Ref. 131! and Bi-2212~b, Ref. 146!.
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For such materials it is easy to measure the ultimate stre
s f , while the ‘‘potential’’ macroscopic yield stresssy.s f

remains unknown. In the study of such materials it is de
able to determine and analyze the ratioHV /s f , for which
the inequalityHV /s f*3 holds. Apparently the rather dens
YBCO ceramics under conditions of normal pressures
long to this class of materials. In Ref. 137 a YBCO ceram
with a density r.0.92rR under compression at standa
conditions experienced brittle fracture at a stresss f

50.35 GPa, and for itHV /s f.12.
Finally, some materials can be classified as ‘‘brittle.’’ F

them the impression of an indenter is made predominantly
the formation of microcracks, and in macrotesting the fr
ture is of a purely brittle character. These materials m
often fracture at very high stresses of the order of the th
retical strength@s f.sT;(102221021)E#, and for them
the experimental data satisfy the inequalities 1&HV /s f,3.
A number of single crystals of metal oxide compounds d
play the characteristic signs of materials of this class.
example, for crystals of the BSCCO 2212 system, roo
temperature measurements of the hardness and of the
ture strength and Young’s modulus of whiskers consisting
several single-crystal slabs have led to the valuesHV

50.6– 1.1 GPa,121,145,146s f50.94 GPa, andE592 GPa.174

In this case the relationss f /E.1022 and HV /s f.1 hold,
and the authors make special note of the fact that in
hardness measurements the material was observed to fra
under the indenter, and the fracture of the whiskers un
tension occurred without any noticeable manifestations
plastic deformation.

For a YBa2Cu3O7 single crystal atT577 K the hardness
HV513.2 GPa,133 and the ultimate strength measured at t
same temperature in a field ion microscope iss f

53.1– 5.4 GPa;175–177 consequently,HV /s f.4.322.6 and
sT /E3351/16– 1/30, whereE33 is Young’s modulus in the
@001# direction. A similar high values f.4.360.7 GPa at 77
K was obtained for single-crystal whiskers
LuBa2Cu3O72d in Ref. 174. In Ref. 159 the temperatu
dependence of the microhardness~see Fig. 12! and also that
of the fracture stresss f in bending were obtained for YBCO
single crystals under conditions of high temperatures 10
1173 K: at 1073, 1123, and 1173 K the ratio of these qu
tities HV /s f.1, while at T51023 K it has the value
HV /s f.2.4, and the ultimate strength varied fro
;300 MPa at 1023 to;30 MPa at 1173 K.

Thus single-crystal and polycrystalline metal oxi
HTSCs in the majority of cases display the characteri
signs of brittle-plastic and brittle materials, and only some
them under special conditions~high pressure or high tem
perature; see the next Section! can be classified as rigid
plastic materials.

6.4. Features of the high-temperature plastic deformation

Heat treatment of metal oxide ceramics under conditi
of high temperatures is the most important consituent of
technology of preparing HTSCs with the optimum combin
tion of mechanical and superconducting properties; there
the experimental investigation of high-temperature plastic
of these materials has been the subject of a large numb
studies. The results of those studies are extremely div
th
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and contradictory, making it very difficult to systematiz
them and come up with a physical interpretation in terms
elementary mechanisms of inelastic deformation: atomic
fusion of individual chemical components, glide and clim
of dislocations, development of microcracks, etc. The cau
of these difficulties are understood: the diversity of metho
of mechanical testing and experimental conditions, the co
plexity of the chemical composition and the diversity
crystal and defect structures of the materials studied, the
that at high temperatures there are several elementary me
nisms of plastic deformation acting in combination, and b
cause they are comparably effective it is difficult to separ
them. In view of the practical importance of the proble
discussed in this Section, we present below a numbe
experimental results obtained on the subject, without cla
ing any depth or rigor of the physical interpretation of t
empirical material.

The usually brittle metal oxide systems can deform pl
tically owing to thermally activated mechanisms such as
glide and climb of dislocations, grain-boundary sliding, i
tragrain and grain-boundary diffusion, and recrystallizatio
This assertion will first be justified using the results for t
YBCO system, and then other compounds will be discus
at the end of this Section.

Even the first studies of the mechanical properties
YBCO ceramics showed that on heating the orthorhom
and tetragonal phases one can observe transition from b
fracture to plastic deformation in the temperature reg
800–900 K.159,178,179However, the possibility of realizing
such a transition apparently depends on the conditions
the heating regimen. In Ref. 180 the appearance of so
residual strain was attributed not to plastic flow but to a sl
cracking of the sample along grain boundaries. On the o
hand, YBCO ceramics are plasticized on heating under c
ditions of hydrostatic pressure:181 experiments on the com
pression of the orthorhombic phase Y123 upon application
a hydrostatic pressure of 1 GPa in the temperature reg
750– 950 °C revealed a deformation of up to 70%. Sign
cant plastic deformations of YBCO ceramic samples
achieved under conditions of high-temperature creep.25,182If
the rate of steady-state creep does not exceed«̇
.1026 s21, then the value of the deformation without fra
ture can exceed 30%; here it is important that the criti
parameters of the superconductivity of the material are p
tically unchanged.182

Heating of the ceramic leads to an extremely signific
lowering of its yield stress. For example, in Ref. 181 a
strain rate«̇.231025 s21 a change in temperature from
1023 to 1223 K led to a decrease in the yield stress from
MPa to 90 MPa, and in Ref. 25 at«̇.431025 s21 the value
of the yield stress was lowered from 160 MPa atT
51098 K to 0.6 MPa atT51248 K. Furthermore, a substan
tial dependence of the plastic compliance on the strain ra
observed: in Ref. 181 a change in the yield stress in the ra
150–1000 MPa was registered as«̇ was increased from 1.5
31026 to 1.531024 s21 ~deformation temperature 1023 K!.

In the majority of cases the experimentally observed
havior of the plastic compliance in the variables ‘‘flow stre
s versus strain rate«̇ versus temperatureT’’ is described by
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a kinetic equation of the activation type~the Arrhenius equa-
tion!:

«̇5Asn exp~2U/kT!. ~7!

Numerical values of the parameters of this relation~the ac-
tivation energyU, exponentn, and pre-exponential facto
A) depend on the type of HTSC compound, the conditions
the experiment, and the set of structure factors. In a num
of cases the wide interval from room temperature to p
melting temperatures is divided into several intervals w
constant values of these parameters within an individual
terval. Empirical estimates of the numerical values of
parametersU, n, andA have permitted researchers to co
jecture with some degree of certainty about the physical
ture of the mechanisms governing the plasticity of these
terials under the conditions of a particular experiment.
some cases the conclusions reached are confirmed by
data of structural studies of the deformed materials by
methods of metallography and electron microscopy.

A study of the temperature dependence of the yi
stress of Y123 polycrystals25 showed that there are thre
temperature intervals with different values of the exponenn
and activation energyU: 825– 875 °C, wheren52.5 and
U5561 eV; 925– 975 °C, wheren51.5 and U510.4
61.5 eV, and 875– 925 °C, wheren andU have intermedi-
ate values. In the authors’ opinion such high values ofU and
the power-law dependence of the rate of strain ons with an
exponentn;1 – 3 are characteristic of purely diffusional o
dislocation–diffusional processes in the volume or at
boundaries of the grains, which are controlled by the dif
sion of the least mobile heavy cations, which form the fra
of the crystal lattice of the metal oxides: Y, Ba, Sr, Ca. Mea
while the study of the microstructure of the deform
samples attests to a certain participation in these process
intragrain dislocation glide and grain-boundary sliding.

Y123 ceramics with submicron grain sizes have prop
ties characteristic for superplastic materials:183 at tempera-
tures above 775 °C the samples deform plastically to 2
110%. At T5850 °C and«̇51024 s21 the microcracks are
observed only after 50% deformation, and in some sam
microcracks are absent even at 70%. During deformation
grain size did not change; the samples remained single-p
with Tc.88 K after 50% deformation. The parameters
Eq. ~7! (n52 at 800 °C andn51.8 at 850 °C,U57.5 eV)
are evidence that the superplasticity in this case is contro
by intergrain slip, which comes about by grain-boundary d
fusion of heavy cations. These ideas are in agreement
the results of a study of the creep of fine-grained ceramic
temperatures of 800 and 850 °C.182 In this regard the author
of Ref. 184 proposed to describe the superplasticity of HT
ceramics by an equation of the type~7! in which A}d23 (d
is the grain size!, n52, andU5Ugb—the activation energy
for grain-boundary diffusion of heavy cations.

It has been shown in a small number of experiments
at high values of the flow stress the exponentn.2. The
authors of Ref. 176 believe that this disagrees with the c
cepts of grain-boundary diffusion and that in the descript
of the deformation here it is necessary to take into acco
the mechanisms of generation and motion of basal dislo
tions and the presence of microcracking, which arises
f
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cause the perovskite-like structure lacks the five independ
slip systems necessary for plasticity of a polycrystalli
sample. It is proposed to describe the kinetics of plastic
formation at high stresses by the standard law of dislocat
diffusion creep, which has the form of Eq.~7! with param-
etersn53 andU5Ul , the latter being the activation energ
for lattice diffusion of heavy cations.

Of particular interest is the high-temperature deform
tion of metal oxide materials occupying an intermedia
place between polycrystals and single crystals. In Ref.
the plasticity of a highly aligned sample~pseudo-single crys-
tal! of YBa2Cu3O72x was studied at temperatures of 875 a
925 K. A strong temperature dependence of the critical sh
stress in the slip system@100/010#~001! was found: it de-
creased from 83 to 23 MPa on heating to 50 °C. The limiti
value of the plastic deformation was around 8% and w
independent of temperature; after that deformation
samples suffered brittle fracture. A study of the rate dep
dence of the flow stress led the authors to conclude that
deformation is described by Eq.~7! with n54.7 and that the
main mechanism governing the deformation process is
climb of dislocations~this agrees with the analysis of tha
mechanism in Ref. 186!. Microstructural studies have indi
cated that the grain-boundary sliding plays a negligible ro
possibly because of the pinning of the boundaries by p
ticles of the Y211 phase, which is the phase that forms, a
rule, in the growth of highly aligned samples from the me

A detailed study of the plastic deformation of Y123 c
ramics with grain sizes>5 mm at temperaturesT>0.85Tm

(Tm51275 K is the melting temperature in air! was carried
out in Ref. 187, with a careful analysis of the results, taki
into account the whole body of accumulated data, includ
the previous results of the authors and the published res
of others. It was found that atT>800 °C and for low stresse
the deformation occurs by intergrain slip. The rate of def
mation is described by Eq.~7! with the exponentn51 and
with U5Ugb56.8 eV, where the latter is the activation e
ergy for grain-boundary diffusion. At higher temperatures t
deformation rate is controlled by bulk diffusion, and the a
tivation energy increases toUl511 eV ~usually Ugb

.(0.6– 0.8)Ul). The bulk diffusion coefficient and the valu
of Ul agree with measured volume tracer diffusivities
yttrium. In the final analysis the authors of Ref. 187 came
the conclusion that the intergrain slip is governed by latt
diffusion in the case of large grains and/or high temperatu
and by diffusion along grain boundaries for fine-grained
ramics and/or low temperatures, and that the kinetics of p
tic deformation can be described by the equation

«̇598Vmol

s

kTd2 S Dl1
pd

d
DgbD , ~8!

whereVmol52310228 m3 is the molecular volume,d is the
grain size,Dl andDgb are the diffusion coefficients for lat
tice diffusion and grain-boundary, respectively, andd
51029 m is the width of a grain boundary.

In Ref. 188 the voluminous experimental data obtain
in the study of high-temperature plasticity of YBa2Cu3O72d

ceramics was generalized in the form of the following def
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mation maps:d2s, d2Tm /T, and s –T/Tm ~Fig. 22!.
These maps reflect the main modes of deformation obser
superplastic flow, which occurs by intergrain slip, an imp
tant role being played in it by both grain-boundary and l
tice diffusion; creep at high values of the flow stress, with
intragrain diffusion playing the predominant role. A map
the deformation mechanisms in the creep of Y123 ceram
was worked out in Ref. 184, where it was shown that
Nabarro-Herring creep withn.1 should dominate at high
temperatures for practically realistic values of the stress
grain size, while power-law creep withn.2 dominates at
high stresses~above 1 GPa! and in coarse-grained ceramic

The high-temperature plasticity of another member
the family of ytterbium HTSCs—the compound YBa2Cu4Ox

~124!, with Tc580 K—was studied in Ref. 189. These cry
tals have an orthorhombic structure similar to that of Y1
but with two layers of Cu–O chains instead of one layer as
123.190 The experiments were done on compression at st
rates of 231026– 431025 s21 in air and in oxygen at tem
peratures of 824– 932 °C, in the stability region of the ph
Y124. The samples were polycrystals with a density
0.965rR and with elongated grains 10–20mm in size. AtT
>870 °C the deformation kinetics was described by Eq.~7!
with n51.5460.25, independently of the surrounding atm
sphere. At a fixed deformation rate the flow stress was
proximately 69% higher in oxygen than in air. The influen
of oxygen was described by relation~7! with A}(PO2

)1/m,
wherePO2

is the oxygen pressure andm.2(461). In the
region wheren is independent of temperature the activati
energyU5460.6 eV, which, in the opinion of the author
corresponds to grain-boundary diffusion of Y or Ba catio
When the temperature was lowered atT,870 °C the value
of n increased noticeably, attesting to a change in the de
mation mechanism and to the accumulation of intergr
stresses.

At high temperatures Bi-HTSC ceramics are more pl
tic than YBCO. A study of BPSCCO samples159 has shown

FIG. 22. Deformation map of stress versus homological temperature (Tm is
the melting temperature! in air for polycrystalline YBCO with a grain size o
50 mm.188 The experimentally investigated regions are shaded.
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that at temperatures above 800 °C and for a deformation
of 1.331025 s21 the yield stresssy.10– 30 MPa, and the
deformation of the samples reached 90% without fractu
The extremely high plasticity of the ceramic was attribut
by the authors to the formation of ac-oriented texture, which
is of undoubted technological interest in connection with
fabrication of items from HTSC powders.

A study of the temperature dependence of the mech
cal properties of fused BSCCO 2212 ceramics in the te
perature interval 20– 800 °C in compressive tests191 revealed
three regions in which the mechanical properties behave
ferently: 1! from 20 to 350– 400 °C the flow stress decreas
linearly with increasing temperature, and the fracture is o
completely brittle character~no signs of macroscopic defor
mation are seen on the strain curve!; 2! from 400 to 750 °C
the strain curve exhibits characteristic discontinuities of
load due to the propagation of Lu¨ders bands; 3! above
700 °C the strain curves have the typical form for plas
materials, but plastic flow is accompanied by partial micr
racture. It may be that forT.700 °C the deformation is
controlled by the diffusion mechanisms.

The high-temperature creep o
Bi1.65Pb0.35Sr2Ca2Cu3O101d ceramics under compression
temperatures of 550– 840 °C was investigated in Ref. 192
750 °C the ceramic deforms plastically to 25% without v
ible traces of fracture and to 55% with the formation of su
surface cracks to a depth of not more than 2 mm. The cr
rate is described well by Eq.~7!: n varied from 2.3 to 3.5,
depending on temperature; the activation energy wasU
56.9460.16 eV at a stress of 5 MPa andU55.2
60.07 eV at 30 MPa. In the opinion of the authors the d
formation was controlled predominantly by the slip a
climb of dislocations. At low stresses and in the initial stag
of deformation the main contribution to the molding of th
samples was from compacting due to a decrease in poro
the role of which was reduced as the stress increased. D
mation at 750 °C decreasedTc and increased the width of th
superconducting transition. An important conclusion is th
the critical parameters of superconductivity in the deform
state are better in samples subjected to stress for a long
and being more highly compacted.

The plasticity of polycrystalline samples of the com
pound BSCCO 2212 of high density 6.6 g/cm3, prepared by
the method of hot isostatic pressing, was studied in Ref. 1
Compressive tests at a constant rate and in the creep re
were carried out in an oxygen atmosphere at a pressur
(1 – 2.1)3104 Pa and temperatures of 780– 835 °C. The
tervals of temperature, stress, and oxygen pressure were
rather limited: atT<785 °C the deformation rates were to
low to measure; atT.800 °C and oxygen pressure of th
order of 103 Pa a local melting occurred, and at overhig
stressess.4.8 MPa fracture of the samples occurred.
low stressess<3 MPa the plastic flow of the ceramic had
viscous character and was described by Eq.~7! with n51
and activation energyU59.961.9 eV, and in favorably ori-
ented grains some dislocation activity was observed.
higher stresses the exponentn.5 – 6 at the same value of th
activation energy, and the dislocation activity was supp
mented by microcracking, mainly along the~001! cleavage
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planes. The measured activation energy may characteriz
diffusion of Ca in the 2212 lattice.

High-temperature deformation and fracture of the sup
conducting phases BSCCO 2201, 2212, and 2223 have
studied in experiments on compression in air at temperat
of 730– 835 °C.194 The kinetics of the steady-state creep
described by Eq.~7! with n.3.1– 3.8 and activation energie
U55.260.5 eV ~2201!, 6.362.1 eV ~2212!, and 9.6
62.1 eV ~2223!. The value ofn is typical of a dislocation-
diffusion mechanism of creep. Transmission electron micr
copy showed that the deformation of the samples occurre
a result of the simultaneous action of dislocation glide a
microcracking. The fracture kinetics was apparently de
mined by bending of grains due to the motion of basal d
locations. The activation energy of the deformation proc
increases with increasing complexity of the crystal struct
and has a typical value for HTSCs.

Samples of the ceramic TlBa2Ca2Cu3Ox ~1223! with
densities of (0.73– 0.86)rR were tested under compression
a constant rate in the interval 231026– 431025 s21 at tem-
peratures of 750– 850 °C.195 The flow stress varied in the
range 1–300 MPa. As in the case of the other HTSCs, de
mation at the highest temperatures is probably controlled
diffusive viscous flow, while at lower temperatures a dis
cation mechanism is dominant, as is evidenced by trans
sion microscopy of the deformed samples.

In concluding this Section let us mention one other i
portant question for HTSC technology. High-temperatu
thermomechanical treatment of metal oxides is accompa
on the microscopic level not only by intragrain and gra
boundary dislocation and diffusion processes but also by
allel processes of sintering and growth of grains, recrysta
zation of the materials, etc. All of these processes
controlled by the diffusion of the least mobile structure co
ponents, which in YBCO and BSCCO compounds are
heavy cations Y, Ba, Sr, and Ca. Optimization of the che
cal composition and preparation technology of HTSCs
quires obtaining information about the diffusion paramet
of those particles.193 The study of high-temperature deform
tion of HTSCs, which, as a rule, is controlled by diffusio
processes, yields valuable information about the cation ki
ics.

7. INFLUENCE OF PHASE TRANSFORMATIONS ON THE
MICROMECHANICAL PROPERTIES OF HTSCs

7.1. Influence of oxygen stoichiometry and oxygen ordering
on the plasticity and fracture of YBa 2Cu3O7Àd

YBa2Cu3O72d crystals have a perovskite-like oxyge
deficient structure, and their physical/mechanical proper
are largely determined by the behavior of the oxygen sub
tice. In particular, the symmetry of the crystal lattice196,197

and the elastic,29 thermal,198 and electromagnetic199,200prop-
erties are very sensitive to the oxygen stoichiometry. T
oxygen concentration and the distribution of oxygen vac
cies in the Cu–O chains influence both the value of the io
charge of the lattice sites and the density of current carr
and are associated with metal-semiconductor transitions
a variety of transformations in the lattice structure and in
electronic and magnetic subsystems. Accordingly, the su
conducting transition temperatureTc is lowered to complete
the
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vanishing of the superconductivity. The mechanical char
teristics of YBCO~ultimate strength, yield stress, microhar
ness! are also sensitive to the oxygen content, as has b
registered in numerous experiments on polycrystalline
single-crystal samples.15,22,131,179,200The resistance to plasti
deformation of a crystalline solid at low and medium tem
peratures depends on the density of mobile dislocations
their velocity. The density of mobile dislocations is co
trolled by the dislocation nucleation and multiplication pr
cesses, and the velocity is determined by the interaction
the dislocations with the crystalline relief, lattice defects, a
elementary excitations of the crystal. Since the propertie
dislocations are determined by the type of crystal lattice a
the values of the interatomic coupling forces, a generali
characteristic of which is provided by the elastic moduli, it
advisable to begin our discussion with the dependence of
structure and elastic moduli of YBa2Cu3O72d crystals on the
oxygen concentration.

With variation of the oxygen deficitd in the
YBa2Cu3O72d system over the interval 1>d>0 the crystal
exhibits a nonsuperconducting tetragonal phase and se
superconducting phases with orthorhombic lattices,44,201–203

the most stable of which are the ortho I phase (d50), with
oxygen ordering in the form of Cu–O chains, and the ort
II phase (d50.5), with Cu–O and Cu–Cu chains alternatin
along thea axis.

The nonsuperconducting tetragonal modification ex
for 1>d.(0.7520.6): the lattice parametersa5b,c/3,
basal-plane oxygen is either completely absent (d51) or
occupies the~1/2,0,0! and ~0,1/2,0! positions with equal
probability. The ortho I phase, withTc;90 K, can contain a
certain number of vacant oxygen sites in the Cu–O cha
and it is realized for 0.15.d.0, with lattice parametersa
,b.c/3. For 0.35>d>0.15 the ortho I phase is prevalen
but with inclusions of the ortho II phase. The ortho II pha
arises for 0.6.d.0.35 and can contain inclusions of th
ortho I phase or be diluted with vacancies; the lattice para
eters in this case obey the inequalitya,b,c/3, and 40 K
,Tc,60 K.

In the region of temperatures below the temperature
the brittle-plastic limit (T<960 K) a decrease in oxyge
concentration led to plastification of the ceramic and low
ing of the ultimate strength.179 According to the data of Ref
22, the yield stress of samples of the tetragonal phase is
lower than for orthorhombic samples; the development
cracks was prevented by testing under compression at a
stant strain rate of 231025 s21 at room temperature under
hydrostatic pressure of 0.4 GPa.

The authors of Ref. 15 obtained a lowering of the micr
hardness of the YBa2Cu3O72d single crystals after heating t
500 K and explained this by the escape of oxygen from
sample. A study of the concentration dependence of the
crohardnessHV(d) of polycrystalline samples at room
temperature133 showed that an increase ofd is accompanied
by a decrease inHV , and the sharpest change ofHV occurs
in the interval 0.3<d<0.4. The data obtained on single cry
tals of the tetra (d.0.9) and ortho (d.0.1) phases indicate
that the oxygen concentration determines not only the va
of the hardness but also the character of its temperature
pendence, which is sharper in the tetra phase.133
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The most detailed study of the dependence of the mic
hardness of YBCO compounds on the oxygen concentra
~in the interval 0.1,d,0.9) and on temperature~in the in-
terval 77–300 K! was done in Ref. 173 on single crystals
two series: Y–Pt and Y–Al~the Al and Pt impurities were
introduced into the melt and thence to the lattice from
crucible material!. Unfortunately, these impurities had an a
preciable influence on the micromechanical characteristic
the crystals~Figs. 15 and 23!, which led to some distortions
of the effects under discussion here. Figure 23 shows
HV(d) dependence for crystals of the Y–Pt series at th
temperatures, 293, 200, and 77 K; it is seen in the figure
the removal of oxygen is accompanied by a decrease ofHV .
The circumstance that the dependenceHV(d) is strongest at
room temperature is in agreement with the data obtaine
Ref. 133 in the indentation of crystallites in ceramics: in bo
cases a sharp softening of the crystals occurred with incr
ing oxygen deficit in the interval 0.3,d,0.4. In crystals of
the Y–Al series the softening effect was also observed, b
was considerably weaker and the drop inHV(d) was shifted
to largerd. Because of the limited set of oxygen concent
tions the threshold value ofd at which the drop begins wa
not established.

The jump in microhardness at an oxygen indexd
50.3– 0.4~Fig. 23! is far removed from the boundary of th
tetra phase and more likely corresponds to the region of
ortho I→ortho II transition. Observations of the structure
the samples with polarized optics confirm this conclusi
the ‘‘soft’’ crystals may contain twins, which are not chara
teristic of a tetragonal lattice. Thus the sharp change inHV

should apparently be attributed to a change in the prope

FIG. 23. Concentration dependence of the microhardness of YBCO s
crystals at different temperatures@K#: 77 ~1!, 200 ~2!, 292 ~3!; 1,2,3—
crystals of the Y–Pt series;38—crystals of the Y–Al series.173
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of the lattice within the orthorhombic symmetry as a result
the simultaneous ordering of oxygen vacancies.

Ultrasonic measurements on YBCO samples ha
shown29 that the elastic shear moduli increase monotonica
by an average of 11% with increase of the oxygen conc
tration, i.e., for a variation 1.d.0. The compressive modul
increase for 1.d.0.3 and then decrease. The elastic co
stants of YBa2Cu3O6 single crystals are on average 15
lower than those of YBa2Cu3O7 ~Ref. 29!, and there are as
yet no data at intermediate oxygen concentrations. These
sults permit the conclusion that the slight and linear variat
of the elastic moduli withd cannot be responsible for th
measured dependence of the hardness on the ox
concentration:133,173 the effect apparently is of a dislocatio
nature.

Table II gives the thermal activation parameters of t
plastic deformation process near an indenter impressio
YBCO crystals with different oxygen concentration. It
seen that increasingd in the interval 0.1,d,0.9 leads to a
decrease in the barrier height and activation volume b
factor of approximately 2.5. The aluminum impurity in Y–A
crystals alters the numerical values of these parame
somewhat but has practically no effect on the characte
their dependence on the oxygen concentration.

There can be no doubt that the degree of filling of t
oxygen positions in the Cu–O chains in impurity-free cry
tals has a sensitive influence on the properties of dislo
tions, including the parameters of the Peierls relief retard
their motion. It can be assumed that impurities of the alum
num type have a significant influence on the mobility
dislocations in the Peierls relief, since at low concentratio
such ions substantially alter the oxygen environment of
~0,0,0! sites that are occupied by them and also on the deg
of filling of the Cu1 positions and of the apical positions O
@1204#.

We note that the difference in the values of the barri
U0 for crystals withd50.4 andd50.1 ~Table II! is in quali-
tative agreement with the dependence of the activation
ergy of the detwinning process on the oxygen deficit.16,17 In
the latter case this is due to the fact that the motion of tw
ning dislocations in the YBCO lattice is associated with t
diffusive motion of the chain oxygen in the twinning plan
~110! in the direction counter to the direction of the tw
shear; consequently, the activation energy for the motion
twin boundaries should correspond to the activation ene
for oxygen diffusion and should vary in accordance with t
change in concentration of the oxygen vacancies~or of the
oxygen index!.16,17The interrelation of twinning and slip ca
be examined only by analyzing the results of measurem
on crystals of the ortho phase.

7.2. Influence of the tetra-ortho transition on the
microhardness of La 1.85Sr0.15CuO4 crystals

The compound La2CuO4 is known to have two polymor-
phic modifications: high-temperature tetragonalI4/mmm,
and low-temperature orthorhombicCmca; the transition be-
tween them occurs at a temperatureTTO.533 K.35 Substi-
tution of La and Cu by some other cations leads to a low
ing of the transition temperature and to a change in ot
physical properties of this compound: for example, par

le
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substitution of lanthanum by strontium (La1.85Sr0.15O4) leads
to valuesTTO.180 andTc539.5 K. It is of interest to as-
certain the physical/mechanical properties of the tetra
ortho phases of this superconductor in the vicinity of t
phase transition. The elastic moduli of the compound LS
near the temperatureTTO has been studied in detail in
number of theoretical205,206 and experimental83,207 papers.
Analysis of theI4/mmm→Cmca transition in Ref. 205 per-
mitted calculation of the relative jumps of the elastic mod
starting from the values of the crystal lattice parameters.
absolute values of the moduli and their change at the ph
transition have been measured experimentally forx50.13
~Ref. 83! and x50.14 ~Ref. 207! on La22xSrxCuO4 single
crystals. Among the important conclusions that can be dra
is that the elastic constantC44 remains practically unchange
at the soft-mode tetra→ortho transition, while at the sam
time some other elastic constants decrease rather strong
particular the constantC66 decreases by more than 50%~Ref.
83!.

As is seen in Fig. 24, the temperature dependence o
microhardness of La22xSrxCuO4 (x50.15) crystals does no
exhibit any features in the vicinity of the structural pha
transition.18 One can present several arguments as to
cause of this behavior of the microhardness, taking into
count that the change in the plasticity and the elastic pro
ties at the phase transition must be reconciled. For crysta
the LSCO family, like those of the YBCO family, there a
typically two modes of deformation: twinning and slip
There is no information in the literature as to the twinning
the tetragonal modification of LSCO, but it can very eas
take place in the ortho phase along two systems: (1
3@11̄0# and (11̄0)@110#. In view of the small value of the
twin shear the deformation caused by it does not exc
1.7% upon a complete twin reversal of the sample; con
quently, the significant deformations;7% near an indente
impression are mainly due to slip. The slip systems and

FIG. 24. Temperature dependence of the microhardness of single cryst
YBCO (d.0.1), La2CuO4 , and La1.85Sr0.15CuO4 ~Ref. 18!.
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types and structure of the dislocations in LSCO are not
known, but it was noted in Ref. 208 that an insignifica
density of growth dislocations is observed in La2CuO4 crys-
tals. By analogy with YBCO one can assume that the s
plane in LSCO crystals is the~001! basal plane, and the
Burgers vector has the direction^100&. This means that the
elastic properties of dislocations and their mobility correla
with the elastic constantC44, which, as was mentioned
above, remains practically unchanged at the tetra→ortho
structural transition.

7.3. Influence of the superconducting transition on the
kinetics of microcreep of HTSCs

One of the most striking effects in the low-temperatu
physics of plasticity is the plastification~softening! of a
metal at its transition to the superconducting state.209,210This
effect has been registered in many conventional lo
temperature superconductors. It is manifested in the stag
well-developed plastic deformation both in testing by t
active deformation method and under conditions of cre
The change of state of the superconductor can also lead
change in the kinetics of plastic flow—a transition from jum
plike to smooth deformation.211 It has been established tha
this effect is manifested most vividly in plastic fcc meta
~lead, indium!, for which the jump in the flow stressDsNS at
the transition from the normal (N) to the superconducting
(S) state reaches a relative value;10%; in the case of the
less plastic bcc metals~niobium! DsNS has a value;1%.
Taking a metal from theN to the S state in the process o
creep can lead to an extremely significant increase in
creep rate:«̇S / «̇N;10– 102. In observations of this effect the
superconducting transition is usually brought about by co
ing to temperaturesT,Tc or, at a constant temperatureT
,Tc , by switching off and on a magnetic fieldH.Hc ~or, in
individual cases, a currentj . j c).

At the present time it is thought that the main reason
the increase in plasticity at the transition of a metal from
normal to the superconducting state is a decrease in the
tron drag force on dislocations as a result of the Coo
condensation of conduction electrons.209,210

Immediately after the discovery of high-temperature s
perconductivity, attempts were made to observe the soften
effect at the N–S transition in this new class o
superconductors.20,126,131,212–214Various methods of me-
chanical testing were used: in Refs. 126, 131, and 212
influence of temperature on the microhardness of sing
crystal and polycrystalline HTSCs was studied in attempts
reveal features on the temperature dependence of the m
hardnessHV(T) nearTc ; in Refs. 20, 21, and 213 theN–S
transition was brought about by turning a supercritical c
rent on and off during microcreep of a YBa2Cu3O72d ce-
ramic, and a laser interferometer was used to register
deformation; in Ref. 214 theN–S transition was also
brought about by a current during testing by the cre
method, but with the use of standard methods to register
deformation. The main results of the experiments listed h
been summarized in Refs. 126 and 214.

Although attempts to detect this effect were undertak
in the study of the temperature dependence of the microh
ness of HTSCs nearTc on single crystals, highly aligned

of



e
po

t
-
ct
de

o
at
ct

rfe
s

th
-
f
e
e

e
o

a

m

di
r

t

s at
are

ee
est

n
he
ped

dif-
tors
-

hose
d by
lo-

and
cro-
the
as
by
in

Cs

l-

y

of a

th

369Low Temp. Phys. 30 (5), May 2004 Lubenets et al.
samples, and polycrystals of various density,131,157,212anoma-
lies like those observed previously on conventional sup
conductors, i.e., an increase in the plastic compliance u
transition to the regionT,Tc ,209,210were not found for any
of the Y-HTSCs~see, e.g., Figs. 14, 15, 18, and 19! or Bi-
HTSCs~see Fig. 21!. The authors attribute this to insufficien
accuracy of the method used~the large scatter in the micro
hardness values! and to the small relative value of the effe
in the case of the brittle, relatively aplastic metal oxi
HTSCs.

In Refs. 19–21 and 213 the inelastic deformation
HTSC ceramics in the normal and superconducting st
was studied by the microcreep method. The supercondu
ity was destroyed by passing a currentj . j c ~at 77 K the
critical current densityj c.15– 25 A/cm2), and the deforma-
tion was recorded by a technique based on a laser inte
ometer, which permitted making precision measurement
the deformation rate. Upon passage of a currentj . j c the
interferogram always showed a slowing or stopping of
deformation~Fig. 25!. A change in the microplastic deforma
tion rate by a factor of 2–8 upon a change of state o
YBa2Cu3O72d superconducting ceramic was also observ
in Ref. 214. These observations can be regarded as w
manifestations of the plastification effect at anN–S transi-
tion, and the authors of Ref. 19 believe that they are du
the easier motion of twin boundaries under conditions
decreased electron drag.

Figure 26 shows typical spectra of the inelastic deform
tion rates of the yttrium ceramics YBa2Cu3O72d ~Ref. 20!:
one for a fine-grained ceramic with a grain size of 1–3mm
~curve 1!; another for a multiphase coarse-grained cera
with a grain size of 10–30mm ~curve4!; two spectra~curves
2 and 3! for single-phase coarse-grained samples from
ferent batches. Curves2 and 3 attest to the fact that fo

FIG. 25. Interferogram~upper! and a part of the creep curve of polycrysta
line YBCO calculated from it for 77 K ands512 MPa. Each oscillation on
the interferogram corresponds to a change in the length of the sample b
mm. The arrows indicate the times at which a currentj 525 A/cm2 was
turned on and off.19
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samples with the same value ofTc and somewhat differen
density (5.5 g/cm3 for sample2 and 5.8 g/cm3 for sample3!
there are large differences between the deformation rate
the maxima, whereas the temperatures of the maxima
practically identical. It is seen in Fig. 26 that of the thr
peaks present in all the spectra, the one with the high
stability in temperature is the peak atTmax 1.90 K, which
lies close toTc . This peak was explained in Ref. 20 by a
increase in the mobility of dislocations at the transition to t
superconducting state, in analogy with the ideas develo
for low-temperature superconductors.209,210

It is now known that the temperature dependence of
ferent characteristics of high-temperature superconduc
have anomalies nearTc ~the Young’s modulus, damping dec
rement, linear expansion coefficient!. The authors of Ref. 20
believe that these effects are of the same nature as t
observed in their study, viz., that the anomalies are cause
microplastic deformation occurring in places where high
cal shear stresses are acting.

Despite the encouraging results of Refs. 19–21, 213,
214, an unambiguous answer as to the nature of the mi
plastic deformation of ceramics and to the influence of
superconducting transition on the plasticity of HTSCs h
not been obtained. The main complications encountered
researchers are due primarily to the significant difference
both the electronic and mechanical properties of HTS

0.3

FIG. 26. Spectra of the rates of inelastic deformation in compression
YBCO polycrystal. The applied stresss510 MPa. Fine-grained sample
with grain sized51 – 3mm ~1!; single-phase large-grained samples wi
density r55.5 g/cm3 ~2! and r55.8 g/cm3 ~3!; multiphase large-grained
sample with grain sized510– 30mm ~4, Ref. 20!.
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from those of ordinary low-temperature superconductors
Refs. 19–21, 213, and 214 the superconductivity of HT
ceramics was destroyed by passing a current of critical d
sity through the sample. However, as was noted in Refs.
and 215 the state of the superconductor that arises in
case is not, strictly speaking, normal, and it would be m
accurate to speak of a complex resistive state: at the cu
densities used, the superconductivity was destroyed onl
the system of intergrain Josephson contacts,215,216while the
grains themselves remained superconducting. The plast
of metal oxide HTSCs and the observed value of the pla
fication effect at theN–S transition in them turned out to b
many times smaller than for ordinary metallic supercondu
ors. A definitive answer to this question will require furth
studies, preferably on single crystals. Since the plastifica
effect at anN–S transition increases with increasing dens
of mobile dislocations, it may be more promising in th
regard to use the more plastic Bi-containing HTSCs.

8. MECHANICAL PROPERTIES OF HTSC COMPOSITES AND
MIXTURES

To meet the demand for HTSC materials with suita
electrophysical, superconducting, and mechanical chara
istics, attention has focused primarily on metal–ceram
composites. An enormous number of publications have b
devoted to various topics in the problem of HTSC comp
ites. It should be noted that modern technology is capabl
producing bulk YBCO and Bi-2223 superconductors w
high critical current density, up to 105 A/cm2 at 77 K in a
magnetic field of up to 1 T, and of manufacturing long mu
tistrand cables with a critical current above 2 kA.217–222 In
this Section we discuss the mechanical properties of HT
composites, as these are the decisive factor in their app
tion, especially in the production of flexible cables and r
bons.

The main progress in improving the mechanical prop
ties of HTSC materials~strength, plasticity, and fractur
toughness! has been achieved through the use of heteroph
structures and the introduction into the superconductor
particles of other compounds that do not degrade the ele
cal properties, e.g., particles of Ag, ZrO2 , or HfO2 . In the
case of Y123 it has been shown that a substantial increa
strength and fracture toughness of a ceramic is obta
through the joint use of Ag and ZrO2.

The introduction of particles of the oxide ZrO2 into
Y123 was done after the particles had first been coated
a protective layer of the Y211 phase, which has a hig
melting temperature and prevents the undesirable reac
of ZrO2 particles with the superconducting phase Y123 d
ing sintering of the ceramic.223 The introduction of 20
mol. % ZrO2 made it possible to prepare a composite w
fracture toughnessK1c54.5 MPa•m1/2, which is almost 4
times higher than the value ofK1c for pure ceramic Y123.
Here the strength remained at the previous level of 60 M
even though the density of the composite became smalle
9%. The improvement of the mechanical characteristics
the YBCO1xZrO2 was attributed by the authors of Ref
223 and 226 to the presence of a Zr-enriched phase on
surface of the YBCO granules and in the intergranular spa
n
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Improvement of the elastic and strength properties
ceramic YBCO has also been achieved by the admixture
the oxide HfO2 to the system.224,225The threefold increase in
the microhardness of the YBCO1xHfO2 system was ex-
plained by the presence of the HfBaCuO4 phase.

The mechanical properties of HTSC/Ag composites
tant in 1993 were partially reviewed in Ref. 227. Some of t
information contained there and also more-recent results
discussed below.

Silver is present in composites both in the form of me
particles and as impurities of the Y123 lattice, which subs
tute for a small number of the copper ions.228–230The ben-
eficial influence of silver particles is due to the high plast
ity of silver and to the favorable distribution of interna
stresses in a composite in which the Y123 phase is un
compressive stresses and the plastic silver is in a stat
tension.231 The admixture of silver decreases the density
voids, increases the resistance to crack propagation, bl
the tips of the cracks, and suppresses their development.
ver increases the stability of a composite in a surround
medium. We note that silver in composites predominan
occupies the space between grains and noticeably impr
the intergrain contacts, leading to a sharp drop in the re
tivity of samples even at extremely low Ag concentration
These composites remain high-temperature supercondu
even at large silver fractions of the order of 50–60%.

A detailed study of the mechanical properties
YBa2Cu3AgxO72y composites upon variations of the silve
content in the intervalx50 – 1.5 has shown232 that the opti-
mum value isx50.3, at which an almost twofold increase
strength~to 230 MPa! is achieved, while the microhardnes
and fracture toughness are increased by almost 40%. N
monotonic dependence of the mechanical characteristic
the silver concentration is attributed by the authors of Re
232 and 233 to an appreciable influence of Ag on the sin
ability of the ceramic; asx increases to 0.3 the porosity de
creases, and the silver is uniformly distributed along
grain boundaries, filling the voids, which is accompanied
improvement of the strength characteristics of the ceram
with further increase inx (x50.6 andx51.5) the silver balls
come together more often and become larger. The admix
of silver cleaned the grain boundaries and increased
structural and chemical stability of the composite. Mea
while, the difference in the coefficients of thermal expans
of Ag and YBCO can lead to the formation of voids arou
the silver balls and decrease the strength, hardness, and
ture toughness.232

A significant increase in the fracture toughness of
Y123/Ag composite with a silver fraction of 30 wt. % wa
registered in Ref. 234~to 2.5 MPa•m1/2 at room temperature
on notched samples!. Better strength characteristics were o
tained in Ref. 235 for a composite with a silver content
20–25 wt. %.

In Ref. 236 the mechanical properties of
YBa2Cu3O72d –40 wt. % Ag composite were investigate
over a very wide temperature interval 77–900 K. An increa
of up to 50% in the compressive strength in comparison w
a pure YBCO ceramic was found. The main difference
this composite, however, was its higher plasticity charac
istics: the deformation to fracture amounted to 4–5% at te
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peratures in the interval 300–900 K, whereas ordin
YBCO ceramics suffer brittle fracture under those con
tions.

In grain-oriented YBCO/Ag the silver particles are l
cated both between and inside grains, ensuring high
chanical properties of the composite in comparison with s
ichiometric Y123 samples.228 In particular, the presence o
silver in the microstructure strongly decreased the mac
scopic cracking, and such samples are difficult to cle
along the~001! cleavage planes.

In Ref. 237 special studies were made of the microstr
ture, strength, and deformability under compression of
ramics make from YBa2Cu3O72x and Ag2O powders by
powder metallurgy technology, including extrusion. It w
shown that the high strength~200 MPa! and plasticity~de-
formation to fracture greater than 5%! of samples containing
60 vol. % silver oxide, are due to metallization of Ag2O par-
ticles as a result of the partial decomposition of the oxi
which led to the formation of a well-developed metallic lay
at the YBCO–Ag2O interphase boundaries. In the process
extrusion the plastic deformation occurs not only at the m
allized grain boundaries but also in the grains of the ceram
An appreciable fraction of the dislocations formed in t
YBCO grains remained after a subsequent annealing of
composite in oxygen, which gave rise to efficient pinni
centers in the volume of the superconducting grains. A
annealing in oxygen, the extruded wire exhibited a sh
superconducting transition starting at 91 K and reaching z
resistance at 82 K.

The addition of small amounts~less than 5 vol. %! silver
to a YBCO ceramic was found to have a detrimental eff
on its mechanical properties,238 which was believed to be du
to the formation of large voids and dense domains during
sintering of the ceramic as a result of the localization of
liquid phase around the silver inclusions. With increas
volume fraction of silver the fracture toughness was o
served to increase:239 in a composite with 18 vol. % Ag the
coefficient K1c , measured from the length of the crac
around an indenter impression, was 2.5 times higher tha
pure YBCO. Microstructural studies showed that the m
mechanism of increase in fracture toughness is the shun
of microcracks by the plastic silver particles. In both pu
YBCO and YBCO/Ag composites, the dependence ofHV on
the porosity is described by relation~4!. However, the mi-
crohardness of the composite is significantly lower and l
sensitive to internal defects.

In Refs. 240 and 241 the structure, acoustic, resist
and magnetic properties of a Y123/Ag composite were st
ied over a wide interval of silver concentrations~0–100
vol. %!. Analysis of the x-ray data and of the behavior of t
structure-sensitive peak of the ultrasonic absorption sho
that in the technologically important region of concentratio
below 20 vol. % Ag the HTSC phase Y123 does not unde
any substantial changes. It was found that the formation
intergrain silver layers of various thickness largely det
mines the variation of the critical parameters and the ela
and relaxation properties of granular composites.

Composite ceramics Y123/Ag and Sm123/Ag with im
proved mechanical properties were prepared in Ref. 2
Grain-oriented Sm123/Ag containing an admixture of up
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20 wt. % Ag2O have the high mechanical strength necess
for their use as permanent magnets.243 As a result, the
trapped field reached values of 2.1 T at 77 K and 9 T at 25
the maximum value of the trapped field was limited by fra
ture of the composite.

With the goal of improving the properties of HTSC c
ramics the method of reinforcing them with filaments of a
other material, which was developed for ordinary ceram
construction materials. Silver was chosen as the metal
reinforcing the ceramic for the following reasons:244 1! the
reserve of plasticity of silver is not less than 50%; 2! silver
has a higher coefficient of thermal expansion, of the orde
231025 deg21 in the temperature interval 0 – 500 °C, whic
is important for prevention of cracking in the high
temperature processing of the composite; 3! silver has high
thermal and electrical conductivity; 4! silver is paramagnetic

In Ref. 244 the composite Y123/Ag was prepared w
the use of a powder and silver filaments 0.5 mm in diame
and 35–55 mm long, uniformly distributed over the sing
crystal of the sample and oriented along its axis. The co
posite samples had high strength characteristics at 77 K
testing by the three-point bending method.

In Ref. 245 a comparative study of the physica
mechanical properties of Y123 samples reinforced with
ver filaments~the filaments were 50mm in diameter and 10
mm long, the volume fraction of silver was 0, 5, 8, 12, a
15%! and prepared by the usual sintering technology~first
series of samples! and by the method of hot isostati
pressing—HIP ~second series of samples!. The second
method gave substantially better results without degrada
of the superconducting properties: the porosity of t
samples of the first series increased linearly from 17%
27% with increasing volume fraction of silver, whereas
the samples of the second series had a density of 92–96
the x-ray value. The strength and fracture toughness of th
conditions were determined in deformation by three-po
bending of samples of rectangular cross section. The stre
decreased linearly with increasing volume fraction of silv
from 34.366 MPa to 21.766.2 Mpa for the first series, an
from 56.267.3 MPa to 50.464.2 MPa for the second serie
However, the samples after HIP exhibited an increase ofK1c

by almost a factor of four, from 1.260.3 MPa•m1/2 to 4.5
60.3 MPa•m1/2, whereas for the samples of the first seri
the increase was only by a factor of 1.5, from 0
60.3 MPa•m1/2 to 1.2360.3 MPa•m1/2. The more compli-
cated HIP technique in combination with laser annealing
to high mechanical properties of the Y123 composite re
forced with silver filaments, but the small grain size a
large number of grain boundaries limit the possibility of i
creasing the critical current.

Substantial improvement in the physical/mechani
properties of HTSCs based on BSCCO has been achieve
BSCCO/Ag composites. Synthesis o
Bi1.5Pb0.4Sr2Ca2Cu3Ox /Ag composites by the admixture o
Ag in the form of particles, whiskers, and wires has shown146

that the addition of silver improves the growth of the grai
of Bi-2223 and decreases the porosity of the samples;
composites have higher strength and compliance in tes
by the three-point bending method. The fracture of the co
posites was of a brittle character. The dependence of
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strengths f on the porosityp of the composite containing 3
vol. % Ag ~particles! was described by relation~4!: s f

5130exp(23.5p), with values varying from 55 MPa atp
50.25 to 10 MPa atp50.65. The microhardness of th
composite was lower than that of single-crystal BSCC
2223: 460660 MPa as against 600670 MPa. Composites
containing whiskers had greater strength and plasticity t
those made with particles, but the best components tur
out to be those made with long silver wires, owing to t
high relative elongation of the wires.

BSCCO 2223/Ag composites were subjected to differ
modes of mechanical testing: bending, compression, tens
fatigue.247,248Cyclic deformation at 77 K between limits o
20.18% and 0.25% did not lead to noticeable degradatio
the current-carrying properties of ribbons, which attests
the possible of their practical application.248 It was found that
a simple and reliable method of controlling the quality
ribbons and wires of BSCCO/Ag and for determining t
optimal technical parameters of their fabrication was m
surement of the microhardness,249 as this quantity is sensitive
to the density of the matrix, which has a strong influence
the critical current density.

By reinforcing the ceramic matrix of BPSCCO 222
with fibers of Al2O3 , which have high strength, one ca
obtain composites characterized by high toughness, stren
and fracture toughness at both room and nitrog
temperature.250 Tests of samples with a notch in the thre
point bending scheme gave the valuesK1c.6 MPa•m1/2 at
77 K and K1c.3.5 MPa•m1/2 at 293 K, whereas for the
monolithic 2223 ceramicK1c,1 MPa•m1/2.

The preparation of BSCCO/Ag composites in the fo
of ribbons and wires involves various forms of thermom
chanical treatment of silver tubes filled with a HTSC powd
This gives a high degree of grain orientation~texture!, high
density, good intergrain coupling, and a definite phase r
2223/2212, which in the final analysis makes for high critic
current density.219,251

Thus a fortunate combination of coefficients of therm
expansion of structural elements, the structure and prope
of the interfacial boundaries between granules and grains
morphology and amount of fillers leads to stronger a
tougher HTSC composite materials needed for mak
manufactured items and elements of devices of super
ducting technology.

CONCLUSION

In fifteen years of intense study of the phyica
mechanical properties of metal oxide HTSCs, a vast and
verse body of information has been accumulated in this fi
making it possible to develop new and more efficient te
nological methods of synthesis of materials of this type w
the optimal combination of electrophysical, superconducti
and mechanical characteristics necessary for their prac
application. In this review we have set forth a systematic a
unified point of view on research results on the plasticity a
strength of metal oxide crystals and ceramics under var
modes of mechanical testing at low, room, and high temp
tures.

The approach to the discussion of the mechanical pr
erties of metal oxides in this and in our earlier review29 is to
n
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view the problem with the eyes of specialists in the phys
of plasticity and strength and attempt to discuss the m
aspects of this problem in the framework of modern ideas
the structure, dynamics, and kinetics of various defects of
crystal structure as elementary ‘‘carriers’’ of inelastic defo
mation and fracture. Thus our reviews are aimed mainly
ward workers in the field of the physics of plasticity an
strength of solids. At the same time, we recognize that th
reviews will also be useful for specialists in the fields
physical materials science and the technology of crea
new materials, workers whose interests lie in the area wh
the basic science of materials and the engineering deve
ment work aimed at their practical application come togeth
Finally, as necessary they should help give specialists in
physics of superconductivity and electrophysical processe
least a rough idea of the crystal-physical, materials scien
and technological sides of the problem of high-Tc supercon-
ductivity.

This review was submitted for publication on the eve
a significant date for the authors: November 27, 2003,
90th anniversary of the birth of Prof. Valerian Ivanovic
Startsev, a notable scientist and engineer of Ukraine, on
those researchers of the second half of the twentieth cen
whose works laid the foundation and fostered the devel
ment of the modern physics of plasticity and strength
solids at low temperatures. Part of his legacy is a large
efficiently operating scientific school to which the authors
this review belong. As a tribute to this outstanding scien
and human being, we dedicate this review to the glow
memory of Prof. V. I. Startsev.

*E-mail: lubenets@ilt.kharkov.ua
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Study of the spectra of electron–ripplon oscillations and dissipation processes
in a two-dimensional electron crystal over liquid helium
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The resonance spectrum of coupled electron–ripplon oscillations in two-dimensional electron
crystals over liquid helium are investigated in the range of surface electron densitiesns

5(3.2– 10.8)3108 cm22 at holding electric fieldsE'5300– 1150 V/cm, and in the temperature
interval T50.08– 0.4 K. As a result of an analysis of the spectra, the realx1 and imaginary
x2 parts of the inverse conductivitys21 of the crystals are obtained as functions ofT, ns , and
E' . The value found forx2 is in good agreement with the theoretical estimates. Analysis
of the dependences ofx1 suggests that the energy losses in the electron crystal are due to defects
of its crystal structure. ©2004 American Institute of Physics.@DOI: 10.1063/1.1739132#
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INTRODUCTION

In a two-dimensional~2D! electron layer on the surfac
of liquid helium for a certain relation between the kinetic a
potential energies of the electrons a spatial ordering occ
and an electron~Wigner! crystal forms. As a result of the
crystallization the electrons are localized, which gives rise
the appearance of local depressions of the liquid~dimples!.

The electron–electron scattering in the crystal and
degree of coupling of the electrons with the surface of
liquid can easily be varied over rather wide limits by chan
ing the experimental parameters: the electron surface de
ns , the temperatureT, the holding electric fieldE' , directed
normal to the surface, and the driving electric fieldEdr ,
which acts in the plane of the electron layer. An electr
crystal on the surface of liquid helium is a promising syst
for studying the properties of both the 2D crystal itself a
the surface of the liquid, as is shown, in particular, by t
melting of the 2D crystal1,2 and the change in surface tensio
of weak3He–4He solid solutions.

Crystallization in the electron layer over liquid heliu
was first observed in the experiment by Grimes and Ada4

from the appearance of coupled electron–ripplon oscillati
~CEROs!—specific oscillations in which the phonon mod
of the 2D crystal are coupled with capillary modes of t
liquid surface.5

The resonance frequencies of the CEROs can be ca
lated without any adjustable parameters in the framework
a self-consistent theory,6 and the results of the calculation
are in good agreement with the experimental data.7 The po-
sition and width of the CEROs depend on the value of
complex conductivitys of the electron layer.

The conductivity of an electron crystal over liquid h
lium is a quantity that contains information about both t
2D electron layer and about the surface of the liquid, a
also about the features of the coupling between these
subsystems.
3771063-777X/2004/30(5)/11/$26.00
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Theoretically the conductivity of a Wigner crystal ove
liquid helium has been studied in the case of a uniform8 and
a nonuniform driving electric field in the layer9 on the as-
sumption that the main mechanism of energy loss from
crystal is the damping of capillary waves excited by the cr
tal during the motion. It has turned out, however, that t
mechanism cannot explain the experimentally observed
ues of the width of the CERO resonances,10 and the question
of what processes govern the main contributions to the
ergy loss of the electron crystal in its motion remains op
The existing experimental information about the losses in
electron crystal over liquid helium is sparse and, apparen
insufficient for further, more detailed, theoretical analys
Therefore, it is desirable to do additional and comprehens
experimental studies, and that was the goal of the pre
study. In it we measured the complex conductivity of t
electron crystal as a function of the main quantities that g
ern its properties: temperature, electron surface density,
the holding electric field under conditions when the drivi
different is rather small and does not influence~or only
weakly influences! the measured quantities. The studies we
done in the frequency region corresponding to excitation
the CERO resonances in the experimental cell. It should
noted that, in addition to the conductivity measurements,
vestigations in the resonance region also yield additional
formation about the crystal, since, in particular, the fr
quency of the CERO resonances reflects the structure o
electron crystal. We note that the fact that the position a
shape of the resonance curve are independent of the am
tude of the measuring signal and, thus, of the value of
driving field, are grounds for assuming that the measurem
regime is linear, while the variation of the resonance sp
trum with increasing signal amplitude attests to the nonlin
regime that can be brought about by structural changes in
crystal.
© 2004 American Institute of Physics
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EXPERIMENT

In the present study we have used a cell with circu
symmetry, having the form a flat capacitor formed by pla
2.7 mm in diameter with a 0.2 mm gap between them. T
liquid helium surface was located approximately in t
middle of the gap, the thickness of the helium layer amou
ing to 0.9–1.3 mm in different experiments. The surface
the liquid was charged at a temperatureT;1.3– 1.5 K by the
brief heating of a tungsten filament located outside the
pacitor gap. Electrons escaping from the filament were th
malized on atoms of the vapor and were held to the hel
surface by a positive potential of 60–230 V applied to t
lower electrode. The lower electrode was made in three e
sectors connected independently to the voltage source. S
a construction permitted adjustment of the apparatus to
tain an identical height of the liquid helium relative to th
lower electrode and thereby uniformity of the holding ele
tric field. The horizontal adjustment of the cell was mon
tored by measuring the punch-through voltage on each of
sectors. As a result of the adjustment the thickness of
liquid layer was identical along the lower electrode to with
an error of 20mm, making for high uniformity of the holding
electric field and the electron surface density. For form
the profile of the electron spot a guard ring on which a ne
tive potential was applied was used. To determine the e
tron surface densityns the crystallization temperature, whic
is proportional tons , was measured. In the majority of ex
periments the electron density was also registered at the
of a series of measurements to check that there had bee
uncontrolled losses of electrons during the measuremen

The upper capacitor plate consisted of a system of ri
shaped measuring electrodes. The input signal—an ac
age with the required frequency—was applied to the ou
electrode, and the response signal, proportional to the cu
induced in it, was taken from the inner electrode.

The relation between the output currentJ and the input
voltage with amplitudeV0 and frequencyv,

J5~G11 ivG2!V0 exp~ ivt !, ~1!

for a known geometry of the cell depends on the conduc
ity s of the electron layer, the coefficientsG1 andG2 being
functions of it. These functions, determined by solution
Maxwell’s equations, have the form11

G15nse
2(

n51

`

An

nse
2v2x1

~mvbn

2 2nse
2vx2!21~nse

2vx1!2 , ~2!

G25nse
2(

n51

`

An

mvbn

2 2nse
2vx2

~mvbn

2 2nse
2vx2!21~nse

2vx1!2 1g0 .

~3!

Herem is the mass of the electron,x1 andx2 are the real and
imaginary parts of the inverse conductivity of the tw
dimensional electron system:x15Res21; x25Im s21, vbn

2

54pnse
2Fn /m, and the coefficientsAn , g0 , andFn depend

on the shape and dimensions of the experimental cell.
In the experiment two linearly independent compone

of the output current, the amplitude and phase, were m
sured in a certain frequency interval, andG1 and G2 were
thereby determined. The real and imaginary parts of the c
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ductivity of the electron layer were the solutions of the sy
tem of equations~2!, ~3!. In principle, for determining the
conductivity it is sufficient to measure the real and imagina
parts of the response at a single frequency. The choice of
frequency is largely determined by the experimental con
tions and capabilities. In order to ensure a linear regime
measurements it is necessary to use an input signal wi
minimal amplitude, but then the measurements are subs
tially affected by the signal-to-noise ratio and a greater infl
ence of systematic errors due to the model description of
measuring line and the input circuits of the measuring
vices.

A characteristic feature of the present study is that
conductivity measurements were made in a frequency reg
in which resonances of coupled electron–ripplon oscillatio
were excited in the experimental cell. In that case the c
ductivity of the electron crystal can be determined in tw
ways: either as a result of measurement of the phase
amplitude of the output current at any fixed frequency, or
a result of measurement of the frequency dependence o
amplitude of the output current in the region of the resona
and a determination of the position and width of the re
nance curve. In the determination of the conductivity fro
the amplitude and phase of the output current at a fixed
quency it is desirable to use measurements at a reson
frequency, since then the signal-to-noise ratio is maximal
the influence of the measurement errors, including syst
atic errors, is minimal. In that case, however, it must
borne in mind that the effective electric field in the plane
the electron layer under consider conditions can be hig
than under nonresonance conditions at the same value o
amplitude of the input signal; this can give rise to nonline
effects.

In studies in the resonance region it is necessary firs
all the establish which resonance oscillations are possibl
the system under study. The change in the charge densi
the electron layer can be determined as a result of solutio
Laplace’s equation for a two-dimensional conducting lay
with allowance for the geometry of the cell and the cor
sponding boundary conditions. In the case of a circular
ometry the density perturbation due to plasma resonance
layer of uniform density located between electrodes of in
nite extent has the form12

dr;Jm~kr !exp~ imw!, ~4!

wherer andw are polar coordinates, andJm(x) is the Bessel
function of orderm. The possible resonance modes can
described by numbersm and n, where n enumerates the
ascending sequencek1 ,...,kn from the admissible boundar
conditions.

The equation fork has the form

mJm~kR!2kRJm11~kR!50, ~5!

where R is the radius of the electron layer. In the case
axisymmetric oscillations (m50) this equation reduces t
J1(kR)50, and the numbern in that case simply enumerate
the zeroes of the first-order Bessel function.

In this paper for determining the conductivity we me
sured the amplitude and phase near the fundamental m
~0,1! of coupled electron–ripplon oscillations. The amplitu
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of the input signal in all the measurements was 1 mV. T
~0,1! resonances for a crystal with a density correspondin
the condition of complete screening of the holding field h
also been studied at a fixed low temperature 83 mK at
plitudesV0 equal to 0.3, 0.5, and 2 mV. It is found that th
position and relative amplitude of the~0,1! resonance remain
constant within the error limits of the experiment at the
amplitudes of the input signal, but forV052 mV there is a
noticeable frequency shift and a change in the relative
plitude of the resonance. Therefore, the amplitude of the
put voltage V051 mV at which the measurements we
made in the present study apparently corresponds to
boundary of the region of linearity~the regions in which the
conductivity is independent of the amplitude of the excit
signal or, in other words, independent of the value of
holding field!.

The real and imaginary parts of the conductivity of t
electron crystal were determined as a result of solution of
system of equations~2!, ~3! with respect tox1 andx2 . In the
calculation we used 40 terms in each of the series on
right-hand sides of the equations, which is significan
greater than the number of terms that have a substantia
fluence on the solution. The rather rapid convergence of
series at parameter values corresponding to the experim
conditions makes it possible to greatly simplify the system
equations in the case when the measurements are done
resonance frequency. Equations~2! and ~3! were obtained
under conditions of circular symmetry in the system and t
only the resonance feature (0,n) into account. It is seen from
Eq. ~2! that the first term in the sum (n51) is resonantly
large at

mvb1
2 2nse

2vx250, ~6!

which corresponds to excitation of the~0,1! resonance.
Therefore, in making measurements directly near the m
mum of the amplitude of the output current one can drop
but the first term of the sum. The values ofG1 and G2 are
determined in an experiment from the measured values o
amplitude and phase of the output current with allowance
the characteristics of the measuring line. When only the fi
term of the sum is taken into account, it quickly follows fro
Eq. ~1! that x15A1 /G1 , andx2 is easily determined from
condition ~6!.

The calculations were done both with the use of th
approximate formulas and with a rather large number
terms ~40 of them! taken into account in Eqs.~2! and ~3!.
The values of the parts of the conductivity of the electr
crystal calculated in the two different ways run parallel
the graphs and, as we shall see below, are in good agree
with each other.

As was noted above, the conductivity of an electr
crystal over liquid helium was considered theoretically
Ref. 8 under the assumption that the main mechanism of
is due to the damping of the capillary waves excited by
crystal during motion. The response functionZ1 of the elec-
tron crystal to an ac driving field with frequencyv was cal-
culated. The real and imaginary parts ofZ1 have the form

ReZ15(
l 51

`

Cl

v l
2~v22v l

214g l
2!

~v22v l
2!214v2g l

221, ~7!
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Im Z15(
l 51

`

Cl

2g l

v

v l
4

~v22v l
2!214v2g l

2 , ~8!

whereCl is a coefficient characterizing the intensity of th
electron–ripplon coupling,v l and g l are, respectively, the
frequencies and damping coefficients of the capillary wa
whose wave vectors coincide with the reciprocal lattice v
tors of the electron crystal. The coefficientCl can be ex-
pressed as6

Cl5
3nsVl

2

amv l
2 exp~2kl^uf

2&/2!, ~9!

where the value ofVl in the limit of high holding fieldsE' is
proportional to the field:Vl}eE' , a is the coefficient sur-
face surface tension,kl is the wave vector corresponding t
the frequencyv l , and^uf

2& is the mean-square displaceme
of the electrons at the sites of the crystal lattice. The effec
mobility of the electrons is expressed in terms of the
sponse functionZ1 as

m5
e

mv

Im Z1

uZ1u2
. ~10!

It was noted in Ref. 8 that other mechanisms of slowing
crystal besides capillary wave damping are possible, invo
ing collisions with pre-existing surface excitations or vap
atoms. Taking those mechanisms into account leads to
addition of a termn/v on the right-hand side of the expre
sion for Z1 , where n is a certain characteristic frequenc
corresponding to this mechanism of dissipation, and the
pression for the density~10! remains the same in form.

The calculated in Ref. 8 components functionZ1 are
related to the experimentally determined real and imagin
partsx1 and x2 of the inverse conductivity of the electro
crystal by the relations

x15
mv

ne2 Im Z1 , x252
mv

ne2 ReZ1 . ~11!

Thus the experimental results can be compared with the
dictions of the theory without the use of adjustable para
eters. The experiments were done under conditions such
the resonances of the CEROs corresponding to couplin
the phonon modes of the crystal with the low-frequency c
illary modev1 are observed.

RESULTS AND DISCUSSION

Figure 1 shows the smoothed frequency dependenc
the amplitude of the response to excitation in the existe
region of the coupled electron–ripplon resonance~0,1! at
different temperatures; the curves are shifted with respec
each other along the vertical by an amount 0.001, except
the lowest curves~corresponding to the lowest temper
tures!, the position of which was not changed and cor
sponds to the scales along the vertical axes. Figure 1a
tains to the so-called saturated case, when the electron l
is completely screened by the holding electric field, wh
Fig. 1b corresponds to the case of incomplete screening
both cases the electron surface densityns was 6.4
3108 cm22. The temperature of Wigner crystallization o
the electron layer at such a surface density is 0.58 K.
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The resonance features are clearly visible in both se
of curves in Fig. 1. On all of the curves the resonance pe
are most clearly pronounced at relatively low frequenci
These peaks can be interpreted as resulting from the ex
tion of the ~0,1! mode of coupled electron–ripplon oscilla
tions. It is well seen that as the temperature increases,
frequencies of these resonances increases and their re
amplitudes decrease. Other resonance features besides~0,1!
are also observed, and their frequencies also increase

FIG. 1. Resonance spectra of the CEROs of a 2D electron crystal w
surface densityns56.43108 cm22 at different values of the holding field
E' and temperatureT @mK#: 81 ~1!, 90 ~2!, 101 ~3!, 131 ~4!, 163 ~5!, 194
~6!, 221~7!, 254~8!, 299~9!, 356~10!, 400~11! ~a!; 82 ~1!, 92 ~2!, 102~3!,
130~4!, 163~5!, 194~6!, 256~7!, 293~8!, 359~9! ~b!. The curves except for
the lowest have been shifted relative to each other along the vertica
0.001. The dotted lines are the result of a calculation of the frequencie
the resonance modes~0,1!, ~0,2!, and~0,3! in the theory of Ref. 6.
s
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increasing temperature. The amplitudes of the~0,1! reso-
nances, which, as was shown above, directly reflect the
ergy losses from the electron crystal, decrease as the
perature approaches the melting temperature of the cry
as is well seen in Fig. 2. Figure 2 reflects the results
different experiments in which the measuring lines we
somewhat different, and so for comparison the measured
plitudes Ares have been divided by the gain of the corr
sponding preamplifiersKamplif . Figure 2 shows the data fo
electron crystals whose surface densitiesns are a little dif-
ferent, equal to 5.83108 and 6.43108 cm22. The arrows
indicate the melting temperaturesTmelt of these crystals; the
higher density corresponds to the higher melting tempe
ture. As can be seen in the figure, as the temperature
proachesTmelt the amplitude of the~0,1! modes tends toward
zero by an approximately linear law, and this characteris
of the dependence begins to be manifested already at
peratures;0.2 K, i.e., considerably below the melting tem
perature.

The presence of a single dependence of the amplitud
the resonance over a wide range of temperatures and the
that the temperature obtained by extrapolation of that dep
dence to zero amplitude coincides withTmelt may indicate
that the mechanisms responsible for the energy loss from
crystal and for its melting have a common nature. Since
was shown in Ref. 1, the melting of an electron crystal o
curs by the Kosterlitz–Thouless mechanism,13 i.e., is of a
dislocation nature, it is natural to expect that dislocations
the Wigner crystal can play an important role in its ener
losses as well.

The resonance curves of the amplitude~Fig. 1! with the
corresponding curves of the phase shift of the measu
signal have been used to determine the real and imagi

a

by
of

FIG. 2. Temperature dependence of the amplitude of the~0,1! resonance of
the CEROs for a crystal withns56.43108 cm22 at E'5580 V/cm~d! and
1120 V/cm ~L! and crystals withns55.83108 cm22 ~m! and ns55.7
3108 cm22 ~.! at E'5510 V/cm. The arrows indicate the melting tem
perature of the crystals; the left one corresponds tons55.83108 cm22, and
the right one tons56.43108 cm22.
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partsx1 and x2 of the inverse conductivity of the electro
layer. The processing of the experimental data was done
two methods: from the amplitude and shift of the phase at
point of the ~0,1! resonance, and from the amplitudeA
;1/x1 in a simplified calculation. The values obtained forx1

andx2 at different temperatures generalize pertain to diff
ent frequencies, and, if the absence of frequency depend
of the conductivity is not assumed, then the construction
the temperature dependences ofx1 andx2 is not completely
correct, since the different experimental conditions cor
spond to different temperatures. However, an analysis of
response functionZ1 in the theory of Ref. 8 shows that a
low frequenciesv!v1 ~this condition holds in the presen
experiment! the approximationx2 /v;ReZ1;C1 and x1

;g1n is rather good, i.e., the frequency dependence ofx1

andx2 /v can be neglected, then the procedure used to
cess the data is completely applicable.

In Fig. 3 the experimentally obtained temperature dep
dence ofx2 /v for an electron crystal with a densityns

56.43108 cm22 at values of the holding fieldE'

51120 V/cm andE'5580 V/cm ~this latter field is com-
pletely screened by the electron layer! is compared with the
results of a calculation in the framework of the theory of R
8. The experimental data are pairs of points denoted by
ferent symbols, corresponding to different ways of proce
ing ~complete and simplified! the same data, and the sol
curves are the theoretical estimates. The dashed curve s
a calculation under the condition that the coefficient of s
face tension of the liquid corresponds to that of pure4He.
The theoretical values ofx2 /v at T.0.2 K are approxi-
mately 10% lower than the experimental values. This is v
good agreement, especially if it is taken into account that

FIG. 3. Temperature dependence of the imaginary part of the inverse
ductivity of an electron crystal withns56.43108 cm22 at holding fields of
E'51120 V/cm~1! andE'5580 V/cm ~2!. ~d!—The result of a solution
of the system of equations~2!, ~3!; ~m!—the result of a simplified calcula-
tion. The solid curves show estimates in the framework of the theory of
8 with the 3He impurity taken into account at a concentration of 5
31027, and the dashed line shows the calculation for pure4He.
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adjustable parameters were used in the calculation. The
son for the small differences between theory and experim
may be due to both experimental errors and the approxi
tions of the theory.

At temperaturesT,0.2 K the difference between theor
and experiment increases because of the influence of
natural3He impurity, which at sufficiently low temperature
leads to a noticeable decrease in the surface tension o
liquid. The solid curves in Fig. 3 are the result of theoretic
estimates in which the surface of surface tension correspo
ing to a solution3He–4He with an atomic concentration o
3He equal to 5.531027 was used. In a certain sense th
concentration 5.531027 can be considered to be an adjus
able parameter, since the concentration of3He in the4He was
not independently measured. It should be noted, howe
that such a concentration of3He in natural4He lies in the
range of typical abundances. When the3He impurity is taken
into account, the discrepancy between theory and experim
at low temperatures (;0.1 K), where the influence of the
impurity is substantial, becomes the same as atT.0.2 K,
where the presence of3He has practically no effect on th
results of the measurements.

The good agreement of the experimental and theoret
values of x2 /v attest to the fact that the self-consiste
theory6 is extremely successful for calculating the electro
ripplon coupling coefficient, at least in the region of para
eters corresponding to the present experiment. Using the
sults of Ref. 6, one can determine the frequency of
coupled electron–ripplon resonances. When only the c
pling with the lowest-lying capillary modev1 is taken into
account, the frequencies of the coupled oscillations have
form

v res,p
2 5

v1
2vp

2~k!

C1v1
21vp

2~k!
, ~12!

wherevp(k) is the vibrational spectrum of the Wigner cry
tal above an ideally flat surface. Calculation of the resona
frequencies that follow from the theory allows one to und
stand which modes correspond to the features in Fig. 1.
results of the calculation are shown by the dotted lines in t
figure. In the calculations we used correlation factors
taking into account the existing discrepancy between the
and experiment. These factors equal 1.09 for the data in
1a and 1.05 for the data in Fig. 1b. It is well seen that
resonance features in Fig. 1a can be interpreted as the~0,1!,
~0,2!, and ~0,3! modes, while those in Fig. 1b can be inte
preted as~0,1! and~0,2!. The~0,3! mode is practically unno-
ticeable in Fig. 1b. In addition, the amplitude of the~0,1!
mode in Fig. 1b is considerably larger than the amplitude
the ~0,2! mode in the entire temperature interval, whereas
Fig. 1a the amplitudes of the~0,2! mode and even of the
~0,3! mode, which is not seen at all in Fig. 1b, are comp
rable to the amplitude of the fundamental mode~0,1! and
even exceed it. Such behavior can be a consequence of
linear effects, which are more easily manifested the clo
the temperature of the electron crystal is to its melting po

The real partx1 of the inverse conductivity, which con
tains the energy loss of the crystal, is shown in Fig. 4 for
same~Fig. 1! experimental conditions. The value ofx1 is
higher for the larger value ofE' and grows with increasing

n-

f.
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temperature. Line3 in Fig. 4 shows the dependencex1(T)
rescaled according to the formulax15(nem)21 from the
experimental data of Ref. 14 for a crystal with nearly t
same parameters (ns55.53108 cm22, E'5540 V/cm). It is
seen that the values ofx1 obtained from the data of Ref. 1
turn out to be smaller by approximately a factor of two th
the values measured in the present study. Apparently th
partially due to the noncoincidence of the experimental c
ditions, but there is a notable qualitative difference as w
While at temperaturesT,0.2 thex1(T) curves in the two
studies are similar, atT.0.2 K the value ofx1 obtained by
us increases with increasing temperature, in contrast to
results of Ref. 14, where no dependence ofx1 on tempera-
ture was observed. This difference is apparently due to
influence of the measuring signal. In Ref. 14 the measu
ments were made at frequencies of 0.75 and 1 MHz a
amplitude of the measuring signal of 1.25 mV, while in t
present study the analogous measurements were made a
quencies of 3–4 MHz at a signal amplitude of 1 mV. A rou
estimate shows that the driving field in the measurement
Ref. 14 was lower by a factor of 2.5–4 than that in t
present study, and the observed growth ofx1 at T.0.2 may
be due to nonlinear effects.

The curves presented above reflect not only the temp
ture dependence of the conductivity but also its depende
on the holding field. The holding field has a substantial
fluence on the electron–ripplon coupling (C1;E'

2 ) and
thereby on all the properties of the crystal.

Figure 5a shows the resonance spectra of the electr
ripplon vibrations of a 2D Wigner crystal with a surface de

FIG. 4. Temperature dependence of the real part of the inverse conduc
of an electron crystal withns56.43108 cm22 at holding fields of 1120
V/cm ~1! and 580 V/cm~2!. The curve~3! shows the result of a rescaling o
the experimental data14 for a crystal with ns55.53108 cm22 at E'

5540 V/cm.
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sity of 6.43108 cm22, determined at a temperature 83 m
at different values of the holding fields. Plotted along t
vertical axis is the amplitude of the voltage created by
currentJ across the input resistance of the preamplifier of
measuring line. The value of the measuring signal was 1
and, as was noted above, was a compromise devised to
sure an acceptable signal-to-nose ratio at the lowest pos
influence on the results of the measurements.

In Fig. 5a the resonance features are pronoun
maxima of the amplitude at low frequencies and less p
nounced maxima at higher frequencies. The most p
nounced maxima of the amplitude in the low-frequency
gion correspond to the resonance mode~0,1!. Their position
is in good agreement with the theoretical estimates Eq.~1!.
The other features can be interpreted as the excitation of
~0,2! and ~0,3! modes. They are less pronounced the hig
the holding field~on curve1, corresponding to the highes

ity

FIG. 5. Resonance spectra of the CEROs for crystals withns56.4
3108 cm22 ~a! andns53.23108 cm22 ~b! at T583 mK for different val-
ues of the holding fieldE' @V/cm#: 1000~1!, 850 ~2!, 705 ~3!, 590 ~4! ~a!;
1150 ~1!, 570 ~2!, 300 ~3! ~b!.
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holding field, the~0,3! mode is not seen at all!. With decreas-
ing holding field the resonances~0,2! and~0,3! are shifted to
the region of lower frequencies in comparison with the th
oretical estimates, and their amplitudes increase. The
served qualitative changes of the CERO spectrum w
changes in the holding field are similar to those obser
upon changes in temperature~Fig. 1a!. The changes of the
spectrum are less noticeable the lower the holding field.

This is seen particularly clearly in Fig. 5b, which show
the resonance spectra of coupled electron–ripplon osc
tions for the crystal withns53.23108 cm22. At a low hold-
ing field E'5300 V/cm ~curve 3!, when there is complete
screening of the holding field, the resonance features are
distinct, and it is practically impossible to make out the
dividual resonances. However, even in the case of a hold
field E'5570 V/cm ~curve 2! the frequencies of the ob
tained resonances~0,1! and~0,2! are in good agreement wit
the theoretical estimates, and the same is observed aE'

51150 V/cm~curve1!, and in the latter case the amplitud
of the ~0,2! mode is substantially lower than the that of t
~0,1! mode. It is quite likely that such an indistinct resonan
picture for E'5300 V/cm may be due to the nonlinear in
fluence of the measuring signal, which leads to disruption
the structure of the electron crystal; owing to the capacit
coupling of the electron layer with the measuring electrod
the electric field excited by the measuring signal in the pla
of the electron layer is proportional to the frequency, so t
the probability of nonlinear effects increases with increas
frequency. However, it cannot be ruled out that the caus
the observed features of the spectrum may be due to fea
of the frequency dependence of the conductivity.

The real and imaginary partsx1 andx2 of the conduc-
tivity of the 2D crystal, calculated from measurements of
amplitude and phase at the resonance resistivity, are
sented in Fig. 6.

In Fig. 6a the experimentally determined values ofx2 /v
for 2D electron crystals withns56.43108 and 3.2
3108 cm22 ~points! are compared with the values calculat
in the framework of Ref. 8~solid curves!. The agreement o
the theory and experiment is seen to be good. It should
mentioned once again that helium of technical purity w
used in the experiment, and in the calculation the coeffic
of surface tension was assumed to to be that correspon
to a solution3He–4He with an atomic concentration of3He
equal to 5.531027. As is seen in Fig. 3, the difference be
tween the experimental and theoretical data forx2 /v in the
temperature regionT.0.2 K, where the coefficient of sur
face tension of4He of natural purity is practically no differ
ent from the coefficient of surface tension of isotropica
pure 4He, is around 10%. Therefore, one can say that
agreement between theory and experiment for the dat
Fig. 6a is good to approximately that accuracy.

In the region of rather low frequencies the values
x2 /v turn out to be proportional to the electron–ripplo
coupling coefficientC1 , and at low frequencies the effectiv
mass of the electrons in the crystal,meff , is also proportional
to this coefficient, i.e.,meff in this case characterizes th
imaginary part of the conductivity of the crystal. The effe
tive mass of the electron crystal with a surface density
6.33108 cm22 was measured in Ref. 15, but the values o
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tained turned out to be markedly higher than those calcula
in the self-consistent theory,8 which, as we have said, give
good quantitative agreement with the experimental data
the present study.

Figure 6b shows the real partx1 of the inverse conduc-
tivity as a function of the holding field for crystals with
surface density of 3.23108 and 6.43108 cm22. The dashed
curves are of a provisional nature and have been drawn
convenience. The figure illustrates the increase of the

FIG. 6. Dependence of the imaginary~a! and real~b! parts of the inverse
conductivity of electron crystals withns53.23108 cm22 ~1! and ns56.4
3108 cm22 ~2! on the holding field atT583 mK. The filled and unfilled
symbols correspond to different series of measurements. The solid cu
show the theoretical estimates in the framework of Ref. 8. The das
curves are of an auxiliary character.
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part of the inverse conductivity of an electron crystal w
increasing holding field, and the dependence is different
crystals with different surface densities.

The values obtained in this study for the energy lo
from the electron crystal are in good agreement with
results of Ref. 15, as is illustrated in Fig. 7, where the
pendence ofm21/2 is plotted as a function of the holding fiel
~m is the mobility,m5(nex1)21). Despite some difference
in the temperatures at which the measurements were ma
is seen that rather good quantitative agreement is obse
between the experimental data obtained in the present s
~asterisks! and the data of Ref. 15.

Yet another important parameter that affects the prop
ties of a 2D Wigner crystal is the surface density of electro
Figure 8 shows the spectrum of coupled electron–ripp
oscillations, measured at a low fixed temperatureT
583 mK and a fixed holding fieldE'51150 V/cm for 2D
electron crystals with various surface densities
3108– 10.83108 cm22. In the spectra the~0,1! mode is
pronounced and the~0,2! mode is clearly visible, its ampli-
tude being much smaller than that of~0,1! on all the curves.
The ~0,3! mode, unlike the case in Fig. 1a, is not seen at
The spectra corresponding to the crystals with differentns

are qualitatively similar, but the shift of the position of th
~0,1! amplitude maximum with changingns is described well
in the framework of the self-consistent theory.6

Good agreement with the theory of Ref. 8 is demo
strated in Fig. 9a, which shows the dependence ofx2 /v on
ns , where the points are experimental data calculated fr
measurements at frequencies corresponding to the maxim
the amplitude, and the curve is the result of a theoret
estimation.

FIG. 7. Comparison of the mobility of electrons in a crystal withns56.4
3108 cm22 at T50.36~* ! with the results of Ref. 15 obtained under near
similar conditions:ns56.33108 cm22 andT50.42 K, for various frequen-
cies.
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The dependence of the real part of the inverse cond
tivity on ns is given in Fig. 9b. With increasingns at fixedT
and E' the value ofx1 decreases sharply. Thus the ener
loss in the Wigner crystal, which is determined by the qua
tity x1 , depends in a marked way on the holding field, t
temperature, and the electron surface density. The abso
values of the losses can be compared with the values
follow from the assumption that the main loss mechanism
damping of capillary waves. Experimentally the damping
capillary waves with wavelengthsl;3.3– 20mm was stud-
ied in Ref. 16. The results were presented in the form of
temperature dependence of the damping factork9/k8, which
can be linked with the coefficientg by the relationk9/k8
5(2/3)g/v. The value of the damping factor decreases w
increasing frequency, and for the highest frequency aT
,0.2 K it is approximately 1025. Since in the present stud
the electron crystal is investigated at frequenciesv;107,
approximately an order of magnitude higher than those
which the damping of capillary waves was investigated,
value of the damping factor;1025 can be regarded as a
estimated upper bound. This implies an estimated up
bound for the quantityg;102531075102. Analysis of the
experimental values ofx1 with the use of relations~11!
shows that if it is assumed that the main mechanism of
ergy loss in the crystal is the damping of capillary wave8

then the value ofg should be of the order of 105. Thus the
experimental values of the loss are at least three order
magnitude greater than the estimates that follow from c
sidering the damping of capillary waves to be the main lo
mechanism.

In an analysis of thex1(T,E' ,ns) dependences ob
tained, interesting results were obtained if the energy l
data are presented in the formGx1

5(nse
2/2m)(x1 /C1),

where the functional dependence onns , E' , andT is taken
into account in the forms which are characteristic f
electron–ripplon coupling~the coefficientC1 and the depen-
dence onns). The relation betweenGx1

andx1 is analogous

FIG. 8. Resonance spectra of the CEROs for crystals with differentns

@108 cm22#: 3.2 ~1!, 5.2 ~2!, 7.6 ~3!, 9.2 ~4!, 10.8 ~5! at T583 mK with a
holding fieldE'51150 V/cm.
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to the relation betweeng and x1 in ~11!, but the definite
physical meaning in Gx1

is not made explicit, unlike the cas
of g ; this is simply a useful way of representing the expe
mental data on the energy loss of the crystal. Figure
shows the temperature dependence of Gx1

for a crystal with
ns56.43108 cm22 at E'5580 ~m! and 1120 V/cm~d! and
for crystals withns59.13108 cm22 at E'5830 V/cm ~j!
and ns5123108 cm22 at E'51120 V/cm ~l!. It is seen
that a unified dependence ofGx1

is observed at large holdin
fields (E'.830 V/cm) and for crystals with different sur
face densities, while forE'5580 V/cm the values ofGx1

turn out to be higher. The solid line is the result of a calc

FIG. 9. Density dependence of the imaginary~a! and real~b! parts of the
inverse conductivity of electron crystals atT583 mK and E'

51150 V/cm. The solid curve is a theoretical estimate in the framewor
Ref. 8. The dashed curve is of an auxiliary character.
-
0

-

lation according to the data of Ref. 14 for a crystal withns

55.53108 cm22 at E'5540 V/cm. One notices that thi
dependence agrees with the data obtained in the pre
study at high holding fields but differs markedly fromGx1

for close value of the holding fieldE'5580 V/cm. The dot-
ted curves in Fig. 10 show the result of a calculation
Gx1

(T) from the experimental data of Ref. 15, obtained in
study of an electron crystal with a densityns56.3
3108 cm22 for different holding fields. The upper curv
corresponds to the lowest value of the holding fieldE'

5580 V/cm, and the third curve from the top of these curv
is for the fieldE'51120 V/cm, i.e., the experimental con
ditions in Ref. 15 are almost the same as those for the da
the present study, which are shown in Fig. 10. It is seen
Gx1

decreases with increasing value of the holding field, a
the data of Ref. 15 show that this decrease has a tend
toward saturation at high holding fields. The values ofGx1

calculated according to the data of Ref. 15 correlate w
with the results of the present study, which were obtained
higher holding fields but are noticeably smaller than the v
ues ofGx1

corresponding to the lowest field.
Such a pattern is evidence thatGx1

is influenced by fac-
tors that are manifested differently in different experimen
its influence is suppressed as the holding field is increa
One such factor can be nonlinearity of the measureme
i.e., dependence of the results of measurements on the v

f

FIG. 10. Temperature dependence of the quantityGx1
5(e2/2m)(nsx/C1)

for a crystal with ns56.43108 cm22 at E'5580 V/cm ~m! and E'

51120 V/cm ~d! and for crystals with ns59.13108 cm22 at E'

5830 V/cm~j! andns5123108 cm22 at E'51120 V/cm~l!. The solid
line shows a calculation according to the experimental data of Ref. 14 f
crystal withns55.53108 cm22 at E'5540 V/cm; the dotted curves~from
top to bottom! are calculations according to the experimental data of Ref.
for a crystal withns56.33108 cm22 for E'5570, 845, 1121, and 1672
V/cm. The vertical dashed line corresponds to the melting temperature o
crystal withns56.43108 cm22.
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of the driving field. As was noted above, the effective drivi
fields in the measurements of Refs. 14 and 15 were ap
ently smaller than in the present study, i.e., the measurem
regime was closer to linear on account of the comparativ
weak dependence ofGx1

on the holding field. In the presen
study the measurement regime becomes close to linea
higher values of the holding fields than in Refs. 14 and 1

Above, in an analysis of the resonance spectra~Fig. 1!, it
was assumed that the behavior of the~0,2! and ~0,3! modes
at small holding fields is a consequence of nonlinear effe
which are suppressed as the holding field is increased. If
is the case, and the holding field indeed stabilizes the e
tron crystal, then it is clear that the value ofGx1

is due to
nonlinear processes. The higher the degree of nonlinea
the more pronounced the dependence ofGx1

on E' .
The value ofGx1

increases with increasing temperatu
~see Fig. 10! and has a tendency to increase sharply as
temperature approaches the melting point of the Wigner c
tal, denoted in the figure by the vertical dashed line.

The dependence ofGx1
on E' is seen more clearly in an

analysis of the data obtained in measurements ofx2(E') at
fixed T andns .

Figure 11 shows the dependence ofGx1
on the holding

electric field E' for crystals with a surface density of 6.
3108 and 3.23108 cm22, determined at a temperature of 8
mK, and also the dependenceGx1

(E') at a temperature o
0.42 K, rescaled according to the data of Ref. 15 for
electron crystal withns56.33108 cm22. It is seen that the
points corresponding to different crystals atT583 mK con-

FIG. 11. Dependence of the quantityGx1
5(e2/2m)(nsx/C1) on the holding

field for T583 mK for crystals withns56.43108 cm22 ~m, .! and ns

53.23108 cm22 ~d! ~1! and at T50.42 K for a crystal withns56.3
3108 cm22 ~l!, calculated according to the experimental data of Ref.
~2!. The curves are of an auxiliary character.
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form to a single curve. An appreciable dependence ofGx1
on

E' is observed at low fields, and forE'.1000 V/cm the
dependence goes out to a plateau. Roughly the same be
ior is also observed at higher temperatures, as is illustra
by curve2, calculated according to the data of Ref. 15.

Thus atE'.1000 V/cm the value ofGx1
is independent

of the holding field and the electron surface density. At low
holding fields (E',1000 V/cm) a sharp growth ofGx1

is
observed with decreasing field. The reason for this may
nonlinear effects due to the influence of the driving elect
field on the conductivity of the crystal, this influence bein
suppressed as the holding electric field is increased. The
linearity can culminate in destruction of the 2D crystal stru
ture, as is indirectly confirmed by the qualitative changes
the spectrum of the coupled electron–ripplon oscillations
Fig. 1. At largeE' the stability of the crystal against th
measuring signal increases, the measurement regime a
same signal level becomes closer to linear, and the param
Gx1

ceases to depend on the field, its value in this case b
determined by mechanisms that are not related to the st
tural changes in the crystal.

The Gx1
(E') curves for crystals withns53.23108 and

6.43108 cm22 coincide~Fig. 11!, indicating thatGx1
is in-

dependent ofns . This is also confirmed by the results of th
conductivity measurements made at differentns but fixedE'

and T. At the same time as an appreciable depende
x1(ns) is observed in these experiments~Fig. 9b!, there is
practically noGx1

(ns) dependence. Under certain conditio
(E'.1000 V/cm, v,v1) the real part of the inverse con
ductivity of the electron crystal can be written in the for
x1;(C1 /ns)x̃1(T), where the functionx̃1(T) depends on
temperature but remains the same for crystals with differ
E' and ns . This curious circumstance can prove useful
the theory analysis of the possible damping mechanism
an electron crystal. From an experimental standpoint i
necessary to measure the conductivity of the electron cry
in different driving fields for investigation of the influence o
nonlinear effects.

CONCLUSION

Thus in the present study we have investigated exp
mentally the conductivity of a 2D electron crystal over
liquid helium surface as a function of the main paramet
that govern the electron–ripplon coupling and the proper
of the crystal: the electron surface density, the holding el
tric field, and the temperature. Different series of measu
ments were made in which only one of these parameters
varied while the other two were held fixed. The studies co
ered the range of frequencies at which resonances of
coupled electron–ripplon oscillations were excited in the
perimental cell. The conductivity of the crystal was det
mined from measurements of the amplitude and phase
of the measuring signal at the frequency of the~0,1! reso-
nance mode in its passage through the experimental ce
was found that the behavior of the imaginary part of t
inverse conductivity, which reflects the inertial properties
the crystal, is in good quantitative agreement with the ex
ing theoretical ideas. At the same time, the mechanisms g
erning the energy loss from the crystal, i.e., the real par
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the conductivity, remain unclear. The dependence of the
part of the conductivity on the holding field, together wi
the changes in the spectrum of coupled oscillations, sugg
that under certain conditions a substantial contribution to
energy loss from the crystal is made by processes due to
presence or the formation of defects of the 2D crystal str
ture of the electron crystal.

The author is grateful to V. V. Dotsenko for assistance
the experiments and to Yu. Z. Kovdra, Yu. P. Monarkha, a
S. S. Sokolov for fruitful discussions.
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Electronic topological transition in Re 1ÀxMox alloys and its influence on the temperature
of the superconducting transition
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The features of the variation in the superconducting transition temperatureTc of Re12xMox

alloys in the interval of Mo concentrationsC up to 5 at. %~within the solid solution region! are
investigated at pressuresP of up to 10 kbar. A nonlinear increase ofTc to '5 K is
observed when an impurity ofC'4.7 at. % Mo is added, and an inflection point is observed at
C'2.35 at. % Mo. The dependence (]Tc /]P)(C) has a minimum at the same Mo
concentration. This attests to the presence of a critical energyEc,EF

0 in the electron spectrum of
Re. An Mo impurity, which is electronegative relative to Re, lowers the Fermi energyEF

0 of
Re, and when it crosses the levelEc of the top of the filledd band, which lies below the Fermi
energy, an electronic topological transition~ETT! occurs under the influence of the Mo
impurity at a concentrationC'2.35 at. %. The minimum and asymmetry of (1/Tc)(]Tc /]P)(C)
correspond to the appearance of a new hole pocket of the Fermi surface. Thed electrons,
with a high electronic density of states, emerge on the Fermi level; this gives a substantial
contribution to the increase ofTc . In a quantitative comparison of the theory with
experiment the differenceEF

02Ec'0.017 eV and other parameters of the ETT are
determined. ©2004 American Institute of Physics.@DOI: 10.1063/1.1739133#
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1. INTRODUCTION

The interest of researchers in studying the features of
electron spectrum of Re is not accidental. Rhenium is a tr
sition metal having a complex electronic structure1 that in-
fluences its physical properties. The increase in the super
ducting transition temperatureTc of rhenium under the
influence of impurities of negative valence~Mo, W! in the
region of the solid solution was treated in Ref. 2 as being
result of the possible existence of a critical energyEc ~Refs.
3 and 4! in the electron spectrum of Re below the Fer
level EF

0 . There was no experimental proof. This brings us
the problem addressed in the present study: to investigate
features of the electron spectrum of rhenium in an ene
interval belowEF

0 , to determine the existence ofEc from the
presence of an electronic topological transition~ETT!, to find
the critical values of the ETT parameters, including the d
tance EF

02Ec , from a quantitative comparison of th
theory4,5 with experiment, and to correlated the ETT in R
under the influence of impurities of different valences w
the changes inTc .

The alloy Re12xMox in the solid solution region was
chosen as the object of study, and the method chosen
determining the critical energy in the electron spectrum
the ETT was that of investigating the extremum of the d
rivative (]Tc /]P)(P,C) ~see Refs. 4 and 6!, whereP is the
pressure andC is the impurity concentration. This method
based on studying the singularitiesdn'(EF

02Ec)
1/2 pre-

dicted by Lifshits3 in the electronic density of states, whic
arise in the electron spectrum of a metal in the presence
3881063-777X/2004/30(5)/10/$26.00
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critical energyEc close to the Fermi level. Such feature
appear under the conditionEF

0'Ec as one of four possible
types of electronic topological transitions, which alter t
topology of the Fermi surface~FS!.3,4 This condition can be
realized by varyingEF

0 under the influence of pressure
pure metals3 or, as follows from Refs. 4–6, pressure plu
impurities in alloys. ETTs were first observed from the fe
tures of the superconducting characteristics in Tl and its s
solutions containing small admixtures of impurities6 and
were given a theoretical grounding in Ref. 4. Those pap
established a link betweendn'(EF

02Ec)
1/2 and the nonlin-

earity of Tc(P,C) and ]dn/]E with the extremum of the
derivative (]Tc /]P)(P,C) at ETTs. In Ref. 4 the types o
ETTs were defined in accordance with the asymmetry of
dependence (]Tc /]P)(P,C) and the signs of the paramete
of the ETT. In Refs. 7–9 and 12 it was shown that by sim
taneous variation of the two parameters affectingEF

0 , one
can bringEF

0 maximally close to the singularity of the elec
tron spectrum by the admixture of an impurity, which ac
comparatively sharply, and then, using pressure to varyEF

0

smoothly, pass through the singularityEc in a narrow energy
interval or determine the derivative of the measured cha
teristic with respect to pressure for the given impurity co
centration. The energy region studied,E.EF

0 or E,EF
0 , is

determined by the the valence of the impurity used.
The results obtained by studying the ETTs from the

perconducting characteristics for Tl, In, Mo, Re,a-U, Cd and
their alloys have been compared quantitatively with t
theory of Makarov and Bar’yakhtar4,5 in Refs. 7–10 and 12
© 2004 American Institute of Physics
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For those metals the values of the ETT parameters6(EF
0

2Ec), the critical values of the impurity concentration
pressure at which the ETT occurs, and other parame
Later it was show theoretically17,18 and experimentally13,19

that for normal metals the extremum corresponding
]dn/]E at the ETT is manifested in the thermopow
(a/T)(P,C). Alloys of thallium, indium,7,8,19 Mo–Re, and
Mo–Re–Nb12,13have been studied both in the supercondu
ing and normal states, and a relation between the extrem
(1/Tc)(]Tc /]P)(P,C) and (a/T)(P,C) at the ETT in the
two cases was established. The results of those stu
showed that investigation of the character of the behavio
(1/Tc)(]Tc /]P)(P,C) and of the thermopower (a/T)
3(P,C) can be an efficient method for finding the critic
points of the electron spectrum near the Fermi energy
can provide an unambiguous criterion of ETT. The extre
of (1/Tc)(]Tc /]P)(P,C) and of the thermopower (a/T)
3(P,C) are always determined against a background
smooth variations of the quantities themselves and do in
coincide with Ec or with a critical value of the paramete
under whose influence the ETT occurs. As to the singula
dn'(EF

02Ec)
1/2, which is manifested as nonlinearity i

Tc(C), the heat capacity, etc., it is difficult to identify again
the background of the smooth variation of the quantity its
At the same time, in combination with (1/Tc)(]Tc/]P)
3(P,C) these data help determine the type of transition, a
in a quantitative comparison with theory they increase
number of experimental points processed, which raises
confidence level for the parameter values obtained. On
the important parameters determined from the results
studies of the ETT in a comparison of theory wi
experiment7–10,12,13is the distance from the Fermi energy
the critical point6(EF

02Ec). The value of this quantity for
different metals is 1022– 1023 eV and lies within the error
limits of the theoretical calculations of the band structure
the electron spectrum. Therefore a comparison of these
sults with theoretical calculations of the band structure
only be qualitative. In addition, it is necessary to be mind
of the fact that the thermodynamic and kinetic characteris
contain the integrated electronic density of states, and
impossible to identify the direction in which the change
the FS occurs in studies of the ETTs in accordance with
singularity ofdn(EF). Therefore a comparison of the resu
of this study with the calculations of Ref. 1 can be regard
as qualitative, and the numerical values of6(EF

02Ec) ob-
tained from the ETT data should be thought of as supplem
tary information.

Let us return to the discussion of the electronic struct
of rhenium. Theoretical calculations of the electron spectr
of Re and comparison of these with the results of experim
tal studies of the Fermi surface are carried out in detai
Ref. 1. The topology of large parts of the Fermi surface of
has been studied rather well, and the calculation of Re
agree with experiment, the topology of small parts of the
along the AL andGM line, in accordance with calculations1

is very sensitive to the value ofEF
0 and has not been dete

mined to sufficient accuracy. These calculations showed
a slight increase ofEF

0 by approximately 0.05 eV leads to
substantial change in the FS of rhenium in the 8th or
~10th! Brillouin zone. These theoretical findings point to po
rs.
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sible changes in the topology of the FS of rhenium up
small changes in the Fermi energy in pure rhenium un
external influences. In Refs. 2 and 15, where the dep
dencesTc(P,C) and (]Tc /]P)(P,C) for Re and its alloys in
the energy region aboveEF

0 , a nonlinear dependence o
Tc(P) for Re and a high sensitivity of this derivative to sma
admixtures of impurities were observed, and an extremum
the dependence (]Tc /]P)(P,C) was also observed in
Re–Os alloys. These results were explained as being a m
festation of an ETT in Re atEF

0'Ec1 . In Ref. 9, as a result
of a comparison of the experimental data15 with the theory,4

the values of the ETT parameters in Re, including the d
tance fromEF

0 to the new pocket~Ec1! of the FS, which
equaled'0.001 eV, were determined.

In the energy intervalE,EF
0 theTc(P) dependence was

obtained only for several concentrations of rhenium allo
containing small admixtures of the impurities Mo and W,2,15

indicating nontrivial behavior ofTc under the influence of
impurities of lower valence, but giving no information abo
the ETTs in that energy region.

This energy region was investigated in the prese
study. The features of the superconducting characteris
Tc(C) and (]Tc /]P)(P,C) of Re12xMox alloys was studied
in the concentration interval 0–5 at. % Mo~the solid-solution
region! and pressures of 0–10 kbar. The values of the th
mopower were measured for several concentrations. A m
mum of (]Tc /]P)(P,C) was observed which is correlate
with the nonlinear increase ofTc(C) and the results on the
thermopower. Using the concepts previously developed
ETTs, one can regard the results to be a consequence o
ETT in the energy region belowEF

0 . The quantitative char-
acteristics of ETTs are determined by comparison of the
perimental data with the theory4,5,9The influence of the ETTs
on the variation ofTc in rhenium under the influence o
impurities is examined.

2. SAMPLE PREPARATION AND MEASUREMENT
TECHNIQUES

Re12xMox alloys were prepared by electron-beam me
ing in a vacuum of 1026 torr. The initial preforms, 6
38 mm in cross section and 60 mm long, were formed
pressing a mixture of high-purity Re and Mo powders in
certain weight relation and then melting. The number
passes through the melting zone~6–8! in two opposite di-
rections was sufficient to give good uniformity of the imp
rity distribution in the sample. Stresses were eliminated
annealing the preforms at a temperature of'800 °C. The
samples for the measurements were cut out along the d
tion of motion of the melting zone, with dimensions of
30.537 mm. The uniformity of the impurity distribution
over the volume was monitored by the width of the sup
conducting transition, which was equal to 0.05–0.1 K. T
impurity concentration was determined from the spectrum
the characteristic radiation to an accuracy as good as
Measurements of the superconducting characteristics w
carried out by the usual potentiometric method in
intermediate-temperature cryostat. The pressure was cre
in a high-pressure multiplier20 and was determined from
manganin pressure gauge using the values of the coeffic
known from the literature:] ln R/]P52.4831026 bar21 at a
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temperature of 300 K and] ln R/]P52.631026 bar21 at 4.2
K. The uniformity of the pressure was judged from the p
allel displacement of the transition of the samples to
superconducting state under the influence of pressure rel
to theP50 case. The experimental technique is describe
detail in Ref. 21.

3. RESULTS OF THE MEASUREMENTS

Figure 1 shows the results of measurements ofTc(C),
Tc(P), (]Tc /]P)(C), and residual resistivity r of
Re12xMox samples with different impurity concentration
~0–5 at. %! and the thermopower for several Mo concent
tions ~0.5, 2.3, and 4.7 at. %!. As is seen in Fig. 1a, the
admixture of Mo impurity to Re leads to nonlinear growth
r(C) and of Tc(C) from 1.7 K for pure Re to'5 K for

FIG. 1. a—Concentration dependence of the superconducting trans
temperatureTc ~,! and the residual resistivityr5R4.2 K /(R300 K2R4.2 K)
~j,d! for the Re–Mo system; b—the dependence of the change inTc on
pressure for Re–Mo with different concentrations of the Mo impurity~the
concentrations are indicated at the side of the panel!; c—concentration de-
pendence ofdTc /dP; d—thermopower of Re–Mo with concentrations
0.5, 2.3, and 4.7 at. % Mo atT'6 K.
-
e
ive
in

-

Re0.953Mo0.047 with an inflection point of theTc(C) and
r(C) curves at'2.3 at. % Mo. Figure 1b shows theDTc(P)
dependence for Re12xMox alloys of various composition in
the pressure interval 0–10 kbar; they are linear, and the
rivative with respect to pressure is negative for all impur
concentrations. The (]Tc /]P)(C) dependence is constructe
from the data onTc(P)P→0 for the alloys studied and is
plotted on the scale of electron concentrationN in Fig. 1c.
Here a minimum is observed atN'6.977 electrons/atom
which corresponds to 2.3 at. % Mo. Figure 1d shows
values of the thermopower at 6.2 K for Re–Mo samples
three Mo concentrations~0.5, 2.3, and 4.7 at. %!, measured
simultaneously. The given values are negative, with the m
mum corresponding toC'2.3 at. % Mo. The value of the
thermopower for pure rhenium, according to published da
fluctuates strongly, and the value shown in the graph w
taken from the table in Ref. 22. The nonlinear growth ofTc ,
with an inflection point atC'2.3 at. % Mo on theTc(C)
curves, and of the residual resistivityr5R4.2 K/(R300 K

2R4.2 K) as a function of the impurity concentration, corr
lates with the fact that the minimum of (]Tc /]P)(C) and
the lowest value of (a/T)(C) are found at this same concen
tration; this attests to the commonality of their nature. A
cording to notions about the connection between feature
the superconducting and normal characteristics with ET
under the influence of an impurity and pressure,4,17 they can
be attributed to changes in the topology of the Fermi surf
under the influence of the impurity. The minimum and asy
metry in the (]Tc /]P)(C) dependence, according to th
theory,4 corresponds to the formation of a hole pocket of t
Fermi surface asEF

0 decreases under the influence of t
impurity. The sign and the minimum value of the the
mopower for the alloys with 2.3 at. % Mo relative to th
other two alloys~Fig. 1d! correlates with the results fo
(]Tc /]P)(C) and confirms that the change in topology
the Fermi surface as being one in which a hole pocket
pears on the Fermi surface.

4. COMPARISON OF THEORY WITH EXPERIMENT

For comparison of the theory with experiment we co
sider the (1/Tc)(]Tc /]P)(C) andTc(C) curves for the sys-
tems Re–Mo~the results of the present study! and Re–Os
~Refs. 2 and 15!, which are shown in Fig. 2.

According to existing notions about ETTs in metals a
alloys,4,5,9 the features on these curves correspond to e
tronic topological transitions in rhenium under the influen
of impurities. These features appear against the backgro
of smooth components ofTc and its derivative, which are
determined by the smooth variations of the electronic a
phonon spectra.

In considering the results of this study, it is necessary
be mindful of the fact that the rather high concentrations
impurities in the alloys studied can affect the phonon sp
trum. Experimentally, according to neutron diffraction data
softening of the phonon spectrum is observed23 which, ac-
cording to theoretical estimates ofTc for Re, Re–Mo, and
deformed Re,23 introduces slight changes toTc(C) in com-
parison with the changes due to the electron spectrum. In
paperTc(C) is considered to be the result of changes o
smooth componentTc

0(C) and a topological componen

on
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FIG. 2. Experimental concentration dependence ofTc(N) ~j! and (1/Tc(]Tc /]P)(N) ~s! for the systems Re–Mo~a, present study! and Re–Os~b, Refs. 2
and 15!.
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dTc , which is due to the singularitydn'(EF
02Ec)

1/2 in the
electronic density of states. The changes of the phonon s
trum are reflected in the smooth backgroundTc

0 , but the
changes in the electronic density of states are assumed
the determining factor. The influence of impurities onTc due
to their action as scattering centers is taken into acco
through a damping parameterG according to the theory o
Ref. 16.

The comparison of the theory with experiment is do
by the least squares method. The values of the param
governing the electronic topological transition in rheniu
under the influence of a Mo impurity are found. In the fittin
of the parameters the experimental data forTc(C) and
(1/Tc)(]Tc /]P)(C) were used simultaneously, since th
are described by the same parameters. This increased
number of data processed and improved the confidence
of the parameter values obtained.

In the present paper we use expression~2.15! from Ref.
9 with the approach proposed in Refs. 5 and 10, taking
consideration that the impurity concentrations are rat
high. In this case the substantial variation of the smo
componentT c

0(C) under the influence of the impurity mus
be taken into account as lnT c

0(C)5ln@T c*1(]T c
0/]C)DC#,

leaving Tc
0(C) under the ln sign. HereTc* is the supercon-

ducting transition temperature of the pure metal. When th
remarks are taken into account, the expression for comp
son of the theory with experiment has the form of formu
~1! below. In the limiting case of low concentrations th
formula takes the form of expression~7! from Ref. 10, where
the problem considered was the change ofTc under pressure
and the lnT c

0(P) dependence was written in the form

ln Tc* 1 lnS 11
1

Tc*

]Tc
0

]P
DPD 5 ln Tc* 1KP,

where the coefficient K5(1/Tc* )(]Tc
0/]P)!1, and

ln@11(1/Tc* )(]Tc
0/]P)DP# can be written asKP. In the

present paper we take into account thatTc is considerably
c-

be

nt

ers

the
vel

o
r

h
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ri-

more sensitive to the impurity than to pressure.9,12 In this
case (1/Tc* )(]Tc

0/]C)DC can be close to 1 at comparative
high impurity concentrations, in which case it is more corre
to write lnT c

0(C) in the form

ln Tc* 1 lnS 11
1

Tc*

]Tc
0

]C
DCD .

The expression for comparison of theory with expe
ment in this approximation has the form

ln
Tc

Tc
0 ~C!5

V

2
I ~b!, where Tc

0~C!5Tc* 1
]Tc

0

]C
DC;

V5
dn~EF

012TC* !

n0* ~EF
0 !

5
aA2Tc*

n0* ~EF
0 !

~see Ref. 9!

b5EF
02Ec , ln

Tc

Tc*
~C!5 lnS 11

1

Tc*

]Tc
0

]C
DCD

1
1

2

dn~EF
012Tc* !

n0* ~EF
0 !

I ~b!;

I ~b!5E
2b

` UFS y

SKF
D U2

3Ab1y1A~b1y!21~G/2!2
tanh~y/Tc!

y
dy,

or, with the integrand normalized to 2Tc* , I (b) takes the
form
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I ~b,l!5A2Tc* E
2b
UFS

SKF

yDU A
2Tc* ]C

DC1y1AS
2Tc* ]C

DC1yD 1S
4Tc*

D y
dy,
en
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x-
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where

6
]b

]C
DC56

]~EF
02Ec!

]C
DC,

G

4Tc*
5B6r, l5

Tc

2Tc*
.

Then

ln
Tc

Tc*
~C!5 lnS 11

1

Tc*

]Tc
0

]C
DCD

1
1

2

dn~EF
012Tc* !

n0* ~EF
0 !

I ~b,l!. ~1!

HereTc
0 is the smooth component of the variation ofTc

under the influence of the impurity without the ETT tak
into account;Tc* is the superconducting transition temper
ture of the pure metal in the absence of external influen
b5(EF

02Ec) is the distance from the Fermi level to th
critical energy in the electron spectrum;G is the damping
parameter, which takes into account process of scatterin
impurities: G'r, where r5R4.2 K/(R300 K2R4.2 K) is the
residual resistivity. Ther(C) dependence is determined e
perimentally ~see Fig. 1a! and is used in the quantitativ
calculations;uF(Tc* y/SKF)u is the kernel of the effective
electron–electron attraction. In this paper we compare
results for the Frohlich–Debye kernel9 and the real kernel.10

We note that formula~1! of this paper generalizes th
cases of pressure- and impurity-induced variations ofTc but
is limited to the linear approximation for the change ofTc

0 .
We introduce the following notation for the paramete
at
e
de
-
s;

on

e

:

B15VA2Tc* 5
dn~EF

012Tc* !

n0* ~EF
0 !

A2Tc* ,

whereV is the relative change in the electronic density
states whenEF

05Ec12Tc* ; B35(1/Tc* )(]Tc
0/]C) is the

change in the smooth componentTc
0 under the influence of

the impurity; B45(1/2Tc* )](EF
02Ec)/]C is the rate of

change of (EF
02Ec) under the influence of the impurity a

the ETT; B55Ccr is the critical impurity concentration a
which the ETT occurs;B65G/4Tc* r is the coefficient of pro-
portionality between G'1/t and r5R4.2 K/(R300 K

2R4.2 K). Then formula~1! is written in the form

ln
Tc

Tc*
~C!5 ln~11B3DC!1

B1

2
E

2b

` UFS 2Tc*

SKE

yDU2

3AB4DC1y1A~B4DC1y!21~B6r!2

tanh
y

l

y
dy. ~2!

The expression for (1/Tc)(]Tc /]P)(C) obtained by dif-
ferentiating formula~1! with allowance for the fact thatTc

and the other parameters are functions ofP andC is

1

Tc

]Tc

]P
5

1

Tc
0

]Tc
0

]P
1

B1

2

]b

]C

]C

]P
I b8 ~b,l!

11
V

2l
J~b,l!

, ~3!

where
J~b,l!5E
2b

` UFS 2Tc*

SKF

yDU2A 1

2Tc*

]b

]C
1y1AS 1

2Tc*

]b

]C
1yD 2

1S G

4Tc*
D 2

cosh22
y

l
dy.
he

to

(
le
Using the tabulated values ofJ(b,l) within the speci-
fied range of integration, one can estimate the denomin
of formula ~3!, which is approximately equal to unity for th
system Re–Mo. Then the simplified expression for the
rivative is

1

Tc

]Tc

]P
5

1

Tc*

]Tc
0

]P
1

1

Tc*

]2Tc
0

]C]P
DC

11
1

Tc*

]Tc
0

]C
DC

1S 1

2

dn~EF
012Tc* !

n0* ~EF
0 !

A2Tc* D
3

1

2Tc*

]~EF
02Ec!

]C

]C

]P
I b8 ~b,l!.
or

-

All of the symbols with an asterisk* pertain to pure rhe-
nium without allowance for the the topology.

Using the parametersB1 , B3 , B4 , B5 , and B6 intro-
duced above and alsoB25(1/Tc* )(]2Tc

0/]C]P), B7

5]C/]P ~the relative effectiveness of the influence of t
impurity and pressure on the Fermi energy!, and B8

5(1/Tc* )]Tc
0/]P ~the change in the smooth componentTc

0

under the influence of pressure!, we can rewrite formula~3!
as

1

Tc

]Tc

]P
5

B81B2DC

11B3DC
1

1

2
B1B4B7I b8 ~b,l!. ~4!

As a result of a comparison of the theory according
formulas ~2! and ~4! with the experiment~Fig. 2!, we ob-
tained the values of the ETT parameters for the Re–MoE
,EF

0) and Re–Os (E.EF
0) systems; these are given in Tab
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TABLE I. Parameters of the electronic topological transition for the Re-Mo and Re-Os systems.
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I. Also given there are the parameters for the Re–Os sys
which were obtained in Ref. 9 by comparison of the theo
of Ref. 4 with the experiment of Ref. 15. According to th
data in Table I we can make a quantitative comparison of
features of the electron spectrum of rhenium on the two s
of the Fermi energy.

A parameter common to the whole set of experimen
data for Re and its alloys~from different studies! is B8

5(1/Tc* )(]Tc
0/]P), the value of which, as is seen from

Table I, agrees to within 15–20% for the different data. F
Re–Os good quantitative agreement of the results of the
culations of the present study and those of Ref. 9 is a
seen, although different experimental results were used in
calculations. This shows that the chosen theoretical appr
mation of the concentration dependences ln@Tc /Tc* (C)# and
(1/Tc)(]Tc /]P)(C) ~formulas~2! and~4!! is a fair approxi-
mation of the experimental results.

With the values of the parametersB4 andB5 ~see Table
I! taken into account, the distance ofEF

0 to the critical points
Ec1 and Ec2 were determined:EF

02Ec250.017 eV for
Re–Mo andEc12EF

050.001 eV for Re–Os.
Thus it is seen thatEc2 is found below the Fermi energ

EF
0 , and Ec1 is above EF

0 . The parameterB75]C/]P
'1022 shows that the presence of an impurity is consid
ably more effective than pressure in changing the Fermi
ergy. The sign of the parameterB7 shows that variation of
the pressure shifts the Fermi energy of rhenium in the sa
direction as does the admixture of an Os impurity~higher
valence! and in the opposite direction to the admixture of
Mo impurity ~lower valence!. The fact that in both cases th
parameterB15dn(EF

012Tc* )A2Tc* /n0* (EF) is positive im-
plies that the electronic density of states on both sides ofEF

0
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increases at the ETT when impurities of any valence
added, and the topological contributionsdTc(C) are posi-
tive. When the sign and magnitude of the smooth compon
Tc

0 are taken into account, this corresponds to the situa
that EF

0 of pure Re is found at a minimum of the electron
density of states~see Sec. 5!.

The results of a quantitative comparison of the expe
mental data and the theoretical dependencesTc(C) and
(1/Tc)]Tc /]P)(C) with different kernels of the electron–
phonon interaction for the Re–Mo system are presente
Figs. 3 and 4, respectively.

It is clear from the table and figures that the type
kernel of the electron–phonon interaction does not hav
substantial influence on the agreement of experiment

FIG. 3. Results of a comparison of theory and experiment~j! for the
dependenceTc(N) in the Re–Mo system with different kernels of th
electron–phonon interaction.
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theory: the difference of the quantitative characteristics
within the error limits for the determination of the param
eters. The quantitative agreement of the theory and exp
ment forTc(C) and (1/Tc)(]Tc /]P)(C) of Re12xMox alloys
with allowance for the ETT at the same values of the para
eters attests to the commonality of the nature of the feat
of those characteristics.

In the next Section we consider the influence of ETTs
the variation ofTc for rhenium under the influence of impu
rities of different valence.

5. DISCUSSION OF THE RESULTS

One of the main results of this study is the detection
an ETT in the system Re12xMox from the position of the
minimum of (1/Tc)(]Tc /]P)(C). According to the theory
of Ref. 4, the minimum and the asymmetry of the (1/Tc)
3(]Tc /]P)(C) curve and the sign of the parametersB1 and
B4 ~see Table I! are due to the appearance of a new h
pocket of the Fermi surface as theEF

0 level of rhenium de-
creases under the influence of Mo. The negative sign and
change in the thermopower as functions of composition
the given concentrations~Fig. 1d! also corresponds to
changes in the topology of the hole pockets of the Fe
surface.

FIG. 4. Results of a comparison of the theory~s! with experiment~j! for
the dependence of (1/Tc(]Tc /]P)(N) in the Re–Mo system for differen
kernels of the electron–phonon interaction~n is the theoretical calculation
for Tc

0).
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Let us discuss these results in combination with ear
experimental data and their theoretical processing for p
rhenium and its weak solutions. It follows from the expe
mental results15 that EF

0 in pure rhenium does in fact fall in
the region of energies where such a topological singularit
already partially mainfested in pure Re, as nonlinearity
Tc(P) at comparatively low pressures. The extremum
(1/Tc)(]Tc /]P)(C) ~see Fig. 2! at small admixtures
(;0.125 at. %) of osmium corresponds to the appearanc
an electron group asEF

0 rises under the influence of the O
impurity.2,9,15 As in the case of thallium,7 such a feature is
manifested in rhenium as an anomaly in two parts: non
earity of Tc(P) in the pure metal at energies aboveEF

0 ,
including an energy interval containingEc1 , and the continu-
ation of the anomaly as a ‘‘shoulder’’ or ‘‘wing’’ of the fea
ture in the energy region belowEF

0 . Because of this, the
Tc(P) dependence of pure rhenium is sensitive to small
mixtures of impurities of different valence,15 when, by shift-
ing EF

0 through a change in the impurity concentration, o
can arrive at different parts of the nonlinearTc(P) depen-
dence. The appearance of a ‘‘wing’’ of the feature, due to
small electron group above the Fermi level at energies be
EF

0 , may be one of the mechanisms that lead to a kink in
Tc(C) and (1/Tc)(]Tc /]P)(C) curves for the Re12xMox

system at low Mo concentrations, as is seen from the res
of the present study~Fig. 2a!. In Refs. 2,9, and 15 it was
concluded that there is a critical energyEc1.EF

0 correspond-
ing to the bottom of the new pocket of the Fermi surface
a distance of'0.001 eV fromEF

0 ~Ref. 9!. The valueEc1

2EF
0'0.001 eV is less than the error of the theoretic

calculations.1 This brings clarity to the discussion in Ref.
as to the presence or absence of an electron pocket in the
9th, and 10th Brillouin zones in pure rhenium. The results
the present study suggest that there is another critical en
Ec2 that lies a distance'0.017 eV below the Fermi leve
EF

0 . It corresponds to the top of the band whose cross
with the Fermi level leads to the new hole pocket of t
Fermi surface under the influence of a Mo impurity. This
qualitatively comparable with the theoretical calculation
according to which there are severald bands1 below the
Fermi level with a high partial density of states.24 It can be
supposed that the energyEc2 observed experimentally from
the ETT corresponds to the top of one of those bands. Qu
titative estimates of the distanceEF

02Ec2 obtained in the
study of Re–Mo alloys in the present study supplement
information about the fine structure of the electron spectr
of rhenium below the Fermi level.

We have made estimates of the influence of the ETT
the temperature of the superconducting transition of r
nium, according to Ref. 9. We call attention to the fact th
an impurity of lower valence~Mo! increasesTc from 1.7 K
for pure rhenium to'5 K for C'4.7 at. % Mo, while an
impurity of higher valence~Os! increases it only to'1.9 K
at C'5 at. % Os.2 To establish how the changes inTc are
related to the valence of an impurity~with both the sign and
the concentration taken into account! it is necessary to deter
mine the signs and magnitudes of the contributions of
changes of the smooth componentDTc

05Tc
02Tc* and the

topological contribution dTc to the resultant change
DTc(C)5DTc

01dTc . Figure 5 shows the experimenta
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curves ofTc(N) and the results of a theoretical processi
for the systems Re12xMox and Re12yOsy on the electron con-
centration scale. TheTc(N) curves are separated into th
smoothTc

0 and topologicaldTc components for alloys with
impurities of different valence in accordance with the valu
of the parameters~see Table I! and formula~2!. It follows
from Fig. 5 that the topological contributionsdTc(C) are
positive on both sides ofEF

0 and that the change in th
smooth componentDTc

0.0 whenE,EF
0 andDTc

0,0 when
E.EF

0 . The relative size of the two components determin
the sign and magnitude of the resultant changeDTc : for an
Mo impurity both componentsdTc(C) and DTc

0 have the
same sign and reinforce each other, while for an Os impu
they have different signs and partially compensate e
other. This corresponds to a substantial quantitative dif
ence in the changes ofTc in rhenium under the influence o
Mo and Os impurities.

Let us discuss in more detail the determination of
sign of the changes in the smooth componentDTc

0 under the
external influences of an impurity and pressure. We re
that DTc

0 is treated under the assumption that the chang
the phonon spectrum is insignificant and that the predo
nant role in the influence onTc is played by the electronic
density of states. The changeTc

0 under the influence of an
impurity can be written as

Tc
0~C!5

]Tc
0

]C
DC5

]Tc
0

]E

]E

]C
DC,

and in the case of pressure as

Tc
0~P!5

]Tc
0

]P
DP5

]Tc
0

]E

]E

]P
DP.

In both cases it is assumed that]Tc
0/]E']n0 /]E and

that the sign of]Tc
0/]E is determined by the sign of]n0 /]E

independently of the form of the influence on the Fermi e
ergy of pure Re (]n0 /]E corresponds to the electronic stru
ture of the pure metal!. Upon a change inEF

0 under condi-
tions of hydrostatic pressure one always has (]E/]P)DP
.0. Consequently, the sign of]Tc

0/]P is determined by the
sign of]Tc

0/]E or, equivalently, of]n0 /]E. This conclusion
is of interest in itself, since]Tc /]P is an experimentally
measured quantity, and, by comparing the signs

FIG. 5. Concentration dependence ofTc , Tc , dTc ~theory! for the systems
Re–Mo and Re–Os: experimental pointsTc(N) ~j! for Re–Mo~the results
of the present study! and for Re–Os~the data of Ref. 2!.
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]Tc /]PuP→0 and]n0 /]E one can judge the character of th
conductivity of the pure material~electron or hole!. The sign
of ]Tc /]PuP→0 for pure rhenium is negative; it was dete
mined experimentally in Ref. 15 and in the present study
the parameterB85(1/Tc* )(]Tc

0 /]P) ~see Table I!. Then the
changes indTc due to the nonlinear contributions on bo
sides of the Fermi energy of Re must be considered aga
the background of the negative trend of]n0 /]E of pure Re,
i.e., against the background of the hole pockets. Such
interpretation agrees with Ref. 1, where the theoretical
pendencen(E), obtained in accordance with the band stru
ture of Re, has a negative derivative at energiesE'EF

0 .
Taking into account what we have above, let us consi

the sign of the change in the smooth componentDTc
0 under

the influence of impurities, which is determined by the pro
uct (]Tc

0/]E)(]E/]C)DC. The sign of]Tc
0/]E for rhenium

has already been found to be negative for any change of
Fermi energyEF

0 . The sign of (]E/]C)DC corresponds to
the valence of the impurity. If we let energies be measu
from EF

0 , thenDE.0 for an Os impurity andDE,0 for a
Mo impurity. Then for Re the sign of the change in th
smooth componentDTc

0 ~the sign of the product! is negative
in the case of an impurity of higher valence~Os! and positive
for an impurity of lower valence~Mo!; see Fig. 5. When the
signs of the topological and smooth contributions to the
sultant change inTc for impurities of different valence are
taken into account, there is agreement in terms of their qu
titative difference. In the Re–Mo system the changeDTc is
substantially larger than in Re–Os. It follows from the r
sults of this study that in rhenium the small pockets of t
Fermi surface arising at the ETT turn out to have a subs
tial effect on the change inTc , comparable to that of the
main groups. Furthermore, the positive sign of the result
change ofTc in Re under the influence of impurities of dif
ferent valence corresponds to the fact that in pure rhen
EF

0 is found at the minimum of the electronic density
states.

Topological features of the electronic density of states
rhenium (dn/n0)(EF) and their agreement with the topolog
cal componentdTc /Tc

0 for the Re12xMox and Re12yOsy sys-
tems can be estimated using formulas~2.7! and~2.8! of Ref.
9 and the parameterB1 from Table I. The curves of
(dn/n0)(EF) as a function ofE2EF

0 in the energy intervals
E<EF

0 and E>EF
0 were calculated for the Re–Os an

Re–Mo systems and are presented in Fig. 6a, where the
cal energiesEc1 and Ec2 are indicated. The reference poin
for the energy (E2EF

0) is the value ofEF
0 for pure rhenium.

These results show that the features of the change
(dn/n0)(EF) for any changes ofEF

0 are positive and agree
quantitatively with the changesdTc /Tc

0 ~Fig. 6b!. According
to the results of Ref. 24, below the Fermi level thed elec-
trons have a high partial density of states. Consequentl
can be assumed that asEF

0 is lowered, when a new hole
pocket of the Fermi surface forms under the influence of
Mo impurity, thed electrons, with a high electronic densit
states, emerge on the Fermi level and make a substa
contribution to the increase ofTc . The sign of the change in
Tc , as we have seen, corresponds to the valence of the
purities if the electronic topological transitions are taken in
account.
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The question of the reasons for the increase ofTc has
been discussed previously in a study of the spectra of
electron–phonon interaction by the method of point-cont
~PC! spectroscopy. In those experiments the appearance
new peak in the PC spectra of Re–Mo alloys was observ
starting with the concentrationC'3 at. % Mo and above.23

Analogous features have been obtained in the PC spect
the Re–W system and were first interpreted as a manife
tion of quasilocal oscillations in the phonon spectrum. Ho
ever, neutron diffraction studies have revealed only a smo
variation of the phonon density of statesg(v) in the low-
frequency region of the spectrum, and therefore quantita
estimates of the change inTc taking into account only the
change in the phonon spectrum have failed to explain
increase ofTc in rhenium. If the electron–phonon couplin
parameterleff;g(v)n(E) ~wheren(E) is the electronic den-
sity of states! determined experimentally from the PC spec
is used for estimatingTc , then one observes quantitativ
agreement with the experimental data onTc ~Ref. 23!. The

FIG. 6. a—Relative variation of the topological contribution to the ele
tronic density of states as a function ofE2EF

0 for the systems Re–Mo and
Re–Os with an indication of the critical energies~calculation according to
Eqs.~2.7! and~2.8! of Ref. 9 with the parametersB1); b—relative variation
of the topological contribution (dTc(N)/Tc

0) ~theory!; c—experimental de-
pendence of (dTc /dP)(N) for the systems Re–Mo~present study! and
Re–Os~Ref. 2!.
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authors of Ref. 23 came to the conclusion that the feature
the PC spectra and the increase inTc are due to features o
the electron spectrum. The results of our study—the ob
vation of an ETT atC'2.35 at. % Mo in Re—can be re
garded as experimental confirmation of that conjecture.

6. CONCLUSIONS

1. In the Re12xMox system a minimum of the derivativ
(1/Tc)(]Tc /]P)(C) is found at a concentrationC
'2.35 at. % Mo. In accordance with the exchange of el
tronic topological transitions~ETTs!,4 the minimum and
asymmetry of the derivative and sign of the parametersB1

and B4 correspond to an ETT—the formation of a ho
pocket of the Fermi surface.

2. The parameters of the ETT for the Re12xMox system
have been determined by a quantitative comparison of
theory4 with experiment: the distance from the Fermi level
the critical point isEF

02Ec2'0.017 eV, and the critical con
centration at which the change in topology of the Fermi s
face occurs isCcr'2.35 at. % Mo.

3. We have established a correlation between the non
ear changes in the superconducting transition temperatur
Re under the influence of impurities, with an extremum
(1/Tc)(]Tc /]P)(C) in Re12xMox and Re12yOsy alloys. The
variations ofTc in these systems was considered with allo
ance for the ETTs atEc2 in the energy intervalE,EF

0 for
Re12xMox and at Ec1 in the energy intervalE.EF

0 for
Re12yOsy . It is shown that these transitions have a subst
tial influence onTc in rhenium.

4. In the framework of the ETT theory we have sep
rated the contributions of the smooth and topological co
ponents of the change inTc for the systems Re12xMox and
Re12yOsy in accordance with the ETT parameters given
Table I. We have shown that they are quantitatively com
rable. Estimates were made for (dn/n0)(EF) according to
the theory4,9 with allowance for the values of the paramete
V for Re–Os and Re–Mo alloys~see Table I!. We showed
that the changes (dn/n0)(EF).0 when impurities of any
valence are added, and they agree with the variations
dTc /Tc

0 in both cases.
5. We have shown that the resultant change inTc is

positive on both side of the Fermi energy. This accords w
the fact thatEF

0 lies close to the minimum of the electron
density of states. From the whole set of experimental data
the study of ETTs it follows thatEF

0 is almost coincident
with Ec1 . This is in qualitative agreement with the theore
cal calculations of the electronic density of states24 and is
quantitatively consistent with the changes in the superc
ducting transition temperature.

6. We have shown that taking into account the sign a
magnitude of the contributions to the change inTc in rhe-
nium alloys from the smooth and topological compone
leads to a correspondence between the variation ofTc(C)
and the valence of the particular impurity.
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Chiral symmetry breaking and the Josephson current in a ballistic
superconductor–quantum wire–superconductor junction
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We evaluate the Josephson current through a quasi-1D quantum wire coupled to bulk
superconductors. It is shown that the interplay of Rashba spin–orbit interaction and Zeeman
splitting results in the appearance of a Josephson current even in the absence of any phase
difference between the superconductors. In a transparent junction (D.1) at low temperatures
this anomalous supercurrentJan appears abruptly for a Zeeman splitting of the order of the
Andreev level spacing as the magnetic field is varied. In a low-transparency (D!1)
junction one hasJan}AD under special~resonance! conditions. In the absence of Zeeman
splitting the anomalous supercurrent disappears. We have investigated the influence of dispersion
asymmetry induced by the Rashba interaction in quasi-1D quantum wires on the critical
Josephson current and have shown that the breakdown of chiral symmetry enhances the
supercurrent. ©2004 American Institute of Physics.@DOI: 10.1063/1.1739160#
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1. INTRODUCTION

Quantum wires~QWs! have the potential of being th
basic elements in future nanometer-scale electronic dev
Electron transport in QWs is coherent and ballistic. It resu
in a number of spectacular phenomena such as conduct
quantization, persistent current oscillations in ring-shap
wires ~quantum rings!, etc. At present, QWs are realized e
perimentally in the form of long and narrow channelsL
@d;lF , wherelF is the electron Fermi wavelength! in a
two-dimensional electron gas~2DEG! ~see Ref. 1! and as
conducting 1D and quasi-1D molecular systems. The m
successful and promising realization of 1D conductors
single-wall carbon nanotubes.2 It has been shown both
theoretically3 and experimentally4 that in carbon nanotube
the effects of Coulomb interaction are significant and t
they transform the conduction electron system into a L
tinger liquid. In quantum wires formed in a 2DEG th
electron–electron interaction is less pronounced~presumably
due the screening effects of the nearby bulk metallic e
trodes!, and the electron transport in these systems can
many cases be successfully described by Fermi liquid the

It has long been known5 that electrons confined to
plane ~e.g., in MOSFET structures or in heterostructure!
experience a strong spin–orbit interaction originating fro
interface electric field~Rashba spin–orbit interaction!. Re-
cently it was shown experimentally that the strength of
Rashba coupling can be controlled by a gate voltage.6 The
Rashba effect leads to various interesting suggestion
spintronics, and it has been a subject of active theoretical
experimental studies in recent years~see, e.g., Ref. 7 and
references therein!.
3981063-777X/2004/30(5)/7/$26.00
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For quasi-1D electron systems the influence of
Rashba interaction on thermodynamic and transport pro
ties of quantum wires was considered in Refs. 8 and 9. Th
it was shown that in the presence of an in-plane confinem
potential and spin–orbit interactions the electron spectrum
qualitatively modified. Chiral symmetry, which is usually a
sumed to be present in QWs, is violated, resulting in
appearance of a dispersion asymmetry. To be more pre
the right-moving spin-up1! ~left-moving spin-down! and left-
moving spin-up ~right-moving spin-down! electrons have
different Fermi velocities.8 This implies that electrons in
quantum wires with Rashba interaction are ‘‘chiral pa
ticles,’’ and their spin projections are correlated with the
rection of motion. Being interested in low-energy (E!«F)
properties of quantum wires, we can classify these partic
as belonging to two subbands~‘‘1’’ and ‘‘2’’ ! characterized
by their Fermi velocities~see Fig. 1!. Notice that this elec-
tron spectrum pertains to a weak or moderate spin–orbit
teraction. As was demonstrated in Ref. 10 for a stro
Rashba interaction, the projection of electron spin is stron
correlated with the direction of motion, and left- and righ
moving electrons with the Fermi energy always have op
site spin projections.

The unusual spectral properties of electrons in Q
have to show up in situations when spin degrees of freed
are nontrivially involved in the electron dynamics. Here w
consider the Josephson current in a long S–QW–S junc
for an electron spectrum with dispersion asymmetry a
large Zeeman splitting. Recently the combined effect of Z
man and spin–orbit interactions on the Josephson curren
a short ballistic junction formed in a 2DEG was studi
© 2004 American Institute of Physics
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theoretically.11 Notice that interaction-induced dispersio
asymmetry in the electron spectrum is a specific property
quasi-one-dimensional geometry.8 For a pure 2D geometry
spin–orbit interaction does not lead to chiral symme
breaking, and the peculiar effects produced by chiral p
ticles do not manifest themselves in the short and wide S
junction considered in Ref. 11. In particular, we show th
the combined effect of Rashba and Zeeman interactions
sults in the appearance of an anomalous Josephson cu
Jan5J(w50) in a long S–QW–S junction. For a transpa
ent junction the supercurrent induced by the Rashba and
man interactions at low temperatures is a step-like perio
or quasiperiodic function of magnetic field~see Fig. 2!. The
periodicity depends on the ratio of the Fermi velocities and
controlled by the strength of the spin–orbit interaction. T
amplitude of the anomalous current atT50 is of the order of
the critical Josephson current in a longS–N–Sjunction and
it appears abruptly at finite values of the Zeeman splitting
the order of the Andreev level spacing~Fig. 2!. For a low-
transparency junction (D!1), realized by introducing a
scattering barrier~impurity! into the normal region, the

FIG. 1. Schematic energy spectrum of 1D electrons with dispersion as
metry. The particles with energies close to the Fermi energy«F have an
almost linear dependence on momentum and are classified by their F
volocities (v1F—subband 1,v2F—subband 2!.

FIG. 2. The dependence of the normalized anomalous Josephson c
Jan /J0 (J05evF /L) on the dimensionless Zeeman splittingDZ /DL (DL

5\vF /L). ~a! Asymmetry parameterla50.3. The different plots~1–4!
correspond to different temperaturesT5(0.1,0.5,3,5)T* , where T*
5DL/2p. ~b! la50.7; T5(0.1,0.5,1,3)T* .
f

r-
S
t
e-
ent

e-
ic

s
e

f

maximum amplitude ofJan at special~resonance! conditions
is of the order ofAD. Notice that this unusual dependen
on transparency, which corresponds to tunneling of a sin
electron through a barrier~its entangled partner passes res
nantly through the structure! also holds for the critical Jo-
sephson current even in the absence of dispersion asym
try. This effect can be interpreted as a tunnel splitting of
de Gennes—Saint-James bound state12 shifted by magnetic
field to the vicinity of the Fermi level. Analogous effects o
giant critical supercurrents in tunnel SIS~‘‘I’’ stands for in-
sulator! and SINIS structures were discussed in Ref. 13~see
also Ref. 14, where resonance effects are considered f
persistent current in a normal metal ring!.

When the Zeeman splitting vanishes, the anomalous
percurrent and all the above described resonance effects
appear. Then the Josephson current in a low-D junction is
small (;D). What is the influence of dispersion asymmet
on the critical current? There is a general statement15 that
spin–orbit interaction in systems with the Aharonov—Boh
geometry suppresses persistent currents. Although the t
rem directly concerns normal ring-shaped conductors, it a
holds for linear hybrid systems with Andreev mirrors by v
tue of the analogy between persistent currents in a nor
1D ring and Josephson currents in a long SNS junction.
show here that the cited statement is not valid when
spin–orbit interaction is accompanied by chiral symme
breaking. Rashba spin–orbit interaction in quantum wires
ways enhances the critical current.

2. ANOMALOUS JOSEPHSON CURRENT

The Josephson current, being an equilibrium superc
rent between two superconductors, can be calculated f
the general thermodynamic relation

J5
e

\

]V

]w
, ~1!

whereV is the thermodynamic potential of the junction co
sidered andw is the phase difference between the two sup
conductors. We have included a factor of 2, which usua
appears in Eq.~1! in combination with the electric charge
into the definition ofV. This factor originates from spin
degeneracy, and in the presence of Zeeman splittingV
5V↑1V↓ andV↑ÞV↓ .

In general both the Andreev bound states (E,uDu,
where D is the superconducting order parameter! and the
continuum scattering states (E>uDu) contribute to the super
current. In two limiting cases—short (L!j05\vF /uDu,
whereL is the junction length! and long (L@j0) junctions
— only bound states are relevant. This statement is w
known for the case of short junctions~see, e.g., Ref. 16 and
references therein!. For a long junction it has been show
that the Josephson current through a long SNS junction d
not depend onuDu at all.17 Then, one can formally putuDu
→` and sum over all Andreev bound statesEn (n50,61,
62,...) with the natural assumption that the supercurr
vanishes in the limitL→`. This procedure~analogous to
Casimir energy evaluation in quantum field theory; see, e
Ref. 18! reproduces all known results for a long ballist
SNS junction. In what follows we will consider only lon
junctions.
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To get analytical results we consider a single barr
junction of lengthL, where the barrier is located at the poi
x5 l<L; the distancel is measured from the left bank of th
junction ~see Fig. 3!. We start with the general equation fo
Andreev bound state energies expressed in terms of sca
ing matrices of electrons (ŜE) and holes (Ŝ2E* ) in the normal
region19

det~12aAŜEr̂ AŜ2E* r̂ A* !50, ~2!

where aA5exp@22i arccos(E/uDu)#.21 in our case (E
!D), and r̂ A is a diagonal matrix that only depends on t
superconducting phases~see Appendix!. Since the presenc
of a magnetic field violates T-symmetry, the two-chann
scattering of spin-1/2 electrons is described by a 434 non-
symmetric unitary matrixŜE . The normal backscattering i
our approach~we neglect spin flips induced by a wea
Rashba interaction! is always accompanied by a change
‘‘channel index’’ 1⇔2 ~see Fig. 1!. This allows us to param
etrize the scattering matrix by 7 independent real parame
~see Appendix!.

After straightforward~although rather lengthy! transfor-
mations, Eq.~2! results in a transcendental equation for A
dreev level energies of the form

cosF S E1
h

2
DZD dL

~1 !G1R cosF S E1
h

2
DZD dL22l

~1 ! G
1D cosF S E1

h

2
DZD dL

~2 !1hwG50. ~3!

Here DZ5gmBH is the Zeeman energy splitting (g52 for
bare electrons, and we assume that the magnetic fieldH is
applied locally on the quantum wire only!, h561, D is the
transparency of the junction,D1R51, and

d x
~6 !5

x

\ S 1

v1F
6

1

v2F
D . ~4!

In the limit H50 andv1F5v2F ~absence of spin–orbit in
teraction! Eq. ~3! reduces to a well-known spectral equati
for Andreev levels in a long SNS junction with a sing
barrier.16,20

For a transparent junction (D51) the Andreev bound
states are described by two independent sets of energy le

En,h
~1! 5pDL

~1!S n1
1

2
1h

w1x1

2p D , ~5!

Em,h
~2! 5pDL

~2!S m1
1

2
1h

w2x2

2p D ,

where the integersn,m50,61,62,... andh561 are the
standard quantum numbers of the Andreev–Kulik spectr

FIG. 3. A long (L@j0) ballistic S–N–S junction with a scattering barrier
~shaded region!.
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in a perfectly transmitting SNS junction;21 DL
( j )5\v jF /L and

x j5DZ /DL
( j ) is the phase acquired due to the Zeeman in

action. Notice that for a given band index~‘‘1’’ or ‘‘2’’ ! the
relative sign between the superconducting phase differenw
and the magnetic phasex j is fixed and is different for chan
nels ‘‘1’’ and ‘‘2.’’ This is a direct consequence of the chira
properties of the electrons in our model. In the absence
spectral asymmetry the two energy spectra in Eq.~5! corre-
spond to Zeeman-split Andreev levels.

Knowing explicitly the energy spectrum~5!, it is
straightforward to evaluate the Josephson current. It takes
form

J~w,T,H !5
2eT

\ (
k51

`

~21!k11H 1
sink~w1x1!

sinh~2pkT/DL
~1!!

1
sink~w2x2!

sinh~2pkT/DL
~2!!J . ~6!

It is readily seen from Eq.~6! that an anomalous Josephso
currentJan[J(w50) appears only if both the Zeeman spl
ting (DZ) and dispersion asymmetry (v1FÞv2F) are non-
zero. Here we use the term ‘‘anomalous’’ just to define t
supercurrent atw50. Actually this current is induced by
Zeeman splitting in a 1D electron system with dispers
asymmetry. The direction~sign! of Jan is completely deter-
mined by the sign of the asymmetry parameter@see Eq.~8!#.
At high temperaturesT>DL

( j ) the anomalous supercurrent
exponentially small. In the low-temperature region (T
!DL

( j )) it is a piecewise constant function of magnetic fie
represented by the series

Jan~H !5
e

pL (
k51

`
~21!k11

k
~v1F sinkx12v2F sinkx2!.

~7!

For rational valuesv1F /v2F5p/q (p<q are integers! Jan is
a periodic function of magnetic field with perioddH
52pqDL

(1)/gmB ; otherwise it is a quasiperiodic function.
It is convenient to introduce the mean Fermi veloc

vF5(v1F1v2F)/2 and the asymmetry parameterla ,

la5
v1F2v2F

v1F1v2F
, ~8!

which determines the strength of Rashba spin–orbit inte
tion in a 1D quantum wire. The dependence of the norm
ized anomalous supercurrentJan /J0 (J05evF /L) on the di-
mensionless Zeeman splittingx5DZ /DL (DL5\vF /L) for
la50.3 and for different temperatures is shown in Fig. 2a.
the limit of strong asymmetry~this range of parameters
however, seems to be unrealistic!,8 when only one of the two
channels~‘‘1’’ or ‘‘2’’ ! contributes to Eq.~6!, the dependence
of the anomalous current on the magnetic field becom
analogous to the well-known phase dependence of the
sephson current.21 The approach to this simple behavio
takes place via stages of staircase-like dependences~see Fig.
2b!. Notice that we plotted the figures assuming thatv1F

>v2F . The interchangev1F↔v2F makes the supercurren
Eq. ~7! change sign.
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3. GIANT CRITICAL CURRENT IN A MAGNETICALLY
CONTROLLED LOW-TRANSPARENCY JUNCTION

Now we consider the limitD!1, which pertains to low-
transparency SNS junctions. As is well known~see, e.g.,
Refs. 16, 20!, the supercurrent in this limit for a single ba
rier junction in the absence of Zeeman and spin–orbit in
actions is described by the simple formulaJ(w)5Jcsinw,
where the critical current at low temperaturesT!DL is of
the order ofD (Jc;DevF /L). Interesting physics for low-D
junctions appears when resonant electron tunneling occ
This is, for instance, the case for the symmetric doub
barrier ballistic junction considered in Refs. 13 and 16. Th
it was shown that for resonance conditions~realized for a
special set of junction lengths! a giant critical supercurren
appears,Jc}Db , whereDb is the transparency of asingle
barrier. Analogous results were obtained for the persis
current in a ballistic ring with a double barrier.14 Notice that
for the symmetric structure considered in Ref. 13 the norm
current~transmission coefficient, which determines the c
rent through a double-barrier structure with normal leads! at
resonance conditions does not depend on barrier trans
ency at all. This means that for the hybrid structure cons
ered in Ref. 13, the superconductivity actually suppres
electron transport.
d
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We show below that in a magnetically controlled sing
barrier junction there are conditions when superconductiv
in the leads strongly enhances electron transport, and a
soscopic hybrid structure is characterized by a giant crit
currentJc}AD.

We start with the case of a symmetric single-barr
junction, when the scattering barrier is situated in the mid
of the normal region, i.e.,l 5L/2 in Eq. ~3!. Then d (x50)

6

50, and the second cosine term in the spectral equation~3!
is equal to one:

cosF S E1
h

2
DZD dL22l

~1 ! G51. ~9!

When the condition~9! is fulfilled, the spectral equation is
reduced to the much simpler expression

cos2F1

2 S E1
h

2
DZD dL

~1 !G
5D sin2 F1

2 S E1
h

2
DZD dL

~2 !1hw G . ~10!

By using Eq.~10!, one can readily evaluate the parti
supercurrentj $a% characterized by 3 quantum numbers$a%
5(n,h,s), wheren50,61,62,...; h,s561:
~11!
le
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whereE$a%[En,h,s is a solution of Eq.~10!. The Josephson
current atT50 is a sum of partial currents over all occupie
states.

The resonance current~of orderAD) is formed by non-
compensated partial currents carried by the Andreev leve
the vicinity of the Fermi energy, i.e., forE$a%502 whenD
→0. Such levels exist only for a discrete set of Zeem
splittings

DZ
~k!5

2p~2k11!

dL
~1 ! , k50,1,2,... ~12!

At a given DZ
(k) ~controlled, e.g., by an external local ma

netic field! two (h561) Andreev levels contribute to th
resonance Josephson currentJr , which can be represented i
the form

Jr~w!5J0AD
12la

2

2

sinS 1

2
DZ

~k!dL
~1 !la1w D

Usin
1

2 S 1

2
DZ

~k!dL
~1 !la1w D U , ~13!

whereJ05evF /L, and the asymmetry parameterla is de-
fined in Eq.~8!.

In the absence of spin–orbit interaction (la50) Eq.~13!
has the typical form of a resonance Josephson current~see,
in

n

e.g., Ref. 16! associated with the contribution of a sing
Andreev level. One can interpret this result as follows. Let
assume for a moment that the potential barrier is infin
Then, a symmetric SNINS junction~‘‘I’’ stands for the insu-
lator ‘‘layer’’ ! breaks into two identical INS-hybrid struc
tures. In each of the two systems de Gennes–Saint-Ja
energy levels12 with spacing 2p\vF /L are formed. For a
finite barrier these levels are split with the characteris
splitting energyd;ADDL!DL . The tunnel-split levels, be
ing localized already on the whole lengthL between the two
superconductors, are nothing but the Andreev energy lev
i.e., they depend on the superconducting phase differe
Although the partial current of a single level is large~of the
order ofAD, see Refs. 13, 16!, the current carried by a pai
of split levels is small (;D) due to a partial cancellation. A
Zeeman splitting of orderDL shifts the set of Andreev level
so that the Fermi energy lies in between the split levels. N
only the lower state is occupied, and this results in an
compensated, large Josephson current. In other words
one of the two electrons of the Cooper pairs that form
supercurrenttunnelsthrough the barrier. Its entangled partn
at resonance conditions passes through the hybrid SF
structure ~‘‘F’’ denotes the region with nonzero Zeema
splitting! without backscattering. Since the quantiz
electron–hole spectrum is formed by Andreev scattering,
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resonance structure for a single barrier junction disapp
when the leads are in the normal state. Hence, electron tr
port through a normal region in our case is enhanced
superconductivity.

The effect of chiral symmetry breaking on the physic
picture described above is to additionally split the degene
Andreev levels. A dispersion asymmetrylaÞ0 lifts the left–
right symmetry of electron transport through the junction a
splits the doubly degenerate Andreev levels atw50. This
results in the appearance of a giant anomalous Josep
current@see Eq.~13!# at w50.

We saw that it is indispensable that Eq.~9! holds in order
for resonant transport through the single barrier hybrid str
ture to occur. This equation can be satisfied not only for
symmetric junction considered above. One can easily ch
that for a fixed value of the Zeeman splittingDZ

(k) given by
Eq. ~12! there is a set of points where a barrier still suppo
resonant transport. These points, determined by their coo
natesxm

(k) measured from the middle of the junction, are (m
is an integer!

xm
~k!56

m

2k11
L, 0<m<k11/2. ~14!

The temperature dependence of theAD-currents is de-
termined by the energy scaled;ADDL , and at temperature
T̄>d, which are much less thanDL , all resonance effects
are washed out.

4. INFLUENCE OF CHIRAL SYMMETRY BREAKING ON THE
CRITICAL CURRENT

There is a general statement15 that spin–orbit interaction
in 1D systems with the Aharonov–Bohm geometry produ
additional reduction factors in the Fourier expansion of th
modynamic or transport quantities. This statement holds
spin–orbit Hamiltonians for which the transfer matrix is fa
torized into spin–orbit and spatial parts. In a pure 1D c
the spin–orbit interaction is represented by the Hamilton
H1D

(so)5a (so)p̂xsz , which is the product of spin-depende
and spatial operators, and thus it satisfies the abo
described requirements. However, as was shown by d
calculation in Ref. 8, the spin–orbit interaction of electro
in 1D quantum wires formed in a 2DEG by an in-plane co
finement potential cannot be reduced to the Hamilton
H1D

so . Instead, a violation of left–right symmetry of 1D ele
tron transport, characterized by a dispersion asymmetry
rameterla , appears. We show now that in quantum wir
with broken chiral symmetry the spin–orbit interaction e
hances a persistent current.

There is a close analogy between the Josephson cu
in a long SNS junction and the persistent current in a nor
metal ring. For a long (L@\vF /uDu) SNS junction the An-
dreev boundary conditions can be recast22 in the form of
twisted boundary conditions for chiral~right- or left-moving!
fermions on a ring with circumference 2L pierced by the
magnetic fluxF/F051/26w/2p, where F05hc/e is the
normal flux quantum. Due to this mapping the correspond
formulas for the persistent current in a normal diamagn
~with odd number of spinless fermions! 1D ring and the for-
mulas for the Josephson current coincide up to numer
factors. Here we consider the influence of dispersion as
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metry in the electron spectrum on the off-resonance su
current through a single barrier SNS junction~notice that
resonace effects disappear in zero magnetic field!.

In a low-transparency 1D SNS junction the critical cu
rent in the presence of dispersion asymmetry is of the fo
Jc5 f (la)DevF /L. To evaluate the functionf (la) analyti-
cally we consider two limiting cases:~i! an asymmetric junc-
tion l 50, and~ii ! a symmetric junctionl 5L/2.

The first case models a junction with strong norm
backscattering at one of the two interfaces. In zero magn
field the spectral equation Eq.~3!, in the limit considered is
reduced to

cos~EdL
~1 !!.2

D

2
cos~EdL

~2 !1hw!. ~15!

The energy spectrum and the partial supercurrents in
limit D!1 are

En
~0!5

p

2dL
~1 ! S n1

1

2D ,

j n,h
~a! 5h~21!n11

e

\

D

2dL
~1 ! sinFpS n1

1

2Dla1hwG . ~16!

By summing partial currents over quantum numbers
occupied states (En

(0)<0) at T50 one gets

J~a!5 (
n521;h561

`

j n,h
~a! 5Jc

~a!~la!sinw,

Jc
~a!~la!5

evF

4L
D

12la
2

cos~pla/2!
. ~17!

The critical current in the absence of spin–orbit interact
Jc

(a)(0)5DevF/4L coincides with the known results~see,
e.g., Ref. 16!. The normalized currentJc

(a)(w)/Jc
(a)(0) is

shown in Fig. 4~curve ‘‘a’’ !.
For a symmetric junction the analogous calculation lea

to the expression

Jc
~s!~la!5

evF

pL
D

pla~12la
2!

sin~pla!
; Jc

~s!~0!5
evF

pL
D. ~18!

The curve labeled by ‘‘s’’ in Fig. 4 demonstrates th
dependence of the critical current in a symmetric junction
the spin–orbit parameterla . We see that the spin–orb
Rashba interaction in quasi-1D quantum wires always
hances the critical current. The qualitative explanation of

FIG. 4. The dependence of the normalized critical currentJc(la)/Jc(la

50) in a low-transparency (D!1) S–N–S junction on the parameter of
dispersion asymmetryla . The curve labeled by ‘‘s’’ corresponds to the ca
of symmetric junction (l 5L/2), while the curve ‘‘a’’ describes a strongly
asymmetric junction (l 50).
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unusual impact of chiral symmetry breaking on the critic
Josephson current is as follows. The Josephson curren~as
any other thermodynamic persistent current! is a sum of par-
tial currents of all occupied energy levels. The partial c
rents of adjacent energy levels are opposite in sign, and
chiral invariant systems~i.e., without dispersion asymmetry!
they almost perfectly cancel each other to produce a net
rent of the order of a single-level current. When chiral
variance is broken the absolute values of the partial curr
of adjacent energy levels are different, and the cancella
of currents for distant levels is less perfect. This results
enhancement of the critical Josephson current. However
effect is numerically not large.

5. CONCLUSION

In quantum wires formed in a two-dimensional electr
gas ~2DEG! by lateral confinement the Rashba spin–or
interaction is not reduced to a pure 1D HamiltonianH1D

(so)

5a (so)p̂xsz . As was shown in Ref. 8, the presence of
in-plane confinement potential qualitatively modifies the e
ergy spectrum of the 1D electrons so that a dispersion as
metry appears. As a result, the chiral symmetry is broken
quantum wires with Rashba coupling. Although the effe
was shown8 not to be numerically large, the breakdown
symmetry leads to qualitatively novel predictions.

We have considered here the influence of dispers
asymmetry and Zeeman splitting on the Josephson cur
through a superconductor/quantum wire/supercondu
junction. We showed that the violation of chiral symmetry
a quantum wire results in qualitatively new effects in we
superconductivity. In particular, the interplay of the Zeem
and Rashba interactions induces a Josephson current thr
the hybrid 1D structure even in the absence of any ph
difference between the superconductors. At low temperat
(T!\vF /L) the anomalous supercurrent can be of the or
of the critical Josephson current. For a transparent junc
with small or moderate dispersion asymmetry@characterized
by the dimensionless parameterla5(v1F2v2F)/(v1F

1v2F)] it appears, as a function of the Zeeman splittingDZ ,
abruptly atDZ;\vF /L. In a low-transparency (D!1) junc-
tion, the anomalous Josephson current under special~reso-
nance! conditions is of the order ofAD. In zero magnetic
field the anomalous supercurrent disappears~as it should!,
since the spin–orbit interaction itself respects T-symme
However, the influence of the spin–orbit interaction on t
critical Josephson current through a quasi-1D structure
still anomalous. Contrary to what holds for chiral invaria
systems with the Aharonov–Bohm geometry, where sp
orbit effects suppress persistent currents,15 the breakdown of
chiral symmetry results in an enhancement of the super
rent.

All the phenomena described above are absent in a
junction when the effects of transverse mode quantization
neglected.11 We have considered the limiting case of a sing
~transverse! channel because this is the case for which
effects induced by a dispersion asymmetry in the elect
spectrum are most pronounced. The anomalous supercu
~7! is a sign-alternating function of the transverse chan
index, since for neighboring channels the spin projections
the chiral states are opposite.8 Besides, the absolute value o
l
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the dispersion asymmetry parameterla
( j ) decreases with

transverse-channel numberj . So, for a multichannel junction
the effects related to a dispersion asymmetry phenome
will be strongly suppressed, and they completely disapp
in the pure 2D case.

We have evaluated the Josephson current throug
S–QW–S junction in a model of noninteracting electrons.
QWs the effects of electron–electron interaction can be
nificant, and here we comment on how interaction effe
could modify the results obtained. Electronic properties
1D QWs are usually described by a Luttinger liquid~LL !
model ~see, e.g., Ref. 23!. The supercurrent in a S–LL–S
junction with repulsive electron–electron interaction depen
strongly on the quality of electrical contact of the nanow
with the bulk superconductors. For adiabatic contacts, w
only Andreev scattering takes place at the interfaces, the
sephson current through a perfect wire is not renormali
by interaction.22,24 For tunnel contacts electron–electron i
teraction in a wire renormalizes the barrier transparenc
~Kane–Fisher effect25!, and for repulsive interaction the criti
cal current is strongly suppressed.26

We are interested in spin–orbit effects in a S–QW
junction. It is reasonable to expect that Eqs.~6! and ~7! de-
rived for a perfect junction~without normal backscattering!
will be valid even for interacting electrons. One could expe
also that in a tunneling regime (D!1) the interaction effects
in Eqs.~13!, ~17!, and~18! can be estimated by replacing th
bare transparencyD by the interaction-renormalized one22

Dg;D(d/L)Kr
21

21 ~hered!L is the width of the wire and
Kr is the LL correlation parameter!. In quantum wires
formed in a 2DEG the Coulomb interaction is not stron1

and it can be controlled by the gate electrodes. For wea
interacting electrons~a conceivable case for ‘‘semiconduc
ing’’ QWs!, when the electron picture of charge transp
through a 1D wire is still valid,27 the interaction effects can
actually be accounted for by replacing the bare transmiss
coefficient by the renormalized one.

The authors thank E. Bezuglyi, A. Kadigrobov, and
Shumeiko for fruitful discussions. This research is suppor
by the Royal Swedish Academy of Sciences~KVA ! and by
the Swedish Research Council~LYG, RIS!. IVK acknowl-
edges the hospitality of the Department of Applied Physi
Chalmers University of Technology and Go¨teborg Univer-
sity.

6. APPENDIX

We consider electron transport through a normal reg
of lengthL with a local scatterer placed a distancel from the
left bank, at pointx5 l . In our two-channel chiral model~the
term ‘‘chiral’’ here means that left- and right-moving pa
ticles with a given Fermi velocity have opposite spin pola
izations; see Fig. 1! backscattering by a nonmagnetic imp
rity corresponds to a backward interchannel scatter
(‘ ‘1’’ ⇔ ‘ ‘2’ ’). In the presence of a magnetic field and in
terchannel scattering the general 434 nonsymmetric
S-matrix can be parametrized as follows:

ŜE5S ur us1 expi ~rR1s3mR! utus3 expi ~aR1s3hR!

utus3 expi ~aL1s3hL! ur us1 expi ~rL1s3mL!
D .
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Here s1,3 are the Pauli matrices,tR,L5utuexp(ihR,L), r R,L

5ur uexp(irR,L), and utu21ur u251. Unitarity of the S-matrix
(SS†5I ) implies the relations

mR1hR5mL1hL , rR1rL5aR1aL . ~19!

Thus, the scattering matrix in our problem is describ
by 7 independent real parameters. For a point scatterer
energy-independent scattering amplitudes (t0 ,r 0) one readily
gets thatutu25ut0u2[D (D is the junction transparency!. The
phases are

mR52~L21!k2 , rR5~L2 l !k1 , hR5Lk2
↑↓

aR5Lk1
↑↓ , mL5 lk2 , rL5 lk1 , hL5Lk2

↓↑ ,

aL5Lk1
↓↑ , ~20!

where

k65k1
↑↑6k1

↓↓ , k6
ss85

1

2
~k1

s86k2
s8!,

kj
s~6E!5kjF1

6E1sgmBH/2

\v jF
~21!

andkj ,v jF ( j 51,2) are the Fermi momentum and the Fer
velocity in the j th channel.

The diagonal matrixr̂ A in Eq. ~2! takes the form

r̂ A5S exp~ iw/2i ! Î 0

0 exp~2 iw/2i ! Î
D , ~22!

wherew is the superconducting phase difference andÎ is the
232 unit matrix.

*E-mail: krive@ilt.kharkov.ua
1!Under conditions of the Rashba effect the electron spin lies in the plan

the heterostructure transition layer and is always perpendicular to the
tron momentum. The terms spin-‘‘up’’ and spin-‘‘down’’ determine tw
opposite spin projections orthogonal to the line of the quantum wire at
2D interface.
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Oscillations and change of sign in indirect exchange coupling of Fe ÕAu ÕTb trilayer
structures
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The indirect exchange coupling between Fe and Tb layers through an Au layer exhibits
oscillatory behavior with respect to the thickness of the nonmagnetic metal. Different experimental
tools such as the polar magnetooptical Kerr effect, ferromagnetic resonance, and
magnetotransport were used to investigate Fe/Au/Tb trilayers with Au thickness varying from 0
to 3.5 nm, prepared in an MBE system. From the experimental data we reconstruct the
dynamics of the Fe and Tb magnetic moments with increasing thickness of the Au interlayer and
show for the first time that there is a change of sign in the interaction between Fe and Tb,
which is observed experimentally. ©2004 American Institute of Physics.
@DOI: 10.1063/1.1739161#
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INTRODUCTION

Rare earth–transition metal~RE–TM! alloys and com-
pounds have been of fundamental and practical interes
many years.1 The presence of various exchange interactio
~RE–RE, TM–TM, RE–TM! makes understanding of phys
cal processes complicated, though on the other hand
show the way to create new magnetic materials with no
properties. There are well known examples of high-ene
permanent magnets created on the basis of RECo5 and mag-
netooptical media for rewriteable memory storage based
RE–CoFe amorphous films. The main feature of these a
ficial materials is the ferrimagnetic ordering, meaning th
the RE and TM magnetic sublattices are oriented antipara
with perpendicular anisotropy and have a compensa
point at a definite composition. The major source of the p
pendicular magnetic anisotropy is known to be single-
anisotropy of the RE ion, which possesses an orbital ang
momentum.1 This is also valid for RE/TM multilayer films,
where an interface region gives the main contribution to
perpendicular anisotropy.2,3 The exchange interaction in thi
system is fairly complex: the magnetic moments of thed
shells of the TM atoms are thought to participate in the dir
interaction exchange, whereas the orbital moments of
deep 4f shells of the RE atoms need mediation of the co
duction electrons for their indirect exchange.4 The polariza-
tion of conduction electrons as a result of spin interact
with the TM sublattice also has a significant influence on
exchange interaction in the RE sublattice, which is ma
fested, for example, in a steep rise of the Curie tempera
TC for the Tb–Fe alloy5 compared with theTC for pure
terbium.6 According to the RKKY ~Ruderman–Kittel–
Kasuda–Yosida! model the polarization oscillates in streng
and sign with increasing distance from the magnetic ion.

Oscillatory interlayer coupling between ferromagne
metal layers separated by a nonmagnetic metal spacer
been observed in many systems: Fe/Cr, Fe/Cu, Fe/Al, Fe
4051063-777X/2004/30(5)/6/$26.00
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Fe/Au, Fe/Pd.7 Nonmagnetic layers adjacent to the ferroma
netic layers become spin polarized, and these atoms dev
magnetic moments.8,9 As the interlayer thickness is varied
the exchange coupling of the magnetic layers is found
vary in sign, oscillating between antiferromagnetic and f
romagnetic coupling. This is manifested, for example, as
oscillation in the magnitude of the GMR effect with increa
ing separation of the magnetic layers.10,11

The authors of Refs. 12 and 13 investigated Co/X/
multilayers with X5Pt, Cu, and Y, hoping to see oscillator
behavior of the coupling. However, in contrast with the r
sults for Gd/Y/Gd14 and Co/Cu/Co,15 where the oscillatory
behavior of the coupling is well known, no oscillation of th
coupling was found.

Hoffmann and Scherschlichtis reported their study of
and Fe multilayers separated by different nonmagnetic m
interlayers~Au, Ta, Pt!.16 It was shown that the net magnet
moment of this system oscillates weakly with interlay
thickness, althoughthe indirect coupling did not show a
change in sign.

In this article we describe measurements of Fe/xAu/Tb,
x50 – 35 Å, bi- and trilayers carefully grown under clea
conditions in an MBE system, to investigate the effect
interlayer thickness. We show that oscillations of the n
magnetic moment are seen in magnetooptical, magnetotr
port, and magnetic resonance measurements. Moreover
demonstrate for the first time experimentally thatthe indirect
coupling changes signwith interlayer thickness.

EXPERIMENTAL DETAILS

Two sets of Fe/Au/Tb trilayers were prepared on qua
and silicon substrates by electron-beam evaporation in
MBE system having a background pressure of
310210 Torr and a pressure of better than 131029 Torr dur-
ing the film growth. To minimize interdiffusion of the layer
the substrate temperature during evaporation was kept
© 2004 American Institute of Physics
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0°C. The rate of evaporation did not exceed 0.4 Å/s and
controlled with a calibrated quartz crystal monitor. Samp
on quartz substrates were protected with a 30 Å thick la
of Al2O3 , whereas samples on Si substrates were cap
with a 30 Å Au layer. Polar magnetooptical Kerr effe
~PMOKE!, ferromagnetic resonance~FMR!, and magne-
totransport methods were used to characterize the films m
netically. PMOKE was measured at room temperature us
a 630 nm laser in an applied field up to 1.8 T perpendicu
to the film plane. The FMR was measured at room tempe
ture by means of conventional modulation rf spectromete
9.41 GHz with an applied magnetic field~up to 0.7 T! in the
film plane. The extraordinary Hall effect~EHE! and magne-
toresistance~MR! of the trilayers were measured using sta
dard techniques. The required five electrical contacts w
made on the film samples using Ag paint, and the off
voltage in the Hall configuration was compensated in z
magnetic field. Hall voltages~in the range of millivolts for
the film on the quartz substrate and a few tenths of a m
volt for those on the silicon substrate! were measured, usin
a 1 mA current with an applied field of 9 kOe perpendicu
to the film plane, whereas the MR measurements were d
with field both in plane and perpendicular to it. The thickne
of the individual layers, 3 monolayers for Fe (dFe53 ML)
and 3 monolayers for Tb (dTb53 ML), were chosen on the
basis of the previous experiments in which the ferrimagn
ordering of Fe/Tb multilayers has been shown.17 Also it was
shown for the control films that the 3 ML58 Å Fe film is
ferromagnetic at room temperature, whereas the 3
512 Å Tb film is paramagnetic down to 5 K.18

RESULTS AND DISCUSSION

Two periods of oscillation

Understanding of the magnetic coupling via differe
spacers between TM and RE layers~in ferromagnetic or
paramagnetic state! is lacking. However, the phenomenon
magnetic coupling for two TM ferromagnetic layers sep
rated by a nonmagnetic spacer is better understood.7,10,19,20

Information about the properties of this latter system can
useful in understanding the nature of the coupling tha
being investigated here. It was shown that the amplitude
the coupling strength~exchange constant! and the period of
oscillations depend on the material and thickness of in
layer, whereas the phase of the exchange coupling osc
tions depend upon the properties of the ferromagnetic lay

For noble-metal spacers theoretical works based on
RKKY model have predicted two oscillations of the inte
layer coupling with the spacer thickness, reflecting the to
logical properties of the Fermi surface:21

Jinter~d!51/d2@A1 sin~2pd/L11F1!1A2 sin~2pd/

L21F2!# ~1!

whereJinter(d) is the interlayer exchange energy as a fun
tion of the spacer thicknessd; A1 , A2 are the amplitudes an
L1 , L2 are the periods of the energy oscillations.

The phases and the amplitude ratioA1 /A2 have been
found to depend critically on sample quality and ferroma
netic layer thickness. It is only for a few trilayers that tw
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periods of oscillations and antiferromagnetic coupling ha
been observed for spacers thinner than 3–4 ML, e.g.,
Fe/Au/Fe.22

In Fig. 1 the PMOKE signal measured at room tempe
ture is plotted as a function of Au film thickness for F
Au/Tb trilayers ~top inset!, prepared on a quartz substrat
For a free Fe layer we observed an unsaturated signal~bot-
tom inset!, while the Fe/Tb bilayer showed a rectangul
loop with perpendicular anisotropy18 ~right bottom quad-
rant!. With the introduction of a 1 ML spacer layer (dAu

53 Å), the PMOKE loop showed that the magnetic m
ments of the Fe and Tb layers are no longer perpendicula
the film plane. For trilayers with differentdAu we observed
very narrow loops with no remanence and with a kin
clearly showing two regions with different magnetic susce
tibilities. We suppose that the low-field susceptibility is
measure of indirect exchange between Fe and Tb via Au.
difference of the loops for the control Fe film withdFe

58 Å and for trilayers shows that interaction between
and Tb layers still exists. Fragments of the loop at magn
fields above the kink show that the Fe magnetization is
fected by the Au. The PMOKE angle was taken at the k
point. The loop indicates the rotation of the magnetic m
ments of the layers from the film plane~at H50) with in-
creasing perpendicular magnetic field: the position of
kink ~values of the PMOKE angle and magnetic field! oscil-
lates asdAu increased. Oscillations of the Kerr angle with A
thickness having one clear period of about 8 Å and some
feature of the second period of 26 Å are observed.

Oscillation of the magnetic moment as a function of A
for thickness greater than 20 Å was seen in sputtered m
layers of@Fe/Au/Tb#12 by Hoffman and Scherschlicht.16 The
first period ~8 Å, i.e., 2.8 ML! observed by us on trilayer
correlates well with that seen on multilayers. Interestingly,
general we observed both periods for the Fe/Au/Tb syst
that is 2.8 ML and 8.9 ML. These correlate well with th
oscillation periods 2.5 and 8.6 ML, which were measured
the Fe/Au/Fe system23 and also with the values of 2.5 an
8.6 ML extracted24 from measurements of the Au Fermi su
face. The facts that the feature of the second oscillation
riod appears and also the high amplitude ratio,A1 max/A1 min,

FIG. 1. Oscillation of PMOKE angle for Fe/xAu/Tb trilayers as a function
of dAu ~quartz substrate!. Top inset: Schematic diagram of trilayer. Bottom
inset: PMOKE loop for the trilayers compared with the control 8 Å Fe film.
Arrows show the kink at a critical fieldHcr where the susceptibility changes
Bottom right quadrant: Fe/Tb bilayer shows rectangular loop with perp
dicular anisotropy.18
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show that the growth conditions for the trilayers were go
and the interface is sharp. The amplitude ratio of
PMOKE angle,A1 max8 /A1 min8 , seen in our work, which is pro
portional to the net magnetic moment, is evaluated as 1.
1.33 for trilayers on the quartz substrate and 1.64 for
silicon substrate.

The sign change of the coupling

Furthermore, we present direct evidence for the cha
in the sign of the coupling, alternating between ferroma
netic and antiferromagnetic interaction. From studies
RE–TM amorphous alloy films it is known that the sign
the Hall resistivity changes at the compensation composi
due to the change in spin direction,25–28 meaning that either
the Fe or Tb magnetic moment dominates in the perpend
lar anisotropy. For Tb/Fe multilayers with different lay
thickness it was also shown that the Hall voltage depende
is determined by the interface.29,30For Fe/Au/Tb trilayers the
indirect exchange between Fe and Tb goes by means o
larized conduction electrons of Au. Since the magnetic m
ments of Fe and Tb separated by a thin Au spacer come
the film plane gradually as the thickness of the spacer la
increases, at a small spacer thickness they make some
with the film plane, and hence some perpendicular excha
of indirectly coupled Fe and Tb still exists. Namely, pola
ized conduction electrons of Au become the main carriers
this exchange. On the other hand, the Au layer has the low
electrical resistivity in the trilayer studied (2.23108 V•m at
T5293 K against 103 and 1203108 V•m for Fe and Tb,
respectively31!. This means that magnetotransport metho
particularly the extraordinary Hall effect, can be very info
mative for these samples.

Magnetotransport data plotted in Fig. 2 for two sets
trilayers, prepared on quartz and silicon substrates~to in-
crease the range of investigated spacer thickness!, show os-
cillations of the Hall resistivity and magnetoresistance~MR!
with Au thickness. The thickness of the Fe and Tb layers w
kept the same at 8 Å and 12 Å, respectively, while the thick
ness of the Au layer was increased. We observed alter
~‘‘right’’ and ‘‘left’’ ! loops for the extraordinary Hall effec
for different interlayer thickness, showing a sign change
the interaction~Fig. 2!. The Hall resistivity in Figs. 2a,c
where an Au layer is interposed between Fe and Tb fil
also shows that the magnetic moments of Fe and Tb per
dicular to the film plane are no longer strong. This furth
shows that the Au film presents an indirect interaction
tween Fe and Tb with some perpendicular componen
magnetization still remaining.

Also shown~Fig. 2c! is the Hall resistivity for a bilayer
Fe~8 Å!/Tb~12 Å! without Au in between. It is apparent tha
the positive~‘‘right’’ ! EHE loops correspond to the parall
coupling, while the negative~‘‘left’’ ! EHE loops are dis-
played for the antiparallel arrangement~Figs. 2a,c!. The MR
variation as a function of Au interlayer thickness in tran
verse and perpendicular geometries is plotted in Figs. 2
Increase in the MR is observed at the periods of the EH
resistivity modulations, where the antiparallel coupling of
and Tb magnetic moments occurs. This is apparent for
samples with low Au thickness~the set of samples prepare
on the Si substrates!. As the MR signal was very low, the MR
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maximum could be checked only for the second AFM st
(dAu515– 20 Å). The same trend of MR increase for t
antiparallel coupling is seen at higher Au thickness~the set
of samples prepared on the quartz substrates!.

Also the influence of substrate on the phase of osci
tions can be seen in a comparison of the two sets. One
serves that Hall resistivity oscillations having the same p
ods for the two sets of samples demonstrate some shif
phases~Figs. 2a,c!. It is quite plausible that the Fe layer
~being only 3 ML thick! prepared on quartz and silicon su
strates~with different surface energies! are not the same and
having some structural differences, may affect the phas
the exchange coupling oscillations.

Ferromagnetic resonance

FMR is known to be one of the most powerful expe
mental techniques in the study of the magnetic propertie
ultrathin films. The main advance for our case is the h
sensitivity, providing detailed information about the ma
netic and structural quality of thin films to monolayer thic
nesses; moreover, that resonance can spread to the para
netic region.32

FMR data shown in Fig. 3 display oscillations of th
resonance field with Au interlayer thickness for two sets
trilayers, prepared on quartz and silicon substrates. Qu

FIG. 2. Extraordinary Hall effect resistivity~a,c! and magnetoresistanc
~b,d! ~perpendicular—white triangles; transverse—black triangles! as a
function of Au interlayer thickness. Samples on quartz substrate~a,b!; sili-
con substrate~c,d!. The change of sign in the extraordinary Hall effect loo
is shown at the left of panels a and b; the top ‘‘right’’ loop corresponds
positive values of EHE resistivity in panel a, the lower, ‘‘left’’ loop corre
sponds to the negative values in panel a. Inset in panel c: Schematic o
Fe and Tb magnetization orientations as a result of coupling via the
spacer.
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and silicon were chosen from among the other insulat
materials to be used as substrates because their FMR si
do not overlap those from the trilayers.

TheH resoscillations also correlate well with magnetoo
tical and magnetotransport measurements. For the se
trilayers prepared on the quartz substrate one can see
similar dependences for the PMOKE and FMR signals
dAu.15 Å, where the maxima of the Kerr angle andH resare
found at the same Au thickness,dAu520, 26, and 35 Å
~Figs. 1 and 3,a!. They correspond to AFM coupling for th
magnetotransport data~Fig. 2,a!. Samples prepared on th
silicon substrate demonstrate AFM coupling atdAu59 Å
~Figs. 2c and 3b!.

The FMR signals as a function of magnetic field pres
the dynamics of magnetic moments in Fe/Au/Tb trilaye
The first FMR signal shown is for the control 8 Å thick F
film ~at the right in Fig. 3a!. For the 8 Å Fe/12 Å Tb bilayer
H res is shifted to higher fields, indicating the appearance
PMA in bilayers due to the Fe–Tb interaction.18 Introduction
of 1 ML of Au at the interface causes a significant decre
of the resonance field compared to that of the 8Fe/12Tb
layer. NowH res is almost the same as for the control Fe film
With further increase of Au thickness the resonance fi
decays, followed by its oscillation between ferromagne
and antiferromagnetic coupling. For the antiparallel coupl
the shape of the FMR line is much wider than for the para
ordering. The resonance fields are higher for samples
pared on the silicon substrate, again showing the influenc
the substrate on the Fe layer.33

The experimental values ofH res for the parallel orienta-
tion, substituted into the known Kittel equation34

FIG. 3. Resonance fields (H res), obtained~with magnetic field up to 0.7 T,
applied in the film plane, and an rf frequency of 9.41 GHz! from FMR data,
plotted as a function of Au interlayer thickness for two sets of samples
quartz~a! and on silicon~b! substrates. FMR signals as a function of ma
netic field are also shown at the right, where the resonant fields are
indicated in these figures.
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5AH res~H res14pMeff! ~2!

~wherev52p f is the microwave frequency,f 59.38 GHz,
g5gmB /\ is the gyromagnetic ratio,g is the spectroscopic
splitting factor, and\ is Planck’s constant!, give the effective
magnetization 4pMeff , which includes the input of perpen
dicular anisotropy due to the change of form factor and to
growth anisotropy, as well.Meff and Q measured by FMR
and PMOKE for the trilayers with different Au thicknes
prepared on the quartz and silicon substrates, are show
Fig. 4. Analysis of these data shows that for both sets
samples up to the Au thicknessdAu,15 Å the FMR and
PMOKE data dependences correlate, whereas atdAu.15 Å
the dependences are found to be in antiphase, i.e., the m
mum of the one correlates with the minimum of the oth
This means thatdAu515 Å is some critical distance fo
strong coupling between Fe and Tb. Earlier in a Mo¨ssbauer
study of Fe/Tb multilayers with different layer thickness
was shown that the radius of coupling between Fe and T
about 7–15 Å.35 Hence at interlayer thickness less than 15
both direct~hybridization of the Fe and Tb bands! and indi-
rect~RKKY ! interactions via the spacer exist, while at high
thickness only the indirect interaction occurs. The main f
ture of the direct interaction between Fe and Tb layers is
perpendicular anisotropy. When a spacer appears betw
them and grows in thickness the input of the direct inter
tion gradually decreases while the input of indirect intera
tion grows. Our data show that atdAu.15 Å the long-range
indirect interaction between Fe and Tb layers has the adv
tage. Under this condition the magnetic moment of the
and the induced magnetic moment of the Tb are in the fi

n

so

FIG. 4. M eff ~a and c! from FMR measurements andQ ~b and d! measured
by PMOKE for trilayers with different Au thickness, prepared on quartz~a
and b! and silicon~c and d! substrates.
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plane, and measurements by experimental methods with
ferent geometry~FMR and PMOKE! give opposite results.

Substrate effect

Note that in the PMOKE dependence for the samples
the Si substrate~Fig. 4d!, the sample withdAu59 Å, show-
ing AFM coupling in FMR and EHE, demonstrated a min
mum in PMOKE, contrary to samples on the quartz su
strate. This can be explained by the substrate effect.

We did not use any seed layer~e.g., Ta, Ag, Cu, etc.!
while preparing trilayers on Si substrates, as the latter m
affect the trilayer interactions. In general, by using two kin
of substrates and different experimental methods we go
formation about the main features of the interactions and
about the substrate effect.

Always the signal for samples on the Si substrate w
about one order of magnitude less than on the quartz. T
shows that some amount of Fe did not participate in
coupling~because of the appearance of silicides at the S
interface!33 and the interaction did not give a significant pe
pendicular anisotropy input. In other words, the Fe and
moments were in-plane~or nearly so! for the Si substrate and
out-of-plane for the quartz. As a result, the PMOKE meth
which is sensitive to the perpendicular input, showed a ma
mum for the samples on the quartz substrate and a minim
for those on Si.

DYNAMICS OF THE Fe AND Tb MAGNETIC MOMENTS

Now we can construct the dynamics of the Fe and
magnetic moments with an Au interlayer, starting with
Fe/Tb bilayer. Without an Au layer, perpendicular magne
anisotropy is observed at the Fe/Tb interface, similar to t
which is observed in amorphous Fe–Tb films with compo
tion close to the compensation point: the Fe and Tb magn
moment vectors are antiparallel to one another and per
dicular to the film plane. This is seen from the PMOKE a
from the large FMR resonance field data. Only one ML
Au interposed between Fe and Tb layers is enough to
crease sharply this short-range magnetic interaction. Th
supported by the change of the loop shape in PMOKE18 as
well as by the sharp decrease of the FMR resonance fi
With further increase of the Au spacer thickness the magn
moment vectors change their mutual orientations, com
closer and closer to the film plane, as is seen from the E
and FMR data. Comparison of the PMOKE, FMR, and EH
data show that whendAu.15 Å presumably the main char
acter of the Fe–Tb interaction is the indirect exchange. T
interaction is observed up to 12 ML of Au, with an oscill
tion period of 2.8 ML. At the minima of the oscillation
sharp increases in the MR are seen, showing a change of
for the long-range exchange interaction. It is known that
MR is a measure of the type and strength of antipara
coupling.36

The most significant feature of the oscillating mode
the indirect exchange interaction is the weak decay of
modulation amplitude.16 The presence of oscillations up t
15–17 MLs of Au cannot be expected from RKKY theo
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(r 23 or r 22 decay is expected for a ferromagnetic laye!.
This coupling feature is unique and needs further investi
tion.

CONCLUSIONS

In summary, carefully prepared Fe(3 ML)/xAu/
Tb(3 ML) trilayers under clean conditions display oscill
tions in the exchange interaction, which can be seen w
different methods of characterization. The experimental
sults correlate well with existing experimental and theore
cal data. For the first time it is shown experimentally tha

~i! Fe and Tb layers separated by a thin Au layer cou
their magnetic moments parallel or antiparallel f
different Au thickness, i.e.,the sign of the exchang
interaction oscillates;

~ii ! EHE is a powerful tool for studying indirect exchang
coupling;

~iii ! at a spacer thickness within the radius of Fe–Tb c
pling ~7–15 Å! both short-and long-range exchang
interactions coexist, while at higher spacer thickne
the indirect interaction has the advantage;

~iv! the substrate can affect the features and sign of
coupling.
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Magnetoresistive study of the antiferromagnetic–weak ferromagnetic transition
in single-crystal La 2CuO4¿d
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Resistive measurements were made to study the magnetic field-induced antiferromagnetic~AF!—
weak ferromagnetic~WF! transition in the La2CuO4 single crystal. The magnetic field~dc
or pulsed! was applied normally to the CuO2 layers. The transition manifested itself in a drastic
decrease of the resistance in critical fields of 5–7 T. The study is the first to display the
effect of the AF–WF transition on the conductivity of the La2CuO4 single crystal in the direction
parallel to the CuO2 layers. The results provide support for the three-dimensional nature of
the hopping conduction of this layered oxide. ©2004 American Institute of Physics.
@DOI: 10.1063/1.1739162#
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1. INTRODUCTION

The transport and magnetic properties of cupr
La2CuO41d have attracted considerable attention in the a
of superconducting research. This is a parent compound
one of the family of high-temperature superconductors,
study of its properties is considered to be important for e
cidation of still unclear nature of superconductivity in c
prates. Stoichiometric La2CuO4 (d50) is an antiferromag-
netic~AF! insulator with a Ne´el temperatureTN of about 320
K, but doping it with bivalent metals~such as Sr! or with
excess oxygen (dÞ0) leads to destruction of the long-rang
AF order and a decrease inTN ~Ref. 1–3!. A fairly high
doping results in a transition to a metallic state.

The perovskite crystal lattice of La2CuO4 is orthorhom-
bic ~below about 530 K! and consists of CuO2 layers sepa-
rated by La2O2 layers ~the latter consisting of two buckle
La–O layers!.2,3 In the Bmab space group the CuO2 layers
are perpendicular to thec axis and parallel to theab plane.3

The CuO6 octahedra are tilted in a staggered way; the tilti
is uniform in a givencb plane. The AF state is strongl
connected with crystal lattice features.4 The magnetic state is
determined byd9Cu21 ions with spinS50.5. In the CuO2
planes, the magnetic structure is characterized by a sim
two-dimensional~2D! AF array with nearest neighbors ha
ing antiparallel moments.4 Due to the above-mentioned tilt
ing of the CuO6 octahedra, the spins are canted 0.17° in
cb plane away from theb axis.4,5 As a result, a weak ferro
magnetic~FM! moment perpendicular to the CuO2 plane ap-
pears in each layer. BelowTN , the directions of the FM
moments in neighboring CuO2 planes are opposite, so th
the system as a whole is a three-dimensional~3D! AF.5

Application of high enough magnetic field along thec
axis causes a magnetic transition to a weak-ferromagn
~WF! state, in which all canted moments are aligned alo
the field direction.5 The transition is accompanied by a jum
4111063-777X/2004/30(5)/6/$26.00
e
a
or
d
-

le

e

tic
g

like change in the resistivity.5 The critical field Hc of the
transition is temperature dependent. It goes to zero foT
approachingTN , but increases with decreasing temperatu
and amounts to 5–6 T below 100 K. Hole doping
La2CuO4, leading to lowerTN , causes smallerHc values as
well ~down to about 3 T at low temperature for samples w
TN about 100 K!.6 Some magnetic transitions have also be
found for field applied parallel to theab plane.7 In this case,
for field parallel to theb axis, a spin-flop transition was
found at a fieldH1 of about 10 T, and a transition to the FM
state at a fieldH2 of about 20 T. These transitions manife
themselves as weak knees~no jumps! in the MR curves.7 It is
believed that no magnetic transition should take place w
field is applied parallel to thea axis, which is perpendicula
to the staggered moments.7,8

Doping with excess oxygen introduces charge carri
~holes! in the CuO2 planes. At small enoughd (,0.01),
La2CuO41d remains insulating, althoughTN is lowered
considerably.9,10 The excess oxygen atoms reside at inter
tial sites between La–O planes.11 Each such excess atom
surrounded by a tetrahedron of apical oxygen atoms.
layered cuprates, in which the CuO2 planes are the main
conducting units, a quasi-2D behavior is expected for
in-plane transport. This has actually been found in ma
cuprates12 but not in La2CuO41d . In this compound, the
Mott’s variable-range hopping~VRH!, with temperature de-
pendence of the resistance described by the expression

R'R0 expS T0

T D 1/4

, ~1!

is found13,14at low T for both the in-plane~currentJ parallel
to the CuO2 planes! and out-of-plane (Jic) transport. The
fractional exponent of 1/4 in Eq.~1! corresponds to 3D sys
tem~for 2D systems, it should be equal to 1/3!.15 At the same
time, the hopping conduction in La2CuO41d samples with
fairly high crystal perfection shows considerable anisotro
© 2004 American Institute of Physics
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so that the values ofR0 andT0 in Eq. ~1! are different for the
in-plane and out-of-plane transport. The in-plane conduc
ity sab is found to be considerably higher than the out-
plane conductivitysc . The ratio sab /sc is strongly tem-
perature dependent. It is minimal~about 10! in the liquid-
helium temperature range but increases dramatically w
temperature and saturates above 200 K to maximal value
the order of 100.16–18

The 3D character of the VRH in La2CuO41d testifies
that a hole transfer between CuO2 is likely not only atJic,
but atJia, b, as well. In considering this question it is im
portant to know the exact nature of the holes in La2CuO41d .
Although about 17 years have passed since the discove
superconductivity in doped La2CuO41d , the nature of the
holes in it still cannot be considered completely clear. This
turn makes it hard to gain insight into the nature of the
prate’s superconductivity. In the undoped state, the Cu2

planes present a lattice ofd9Cu21 (S50.5) andp6O22 (S
50) ions. Doping with excess oxygen causes~to ensure neu-
trality! the appearance of additional holes in the planes. T
can be achieved in two ways: 1! some of thed9Cu21 ions
change into thed8Cu31 (S50) state, or 2! some of the
in-plane oxygen ionsp6O22 change into thep5O12 (S
50.5) state. In either case, the holes induce strong lo
perturbations of the AF order. In the known literature19–25

both kinds of holes have been taken into account in theo
ical models of fundamental properties of the cuprates. Th
is much speculation, however, that holes in La2CuO41d have
a strong oxygen character,19–24 and this view has strong ex
perimental support.20,22,26At the same time, due to the ove
lapping of thed andp orbitals and hybridization of thed and
p bands, thed orbitals exert a significant influence on th
hole motion.

According to Ref. 21, owing to the special the charac
of the excess oxygen as interstitial atoms11 with weak
oxygen—oxygen bonding, the holes can be delocalized fr
the CuO2 planes onto the apical O atoms, i.e., into t
La2O21d region between adjacent CuO2 planes. This assure
the 3D nature of the VRH in La2CuO41d . In this way the
La2CuO41d system differs drastically from the Sr-doped sy
tem, where the holes remain quasi-two-dimensional. In f
the ratiosab /sc in lightly doped La12xSrxCuO4 crystals of
good quality can be as high as several thousand.27

In this communication we report the results of a study
the AF–WF transition by magnetoresistance~MR! measure-
ments in a La2CuO41d single crystal. In the known previou
studies5,28–31the MR investigations of the AF–WF transitio
in La2CuO41d were done for the case when both the ma
netic field and transport current are perpendicular to
CuO2 planes~i.e., Hic and Jic). Under these conditions
rather sharp decrease in the resistance has been found a
critical field Hc was approached from below. The amplitu
of the relative change in resistance (DR/Rn , whereRn is the
resistance in the AF state! due to the AF–WF transition de
pends on temperature. It is maximal in the range 20–30
where it can amount to 0.30–0.50 in fairly perfe
crystals.5,7,29–31

It is known that the enhancement of spin order usua
leads to a decrease in resistivity of metallic systems.
example, a considerable decrease in resistivity can occu
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transitions from the paramagnetic to the FM or AF state
some metals, alloys, or even in some FM perovskite oxid
such as mixed-valence manganites.32–34 This is usually at-
tributed to a decrease in the scattering rate of quasi-
charge carriers on disordered local spins as a result of
above-mentioned magnetic transitions. The situation is ra
different in the case of insulating La2CuO41d . Here the tran-
sition to the 3D AF state produces hardly any noticea
change in the hopping conductivity atTN ~apparently for the
reason that 2D AF correlations in the CuO2 planes persist up
to temperatures far aboveTN ; Refs. 1–3!, while the transi-
tion to the 3D WF state increases the conductivity en
mously. Since the VRH in La2CuO41d has a pronounced 3D
character, it can be expected that the AF–WF transit
would manifest itself in resistivity in fieldHic not only for
the transport current perpendicular to the CuO2 planes, as
was found in Refs. 5, 29–31, but for the in-plane hole tra
port as well. In the present study this effect has been actu
revealed, as described below.

2. EXPERIMENTAL

A single-crystal La2CuO41d sample with dimensions o
1.330.330.39 mm is investigated. This sample was stud
previously in Ref. 18, where it was indicated as sample N
1 with TN5188 K. After that study, the sample was annea
additionally in an oxygen atmosphere (700 °C, 5.5 days! in
the hope that oxygen content~that is,d! would be increased
It turned out, however, that the thermal treatment cau
only a slight decrease inTN ~down to 182 K! and in the
resistivity. TheTN value was determined from magnetic su
ceptibility measurements.

The crystallographic orientation of the sample was d
termined from an x-ray diffraction study. This reveals th
the sample has a quantity of twins, which inevitably app
in La2CuO41d crystals when cooled through tetragonal-t
orthorhombic structural transition atT'530 K.3 As a result,
a peculiar domain structure is developed. The orientation
thec axis is the same in each domain, but the orientations
the a and b axes are switched~or reversed! in a fixed way
between two possible orientations upon crossing the dom
~twin! boundaries. In this connection, although in what fo
lows we will speak conventionally abouta or b directions of
transport current in the sample studied, they should, firs
all, be taken as two mutually perpendicular in-plane curr
directions in the twinned crystal. In a heavily twinned crys
no significant anisotropy in the in-plane conductivity can
expected, even assuming that some intrinsic conductivity
isotropy within the CuO2 planes is present. In the prese
study, however, pronounced anisotropy in the conductiv
~and rather significant anisotropy in the MR! is found for
these two in-plane directions. This matter will be touch
upon in the next Section of this paper. In contrast, we c
speak about thec directions in the sample studied withou
any reservation or possible misunderstanding.

In this study, the dc resistance in the directions para
to CuO2 planes was measured by the Montgomery metho35

which is appropriate for systems with a pronounced anis
ropy of the conductivity. Contacts between the measur
wires and the sample were made using a conducting si
paste. The measurements were done in fieldHic in a helium
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cryostat with a superconducting solenoid. Although t
maximum field in the cryostat~about 6 T! has appeared to b
quite sufficient in most cases to reveal manifestations of
AF–WF transition in the MR of the sample studied, a som
what higher field is needed to study the transition more th
oughly, especially for the study of hysteretic phenomena
theR(H) curves in the vicinity of the critical fieldHc .5,29–31

This hysteretic behavior is considered as an indication o
first-order transition. For this reason, a part of the dc re
tance measurements in this study were done in pulsed m
netic field with amplitude up to 15 T. The nearly sinusoid
pulse has a duration about 33 ms, during which the field
swept from zero to a maximum amplitude and back to ze
For these measurements a fieldHic and transport current
Jic and Jia were used. The rate of variations in magne
field was up to 103 T/s. Other essential details of the pul
measuring technique employed can be found in Ref. 36.

3. RESULTS AND DISCUSSION

The temperature dependences of the resistivityra mea-
sured along thea axis (Jia) is shown in Fig. 1 for different
magnitudes of the measuring current. It is seen that ther(T)
behavior is essentially independent of the current in
whole measuring temperature range, 4.2 K<T<300 K, for
current magnitude less than about 1mA; that is, Ohm’s law
holds in this case. For better consideration, one of th
Ohmic r(T) curves~at J51 mA) is presented separately i
Fig. 2. It can be seen that Mott’s law@Eq. ~1!# is obeyed
fairly well in the range 20 K&T&200 K. In the rangeT
,20 K, a steeper@as compared to Eq.~1!# increase inR with
decreasing temperature is found. This deviation from Mo
law at low temperature is rather typical for La2CuO41d and
was observed earlier in Refs. 14 and 31. In Ref. 14, a p

FIG. 1. The temperature dependence of the resistivityra of single-crystal
La2CuO41d measured at different values of transport current. In all cases
current was directed parallel to the crystallographic axisa. The dependences
are presented as logra versusT21/4.
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sible reason for this behavior is suggested: the presenc
superconducting inclusions in the insulating sample due
phase separation in La2CuO41d .

The magnetic structure of La2CuO41d , according to
neutron diffraction data,2,4 is anisotropic for all three ortho
rhombic axes. The same can be expected, therefore,
transport and magnetic properties. In the presence of tw
however, the measured transport and magnetic prope

FIG. 3. Magnetoresistance curves atT55 and 20 K measured for single
crystal La2CuO41d in an out-of-plane dc magnetic field (Hic) for different
amplitudes of the measuring current, directed along the crystallogra
axis a.

e

FIG. 2. The temperature dependence of the resistivityra of single-crystal
La2CuO41d measured for transport current equal to 1mA. The current was
directed parallel to the crystallographic axisa. The inset shows temperatur
behavior of the ratio of the resistivitiesrb and ra for measuring currents
directed along the crystallographic axesb anda.
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usually show quite definite anisotropy solely for directio
parallel and perpendicular to the CuO2 planes. Recently, in
untwinned La2CuO41d crystals, a clear in-plane anisotrop
of the magnetic susceptibilityx was found.37 A similar phe-
nomenon may be expected in the transport properties
La2CuO41d samples without twins.

In a sample with multiple twins, no considerable i
plane anisotropy could be expected. However, the meas
ratio rb /ra in the sample studied~see inset in Fig. 2! reveals
a rather distinct anisotropy. The ratio is close to unity aT
'11– 12 K, but it increases with temperature and a
proaches value of about 3 at room temperature. A sim
behavior was found in a previously studied sample with
somewhat higherTN'188 K.18 Thea–b anisotropic behav-
ior of the conductivity in a twinned sample~in the case that
the conductivitiessa andsb are inherently different! can be
observed only when,first, the existing twins are few in num
ber ~so that the measured resistivity is not properly avera
between the two possible crystal orientations!, and,second, a
given current direction is really parallel to thea ~or b! axis in
most of the crystal. The results of this study therefore g
evidence that the intrinsic conductivity anisotropy in t
CuO2 planes of La2CuO41d is quite credible.

We found that the MR behavior of the sample stud
depends significantly on the magnitude of the measuring

FIG. 4. Magnetoresistance curves at various fixed temperatures mea
for single-crystal La2CuO41d in an out-of-plane dc magnetic field (Hic) for
measuring current~100 mA! directed along the crystallographic axisa.
of

ed
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r
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e
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rent, especially at low temperature. The upper panel of Fi
presents the MR curves recorded atT55 K for the caseJia.
It can be seen that for low currents~that is in the Ohmic
regime! the MR is positive, but for high enough curren
(J>1 mA) the MR becomes negative and increases stron
aboveH.5 T. Positive MR was observed only at low tem
perature (T,20 K) for both the in-plane current direction
used,Jia and Jib. At fairly high temperature,T>20 K,
only negative MR is observed, which increases profoun
above H.5 T, as well ~lower panel of Fig. 3!. We have
attributed this rather sharp increase to an influence of
AF–WF transition, as will be discussed in more detail belo
As to the positive MR at low temperature (T,20 K), this
could be attributed to the presence of superconducting in
sions due to phase separation, as was mentioned above
example, in Ref. 38, positive MR attributed to supercondu
ing inclusions has been found in the low-temperature ra
(T,10 K) in even more resistive La2CuO41d with higher
TN .

For all of the temperature range in which the MR w
measured in this study (4.2 K<T<90 K), the MR magni-
tude is strongly dependent on the measuring current~as il-
lustrated by Fig. 3!. For this reason, to compare MR curve
with an evident effect of AF–WF transition at different tem
peratures we have used only data for rather high curre

redFIG. 5. Magnetoresistance curves at various fixed temperatures mea
for single-crystal La2CuO41d in an out-of-plane dc magnetic field (Hic) for
measuring current~100 mA! directed along the crystallographic axisb.



ex

r-
th

s

i-
y
e

di
-

be
tiv

he
b
l
a

ge

d,
s

s

the
at
ni-
is
ing

o
r
-

ld
ugh
To
e in
R

ns-

the
he
for

is

he

415Low Temp. Phys. 30 (5), May 2004 Belevtsev et al.
that is, for the non-Ohmic conduction regime. Some
amples of the MR curves atHic for the casesJia and Jib
and currentJ5100 mA are shown in Figs. 4 and 5 for ce
tain selected temperatures. It is obvious from the curves
a rather sharp decrease in resistance occurs whenH exceeds
some critical magnitude~in the range 5–6 T!. All main fea-
tures of this resistive transition are quite identical to tho
found in the MR behavior of La2CuO41d at the AF–WF
transition for the caseHic, and the out-of-plane current d
rection (Jic), when mainly interplane hopping is affected b
the transition.5,28–30 The results obtained show that th
AF–WF transition influences hopping conduction in the
rections parallel to CuO2 planes as well. This effect, al
though anticipated~as is indicated above!, had never been
seen previously in La2CuO41d , to our knowledge.

The following features of the resistive transition can
pointed out. First, the transition is sharper and the rela
changes in resistance,DR/Rn , are larger for theb direction
of the transport current than for thea direction ~compare
Figs. 4 and 5!. Second, the MR curves are hysteretic in t
field range of the transition, as expected. The hysteresis
comes more pronounced for decreasing temperature. The
ter feature of the MR curves is quite consistent with th
found previously at the AF–WF transition forJic.5,29–31

Third, a considerable negative MR in the low-field ran
below the magnetic transition can be observed~Figs. 4 and
5!. This contribution to the total MR is not hysteretic an
maybe, has little if any relationship to the magnetic tran
tion. For a given current~for example, forJ5100 mA, as in
Figs. 4 and 5! the contribution of this type of MR increase

FIG. 6. Magnetoresistance curves registered for single-crystal La2CuO41d

in an out-of-plane pulsed magnetic field (Hic) at T54.2 K for the in-plane
and out-of-plane current directions (Jia andJic) with current magnitudes of
6 mA and 7.4mA, respectively.
-

at

e

-

e

e-
at-
t

i-

with decreasing temperature and is more pronounced for
a direction of the measuring current. It is found as well th
the negative MR at low field increases with current mag
tude ~Fig. 3! and, therefore, with an applied voltage, so it
much more pronounced in the non-Ohmic regime of hopp
conductivity ~compare Figs. 1 and 3!. In previous studies,
negative MR in the AF La2CuO41d for the case of both the
current and field parallel to CuO2 was found and discussed t
a certain degree.14,18The nature of the negative MR in rathe
low field Hic andJia, b revealed in this work remains un
clear and is worthy of additional study.

It is evident from Figs. 4 and 5 that the maximal dc fie
of about 6 T used for these measurements is not high eno
to accomplish the magnetic transition in full measure.
overcome this disadvantage, measurements were don
pulsed magnetic field with magnitude up to 15 T. The M
curves were recorded at temperaturesT54.2, 20.4, and 77 K
for both the in-plane and out-of-plane directions of the tra
port current. Examples of MR curves for pulsed field atT
54.2 and 77 K are shown in Figs. 6 and 7.

The pulsed MR measurements enabled us to see
magnetic transitions in full measure. The MR curves for t
low-temperature region were found to be quite similar
both methods~compare Figs. 4 and 6!. It is also seen that the
resistive transition for the out-of-plane current direction
sharper, and the relative changes in resistance,DR/Rn , are
generally larger than those for the in-plane direction. T
MR curves in pulsed magnetic field atT577 K are less hys-
teretic than those atT54.2 K, as expected~Fig. 7!. The
maximum values ofDR/Rn'50% found in this study for

FIG. 7. Magnetoresistance curves registered for single-crystal La2CuO41d

in the out-of-plane pulsed magnetic field (Hic) at T577 K for the in-plane
and out-of-plane current directions (Jia and Jic) with current magnitudes
5.93 mA and 178mA, respectively.
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pulsed magnetic field agree well with those found in pre
ous studies in dc magnetic field.7

In conclusion, we have found that the AF–WF transiti
in La2CuO41d is clearly manifested in the in-plane hoppin
conductivity. This supports the 3D nature of hopping co
duction in this compound.

*E-mail: belevtsev@ilt.kharkov.ua
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It is shown that in the resonance scattering of electrons on donor impurities of transition
elements in semiconductors there is a contribution to the spin susceptibility from the electron
density localized at the impurities. The Curie constant due to this has an unusual
dependence on the impurity concentration. An expression for the spin susceptibility of resonantly
scattered electrons is obtained in the Friedel approach. The experimental data obtained on
mercury selenide containing iron impurities confirm the theoretical results and permit
determination of the effective spin of the resonance state. ©2004 American Institute of Physics.
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Impurities of transition elements in semiconductors
low concentrations can possess donor energy levels tha
in the conduction band. In such a case the behavior of
electron mobility manifests certain features that are typica
gapless semiconductors. Mercury selenide containing
impurities has attracted much attention in connection w
the observation of such effects, and the results of that
search are reflected in several review articles.1,2 The features
that arise have their origin in the fact that the interaction
conduction electrons with impurity ions at energies close
the donor level energy«d has a resonance character. Re
nance phenomena at low temperatures become notice
when, with increasing impurity concentration, the Fermi e
ergy reaches the energy«d . Upon further increase of the
impurity concentration the Fermi energy and the elect
density stabilize, i.e., remain nearly unchanged as the n
ber of impurities is increased. It is in this region of stabi
zation of the electron density that one observes the anom
of the electron mobility considered here: a maximum in
concentration dependence and a characteristic dependen
temperature.1,2 To explain the rise of the mobility with
growth of the impurity concentration given the known pre
ence of resonance scattering, which suppresses the mob
a model based on the assumption that ordering of the im
rity ions occurs is widely used.3 However, it has been shown4

that the concentration maximum of the mobility can be e
plained in the framework of the known theory of mobility
the presence of scattering on ions if it is taken into acco
that under conditions of stabilization of the electron dens
the effective charge of each of the ions decreases as
increase in number. The use of a general approach base
4171063-777X/2004/30(5)/4/$26.00
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the theory of resonance scattering and the Friedel sum r5

permits a simple explanation of the observed concentra
and temperature anomalies of the mobility.6

In the development of models permitting a consiste
description of the evidence of the interaction of electro
with transition-element impurities, the study of the magne
susceptibility of the system of impurity ions is of conside
able importance. For mercury selenide containing iron im
rities there is a vast amount of experimental data on
susceptibility, but a number of the observed regularities h
not been given adequate theoretical analysis. In particula
quantitative description of the unusual concentration dep
dence of the Curie constant4,7 has not been given. Thus
remains a topical problem to treat theoretically the susce
bility of localized spins of resonance donor impurities.
this report we propose a simple solution of this problem
the framework of the resonance scattering theory and
Friedel approach. The experimental data we have obta
on the temperature dependence of the susceptibility of lo
ized moments in mercury selenide containing iron impurit
are presented, and their agreement with the proposed t
retical predictions is demonstrated for certain parameter
ues which are consistent with the existing ideas. The av
able data on the field dependence and quantum oscillat
of the susceptibility are also discussed in relationship to
behavior of the amplitudes of the de Haas–van Alphen
Shubnikov–de Haas oscillations.

Let us start by considering the influence on the dens
of states of the resonance scattering of electrons with a g
value of the energy«. If singly ionized donor impurities with
concentrationni have a resonance energy«d , then, corre-
© 2004 American Institute of Physics
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sponding to the resonance is a certain contribution to
density of states in the form of the function

nig~«!5
niD

p
@~«2«d!21D2#21, ~1!

whereD is the width of the resonance, which is small com
pared to«d . This resonance function appears in the expr
sion for the spin susceptibility of the electron density loc
ized at impurities via an integral that we introduce
follows:

h522niE d« g~«!
d f~«!

d«

52niE d« g~«!

4kT cosh2@~«2«F!/2kT#
, ~2!

where f («) is the Fermi function,«F is the Fermi energy,T
is the temperature, andk is Boltzmann’s constant. The inte
gral in formula~2! should be extended to an interval with
width of the order ofD in the vicinity of the energy«d within
which formula~1! remains valid. The character of the depe
dence ofh on temperature and impurity concentration is d
termined by the value of the energykT in relation toD and
of «F in relation to«d . We shall assume that all the electro
originate from the donors in question and that their densit
such that the Fermi energy is higher than«d . Then the Fermi
energy changes little as the donor concentration is increa
further, and the conduction electron densityne(«F) remains
close to the valuen05ne(«d). It is at such concentration
that the electron density, in addition to the conducting el
tron fraction, contains the part under discussion, consis
of electrons localized at resonance donor impurities, wh
gives a contribution to the electron density equal to

niz5ni2n0 , ~3!

wherez is the occupation number of the localized states:

z5E d« g~«! f ~«!. ~4!

In the ground state one can writez in the form

z5
1

2
1

1

p
arctanS «F2«d

D D , T50. ~5!

Relation ~3! is then an equation for determining the Fer
energy in the resonance intervalu«F2«du<D. Here it is easy
to find the density of states with the Fermi energy, andh is
then equal to

h52nig~«F!5
2ni

pD
sin2S pn0

ni
D , T50. ~6!

If the temperature is substantially higher thanD/k, then we
can take the limit of the exponential functions appearing
the Fermi function in expressions~2! and ~4!, and we then
get

h5zni /kT5~ni2n0!/kT, T@D/k. ~7!

Formulas~6! and~7! provide a basis for a simple analysis
the spin susceptibility of donor impurities.

Let us take as the initial form of the expression for t
spin susceptibility of the electrons the well-known equat
e

-
-

-

-
-

is

ed

-
g
h

i

n

obtained by simplifying the result of the electron liqu
theory, retaining the description of the role of the electro
electron interaction on a qualitative level. Considering on
the susceptibility of the localized electrons, in accordan
with what we have said, we write it in the form

xd5m2h/~11ch!, ~8!

where the parameterc describes the exchange interaction
the electrons in the states localized on impurities, andm2

contains factors reflecting the role of the interaction betwe
electrons in localized and conducting states and also the
ference of the effective spin of a localized state from the s
of a free electron. If the ionized donor does not have s
(S50), then the following simple formula is valid form2:

m25m0
2~11ced!54m0

2~^s2&/3!~11ced!, S50, ~9!

where m0 is the Bohr magneton,ced is the coupling con-
stant, and^s2&5s(s11)53/4. For a more realistic case
when the ion spinS is nonzero, we generalize the seco
expression in equation~9! by introducing the spinsd of the
localized state:

m254m0
2~^sd

2&/3!~11ced!, S.0. ~10!

The value of^sd
2& is a parameter of the completely fille

localized state, which for the impurity as a whole is close
the state of the un-ionized donor. Here, if in addition to t
spin S of the ionized impurity the spinsa of the un-ionized
impurity is also known, then one can determinesd by using
a sum rule. For example, forSa,S we set

^sd
2&5^S2&2^Sa

2&5S~S11!2Sa~Sa11!. ~11!

Then at smallced the value ofm2 will be known rather
exactly. In the more complicated situations, when the p
posed method of determining the effective moment is in
plicable, it remains, on the whole, a phenomenological
rameter.

The expressions~6! and ~7! given above enable one t
write the following formula for the susceptibility at low an
high temperatures:

xd5
m2ni sin2~pn0 /ni !

D11cni sin2~pn0 /ni !
, T!D/k, ~12!

xd5
m2~ni2n0!

kT1c~ni2n0!
, T@D/k, ~13!

whereD15pD/2. The main qualitative feature of the su
ceptibility described by these formulas consists in the ch
acteristic unusual concentration dependences which re
the stabilization of the electron density in the presence
resonance scattering on donor impurities. It is manifested
terms containing the limiting densityn0 both in the suscep-
tibility without the interaction taken into account and in th
parameters that characterize the exchange coupling in
localized states. It is also important that the theory confir
that the susceptibility of resonance donor states at high t
peratures obeys the Curie–Weiss law. The susceptibilityxd

under discussion appears in the total magnetic susceptib
of the crystal, which contains a contribution from the loca
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ized moments of the ionized impurities,xd
0 , which also

obeys the Curie law, and the weakly temperature-depen
susceptibilityx0 of the matrix.

The experimental data discussed below in connec
with the proposed theoretical results were obtained by us
crystals of mercury selenide containing iron impuritie
Some of the data were reported previously in confere
proceedings6,8 and in a journal article,4 and information
about the experimental techniques can be found in th
places. The measurements were made on a set of sam
with iron concentrations in the interval from 1018 to
1021 cm23. On that same set of samples we studied the c
centration and temperature dependences of the electron
bility and showed that the anomalies observed in them ar
good agreement with the theoretical results obtained on
basis of resonance scattering theory and the Friedel
proach. In the present paper we have also focused our a
tion on the analysis of those experimental data which per
verification of the conclusions of the theory mentione
Moreover, the results pertaining to the temperature dep
dence of the susceptibility of the localized moments are a
of interest in this regard. In all the samples studied the c
tributions to the susceptibility from the iron impurities a
distinct, and their temperature dependence obeys the C
law ~Fig. 1!. A detailed processing of the data on the conc
tration dependence of the Curie constant~Fig. 2! in the sus-
ceptibility xd

01xd showed that it conforms well to a depe
dence of the form

CnFe5C0nFe1dC~nFe2n0!, ~14!

wherenFe is the concentration of iron impurities,n0 is the
limiting density of conduction electrons introduced abov
which is determined in experiments on the mobility,C0

54m0
2S(S11)nFe/3k is the Curie constant corresponding

spin S55/2, andC01dC is the Curie constant for spin 2.1
It is easy to see that relation~14! corresponds to formula~13!
with allowance for relations~10! and ~11! for spin valuesS
55/2 andSa52 and a value of the constantced50.1. It is
known that an iron donor ion has spin 5/2 and an iron im
rity can have spin 2. The value found for the effective ma
netic moment is also reasonable. One can therefore conc

FIG. 1. Temperature dependence of the magnetic susceptibility of mer
selenide containing iron impurities. The impurity concentration
131019 cm23.
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that one of the main inferences of the proposed theory i
complete agreement with the experimental data. As to
temperature dependence of the form (T1u)21 predicted by
the theory, the results of a processing of the available d
show that noticeable values ofu can be revealed only fo
high impurity concentrations exceeding the resonance va
by one or two orders of magnitude; this result agrees with
data of Ref. 7. At such concentrations the application of
theory proposed here can hardly be justified.

Data from experiments on quantum oscillations of t
susceptibility and conductivity in a magnetic field can al
be of substantial importance for the development of the id
of the effects of resonance scattering of electrons. Our s
ies of the de Haas–van Alphen effect, the first results
which were reported previously,8 were devoted to establish
ing the correlation between the concentration dependenc
the amplitudes of the magnetoresistance and susceptib
oscillations. It was found that the Dingle temperature of t
quantum oscillations has a minimum in the same region
concentrations in which the electron mobility has a ma
mum. In this case the values of the Dingle temperature in
susceptibility oscillations are significantly lower. Howeve
for obtaining more complete quantitative results in this cir
of problems a detailed study of the shape of the oscillati
with allowance for the spin splitting and other factors is r
quired.
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Intrinsic and extrinsic inhomogeneities in mixed-valence manganites *
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It is suggested that extrinsic inhomogeneities in mixed-valence manganites deserve more
attention and that they should be taken into account on equal footing with the hypothetical phase
separation when examinating experimental data and developing theoretical models for the
influence of stoichiometric and other types of inhomogeneities on the properties of these and other
transition-metal oxides. ©2004 American Institute of Physics.@DOI: 10.1063/1.1739164#
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The structural, magnetic, and electron transport prop
ties of mixed-valence manganites of the type R12xAxMnO3

~where R is a rare-earth element and A is a divalent alkal
earth element! have attracted much attention in the scienti
community in the last decade~see reviews1–6!. That interest
has been stimulated by the observation of huge nega
magnetoresistance~MR! near the Curie temperatureTC of
the paramagnetic–ferromagnetic transition for mangan
with 0.2<x<0.5. This phenomenon has been called ‘‘colo
sal’’ magnetoresistance~CMR! and is expected to be used
advanced technology. The unique properties of mix
valence manganites are determined by complex spin, cha
and orbital ordered phases, and are therefore of great fu
mental interest for the physics of strongly correlated el
trons. At the present time it is believed that one of the k
feature of manganites is their intrinsic inhomogeneities in
form of coexisting competing ferromagnetic an
antiferromagnetic/ paramagnetic phases.3,4,6 This phenom-
enon is generally called ‘‘phase separation.’’ In Refs. 3 and
theoretical computational models were developed for t
cases: 1! electronic phase separation, which implies nan
cluster coexistence; 2! disorder-driven phase separatio
which leads to rather large~micrometer size! coexisting clus-
ters. Existence of the nanoscale as well as micrometer-
inhomogeneities in manganites has been corroborated
perimentally~see Refs. 3, 4, and 6 and references there!.
Some other examples of the phase-separation models ca
found in Refs. 4 and 7–10~actually, there is a vast literatur
on the subject, but it cannot be cited more fully in this br
communication!. On this basis it is hoped that the transpo
and magnetoresistive properties~including CMR! of manga-
nites can be explained with the phase separation effects t
into account.

In spite of enormous theoretical and experimental ac
ity in the area of phase separation in manganites, many q
tions ~sometimes rather simple and naive! remain open. In-
trinsic inhomogeneities are believed to arise
thermodynamic reasons, so that relative fraction of comp
ing phases should depend on temperature, pressure,
magnetic field. The known experimental studies give num
ous~though predominantly indirect! indications of structural
and magnetic inhomogeneities in manganites, but are the
all cases intrinsic? The point is that extrinsic inhomoge
4211063-777X/2004/30(5)/4/$26.00
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ities are inevitably present in all manganites~even in single-
crystal samples!. Extrinsic inhomogeneities arise due to va
ous technological factors in the sample preparation. They
cause inhomogeneity in the chemical composition~first of all
in the oxygen content!, structural inhomogeneities~polycrys-
talline or even granular structure!, strain inhomogeneities
and so on. It is easy to find in the literature numerous exp
mental studies in which the finding of phase separation
fects is proclaimed, but the interpretations are often doubt
In such cases the effects of technological inhomogene
are quite obvious or, at least, can not be ruled out. In so
cases the magnetic inhomogeneities, induced by extri
causes, can depend significantly on temperature, pres
and magnetic field as well, and their apparent influence
the magnetic and transport properties of mixed-valence m
ganites may agree generally with that predicted by some
the numerous phase-separation theoretical models. It sh
be noted, however, that a quantitative comparison of
known models with experiment is practically impossible~or
is too ambiguous!.

Consider briefly the main sources of extrinsic inhom
geneities. Mixed-valence manganites are comp
perovskite-like oxides consisting of at least four elemen
Their properties are very sensitive to crystal imperfectio
especially to the structural, composition and other types
inhomogeneity in the crystal lattice. The crystal perfecti
~and corresponding level of inhomogeneity! depends
strongly on the method of preparation, and on prepara
conditions for the given method. In rough outline, the fo
lowing methods of manganite growth are used: 1! thin film
growth ~mostly with the pulsed-laser deposition method!; 2!
solid-state reaction method; 3! floating zone method.

Thin manganite films can be prepared in highly orient
or even single-crystal epitaxial form with a fairly perfe
crystal lattice. The highest values of the magnetoresista
have been observed in thin films. But it should be taken i
account that films are always in an inhomogeneous stra
state due to inevitable substrate-film lattice interactio
which, as a rule, induces considerable magnetic and ma
toresistance anisotropy.11 Due to the strained state, som
other film properties~among other things, the value ofTC)
can be quite different from those of bulk materials.

Consider some examples of extrinsic inhomogeneitie
© 2004 American Institute of Physics



ec
ck
a
b

ee
s
e
e

th
rin
d-

e

th
p
o

ay
e

r-
lit
ne
o
a
si
a
n
w
ow
d

er
pl
n
a
e

et
si

tim
io

p
o
-

r
n
re
n
s
ro

hi

th-
er-
ave
tes
, to
t-
me

pite
SR
ce
the

ith
ob-
th
gen-
em
e

rs
er

on is
But
are
al-
ins,

ical
ion
ll.
ut

nto
ives

be
stal
ses
ally
rain
can
far
s.
one
and,
r-
en-
not
di-
of
e,
nt?
o be
ive
the
s,
se

tic-
f

422 Low Temp. Phys. 30 (5), May 2004 B. I. Belevtsev
films. A comprehensive and thorough study~by high-
resolution electron microscopy!12 of epitaxial
La12xCaxMnO3 (x'0.3– 0.35) films grown on SrTiO3 sub-
strates has revealed that close to the substrate a perf
coherent strained layer is formed, above which crystal blo
with columnar structure grow; these blocks and the bound
regions between them accomodate the lattice mismatch
tween substrate and film. The boundary regions betw
blocks ~domains! are nonstoichiometric, having deficiencie
of oxygen and lanthanum. Similar results are reported in R
13, where secondary-phase nonstoichiometric rods w
found in La0.7Ca0.3MnO3 films grown on LaAlO3 and SrTiO3

substrates. The films have a domain structure, in which
rods are believed to be responsible for relieving stress du
film growth. Magnetic force microscopy study of pulse
laser-deposited La12xSrxMnO3 (x50.23 and 0.3! films14

have revealed local FM regions at temperatures above thTC

of the film. These regions with higherTC were found around
the grain boundaries and attributed to local variation of
strain in the film. The above examples show that even e
taxial films prepared under optimal conditions have inhom
geneous strains and a local nonstoichiometry that can pl
significant role in the transport and magnetoresistive prop
ties of thin films.

The solid-state reaction~SSR! technique enables prepa
ing ceramic or polycrystalline samples. The crystal qua
~and, therefore, the resistive, magnetoresistive, and mag
properties! of the SSR samples depends in a crucial way
the preparation conditions, especially on sintering and
nealing temperature. In samples prepared with optimal
tering temperature, fairly sharp resistive and magnetic tr
sitions near TC are observed, whereas quite differe
resistive and magnetization behavior is seen for samples
the same nominal composition but prepared at l
temperature.15 This is to be attributed to compositional an
structural inhomogeneity of samples sintered at low temp
tures. For all preparation conditions, however, SSR sam
are always polycrystalline and inevitably contain at least o
source of inhomogeneity: grain-boundary regions. These
regions of structural, magnetic, and stoichiometric disord
and they therefore have different conducting and magn
properties as compared with these inside the grains. Be
this, rather appreciable compositional inhomogeneities~not
associated with grain boundaries! cannot be eliminated in
SSR samples even when they are prepared under op
conditions. The common methods of checking of stoich
metric inhomogeneity and mixed-phase state~x-ray powder
diffraction or electron microprobe analysis! have too low ac-
curacy to come to an unambiguous conclusion about com
sition homogeneity. For example, if a sample is a mixture
two phases of R12xAxMnO3, composed from the same ele
ments but with appreciably different values ofx or oxygen
concentration, it is hard or even impossible to see clea
enough the two-phase state in a diffraction pattern, eve
the volume fractions of the phases are comparable, whe
the magnetic and other properties of these phases ca
significantly different. Only nonperovskite-type impuritie
can be detected quite clearly down to 2%. Electronic mic
probe elemental analysis has an accuracy about65% in
most cases, leaving room for stoichiometic disorder wit
tly
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these limits. More powerful, but much more expensive me
ods, like neutron diffraction or small-angle neutron scatt
ing, are not in common use, but even those methods h
their limits of accuracy. Since the properties of mangani
are very sensitive to chemical composition and, therefore
stoichiometric disorder, it is not surprising to find in the li
erature quite different properties of manganites of the sa
nominal composition, prepared by the SSR method. In s
of the unavoidable technological inhomogeneity, the S
method is in common use for preparation of mixed-valen
manganites of various composition. The reason is that
SSR method appears to be not very sophisticated~at least, at
first glance! and does not require expensive equipment. W
proper experience and rather hard work it is possible to
tain polycrystalline samples of rather good quality, wi
sharp resistive and magnetic transitions. For example, a
erally recognized phase diagram for the syst
La12xCaxMnO3 has been obtained for SSR polycrystallin
specimens.5

It is easy to find in the literature hundreds of pape
devoted to film or bulk ceramic manganites, but far few
studies concern single-crystal samples. The obvious reas
that it is not so easy to prepare manganite single crystals.
even single crystals prepared by the floating zone method
not free from defects and extrinsic inhomogeneities. In re
ity, they have mosaic blocks, twins, inhomogeneous stra
and stoichiometric disorder.16–18

The experimental data therefore show that technolog
inhomogeneities are unavoidable for any preparat
method, and they can actually be called ‘‘intrinsic’’ as we
For this reason,~i! in many cases it is better to speak abo
multiphase coexistence instead of phase separation;~ii ! the
technological inhomogeneities should be directly taken i
account in new theoretical models. The latter demand der
from the circumstance that manganite materials which can
used in advanced technology will surely have some cry
imperfections or inhomogeneities. Moreover, in some ca
specific types of inhomogeneities should even be speci
induced to provide necessary properties. For example, g
boundaries or specially prepared percolation structures
ensure high MR in low fields in the temperature range
below TC , which may be necessary for some application

As to phase separation, this concept has, on the
hand, now become a commonplace, while, on the other h
the term is too general to imply anything specific. In inte
preting their results, experimentalists often speak quite g
erally about phase separation or just mention it, meaning
much by it. And how could they, since at least a dozen
verse models~suggesting quite different mechanisms
phase separation! have been developed, which in practic
however, cannot be numerically compared with experime
In spite of this, the phase-separation concept appears t
very attractive, since it can give a quite natural qualitat
explanation for both the huge drop in resistance and
CMR in the vicinity of magnetic transitions in manganite
taking into account a percolational character of the
transitions.4,8 Consider, for example, the La12xCaxMnO3

system. According to Refs. 19–24, the paramagne
ferromagnetic~PM-FM! transition in this compound is o
first order for the range 0.25,x,0.4. It is found in these
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compounds that FM metallic clusters are present well ab
TC , while some PM insulating clusters can persist down t
range far belowTC .25–27That seems natural for a first-orde
transition, where nucleation of the FM clusters aboveTC is
quite expected, as well as the presence of some amou
PM clusters belowTC . After all, a transition of this type is
hysteretic and depends on the rate of heating or cooling
this case real phase separation and percolation processe
be expected aroundTC . Since the PM phase is insulatin
and the FM one is metallic, some kind of insulator-me
transition takes place nearTC . The technological inhomoge
neities broaden the temperature range of the PM-FM tra
tion, so that it may appear smoother and more continuo
like a second-order transition.

For Ca concentration outside of the above-indica
range, 0.25<x<0.4, the PM-FM transition is found to be o
second order in La12xCaxMnO3 samples withx50.20, 0.40,
and 0.45~Refs. 22, 29, 30!. According to the phase diagram
for this system,1,3,5,6 these concentrations are close to t
critical ones:x'0.2 ~which is a border between the FM me
tallic and insulating states! and x50.5 ~which is a border
between FM metallic and insulating charge-ordered states!. It
is clear that unavoidable technological stoichiometric dis
der will have a greater impact on the magnetic transition
samples having nominal Ca concentrations near the ab
mentioned critical values. TheTC value depends rathe
strongly onx near these threshold concentrations, wher
the concentration dependence ofTC near the optimal doping
(x'0.35) is rather weak~see the phase diagram in Refs.
3, 5, and 6!. In this case, the magnetic transition for a sam
with nonoptimal concentration should be broader than t
for the optimally doped samples, even if the level of comp
sitional inhomogeneity is equal in both cases. It cannot
ruled out, therefore, that a second-order transition found
these La12xCaxMnO3 samples is just a rather broaden
~smeared! first-order transition.

It should be noted that the PM-FM transition is found
be of second order in Sr-doped La12xSrxMnO3 samples (x
50.3 and 0.33! as well.19,31 The Sr manganites are mor
conductive than Ca manganites and have much higherTC

~maximum TC are about 260 K and 370 K for Ca and S
manganites, respectively!. It seems that manganites wit
higher conductivity andTC are more prone to a second-ord
transition than those with low conductivity andTC . In ho-
mogeneous samples with a perfect crystal lattice the sec
order transition from the PM to the FM state should proce
at once in the whole sample volume as soon as the temp
ture crossesTC from above. No nuclei of the FM phas
above TC and no supercooling or hysteresis phenome
should occur at this transition. Only thermodynamic fluctu
tions of the order parameter~the magnetization! are ex-
pected, which, however, should be confined to a narrow c
cal region aroundTC ~Refs. 32, 33!. These fluctuations of the
magnetic order have usually a rather noticeable effect
‘‘nonmagnetic’’ properties such as the temperature coe
cient of the resistivity, heat capacity, magnetoresistance,
thermal expansion in the vicinity ofTC ~Refs. 32, 33!.

Stoichiometric disorder and inhomogeneous strains
the crystal lattice, which are unavoidable in real mangan
due to the above-indicated technological reasons, can
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doubtedly have a pronounced effect on the second-o
PM-FM transitions. This effect has long been known a
considered for simple FM metals.33 Take, for example, as in
Ref. 33, a system consisting of multiple phases with differ
TC . There is some volume distribution of regions with d
ferentTC within the sample. The presence of interphase tr
sition regions between different phases should be taken
account as well. The temperature dependence of the ma
tization for this sample will show a somewhat broaden
PM-FM transition33 ~the temperature width of the transitio
depends on how wide is the distribution ofTC in the sample!.
From that an averagedTC value can be determined. Bu
some parts of the sample haveTC greater or less than thi
averaged value. Therefore, it can be found by some exp
mental methods that some FM clusters exist aboveTC , their
volume increasing asTC is approached from above, whil
PM clusters can be found belowTC , their volume fraction
decreasing as the temperature decreases away fromTC . The
reason for this behavior is quite obvious when the sam
inhomogeneity is taken into account. Now, even if eve
single phase of this multiphase system undergoes a sec
order transition, the total character of the transition will n
be that for the homogeneous system. It will be of a perco
tional nature. If the PM and FM phase states differ dra
cally in their conductivity, CMR can be found. Imagine th
the size of the inhomogeneities is rather small, say, a
nanometers~which is quite possible for technological inho
mogeneities!. Is it possible in this case to attribute with an
certainty the magnetotransport behavior of this system n
the PM-FM transition to the phase separation effect? T
negative answer is obvious, since technological inhomoge
ities can by themselves provide this behavior.

Due to enormous theoretical activity in this area, it
rather appropriate to believe that phase separation re
takes place in manganites and in other transition-metal
ides ~although it is difficult to make the right choice amon
the numerous proposals for the phase separation me
nisms!. But how can one reliably enough distinguish the
thermodynamic effects from those of extrinsic inhomoge
ities? That is a really difficult problem. I think that theoret
cians should not disregard the influence of extrinsic inhom
geneities, but, on the contrary, they should take them i
account in their models quite directly along with intrins
inhomogeneities. This necessity was indicated quite cle
in the paper by Yukalov.10 One of the principal ideas of tha
paper is that real systems are never free from external
turbations, and that makes the system stochastically unst
even if the external perturbations are infinitesimally sma
After all, extrinsic inhomogeneities can even stimulate t
appearance of thermodynamic phase separation, so that
kind of interaction between them is possible.

In conclusion, when considering the experimental d
for mixed-valence manganites and developing theoret
models for them, the unavoidable influence of extrinsic d
order and inhomogeneities should always be taken into
count. These inhomogeneities can act separately as we
together with the suggested intrinsic inhomogeneities~phase
separation! and determine to a great extent the magnetic a
magnetotransport properties of these compounds. Althou
for the most part, the known properties of th
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La12xCaxMnO3 system near the PM-FM transition hav
been used here in support of the above-mentioned poin
view, the general conclusion of this paper is applicable~in
the author’s opinion! to other magnetic transitions in mang
nites ~for example, for transitions to charge-ordered stat!
and to related magnetic transition-metal oxides, such as
cobaltites La12xSrxCoO3.

The author sincerely acknowledges a very useful disc
sion of some questions touched upon in this note with Dr
A. Joy from the National Chemical Laboratory, Pune, Ind

*This paper does not fit in with any of the permanent rubrics of this jour
It is actually better suited to a category such as ‘‘Critical reviews’’
‘‘Viewpoint’’ that some journals offer. In his paper, B. I. Belevtsev~on the
strength of the analysis of published experimental and theoretical wo!
considers the important and topical question of the influence of intrin
and extrinsic inhomogeneities on the properties of mixed-valence ma
nites with colossal magnetoresistance. The editors have decided to pu
Belevtsev’s paper in the hope that it will be of interest to our readers.
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In the region of the equilibrium solid solutions of lithium in aluminum an anomalous low-
temperature peak of diamagnetism is observed which is due to the presence of a boundary point
on a line of band degeneracy directly below the Fermi level. The position and structure of
the peak in the average valence function are analogous to those studied previously in the aging
systems Al–Mg and Al–Zn under suitable heat treatment. The value of the lithium impurity
scattering parameter for the electron states in the vicinity of the point of degeneracy mentioned
is estimated, and the linear relation of that parameter with impurity-related electrical
resistance in aluminum alloys is established. ©2004 American Institute of Physics.
@DOI: 10.1063/1.1739165#
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INTRODUCTION AND STATEMENT OF THE PROBLEM
ADDRESSED

In simple metal systems of thesp type, such as alumi-
num, the orbital component of the magnetic susceptibi
often serves as a useful tool for diagnostics of the electro
structure, especially in cases when, because of thermal e
tations or disorder in the crystal lattice, it is impossible
employ quantum oscillation or resonance methods.1 In this
case one uses the irregular behavior of the orbital susc
bility near points of electronic topological phase transition2

caused by the coincidence of the Fermi level with critic
energies of the electron spectrum, at which the topology
the Fermi surface changes. For example, in aluminum
below the Fermi levelEF there is a specific critical poin
with extremal energyEc on a line of band degeneracy.3 For
boundary points of degeneracy of this type the electro
topological transition atEF5Ec andT, H→0, according to
theoretical calculations,3,4 is accompanied by divergence o
the orbital diamagnetism on account of the interband con
bution.

The corresponding peak of the anomalous diamagne
has actually been observed3,5 in alloys of aluminum with
substitutional acceptor impurities of Mg and Zn at an av
age valencez of the alloy equal to the critical valuezc

52.945, in the form a deep low-temperature dip, smooth
by the scattering of electrons on impurities, against the ba
ground of the appreciable paramagnetism of pure alumin
A quantitative analysis of this feature in the behavior of t
susceptibility is given in Ref. 3 on the basis of the results
a theoretical calculation of the orbital susceptibility for d
generate bands on the assumption that the disordered
solutions of Mg and Zn in aluminum are homogeneous.

Unfortunately, in almost all binary systems of aluminu
the concentration of an acceptor impurity corresponding
the average valencezc , if it even falls in the solubility re-
gion, does so at rather high temperatures.6 Obtaining uniform
4251063-777X/2004/30(5)/3/$26.00
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solid solutions in metastable alloys of aluminum at roo
temperatures requires special heat treatment with regi
that substantially influence the magnetic susceptibility
these alloys.7 Thus the susceptibility can enrich the arsenal
tools for analysis of the mechanisms and kinetics of the
companying structural changes. For this one needs reli
information about the behavior of the susceptibility near
diamagnetic anomaly in the system of stable solid soluti
of aluminum, which can be taken as a standard, to convi
oneself of its correspondence with the theoretical model,
to estimate the degree of uniformity of the solid solutio
with Mg and Zn studied previously. As a candidate for t
role of reference system in the present paper we have ch
the substitutional alloys of aluminum with lithium. This i
the only system for which the topological transition und
discussion can occur in the region of solid solutions stabl
room temperature,6,8 although the conclusions of some p
pers contradict that assumption.6,9

EXPERIMENTAL TECHNIQUE

Bars of six Al–Li alloys with concentrationsx(Li) 52,
2.8, 3.8, 4.4, 7.4, and 10.7 at. % were melted from hig
purity components: Al–5N and Li–4N. The polycrystallin
samples with linear dimensions;3 mm were cut out from
the bars by an electrospark method, and the deformed sur
was chemically etched off. The samples were subjected
homogenizing anneal in a helium atmosphere for;5 hours
at a temperature of 530 °C, followed by rapid quenching
water. After the magnetic susceptibility measurements so
of the samples were aged for around 3 hours at a tempera
of 200 °C, and then slowly cooled at a rate of;10 °C/h to
room temperature, and the measurement procedure wa
peated.

The susceptibility of the alloys was measured by a qu
tum magnetometer in a dc field of 200 Oe with an error n
exceeding 531029 e.m.u./g. The samples were placed in
© 2004 American Institute of Physics
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copper chamber in a compartment of the anticryostat
cooled by the dosed admission of cold gaseous helium
the anticryostat through a controlled valve. Together wit
resistive heater on the upper part of the chamber, this sys
permitted regulation of the rate of cooling of the samp
~usually 0.1–0.5 K/min! and the long-term maintenance
its temperature in the interval 4.2–250 K with an accuracy
;0.3 K.

RESULTS OF MAGNETIC SUSCEPTIBILITY
MEASUREMENTS

Examples of the temperature dependence of the m
netic susceptibility obtained for the Al–Li alloys are pr
sented in Fig. 1. The dependence of the susceptibility on
lithium concentration near the extremum is shown in Fig.
The temperature of 78 K was chosen to permit compari
with analogous data available for the alloys Al–Mg~Ref. 3!
and Al–Zn~Ref. 5!, which are also shown in Fig. 2. For th
same reason molar units are used for the susceptibility in
2, and the ionic diagmagnetism10 was subtracted from the
measured values, the impurity concentration is expresse
terms of the average valence of the alloys, and the con
trationsx(Li) 52, 2.8, 3.8, and 4.4 at. % correspond to t
valencesz52.96, 2.944, 2.924, and 2.912.

Up to concentrations of at least 4.4 at. % Li (z.zc) the
susceptibility of the quenched and aged samples ag
within the limits of error of the measurements. Aging w
found to have a noticeable effect only for samples with c
centrationsx>7 at. % Li (z52.86); Fig. 1. The appearanc
of analogous differences in the study of the quenched
aged alloys had been observed previously in the Al–
system7 upon transition through the solubility bounda
(,2 at. % Cu, where the average valence is still far from
critical valuezc). Thus the solubility limit of Li and Al at
room temperature, which is manifested in the magnetic pr
erties, lies in the interval from 4.4 to 7.4 at %, in accordan
with the value;5 at. % Li given in Ref. 8. The peak of th
diamagnetism in aluminum alloys with lithium falls in th

FIG. 1. Temperature dependence of the magnetic susceptibility of Al
alloys with different lithium concentrations~in at. %!. The unfilled~h! and
filled ~j! squares pertain to quenched and aged samples, respectively
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region of stable homogeneous solid solutions and is obse
at the same average valencezc as in the Al–Mg and Al–Zn
systems. The amplitude of the peak almost coincides with
value found in the alloys with magnesium and is consid
ably lower than the amplitude in alloys with Zn, although t
lithium concentration required for realization of the peak
half as high.

ANALYSIS OF THE ANOMALOUS DIAMAGNETISM

In the analysis of the experimental data presented
shall use the concepts proposed in Ref. 3 as to the natu
the irregular behavior of the magnetic susceptibility of allo
of aluminum and the expression derived there for the dep
dence of the susceptibility on the level of the chemical p
tential x~m!. As we have said, the decisive factor in the o
currence of the substantial dependence of the susceptib
on the concentration of an acceptor impurity is the prese
in the electron spectrum A1 of a boundary point on the l
of band degeneracy, lying;13 mRy below the Fermi
level.3,11 The scale of that dependence allows one to neg
the influence of all other irregular contributions to th
susceptibility.3 In the calculation of the orbital anomaly i
Ref. 3 it was assumed that a fragment of the electron sp
trum of Al near the actual point may be satisfactorily rep
sented by a two-bandkp Hamiltonian, the parameters o
which are expressed in terms of the known Fourier com
nents of the pseudopotential. The theory of orbi
susceptibility12 has been adapted for the nonstandard form
the Hamiltonian obtained, and the concentration and te
perature dependences of the susceptibility of Al–Zn a

i

FIG. 2. Electronic part of the susceptibility of alloys of aluminum with L
~s!, Mg ~1! ~Ref. 3!, and Zn~h! ~Ref. 5! at T578 K versus the average
valencez. The solid curve is the result of a theoretical calculation of t
susceptibility of Al–Li alloys with the scattering taken into account~see
text!. The inset shows the relation of the impurity scattering parameterG to
the resistivityr of the alloys.8
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Al–Mg alloys near the anomalies are described by numer
calculations with a fitting of the value of the backgrou
contribution and the scattering parameterG. Here the posi-
tion of the level of the chemical potential~or Fermi level! in
the alloys was calculated from the value ofz with the use of
the electronic density of states of aluminum from Ref. 1
and the scattering was simulated by the introduction of
effective temperature that depends linearly on the concen
tion.

From a comparison of the data obtained in the Al–
system with experiment and with a calculation for t
Al–Mg and Al–Zn alloys~Fig. 2! one can conclude that th
chosen heat treatment regimes for the last two systems
parently ensure sufficient homogeneity for these solid so
tions. The behavior of the susceptibility of all the alloys pr
sented near the peak is distinguished only by
individuality of the value of the impurity scattering param
eter G, whereas the position of the boundary point of t
band degeneracy relative to the Fermi level of pure alu
num in these alloys is practically the same,Ec2EF(Al) 5
(21162) mRy. Such a value follows from the true posito
of the peakzc52.945 when its shift due to the smearing
finite values ofT andG is taken into account.3 It is in good
agreement with the value213 mRy mentioned above.

The theoretical curve ofx(z) given in Fig. 2 for the
Al–Li alloys was obtained by smearing the correspond
dependencex~m! from Ref. 3 by a Lorentzian, in which th
level-broadening parameter due to the scattering,dG/dx
5(160620) K/at. % Li, is chosen along with the consta
background component for best agreement with the m
sured susceptibility. The difference of the scattering para
eters for impurities can be estimated directly in terms of
effective temperature from the difference of the amplitude
the diamagnetic peak in the investigated alloy systems, u
for calibration the temperature dependence of the amplitu
in Fig. 1 and in Refs. 3 and 5. Along with the absolute valu
of the scattering parameterdG/dx given in Ref. 3 for Mg~70
K/at. %! and Zn~45 K/at. %! this procedure gives for lithium
impurities in Al the ratio dG/dx(Li): dG/dx(Mg)'1.8:1
anddG/dx5120620 K/at. %. The temperature dependen
of the susceptibility expected for this parameter at the ex
mum agrees with experiment~the sample with 2.8 at. % Li in
Fig. 1!. For estimation we take the average valuedG/dx
'140 K/at. % Li, bearing in mind the approximate nature
both methods of determining this quantity. For example
the edge of the dependencex(x) the region of averaging o
the susceptibility over energy at the value obtained forG
goes beyond the domain of applicability of the two-ba
model,3 there exists some difference in the scattering para
eter estimated using a Lorentzian and an effect
temperature,3 and in the calculation ofx(T) for the alloys
the unknown temperature dependence of the level of
chemical potentialm is ignored. Eliminating these defect
which, as can be seen from the results, are not fundame
would require considerable complication of the calculatio
which is not justified at this stage.

The inset in Fig. 2 shows the relation between the val
of G in the alloys under discussion with the influence
those impurities on the resistivityr of aluminum.8,13 It turns
out to be linear to within the error limits. The smallest sc
al
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tering, strangely, is caused by zinc and not magnesium wh
is next to aluminum in a row of the periodic table. As
consequence of the fact that for the electron scattering
cesses governing the susceptibility anomaly the initial sta
are well localized ink space near the singular point, one c
make a quantitative estimate of the scattering parameter,
the aforementioned strangeness in the influence of Zn
Mg can be linked to differences in the details of the struct
of their pseudopotential form factors.3

CONCLUSION

This study has shown that the region of solubility
lithium in aluminum at room temperature, determined fro
the magnetic properties, exceeds 4.4 at. % and include
electronic topological phase transition associated with
boundary point of a line of band degeneracy in the elect
spectrum of Al. The peak of anomalous diamagnetism co
sponding to the transition in stable homogeneous solid s
tions of Al was realized for the first time. These referen
data confirm the reliability of the form of the anomaly o
served in the aging Al–Zn and Al–Mg alloys after a spec
heat treatment and its agreement with the theoretical mo
The value of the electron scattering parameter for a lithi
impurity near the boundary point was determined, and it w
established that this parameter is linearly related to the re
tivity of the alloys. On the basis of the available data, o
can use the susceptibility for quantitative analysis of effe
due to the influence of structural transformations in ag
aluminum alloys on the degenerate electron states and e
lish the characteristic times and mechanisms of such tra
formations.
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