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The possible causes of the previously observed low-temperature decrease in the spin—spin
relaxation time in phase-separatéte—*He solid mixtures are analyzed. It is shown that the jump
in magnetic susceptibility at the boundary between the nuclear paramitmeind the
diamagnetic*He matrix gives rise to appreciable local gradients of the external magnetic field at
low temperatures ifHe clusters several microns in size, effectively broadening the NMR

line. The results of the calculations give a good description of the experimental da280®&
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It is of interest to study the magnetic properties of phasemuch lower than its instantaneous value. Therefore a spin
separatedHe—*He solid mixtures not only because of the system with a large self-diffusion coefficient is usually char-
guantum nature of solid helium but also because of thecterized by a larger value af,.
unique structure of such objects. For example, at low tem- Nevertheless, direct measurements of the spin diffusion
peratures a phase-separated mixture containing a few percegfefficientD in the concentrated phase have shown at
®He consists of clusters of the solid nuclear paramadidet  remains practically unchanged in the entire existence region
with a bcc lattice surrounded by a diamagnetic matrix ofof that phase, all the way down to 1.5 mK, and its value,
practically pure “He with the hcp structure. Recent (7+2)X107% cn¥/s (Ref. 4, is close to the value dbs in
experiment have shown that the nuclear magnetic relax-bulk solid ®He of the same density. This result is in accord
ation processes féHe in such systems are substantially dif- With present-day notions of a temperature-independent
ferent from those in bulk homogeneous samples. It has beeid SO the decrease T, observed in Ref. 4 cannot be at-
showrf that in the case of spin—lattice relaxation those dif-{fibuted to a change in the value bf. _
ferences are due to the influence of the interphase bound- Meéasurements of, are usually made by the spin echo
aries, the role of which increases especially for a finelymethod, the amplitude(7) of the echo signal in the general

disperse daughter phase with characteristic cluster sizes 7€ Peing attenuated in the presence of a magnetic field
2—4 ym, gradientG as’

However, several features of the relaxation processes ob-
served in such systems still remain unexplained. Among
these are the monotonic decrease in the spin—laftiaes-
verse relaxation timeT, in the bcc®He daughter phase on
cooling below 40-50 mK.In the present study it is Shown \yhere r is the time interval between probe pulsesis the
that at sufficiently low temperatures the shape of e gyromagnetic constants, amg is the maximum amplitude
clusters can have a substantial influence on the measuref the echo for+ approaching zero. In a homogeneous
values ofT,. sampleG is the result of nonuniformity of the external field

According to the model of Blombergen, Purcell, andH and therefore, by the use of standard technical measures
Pound(the BPP mode/® subsequently developed by Torfey 1 improve the geometry of the magnetic field of the sole-
for the case ofHe—*He mixtures, the rate of transverse re- noid, the second term in the argument of the exponential
laxation, which is manifested in the dephasing of the prefunction (1) can be made negligibly small even fedarger
cessing magnetic moments of the nuclear spins, is dependefifanT,.
on the coupling between the nuclear spins, which is de- There is another mechanism of acceleration of the
scribed in terms of local magnetic fields created by neighbordephasing of the magnetic moments of thie nuclear spins
ing nuclear spins at the lattice sites. The larger the effectivéhat has hardly been discussed in relation to spin—spin relax-
value of the local field, the higher the transverse relaxatioration and self-diffusion in a restricted geometry. This in-
rate (or, equivalently, the broader the NMR line, since by volves local gradients of the magnetic field which arise be-
definition the latter is the Fourier transform of the transversecause of the jump in magnetic susceptibiligy at the
relaxation function The rapid relative motion of the spins in boundaries of the concentrated and dilute phases. These gra-
the volume of a sample effectively promotes an averaging oflients give rise to a static distribution of Larmor frequencies
the fluctuations, the averaged value of the local field beinghat can accelerate the dephasing markedly, and that leads to
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a decrease in the experimentally observed valu&é,ofThe 1
NMR line broadening due to such an effect was first ob- A
served in the study of powder sampfes!

The results of a computer simulatiSnconfirmed by
experiment$™! showed that inside particles of arbitrary
shape with a characteristic sizkthere arises an effective 2| «
magnetic-field gradieniG*, proportional to the external = T,=0.2s
magnetic fieldH, and to the differenc&y of the magnetic 4
susceptibilities of the substances of the particles and of the
medium surrounding them:

\=~

T2=0.163 —3

0.1}
o 1 i 1
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T,s

Relation(2) suggests that in the case of solid helium theFIG. 1. Calculation of the relative attenuation of the spin ettiby(7): in
decrease off, is due to precipitation of the bcc daughter a“””g"“ magr;]etEicgef'd i$ acggg‘ancgyitgﬂlg:fo/’ Tzzzogzngsgl_);ri]n
phase in t_he .f.orm of ﬁnely diSperse fo.rrr?ations. ?eC;L?I; ci‘n;elevggt—sq%a)rgsr przocessir?;]SZ)f cm\a@:corodiﬁgjnytg forﬁwul(a(:)L,) torl?

The significant crystallographic misfit between the bcCihe assumption thaB=0, in which case the valu,=160 ms was ob-
lattice of*He and the hcp lattice of tH#le matrix means that tained(3).
the boundary between these phases is an accumulation of
structural defects which are associated with local strains and
substantial nonuniformity of the magnetic properties. Be-

. e .~ cal parts where the effective value &* is appreciable.
cause the changes in magnetic field occur over those regmn.FheE the attenuation of the spin echo can be %F:ascribed by a
the parameted in Eq. (2) essentially plays the role of an

effective width of the boundary layer. In that sense the for->um of two exponentials:

mation of the bcc phase in the form of a finely disperse
structure is an effective way of accelerating the spin—spin
relaxation, since the smaller the size of the particles, the
larger the ratio of surface area to volume of the inclusions at
a given concentration of the initial mixture. Moreover, if the +(l—a)exy{ - _T” (3
shape of the inclusions is substantially aspherical, then a par-
ticle will have regions with larger curvature of the boundary,
and that, in turn, will lead to an increase of the local fieldwhere the second term is the contribution of the regions with
gradients. negligible G*.

This model is supported by the results of Refs. 13 and 14 Figure 1 shows the form of the functiof®) with the
where it was shown by an analysis of the heat capacity datparametersT,=200 ms, G*=0.12H,/cm, and a=0.25
that phase-separated solid mixtures of helium isotopeéurve2) in comparison with a dependence of the fofi
should contain quasi-one-dimensional fractal structures ofor T,=200 ms(curvel). The parametea was chosen so as
3He. Furthermore, the authors of Refs. 15 and 16 came to th® achieve the best agreement with the experimental value
conclusion that at the first-order phase transitions in solids
the new-phase clusters should be lenticular or acicular in
shape.

h:ho

27 2
— A2k 2 3
aex;{ T, 37G DST>

The molar magnetic susceptibility, of the diamagnet 220
“He is independent of temperature and equal +@® 200
% 10" ® cgs units per molé’ The magnetic susceptibility,
of the nuclear paramagn@te, calculated according to the 180
Van Vleck quantum-mechanical thediis inversely propor- 2
tional to temperature and is equal &'T, with A=1.2 2160
X 10~ 7 cgs K/mole. Thus it is obvious thaby=|x3— xal =
varies substantially at<<100 mK, when the nuclear suscep- 140
tibility of *He begins to exceed the susceptibility ‘fe in
absolute value. 120
Estimates according to formul@) show that at suffi-
. . 1004 1 1 | 1
ciently low temperatures and féHe clusters with substan- 0 50 100 150 200 250
tially aspherical parts not more than 10cm in size, the T, mK

gradientG* of the magnetic fieldH, in them can reach

(0_1_ 10)—|0/0m. In such a case the nonuniformity of the FIG. 2. Temperature dependence of the spin—spin relaxation time below the
- . * phase separation temperature in a solid mixture containing 3°H%The

real dIStrlbutIOIfI OfG_ (r) over the VO'!Jme of the cluster points are the experimental data from Ref. 4. The solid curve is the result of

does_ not perm|t making exa_Ct calculations. ket1 be the ~ a calculation of the effectiv, according to formulag2) and (3) with the

relative fraction ofHe found in the volume of such aspheri- true T,=0.2 s.



Low Temp. Phys. 30 (6), June 2004 N. P. Mikhin 431

T,=160 ms. Curve8 in Fig. 1 is the result of a calculation “E-mail: mikhin@ilt kharkov.ua

according to formula(l) with the parameter§,=160 ms ——— . . o
dG* =0. Taking into account the usual scatter in the echo N. P. Mikhin, A. V Polev, E Ya. Rudavskii, and V. A. Shvarts, Fiz. Nizk.
and"=0. Taking : Temp.23, 607 (1997 [Low Temp. Phys23, 455 (1997)].
signal amplitude -5%), one carconsider the agreement of 2s. Kingsley, V. Maidanov, J. Saunders, and B. Cowan, J. Low Temp. Phys.
curves3 and?2 to be satisfactory. 3&13;&1,;(]_1992-\/ boley E. Va. Rudavekii E. V. Svmik SV A
. . . . P. Mikhin, A. V. Polev, E. Ya. Rudavskii, E. V. Syrnikov, and V. A.
_ We note that _the curve in Flg._ 2 is the result of a calcu- Shvarts, Fiz. Nizk. Temp26, 541 (2000 [Low Temp. Phys.26, 395
lation of an effectiver, carried out in a manner analogous to  (2000].
that presented in Fig. 1. The good agreement of the result ofz\l- P-Z'VEikhin, V. A. M?;idanOV. an? A. \a/] Polev, Fiz. Nizk. Tempg, 344
- . - : 2002 [Low Temp. Phys28, 239 (2002].
the calcu_latlon Wlth the experimental d‘étaewde_nce that a 5N. Blombergen, E. M. Purcell. and R. V. Pound, Phys. RE% 679
substantial fraction of théHe daughter phase in a phase- (1943

separated 19%6He—*He solid mixture exists in a far from °H. C. Torrey, Phys. Re\2, 962(1953; Phys. Rev96, 690 (1954.
spherical form "A. Abragam, The Principles of Nuclear MagnetisnClarendon Press,

. . Oxford (1961), I1zd.-vo Inostr. Lit., Moscow(1963.
Thus we have shown that to explain the previously g j |eech, L. C. Brown, and J. R. Gaines, Phys. Rev. Liit.121

observel decrease ofT, in a phase-separatetHe—*He (1963.

. .
solid mixtures at temperatures below 50 mK one must admit D- Zamir and R. M. Cots, Bull. Am. Phys. Sog, 26 (1964.
P IOD. Zamir, R. C. Wayne, and R. M. Cotts, Phys. Rev. L&#. 327 (1964).

the exigtence of aspherical cIus'Fers3bI_fa, which ma_lkes for 115 zamir and R. M. Cotts, Phys. Ret34 A 666 (1964).
appreciable magnetic-field gradients in those regions. WheHL. E. Drain, Proc. Phys. Soc. Lond@®, 1380(1962.
) . . 13 . , o
the influence of these gradients on the relaxation rate of the I- N- Antsygina, V. A. Slyusarev, and K. A. Chishko, Fiz. Nizk. Terdg,
.. . K . 583(1995 [Low Temp. Phys21, 453(1995].
transverse magnetization is taken into account, one can U\ antsygina, V. A. Slyusarev, and K. A. Chishko, Fiz. Tverd. TéSa

derstand the nature of the previously obsefvééecrease in Petersburg40, 355 (1998 [Phys. Solid Statd0, 325(1998].

T, at temperatures below 50 mK. ®E. A. Brener, S. V. lordanskii, and V. I. Marchenko, Phys. Rev. L&#.
: N 1506(1999.
The author is grateful to V. N. Grigor'ev, E. Ya. Ru- 16E. A. Brener, V. I. Marchenko, H. Muller-Krumbhaar, and R. Spatschek,

davskii, S. S. Sokolov, and K. A. Chishko for helpful discus- Phys. Rev. Lett84, 4914(2000.

sions and also to the co-authors of Ref. 3. 17s. V. Vonsovskii, Magnetism Vols. 1 and 2, Wiley, New York1974),
This study was supported by the Ukrainian Foundation Nauk& Moscow1973

for Basic Research 02.07/003%Rroject No. F7/286-2001  Translated by Steve Torstveit



LOW TEMPERATURE PHYSICS VOLUME 30, NUMBER 6 JUNE 2004

Evolution of a pulse of noninteracting quasiparticles with dispersion and initial
angular width

I. N. Adamenko

Karazin Kharkov National University, 4 Svobody Sq., Kharkov 61077, Ukraine; Scientific
and Technological Center of Electrophysics, National Academy of Sciences of Ukraine, 28 Chernyshevskyi
St., P.O. Box 8812, Kharkov 61002, Ukraine

K. E. Nemchenko* and V. A. Slipko

Karazin Kharkov National University, 4 Svobody Sq., Kharkov 61077, Ukraine
A. F. G. Wyatt

School of Physics, University of Exeter, Exeter EX4 4QL, UK
(Submitted December 18, 2003
Fiz. Nizk. Temp.30, 579-589(June 2004

The evolution of a pulse of noninteracting quasiparticles, caused by their different velocities and
angular distribution of momenta, is studied theoretically. Equations are found that describe

the shape of the pulse surface at any time. The times of the beginning and end and the duration
of the quasiparticle energy flux density is determined at a general spatial point. The

quasiparticle energy density is considered at all times and positions, and it is shown that in the
region of high energy density, in the middle of the pulse, it is equal to the initial energy

density under certain conditions. These theoretical results are discussed in relation to experimental
data on the evolution of a pulse of noninteracting phonons in superfluid heliurd00a

American Institute of Physics[DOI: 10.1063/1.1768332

1. INTRODUCTION tions. The results of experiments on phonon pulses can be
N _ _ found in Refs. 1 and 2, Rrotons in Refs. 3 and 4, and R
Quasiparticle pulses are studied theoretically and experiz; < in Ref. 5.

mentally in various fields of modern physics. The diverse 2. By changing the temperature of superfluid helium, one
phenomena that appear are due to a number of factors, tl&%n control the interactions of quasiparticles with the ambi-

most important of which is the role p.Iayeq by following: ent medium. So, at relatively high temperatures, a pulse of
1. The dependence of the quasiparticle energy on mo- .~ . S . A )
. : : quasiparticles moving in superfluid helium interacts with the

mentum (the dispersion or energy—momentum relajion

: : . o ... gas of thermal excitations of He Il. At relatively low tem-
Classical particles can be considered as quasiparticles with N -
. . peratures, when the contribution of the thermal excitation
guadratic energy—momentum relation.

2. The angular width of the pulse, which is determined®@" be neglepted, thg pglsg propagat_es in a “superfluid
by the angular range of the quasiparticles’ momenta. \{acuum,” and |t_s evqlutlop is just determined by the proper-
3. Interactions between quasipatrticles. ties of the quasiparticles in the pulse.

4. The interaction of quasiparticles with the medium in 3. Interactions between quasiparticles in superfluid he-
which the pulse moves. lium can be altered by pressure. The use of pressure allows

The above-mentioned factors determine, for example!S 1 reach two limiting cases: the creation of a pulse of
phenomena observed in photon pulses propagating in an Oﬁgrqngly interacting phonons and a pulse of almost noninter-
tically transparent medium with variable refractive index, acting phonons.

e.g., optical waveguides, or in a medium where the refractive At the saturated vapor pressure, low-energy phonéns (
index depends on photon energy. Another interesting propPhonons with energys <10 K have anomalous dispersibn.
erty of anisotropic crystals is phonon focusing, which isIn this case, fast three-phonon processes are allowed and
caused by phonons having different velocities in differentcause an almost instantaneous equilibrium in the systeim of
directions. Also a wide variety of phenomena are observed iPhonons that form the pulse. This fast relaxation causes a
pulses of common particles. unigue phenomenon; a pulse of low energy-phonons creates

Superfluid helium(He 1I) is a unique medium for con- high-energy phononsgh(phonons. Their energye =10 K, is
sidering quasiparticle propagation. This is due to a number ofin order of magnitude greater than the temperature of the
factors. phonons. This phenomenpon was discovered and described

1. In superfluid helium there exists quasiparticles within Refs. 7 and 8, and theory of this process was presented in
different energy-momentum relations, phonons with an alRefs. 9-11. The results of an experimental study of the evo-
most linear relation, R rotons with a relation which is close lution of strongly interacting phonons was presented in Refs.
to quadratic but at a finite energy and momentum, and R 12 and 13 and the theory for these pulses was given in Ref.
rotons, whose velocity and momentum have opposite direct4.
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At a pressure of 19 atm, the dispersion of phonons bewhich determines the pulse in its initial state tatO. In
comes normal® In this case fast three-phonon processes arexperiments this is the time of the end of the heater pulse.
prohibited by energy and momentum conservation laws, an&quation (3) together with the initial conditior(4) is the
four-phonon processes are weak. Thus, it is possible to creat®mplete formulation of the mathematical problem for deriv-
a pulse of almost noninteracting phonons, that move in ang the functionn(p,r,t). In the general case such a problem
“superfluid vacuum,” formed by He Il. Results of experi- has no analytical solution, since the collision integrah (3)
ments on the evolution of such pulses formed by noninteris a nonlinear integral operator, including distribution func-
acting phonons are presented in Refs. 16 and 17. tions with different momenta. For this reason various model

The main aim of this paper is the theoretical study of thesolutions are used to treat definite physical problems. For
evolution in time and space of a pulse of noninteracting quaexample, in Ref. 14, a model solution for a phonon system
siparticles propagating in vacuum. with fast relaxation allowed a complete description of the

This is the first step in solving the inverse problem, evolution of a phonon pulse in superfluid helium and gave
which would enable us to derive the initial characteristics ofresults which compared with experimental o5&

a phonon pulse, created by a heater, from detected signals at Here we consider the opposite limiting case, when the
different points in space. The results of this theory are cominteractions between quasiparticles are so weak that their
pared to the experimental data of Refs. 16 and 17. It complesontribution to the evolution of the pulse can be neglected. In
ments the theory of the evolution of a pulse of strongly in-this case, the collision integrdlin the kinetic equation3) is
teracting phonongsee Refs. 14 and can stimulate new equal to zero, and the solution of the problem can be easily
experiments. Moreover, the methods presented in this papéound and looks like

can be used to describe the evolution of pulses formed by

weakly interacting particles and quasiparticles in other fields n(p,r,t)=no(p,r —vgt). 5
of physics. Using this solution we can rewritel) and(2) as follows:
P1 p2dpdQ
E(rat):f j 8n0(p1r_vgrt)Wv (6)
2. DESCRIPTION OF A PULSE OF NONINTERACTING Po 7 Qp ™
QUASIPARTICLES " t):fplf N (P vt) p2dpdQ -
A pulse of quasiparticles can be described by the quasi- ’ Po st grafo(P. " Vgr (27h)* "

particle distribution functionn(p,r,t) that determines the
number of quasiparticles in a quantum state, which include
the point of phase spagg r.

An important property of a pulse is its energy density

%ccording to Egs.(6) and (7) the temporal deformation of
the pulse from its initial state is determined by two factors:

1. The finite angular range of the momenta in the pulse,
which is defined by the solid angle

(P p2dpdQ _
0= [, ], o i o I <8)

where
wheree =¢(p) is the energy of the quasiparticl®,, is the
solid angle in which the momenta of the quasiparticles lie, {p=1—C0s0, 9

and the limitspy and p; determine the momentum interval s the angular-width parameter.df# 0, quasiparticles in the

for the quasiparticles under consideration. However, the sigs|se have different directions, and this results in a deforma-
nal amplitude measured by a bolometer is determined by thgsn, of the initial pulse.

energy flux density through the areda, which is equal to 2. The dispersion, when quasiparticles with different mo-
the energy passing per unit time through a unit surface arégentum have different group velocities, results in a temporal
da situated at point: broadening of initial pulse.
P p2dpdQ If dispersion is neglected, the group velocity can be writ-
I(r,t)= fpo fﬂ 8Vngan(2W—ﬁ)3, (2)  tenin the formvy=cp/p, and it follows from Egs(6) and
p

(7) whenng(p,r) that
wherevy,= de/dp is the group velocity of the quasiparticle,
! : p\ dQ
and N, is the unit vector of the areda. E(r,t)= Eol r—ct=|——, (10)
The distribution functiom appearing in Eqg.l) and(2) Qp P/ Qp
can be found from the solution of the kinetic equation
p\p dQ
(?I’l+ é’n_J 3 I(r’t):CfQ Eg r_CtE ENaQ_p, (12
7t Vo =9 3 P
where
where J is the collision integral, which determines the
change in the number of quasiparticles per unit time in the ¢ (N =E(r t=0)=f
guantum state under consideration, caused by their interac- 0 '
tion.
The kinetic equatiori3) should be supplemented by the
initial condition

P1 pzdpr
No(p,r) ———= 12
pog O(p ) (2’7Tﬁ)3 ( )
is the energy density in the initial pulse.
Equationg(10) and(11) have a simple physical meaning
which allows us to describe the temporal and spatial evolu-
n(p,r,t=0)=ngy(p,r), 4) tion of the phonon pulse without doing the integration. In
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order to find the energy density and the energy flux density at al
the pointr and at timet according to Eqs(10) and(11), one
should consider a sphere of radios and center at. The i
energy density at the pointis equal to the average value of 2r
the initial density on the spherical surface of a segment of
this sphere with solid angl@ . E OB
By analogy, one can interpret the integrands in the gen- «
eral expression§6) and (7) as the partial contribution from oF
quasiparticles with momentumto the energye(r,t) and to
the fluxI(r,t). i
4 I 1 ! I 1 ] L
o 1 2 3 4 5 6 7 8 9
3. THE SHAPE OF THE QUASIPARTICLE PULSE AT z, mm

DIFFERENT TIMES
. ) . ) FIG. 1. The shape and form of the structure of the phonon pulse tyith
Let us consider a pulse, moving along thexis, with =4 us and 6,=18°, andL, =1mm at timest;=8.3 us<t, and t,

the initial distribution function =19 us>t, in the plane of the cross section which includes the axis of the
initial pulse. The solid lines represent phonons which move with maximum
velocity v =363 m/s, and the dotted lines correspond to the minimum

) (13 velocity v ,i,=265 m/s. At timet, the rectangular region at the center of the
pulse has the initial value of the energy density for phonons with a given

nO(pvr) :ﬁO(pir)g(r) 7](%_ COSGP

where velocity. The intersection of all these regions gives the region with the initial
value of the energy density. At tintg the region at the center of the pulse
g(r)y=n(L, —r)n(L,—2)n(2). (14 has a relatively high energy density, but the dispersion has already led to its
decrease.

Here z is the Heaviside step function, which is equal to unity
or zero when the argument is positive or negative, respec-
tively, andngy(p,r) is nonzero inside the cylindét.4) for all
values of momentum specified by the limits of integration in O<r<L, (19
Egs. (1) and (2). This distribution function describes the the front surface is the vertical plane with coordinate
pulse considered below. It consists of quasiparticles whose 4L 20
momenta lie inside a cone with solid anglg,, moving Ze =Lyt Lmax (20
along an axis parallel to the axis of the cylinder(14). As r increases in the range:
Let us suppose that the moduli of the group velocities of

=r<

the quasiparticles in this pulse vary between the maximum Losr=re(D), @D
value where

Umax=C+v1 (15 re(t)=L, +Lmnasin 9pa (22
and the minimum value the front surface becomes an arc, which is described by the

equation
Vmin=C— V3. 1e 2 .
(z—L)2+(r—L,)%=L% (23)

Let us obtain the equation that describes the shape of this
pulse at different times. At timg, the length of the quasi- This equation determines theandz coordinates of the front

particle’s path changes from its maximum value surface of the pulse.
L= 0t 17) At r =r the side surface is a cylinder of radius, with
maxTma front surface atz=L;+LmacC0Sf, and back surface at
to its minimum value Z=L axCOSH,.
_ At pointsr >r ¢ the signal is equal to zero. Here it should
L min= U mint- (18)

be noted that the second term in E®2) describes the

At time t, the cross section of the pulse which includeszhe broadening of the pulse caused by its finite angular width.
axis (see Fig. 1is bounded by the front, back, and side  According to(6), the back surface of the pulse at tie
surfaces. These are formed by quasiparicles which were iy defined by the pointg andr, which are the centers of
the corresponding surfaces of the initial pulse. segments of spherical surfaces with radlyg, and solid

According to(6), the front and the side surfaces of the angle O, with axes directed oppositely to tieaxis. The
pulse at timet are formed by the points andr, which are  spherical surface of this segment should intersect the back
the centers of segments of spherical surfaces with radiusurface of the initial pulse and the segment should include
L max @nd solid angle},, with axes directed oppositely to the the maximum volume of the initial pulse. In this case, the
z axis. The spherical surface of a segment should not intefpoints that form the back surface are at the minimum dis-

sect the front surface of initial pulse but just have a commonance from the back surface of the initial pulse, for a given
point with the initial front surface. A plane section through | ;.: see Fig. 1.

the symmetry axis is shown in Fig. 1. In other words, the  As a result, at

points that form the front and side surfaces are at the maxi-

mum distancd.,,, from the initial pulse. t<t = Za (24)
As a result, whenm varies between the limits



Low Temp. Phys. 30 (6), June 2004 Adamenko et al. 435

where L
L,(t>t,,r=0)=L,+ Fo)t+ —
z,=L, /tanep (25) z( @ ) 1+ (vitva) 2ct
(see the pulse at=t, in Fig. 1), the back surface is the L2/ ¢
vertical plane with the coordinates Ry - (37
2¢t\ v min
Zg=LminCOSH,, (26) From a comparison of the results (#5) with (36) and
and the coordinates are confined by the following inequal- (37) it follows that at any time the broadening of the pulse
ity: caused by dispersion is growing. The influence of a finite
angular width has the opposite effgetear the axis of the
O=r=rg(t), (27)  pulse. At t<t, the length of the pulse grows linearly, and at
where t>t, the pulse width, caused by the finite angular width,
begins to decrease ag.1/
rg(t)=L, +Lninsing,. (289
At the timet>t, (see pulse at=t, in Fig. 1) the back 4. THE ENERGY DENSITY OF A PHONON PULSE
surface is the vertical plane with coordinazgs, if the co- The energy density of a phonon pulse at different points
ordinatesr are confined by the following inequality in space and time is determined by the initial phonon distri-
ra(t)<r<rg(t), (29)  bution function(4). Let us consider the case when the initial
distribution (5) is given in the following form:
where
. p
IFa(t)zl-minsmep_l-i . (30 no(p,r):no(p)g(r)ﬂ(ﬁ —COSHP). (39

For smaller values of, in the range In order to simplify this problem we will not take dispersion

O<sr=r,(t), (31 into account. Then the energy density at different points in

, ) space and time can be calculated by E).together with
the back surface becomes an arc and is described by WQB) and can be rewritten as follows:

equation

5 p\ dQ
22+ (r+L,)%=L7;,. (32 E(r,t)=f Eoglr—ct=|—, (39)
Qp p Qp
This surface connects the poimts r,, z= zg with the points
where
r=0; z=yL%,~L>. (33 by p2dpQ,
The points of the back vertical surface with coordinates o J;,O #No(p) (277%)g (40)

r=rg, z=zg are connected with the end of the side face,.

, . . ) the initial energy density.
which has the followin coordinates:r=r,=L IS . . . .
b Lasing,, z=zy= Lmaxcogap by a cone-like Msurf;ce According to Eq(39), in order to find the energy density

formed by the dispersion at the pointr at timet one should build a circular cone with

The length of the pulsé ,(t,r) at varioust andr is apex at the point and radius
given by the relation L.=ct, (41

L,(t,1)=Zgond(t,1) — Zpac t,1). (34)  solid angleQ),, and with a spherical end cap of radiug.
At t<t, _whenr is changing between the limi{d9), using ;I(-)htehzxgrlc?u?;reg;ii Zngi?"ntsg ,:r? et hciff Below, we refer
the relations(20), (26), and(34), we get The energy density at the center of the pulse is deter-
L(t<t,0sr=<L,)=L;+(vitv)t+ct{,—v,tl,. mined by that part of the spherical surface which lies inside
(35 the initial pulse(38). If it lies completely inside the initial
e,t:_>ulse, then, according to E¢39), the energy density at the

The second term on the right-hand side of this equation de=-"" . . L
9 d int of the apex of this segment is equal to the initial value

scribes the broadening of the pulse caused by dispersion, o . . .
third term is caused by the finite angular width of the pulse,o‘%)the energy density40). If the spherical surface includes

and the fourth term is due to the product of dispersion and© points of the initial pulse, then the energy density at the

finite angular width. ape%l]; Z€ro. hical method of lanation hel ¢
At t>t, andr =0, from relationg20), (33) and(34) we IS graphical method of explanation Nelps us to con-

sider the distribution of the energy. At timest,, (see pulse

btai I ] .
obtain att=t, in Fig. 1) the energy density has a maximum value
L® ) inside the circle with coordinates
L,(t>t,,r=0)=L;+(vi+v)t+Lyyl 1— .
2 J=hit (wat vt L Limin Zr=L,+L.cos,, and O<r=r,(zp), (42)
(36)
where

At L?/LZ;,<1 in the third term of the right-hand side of L
Eq. (36) one can extract the contribution due to the finite fa(Z)=LL( 1— ) (43)
angular width; Zy
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for the case Lt

1— 1_L_c)’ (49)

The spherical surfaces of the cones whose apexes are sit‘ﬁ’hen the length of the initial pulse is greater than the broad-

ated on the circlé42) are found to lie completely inside the ening caused by the finite angular width, described by the

o . . . third term on the right-hand side of E(B6).
initial pulse, and so the energy density on the cir@?) is . . . o
equal to the initial value. When the inequality49) is satisfied, the pulse at-t,,

It should be noted that according to EG5), when the has a relatively high energy density, separated by the sur-

inequality (44) is valid, the length of the initial pulse is 'aces described by E¢48) and the point
greater than its longitudinal broadening caused by the finite z/ =L, and r=0, (50

angular width. In this case, according to inequalig), which is the apex of the cone whose spherical surface inter-

there. e>§|sts a region inside the pulse in which the energ)é:ects the side face of the initial pulse and touches its back
density is maximal and equal to the value of the energy den:

sity in the initial pulse(40) (see the cylindrical region &t face.
=t, in Fig. 1). This region is closed by two circles at each

end, one of which is given by E@42) and the other by the £ £ BEGINNING. END. AND DURATION OF THE

Ly>L¢

Li>Ledp- (44)

following expressions: QUASIPARTICLE PULSE AT DIFFERENT SPATIAL POINTS
z,=L., and Osr=<r,(zg). (45) Consider the pulse at=0, described at the beginning of
. ) . . Sec. 3. Taking into account the symmetry of the initial pulse,
The side surface is described by the equatieir ,(zg). it is sufficient to consider the solution of the problem in the

The length of this region is plane of the cross section which includes theaxis and

coincides with the axis of the cylindét4), which describes

zrm2=bimbelp, 48 the surface boundaries of the initial pulse.
and the length of the pulse at this time is equal to In experiments, the signals are detected with detectors
which are oriented so that all the quasiparticles in the pulse
As a result, the region with the maximum value of en-  Vor' Na# 0. (51)

ergy density,Eq, is separated from the front and back sur-Thus we shall assume below that the conditit) holds.
faces by the distande.¢,,, which is equal to the broadening The time of the start of the signéilegz,r) detected at
of the pulse. During the motion of the pulse along #heis,  the point with coordinateg andr can be found from the
the size of this region WlﬂEO shows a monotonic decrease geometric interpreta‘tion of formu|é§) in the way we now
and disappears at the po# L +z,, which is the point of  describe. One should again construct a cone with apex at the
intersection of the lines,(z) with the z axis. point z,r and axis directed oppositely to axis with solid
Here we should note that according to Ref. 14 a regiomngleQ),,. The surface of the cone’s spherical end cap should
of the pulse with densit§, exists in the opposite limiting have just one common point with the front or side surfaces of
case, when the pulse is formed by strongly interactinghe initial pulse. Then the radius of this segment is calculated
phonons. However, the phySical reasons for this region andnd this value gi\/es us the minimum VaIRﬁ]in(Z,r), deter-
its decrease are quite different in the two cases. Moreover, gined by position of poing,r. The time of the start of the

phonon pulse of strongly interacting phonons, with the initialsigna| is given by the following formula:
distribution function(38), moves along the axis with much
- - : : Ruin(Z.7)

less transverse broadening than for noninteracting particles, thed Z,1) = min _
in spite of the angular width and dispersitsee Ref. 14 e

At t>t, the integral(39) always has a region which yging this interpretation, the dependence on coordirats
gives no contribution to the energy density, i.e., where theanyr is given by
initial pulse is absenfsee pulse at=t, in Fig. 1). That is
why at timest>t, the energy density, at all points in the o T Ly
pulse, is less than the initial energy dengiy). theg 20=r=L.) Umax (53

However, in this case the pulse has a region where th

energy density is greater than at other points in the puls
This region has coordinates

(52

Umax

The signal at timg53) is formed by phonons moving paral-
Sl to thez axis with velocityv nmax from the front surface of
the initial pulse. In Fig. 1 at=t; andt=t, these phonons
(48) create the front surface.

Figure 2 shows the dependence on time of the signals at

since the spherical surface of the cone, with apex at the poirR0ints with different values of with a fixed value ofz. In
(48), intersects the edges of the front surface of the initialFig- 2 the time(53) at z=z, and z=z, is shown by the
pulse at the point with coordinates-L, andr=L, . Clearly ~ Vvertical lines which are determined by the inter¢z).
this region contributes most to the integtap). On further increasing, when

The situation corresponding to inequali@#) in the case
considered case takes place at L, <rsrg(2), (54)

zg=L,+L¢—L{ and r=0,
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4 point z,r. In order to do this, it is sufficient to create the
: same cone as before but now this segment must intersect the
9 : back face of the initial pulse and include as many points of
: . the initial pulse as possible. Then we find the radius of this
c E x| : : N segmentR,,(zr) and calculate the desired time:
g0 i : : Rmad(Z,1)
C R 5 : o) = SmAZD) (60
S ' B H Umin
2r : Using this approach, for points with<z,, when the
. radius varies inside the interval
4 1 1 1 1
0 5 10 15 20 25 30 o=r=<rg(2), (62

t, us
g we find the maximum value for the time of the end of the
FIG. 2. The beginning, end, and duration of the same phonon signal as igignal, as will be shown below,
Fig. 1 at points with coordinatesz <z, andz,>z, at different values of
the radiusr. The solid lines represent phonons moving with maximum z

velocities, and the dotted lines, phonons with minimum velocities. The téng):ﬁ- (62)
cone-like region az=z,=3 mm represents the maximum possible ampli- Umin p

tude of the signal. At the poird=z,=7 mm there is no region of constant The signal at timé62) is created by quasiparticles which
signal.

move at the anglé, with respect to the axis, with velocity
Umin, from the back surface of the initial pulse. In Fig. 1, at
t=t,, these phonons form the back surface of the pulse.

where Figure 2 atz=1z,, shows the timg62) by the segment of the
z+2z,-L, vertical line inside the intervalel).
re(z)=L, +(z—Lytand,= le—, (55 In Fig. 2 atz=2z, andz=z, an imaginary horizontal line
@ connects the end of the line describing the beginning of the
the time of the start of the signal is given by signal (59) with the end of the vertical line, which describes
1 the time of the end of the signal. These correspond to
thed Z,L, ST <rg(2))= —(r—L))%+(z—L> =vmax_andv=vmin._ In Fig. 1 att=t; andt=t, the corre- _
Umax sponding construction connects the ends of the back vertical
(56) surfaces.
The signal at timg56) is formed by quasiparticles that At z>z,, when the radius changes inside the interval

move at a definite angles96d<= 6, with respect to the axis,
with velocity v,y from the pointz=L, andr=L, of the
initial pulse. Figure 1 shows that at=t; andt=t, these where
guasiparticles create the arc on the front surface of the pulse

ra(z)sr=rg(2), (63

(23). In Fig. 2 atz=2z, andz=z,, the time(56) is shown by Fa(2)=L, 27 2a (64)
the curve(56). Zy
And, finally, whenr lies between the limits the time of the signal end is given by formulé2) and this
re(2)<r<rg(2), (57) signal is formed by the same quasiparticles as those at the
h end of the pulse at=z,. In Fig. 1 att=t, these quasipar-
where ticles form the back surface of the pulse. In Fig. 2zat
z+z, =2,, the time(62) is shown by the segment of the right
re(z)=L,+ztanbp=L,——, (58 vertical line, which is bounded by inequalitié83).
. R At z>z,, when the radius changes inside the interval
the time of the start of the signal is given by
L O=<r=ra(2), (65
r—
thed Z I F(Z)<T<Tp(2))= UT;B (59)  the time of the end of the signal is given by
max p

'!'he signals at '_[ime(59) are formed_by _quasiparticles tond 252, 0= < A(2)) =
moving at angled, with respect to the axis with the veloc- U min
ity v max from the side surface of the initial pulse. In Fig. 1 at
t=t, andt=t, these quasiparticles form the cylindrical side
surfacer =rg(t) [see Eq(22) and the second sentence after
Eq.(23)]. Figure 2 az=z; andz= z, shows the tim&59) by
the line segment inside the interv&o).

At r>rg(2) there is no quasiparticle signal becadges
the maximum angle of quasiparticle motion in the initial
pulse.

Using the geometric interpretation of expressiéi let
us find the timdg,{z,r) of the end of the signal at a definite At(z,r)=tend Z,1) —tped Z,1). (67

VZ2+(r+L,)2 (66)

At this time, signals are created by quasiparticles that move
at a definite angle € 6= 6, with respect to the axis with
velocity v min, from the poinz=0, r=L, of the initial pulse.
In Fig. 1 att=t, these quasiparticles form the arc of the back
surface, and in Fig. 2 a&=z,, the time(66) is described by
the right arc of a hyperbola.

The duration of the pulse at the pommt is determined
by the equality
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According to(53), (56), (59), and(60) at z<z, the duration At z>2z, andL | <r,<r<rg the length of the signal is
of the pulse has a maximum value whers inside the in-  given by Eq.(69), and atr,<r=<rg, by the relation71). At
terval O<r=<L, and equal to r>rg there is no signal.
The result(68)—(75) describes the length of the pulse at
01t i lue off andz. F ination of th |
Atpacty+2 +7 1 , (68)  any value ofr andz. From an examination of these results,
Uma¥min - Umin(1={p) it follows that the length of the pulse always grows linearly

wheret, =L /vna is the initial length of the pulse. In the due to dispersion. As to the contribution of the finite angular
right-hand side of Eq(68) the second term describes the Width, at first(whenz<z, and O<r=<L,) the signal length
increase in pulse length due to dispersion, and the third terrirows linearly withz. At z>z, such a dependence takes

is caused by the finite angular width. place only az,<z<2z, andra<r<L, . In all other cases,
With the use of relationg56), (62), and (67) at z<z, the contribution of the finite angular width to the increase of
whenL, <r=<r the pulse duration is given by the pulse length is either constafbr grows when
1 {p=0—see Eq.(70)], or decreases with increasirzy For
Atp= Aty —— (z—L—(z= L) 2+ (r—L,)?). large z the contribution of the finite angular width to the
U max increase of the pulse length can be negle¢tsd Eqs(74)
69  and(75)].
At r=L, the increase in the pulse length, according@s), However, it should be emphasized that according to Eq.
reaches its maximum value At ... Increasing causes the (58) it is the finite angular width that always leads to the
signal length to decrease, so that atr - we have linear increase of the transverse width of the pulse with in-

creasingz. As energy is conserved, this results in the signal
=P 4 _ (70) decreas_ing monotonically along theaxis during the motion
1_§p 1_§p Umax min of the signal.
According to Egs.(59), (62), and (67) at z<z, when
res<r<rg, the pulse length is given by

t z V1TV

Ate(r=rg)

6. TEMPORAL DEPENDENCE OF THE SIGNAL AMPLITUDE
z r-L, IN SPACE
UminCOSHp  UmaxSING,

_ R Let us consider the case when the initial distribution is
From this equation it follows that the length of the pulsegiven by relation(38) and omit dispersion, which is not so
decreases from the maximum val(e0) to the minimum important for the signal amplitude. In this case relati@h

value atr=rg and is given by can be written as
V4 V1tV P\ P dQ
Atg(r=rg)=— , 72 I(r,t)= J E ( — t—)—N iy 76
8l 8) 1_§p U max¥ min (72 (r)=c Qp ogjr—e p/p an 79
where the length of the signal does not depend pand is The temporal dependence of the signal amplitude at the

determined by the dispersion together with an additionahintz,r can be obtained from the geometrical interpretation
contribution from the finite value of the angular width. At of the formula(76) which we used above. To find the ampli-
>rg there is no signal. Expressioni$8)—(72) give the tyde at the point,r we create a cone with its apex at this

length of the pulse at<z, for all r. point, with solid angleQ, and radiusR, and with its axis
At z>7,, from Egs.(53), (66), and(67), for a value of  girected oppositely to the axis. The signal amplitude at the
r inside the interval apex is determined by the averaged valug#8) using the
o<r=<min(L, ,rp), (73  initial energy densi.ty(40). The timet.(R,z,.r) of the sign.al
_ detected at the poirst,r under consideration is determined
it follows that by
vt z r+L,\? -
At =tytz—— >+ ( 1+ S t(R,zr)=Rlc. 77)
Uma!min  Umin z

(74) If all of the spherical end surface of the cone lies inside the
initial pulse, then, according t6/6) at time (77) the signal
At rp<L, expression74) has a maximum valués8),  amplitude is equal to the initial value which would be de-
whenr is changing inside the intervah<r<L, . tected by the bolometer at0, with the givenN,, situated
At z>z, andrp<L,, whenL, <r=rg, the length of inside the initial pulse. If the curved surface of the cone has
the pulse can be found from expressi@9), and for greater no points within the initial pulse, the signal at tini&?) is

r (rFs_rsrB) by expressior(?l). equal to zero.
~Using the equation56), (62), and(66) at z<2z, for r Using this approach we can find, without integration, the
inside the interval; <r=r, for the pulse length we get  point z,r at which the amplitude will have maximum value
vitv,  (r+L,)2 (r—L,)2 and find the time intervg! when the maximum yalue will be
Atp=t,+z (75  observed. During the initial stage of the evolution, there ex-

Umatmin  2Z0min  2(Z= L)V max ists, for a definite time, a regiofdenoted by the subscript

On the right-hand side of this equation, the third and“spot”) where the amplitude is equal to its initial value. It
fourth terms describe the contribution of the finite angularfollows from (76) at timet that this region is bound by two
width, which decreases with increasing planes
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7, =ctsz=zg=L,+ctcosf, (789  model of noninteracting phonons, moving ballistically. We

- . . . tart from this model, as it allows us to use the results ob-
and the cylindrical surface which describes the nght-hancf

ide of the i lit ained in this paper.
side ot the inequaity Here we present the numerical values of all parameters

O=r=r,(zg)=L, —ctsing,. (79)  that describe the experiments of Ref. 16. The sound velocity
in helium at pressure of 24 atm is equalde 363 m/s. The
heater was made from a gold film and had dimensions
=0.5 mm. The velocity of longitudinal sound in gold is
=t —mi L, L, 80 equal toc,;=3240 m/s and that of transverse sourg,
—tspot— min csin ap ’ C(l_ COSQp) ' ( ) =1200 m/s.
o o Using the acoustical theory of transmissi8it? we find
At t<tgp the region lies within the pulse. In the case of ayo maximum valud, for a phonon radiated by a perfectly
sufficiently long pulse, for which plane heater into helium:
Ly - L.
1—cosf, sind,’

From inequalitieg78) and(79), we see that the time duration
that this region exists is determined as follows:

(82) 0p=arcsinc/c,=0.307 rad. (86)

Below, we use this numerical value of the parameter
0,= 6,y even though the evaporated gold film is rough and
the conditions for a critical cone are not met. However, the
phonon emission from a gold film has been measured and is
Zmax=Zr(tspod =L+ L, cosOp=L;+2,. (82)  found to be strongly peaked in the direction of the surface
normal?® Then for typical distance,, , according ta25) we
havez,=1.58 mm, and for the length of the initial pulse

L, L, L,=t,c in this case we havke;=1.82 mm. The size of bo-

- <5 @3 jomet 1 mm.
1—cosf, sing, ometer was 2 _

The amplitude of the phonon signal was measured at a
distancezg which was five times greater thap . In this case
L, we will use expressioli74) for calculating the pulse length.

To calculate the velocities, andv, appearing in(74),
we use the energy—momentum relation for phonons:

the maximum values of where one can observe the maxi-
mum amplitude according to inequaliti€$8) and (80) is
equal to

In the case of sufficiently short pulses

from the inequalitieg78) and(80), we get

Zmax= ZR(tspod = TOS@p

The evolution of the maximum-region for the ca@d) is

presented in Figs. 1 and 2. e=cp(1-yp?), (87)
In the casd81), at fixed valuez=z, <z, in the plane

r,t (see Fig. 2 the high-energy-density region, with the ini-

tial value of the signal amplitude, is determined by the in

equalities[see inequalitie$78)]

where, according to Ref. 16, at a pressure of 24 atm the
dispersion parameter is equal 46=8.96x10 4 K~2. Ac-
“cording to(87) one can consider that;=0 [see Eqs(15)
and(16)], andv, can be found from the relation

Zl_ L” =t< ﬂ
ccosf,  cC

(84) UZZ(C_Ugr)a (88)

and is bounded by the conical side surfdsee inequality where the overbar denotes averaging with respect to momen-

(79] tum with an equilibrium function for the initial phonons in
_ the pulse. Integration aB8) with the Bose—Einstein distri-
r=L,—ctsing,. (85  bution function gives
When z>z,,,,, the high-energy-density region is absent )
and there is no region where amplitude of the signal is con- FZO'OZSTZ’ (89

stant(see Fig. 2
whereT, is the temperature that describes the distribution of
7. DISCUSSION the initial phonon pulse.

Th | btained ab I i h Comparing the numerical values of the second and third
e results obtained above allow us to discuss the eXg g on the right-hand side of E.4), which describe the

perimental data presented in Ref. 16. In these expenmeng;roadening of the pulse caused, respectively, by dispersion

the ampllt_ude of the pho_non signal was measured by a boaind the finite angular width of the initial pulse, we conclude
lometer, situated at the distanzg=8 mm.

: that the contribution of the latter is negligibly small. The
The helium had such a low temperaturg, (<0.1 K) gngmy

o . numerical value of the contribution of the dispersion is equal
that the thermal excitations can be neglected. A heater ing

jected a pulse of phonons into this pure and isotropic super-

fluid helium (“the superfluid vacuumj. The duration of the Zz vy 0.62T5

pulse was 5us and it moved in the direction normal to the Otaisp= = 1-0.0282 1S (90

surface of the heater. e
The helium was under 24 atm pressure, at which phonon  According to the result presented in Sec. 6, wimn

interactions are determined by the relatively slow four-exceedsz, by a factor of five, even in the region of maxi-

phonon processes. This fact justified the authors’ using aum phonon energy density, the energy density is much less

C Umin
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>10 erable decrease of the amplitude of the signal along the axis

@ of the pulse. Thus, the amplitude of the pulse at the detector

g 08r is a factor of 0.055 smaller than the amplitude of the initial

X pulse.

"_; o6 Undoubtedly, a series of high-pressure experiments simi-

g lar to the experiments at the saturated vapor preSSwauld

S 0.4r l be of great interest. This would give the temporal and spatial

) ! dependence of the phonon energy density for different pulse

_; 0.2k ! | . .

= I engths. Comparison of the results of such experiments at

g 0 L: high pressure and saturated vapor pressure would make it
16 18 20 22 24 26 28 possible to compare the observed values with those calcu-

t, ps lated with the model of strongly interacting phonofsee

) Ref. 14 and the results obtained here for a system of
tF'?'53' The temporal dependence of the energy flux densig=smm, ) 1o without interactions. Such a comparison would give
p=5us, 6,~17.6°, andL, =0.5 mm, relative to that of the initial pulse. . . ; ) .
The initial temperature of the pulseTs=1.0 K. The dotted line represents US important information about anisotropic systems of
the signal when there is only dispersion, the dashed line represents the sigfahonons in superfluid helium.
without dispersion but with a finite angular width in the initial pulse, and the We express our gratitude to EPSRC of the (®rant
solid line represents the signal with both dispersion and finite angular widthGR/824855 and GR/N20225and to GFFI of Ukraine

Note that the dashed and solid lines have had theialues multiplied .
by 10. d P (Grant N02.07/000372Zor support of this work.

*E-mail: nemchenko@pht.univer.kharkov.ua

than its initial value. Under the conditions of the experiments———
considered, the intensity was 0.055 of its initial value.
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We communicate the results of numerical studies of acoustic turbulence in a system of slightly
dissipating, nonlinear second sound waves in superfluid He Il. It is shown that at

sufficiently high amplitude of the external driving force a power-like energy distribution over
frequency is formed in the system of second sound waves. This distribution is attributed

to formation of the acoustic turbulence regime in the system. The interval of frequencies in which
the distribution has a power-like form is expanded to high frequencies with increasing
amplitude of the driving force. The energy distribution inside this interval is clodg, tow?. It

is shown that the distribution of enerdy,, depends on the value of the nonlinearity

coefficient of the second sound but does not depend on the sign of the coefficient, i.e., the
coherent structureshock wavesdo not contribute to the statistical properties of the turbulent
state. © 2004 American Institute of Physic§DOI: 10.1063/1.1768333

1. INTRODUCTION similar studies done for dispersive systems—gravity and

. . . capillary waves at the free surface of a liquid—have been
We report the observation, in a numerical experiment, Otpublished recently in Refs. 15-17.

a spectrum of turbulence of the Kolmogorov type in a system e present paper addresses the numerical studies of
of one-dimensional weakly dissipating sound waves. Studieg.qstic turbulence in a system of sound waves with small

of turbulence of sound waveacoustic tL_eruIenQe's. ofim- 4amping. Theoretical estimations have shown that strongly
portance due to many If_gpllcatmns in physics: nonlineagisqtropic turbulent patterns could be formed in a system of
waves in superfluid He i1;® phonon turbulence in perfect g, nq wave&.In order to avoid additional difficulties related

4 . .
crystals, waves in an interstellar spacetc. to the pattern formation we consider here the simplest model
Traditionally the theory of weak, or wave turbulence .,se in which one-dimensional sound waves in He Il are

could be used as an appropriate basis for understanding @ nsigered. We suppose that the medium in which the one-
turbulent pher%omena in a system of interacting wa®&®  4imensional sound waves propagate is restricted from both
the monographand references thergirFor example, recent  gjges py reflecting walléwaves in a resonator of finite size

studies of the %u_rgbulence of c?rg)_illlglry waves at the surface ofps consideration corresponds in general to the conditions
liquid hydrogen™ and of water"""have demonstrated that .t the experiments? with one-dimensional nonlinear second
the experimental observations are in good accordance with

Y 4 ] ound waves in superfluid He Il. The results of our calcula-
the predictions of the theofy and with the results of nu- ions can also be used for qualitative treatment of the
merical computatiors based on this theory.

' experiment§® with capillary waves at the surface of liquid
In the case of turbulence in a system of sound Wavesydrogen in a cell of small dimensions.

with the dispersion law Our calculations show that at high amplitudes of the ex-

w,=uk (1)  ternal driving force, a power-law distribution of the ampli-

] tudes of the sound waves over the frequency is formed at
the approach based on the ideas of the weak turbulencﬁaequencies higher than the driving frequency.

theory meets difficulties due to divergence in the perturba-  Thjs distribution can be attributed to formation of the
tion theory serie¥ (here wy is the frequency of the linear \yaye turbulence regime in a system of sound waves, and it is
wave with the wave vectck, andu is the sound velocity  simjlar to the Kolmogorov spectrum of turbulerf®%The
This divergence appears owing to degeneration of the res@ange of frequencies in which the power-law distribution is
nance manifold for three-wave interactionkrspace in case gstaplished expands to high frequencies with increasing am-
of the linear dispersion lad): only waves whosé vectors  pjityde of the driving force. The power-law spectrum is vio-
are collinear with each other can interact efficiently. Due toj5teq at high frequencies due to the transition from the re-
this fact the peculiarities of the nonlinear and turbulent be'gime where the nonlinear wave transformation plays the
havior of such a system could differ from that of the systemggsential role in the energy transfer through the scale to the

of waves in dispersive media. _ _ regime where the viscous damping dominates.
Numerical calculations provide a nice opportunity to

study from first principles the peculiarities in turbulent be-2- BASIC EQUATIONS
havior of a system of acoustic waves, by integrating numeri-  In this paper we study the turbulence in a system of
cally the equations of motion of the liquid. The results of second sound waves in He Il as an example of a nonlinear

1063-777X/2004/30(6)/5/$26.00 441 © 2004 American Institute of Physics
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wave system. It is known that the second sound waves in He If the sound waves are propagating in unrestricted super-
[l demonstrate a highly nonlinear behavior, and they are dluid the Hamiltonian variableg and S could be expressed
nice test object for studying the dynamics of nonlinearvia the normal coordinates—the amplitudgsof the sound
waves'? waves with the wave vectdt (Ref. 21). In the case under
It is convenient in numerical calculations to use thestudy(waves in a superfluid helium in a resonattire cor-
Hamiltonian formulation of superfluid hydrodynamics. The responding normal variables are given by the amplitugles
Hamiltonian formalism in the hydrodynamics of superfluid of standing second sound waves. The frequencies of the
He Il has been developed in Ref. 21. This approach has beestanding waves are equal to the resonant frequensijes
generalized for superfluitHe—He mixtures in Ref. 22. =U,K,, Whereu,, is the second sound velocity, and the
For the sake of convenience of the readers and for avave numbek, corresponding to theth resonant frequency
statement of the notation used in the subsequent calculatiotis
we shall write out the knowf3?® basic equations of motion
for nonlinear waves of second sound in He Il in the Hamil-
tonian representation for plan#one-dimensionalsecond andL is the length of the resonator. The numioer 1 will
sound waves in a resonator. This representation is a classicabdrrespond to the lowest resonant frequency of the cell.
limit for superfluid helium hydrodynamics formulated in Oscillations of the variables3 and S in the one-
terms of the first and second sound quanta. Such classicdimensional second sound wave are expressed via the nor-
limit can be used, obviously, if the occupation number of themal coordinates as follows
corresponding states is sufficiently large,

k,=mn/L, (6)

by 2, @ B =2 By cosknx) (by—b7), @)
whereb,, is the canonical amplitude of the second sound; see .
below. Moreover, the term “second sound quantum” itself is SS(x,t)= En: S, cogkpx)(b,+b}), )

correct only if the wavelength of the second sound is much

larger than the mean free pathy of the quantum where the normalization factors are
excitations?>24
9S wn(as

klg<1, (3) Bn=—1i aT TlaT

L
wherek is the wave vector of the second sound wave; see
(6). We suppose in this paper that both conditi¢®isand(3)
are satisfied.

An arbitrary flow of superfluid He Il can be described by - oH
three pairs of conjugate variablés, p), (8,S) and (y,f).% 'b”_ab:
Here ¢ is the superfluid velocity potentigh,is the density of
the liquid, S is the entropy per unit masg is the phase
variable conjugate t&®, andy and f are the Clebsch vari-
ables. The Hamiltonian function of the system is given by
the total energy of the liquid:

—1/2 1/2

» Sh= (€)

oyl

The equations of motion to be integrated are provided by
the Hamilton’s equations for the normal coordinales

—iybn+ T, (10)

The dissipation and the interaction with the external driving
force are included phenomenologically in these equatidns,
is the Hamiltonian function of the system, is the damping
coefficient of thenth standing wavef,, is the driving force
acting on thenth resonance, a dot denotes the derivative with
respect to time, and a star denotes the complex conjugate.
H= j d3r(§pv§+pvs+ Eolp,S,p) |- ) pThe standard way to describe the dynamigs of thejssstem
of interacting waves is to use an expansion of the Hamil-

Here Eq(p,S,p) is the energy of a unit of volume of the tonianH in a series in the normal coordinates

liquid in the reference frame moving with the velocity of

the superfluid component, argl is the momentum of the H=H,+Hj;. (11
relative motion of the normal'component. _ he termH, is a quadratic function of the normal coordi-
In the subsequent analysis we neglect the oscillations o atesh
n

the densityp in the second wave due to the fact that the
thermal expansion coefficient of the liquid helium is small H _z Ib, 2
(T/p)(dpl/dT)<1 if the temperature of the helium bath is 2T & @nlPnl

not very close to the temperature of the superfluid transition ] ) )
T, . In this approximation the oscillations of the two vari- it describes the propagation of linear second sound waves.

ables 8 and S are nonzero only in the second sound wave ! he termH3 is cubic in the amplitudé,, and corresponds to

propagating through the unperturbed superfluid. The equé{1_1utual interaction of three second sound waves—splitting of
tions of motion in this representation are one wave into two waves and confluence of two waves into

one wave. The higher-order terms are omitted in the expan-
g oH B=— oH 5 sion (11), so the nonlinear processes of fourth and higher
6B’ S’ order are disregarded. These processes involve the interac-
with the Hamiltonian(4). The momentum of relative motion t|_on Qf four or more of waves. They are _lmpor'Fant for isotro-
. pization of the spectrum in the three-dimensional case, and
of the normal component is . :
they should be taken into account in a more general theory.
p=SVg. The general form of the interaction Hamiltonian is

(12
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. The basic system of equatiofi0) to be integrated nu-
H3=n1% o Vi, ny.ng0n,0n,0n 00 —n,—n,C.C. . (13)  merically is obtained by collecting the formulés0)—(13),
ne (16):
HereVy, n,n, is the amplitude of nonlinear interaction of
three second-sound waves. It is supposed that the nonreso- 1b,=Vo > (nnyn)" by by 8, n,
nant terms in(13), for which the resonance condition n1:M2

w1~ wy— w3=0 (14) +2bn1b:25nl—n2—n)_i'}’nbn+fn- 17

The linear termw,b,,, which arises in the right-hand side of
Eq. (17) from the quadratic patt, of the Hamiltonian(11),

is eliminated by the change of variableb,—b,

X exp(—iwgt). The simplest initial conditions for the second
sound wave amplitude is used in this paper:

b,(t=0)=0.

We integrate numerically the equations of mot{@a) in
This corresponds to the presence of the Kronecker delta itwo cases: athe second sound in a resonator is excited by a

is not satisfied, are eliminated from the Hamiltonian function
by canonical transformatiotsee Ref. 6 for detai)s For the
second sound waves with the dispersion relatipnit fol-
lows from Eg. (6) that the resonance conditiofl4) is
equivalent to the condition

n;—n,—n;=0.

the right-hand side of Eq13). harmonic external driving force with a frequency equal to
The amplitude of interaction of second sound waves inone of the resonant frequencies, andte second sound is
He Il with wave vectors,, k,, andk; is equal t? driven by a quasiperiodic force, the frequency spectrum of
which contains several harmonics.
o PsUzo The distribution of the amplitudes of the second sound
V(kl,kz k3) ‘/_ (50’/(91—) Vk1k2k3 waves
— P(n)=(|by(t)|? 18

_ _ _ N over the wave numban averaged over time is calculated
Here « is the nonlinearity coefficient of the second soundfrom the results of the integration. The energy distribution
waves, o is the entropy per unit masgs and p, are the  over frequency can be found from E¢L1). In the present

superfluid and normal density, and, is the second sound case of one-dimensional waves as a first approximation it is
velocity. In case of interaction of three standing secondequal to

sound waves in a resonator the amplitude of interaction ac-

quires the form E,=@qP(n). (19)
We now evaluate the frequency dependence of the energy
Vi, ng.ng = Vovnanzn, (16 distribution E, of the second sound wave system from the

3. . ) ) ) calculatedP(n) dependence.
where Vo= V/u The sign of the interaction amplitude

Vo non c0|nC|des with the sign of the nonlinearity coeffi-
172073

cienta of second sound and it could be negative or positiveg ReSULTS AND DISCUSSION

depending on the temperature and pressure in the superfluid

liquid. It is knowr?® that in superfluidHe at saturated vapor DPrVing ata single resonance frequency

pressure the nonlinearity coefficient of the roton second First, we consider the case where a periodic driving

sound is negative at temperaturs<T<T, (whereT, is force excites a standing second sound wave at the frequency

the temperature of the superfluid transiti@amd is positive at equal to the lowest resonant frequenaey of the resonator,

T<T,. At T=T,=1.88 K the nonlinearity coefficient is B .

equal to zero. Increase of the pressure in a superfluid, as well fa)=foexp—iwt),

as introduction ofHe atoms into He 11, should lead to low- where f, is the amplitude of the driving force. As was

ering of the temperatur€, (Refs. 2 and 2R For example, in  pointed above, the dependence on tinoé the amplitudes of

superfluid He 1l containing a 10% impurity 8He atoms the second sound wavds, is determined by numerical integra-

temperatureT , is lowered to 1.7 K at saturated vapor pres-tion of the equation§10). At long times(when the relaxation

sure. So both cas&4>0 andV,<O0 in Eqg.(16) have physi- processes are finishethe amplituded,, tend to some con-

cal meaning. stant values. This means that we may omit the averaging
The damping coefficient of the second sound wave iver time in the definitior{18) in this case.

chosen asy,=Cn?. In a real experiment the value of the We calculate the spectruf(n) for given amplitudef

constantC is determined by viscous damping of the soundand study the evolution of the distributi&{n) with increas-

waves in the bulk of the liquid and, also, by the energy losse@g driving amplitudef,. Figure 1 shows the distributions

at the walls of the resonator. The const&htis estimated P(n) calculated for three values of the driving forck;

roughly asC~1/Q, whereQ is the quality factor of the =0.01 (circles, 0.1 (triangleg, and 1.0(boxes. The lines

resonator. The typical value of ti@ factor in experimenfs  connecting the symbols are drawn as a guide to the eye. The

with second sound waves w&s~10°—1C°. In the calcula-  straight line corresponds to the dependeR¢a)~n~ 2.

tion reported we putC=10 2 (which corresponds t®@ In the inset in Fig. 1 the dependence of the effective

~10% atn=1), soy,=10 ?n2, exponent
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FIG. 2. Evolution of the spectrum with increasing of the effective dispersion

of the quasiperiodic driving force fror®=0.63 to 4.2. The straight line

3

FIG. 1. The spectrun(n) of second sound oscillations calculated for the
P () corresponds to the power-like distributié{n)~n"">.

amplitudes of the monochromatic driving fortg=0.01(0O), 0.1(A), and 1
(O). The driving is applied at the lowest resonance frequency. The straight
line corresponds to the power distributi®{n)~n 3. The inset shows the

dependence of the effective scaling exporeon the resonance number . . .
for f4=0.01 andfy=1. In the case of pumping of the system by a quasiperiodic

force the amplitudeb,, do not tend to some limiting values
at large time but are fluctuating at all In calculations the
dlogP(n) distribution P(n) averaged over time is determined from
s(n)= (200  the results of numerical integration of the equatidtg).
Figure 2 demonstrates the evolution of the distribuf{m)
on the resonance numberis shown forf=0.01 andf,  with increasingD from 0.63 to 4.2. It is seen from Fig. 2 that
=1. It is seen that in the cafg=1 there is an interval of at highD the power-like distribution
resonance numbers in which the effective exponert is _3
_ P(n)~n (22
close tos=—3.
From Fig. 1 it is seen that at sufficiently high amplitudesis formed in some region of wave numbers, similarly to the
of the driving force there exists a range of frequenciescase of pumping by a monochromatic driving force.
higher the driving frequency, in which the distributi®{n) The observed power-like spectrum of oscillations could
of the amplitudes of weakly dissipating acoustic waves carbe attributed to the formation of the acoustic turbulent state
be described by a power-like functid®(n)~n~3. This de- in the system of second sound waves. The range of frequen-
pendence corresponds to an energy distribution in the frecies(or the region of the wave numbgiie which the scale-
guency scal¢see Eq(19)] invariant distribution(22) is established can be called “the
E —const w2 21) inertial range” i.n analogy Wi'Fh Fhe interval of,frequencies
@ where the scaling law is valid in Kolmogorov’s picture of
The interval of frequencies in which the power-law spectrumturbulence. At low frequencies the inertial range is limited by
(21) is established is enlarged to high frequencies with inthe characteristic driving frequency, and at high frequencies
creasing amplitude of the driving force. the inertial range is limited by the transition from the regime
of nonlinear transfer of the energy of waves over scales to
the regime where the viscous damping dominates.
The calculations are performed for both positive and
In this Section we present the results of calculations innegative signs of the nonlinearity coefficients(i.e., for
which the driving force is not monochromatic, but the fre- positive and negativ®¥, in Eq. (16)). It is observed that the
quency spectrum of the force has several harmoftjossi-  phases of the high-frequency waves generated due to nonlin-
periodic force. earity are different in the casa&>0 andV,<O0 (with the
In the Ca|CU|ati0nS |t iS assumed that the external driVin%ame abso'ute Va'ub/oD' but the averaged distributions
force excites the three lowest resonant modes directly, anp(n) are the same in the two cases. This indicates that for-
f,=0 for n>3. For each resonant mode(n=1,2,3) the  mation of the coherent structuréike shock wavesdid not
corresponding driving forcé, is the sum of three periodic affect the turbulent distribution of acoustic waves in a reso-
harmonics, the frequencies of which are incommensuratfator. The physical sense of this fact is that the mutual non-
with each other and with the resonant frequency of the givefinear interaction of the second sound waves reflected from
resonance. The integral power that is pumped by the drivinghe resonator’s walls prevents shock-front formation. This
force into the system can be characterized in this case by thgct could be important for future analyses of the acoustic

dlogn

Driving by a quasiperiodic force

effective dispersion turbulence in superfluid helium, because earlier the sound
turbulence has been considered mainly as a statistic of shock
D=2 (fnf ), waves propagating in an unrestricted medium.
n

Note that in case of one-dimensional waves with a non-
where the angle brackets denote averaging over time. decaying dispersion law, for which the four-wave interaction
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Measurements of the irreversibility line in J8r,CaCyO, single crystals are made by three
experimental methods: by dc magnetization measurements, microwave absorption measurements,
and registration of the harmonics in the high-frequency response of the superconductor. It is
found that the position of the irreversibility line on the magnetic phase diagram depends
substantially on the method of measurement and the frequency used. Analysis of the results
shows that the discrepancy in the irreversibility lines is due to both a difference in the mechanisms
of hysteresis of the magnetic properties and to the different scales of the measurement

times. It is shown that the position of the irreversibility line is determined at low temperatures

by the limiting value of the vortex creep rate for the given method of registration and at

high temperatures by the time required for two-dimensional vortices to overcome the surface
barrier. It is concluded that the irreversibility line is a dynamic phase transition. The

first experimental evidence of the presence of a surface barrier for 2D vortices is
obtained. ©2004 American Institute of Physic§DOI: 10.1063/1.1768334

INTRODUCTION while in YBaCuzO; it differs from H,(T) by several de-

Since the hysteresis and relaxation of the magnetic propgrees, and in the highly layered superconductors the differ-

erties of highT, superconductoréHTSCS are governed by €M¢® _between the IL andp(T) is rather Iarge_.-,_ sometimes
vortex pinning, measurement of magnetic properties iJeaching a value of ;/2. Furthermore, the position of the IL

widely used for studying the vortex dynamicsee, e.g., on_the pha;e plane depe_nds on the mechanisr‘r; o_f th.e hyster-
Refs. 1-5. The hysteresis of the magnetic properties ob-€SiS(bulk pmnlng_lc;f vortices or vortex bundiés? pinning
served in a significant region of thé—T magnetic phase due to a surfacé ®or geqrnetn(’: barrler,_ eto. I_t has also _
diagram of HTSCs vanishes at the transition through the sg?€€n noted that the position of the IL in a given material
called irreversibility line(IL).5~8 At the present time there Varies for different methods of measuremesee, e.g., Refs.
are two main models of the IL, which explain its nature 3 @nd 5-8. As the frequency used in the experiment in-
differently. In the “flux creep” model proposed by Anderson créases, the IL shifts to higher magnetic fields and
and Kim? it is assumed that the IL is a dynamic transition temperature8.Such a shift can also be observed with in-
from the flux-creep regimébelow the Ib) to the flux-flow creasing sweep rate of the static magnetic field in magneti-
regime. In the alternative model, that of a vortex glass and itgation measurementsThe pronounced ambiguity in the de-
melting}®**the IL is determined as a line of thermodynamic termination of the IL requires explanation and additional
phase transitions. The authors of that model assume that bexperimental checking.
low the transition temperature the vortex lines, interacting In the present study the position of the IL was deter-
with pinning centers, are “frozen.” Therefore the vortices in mined for the same BBr,CaCyO, single crystal by three
a superconductor form a vortex glass structure, analogous @fferent experimental setups working at substantially differ-
the distribution of magnetic moments in a spin glass. How-ent frequencies. A comparison of the results obtained by the
ever, it has been shown experimentdbge, e.g., Ref.)2hat  different methods made it possible to acquire a large set of
the vanishing of irreversibility and the melting of the frozen data on the vortex dynamics, hysteresis mechanisms, and
vortex structure are two different transitions in the vortexfrequency dependence of the position of the IL. This ap-
lattice. In some regions of the phase diagram the line correproach allowed us to ascertain which of the hysteresis
sponding to the melting of the vortex structure lies above thenechanisms determine the position of the IL in different re-
irreversibility line while in others it lies below that life. gions of theH—T phase plane and which of the hysteresis
Thus the irreversibility line is most likely a dynamic transi- mechanisms can be detected by the different methods.
tion of the vortex system. The structure of this paper is as follows. In Sec. 1 we
Each superconductor is characterized by its own irredescribe the techniques used in this study to measure the
versibility line. In the low-temperature superconductors thehysteresis of the magnetic characteristics of the supercon-
IL is almost coincident with the second critical fiett).,(T), ductor. The results of the measurements are presented in Sec.

1063-777X/2004/30(6)/6/$26.00 446 © 2004 American Institute of Physics



Low Temp. Phys. 30 (6), June 2004 Vashakidze et al. 447

2. In Sec. 3 we discuss the results and construct a phase 15
diagram of the vortex state. The main conclusions as to the
mechanisms of hysteresis in different regions of the phase 10 F
diagram are presented in the Conclusion. H.
g 5 i rr
c
1. EXPERIMENTAL 3 l
0
In this study we have used three experimental methods: E_ or
measurement of the hysteresis loop of the dc magnetization = I
M(H) by means of Hall probes, measurement of the micro- St
wave absorptiofMWA) at frequencyy=10 GHz, and reg-
istration of the harmonics of the high-frequency ( -10+
=10 MHz) response of the superconductor. The MWA L
method, which has been used successfully for studying the  -15 L . ! - L
vortex state of HTSCY"?? has a high sensitivity and per- -1000 0 1000
mits determination of the type of pinning and the position of H, Oe
the IL. FIG. 1. Hysteresis loop of the magnetizatigh{H) obtained from measure-
The studies were done on a,Br,CaCyO, single crys-  ments by dc Hall probes at a temperatiire 36 K. The fieldH,, at which
tal with T,=87 K and dimensions of 3:61.3x 0.1 n¥. All the hysteresis vanishes is indicated by an arrow.

of the measurements were made in an orientation for which
the applied dc magnetic field was perpendicular to the pIang—ioo kHz with an amplitude from 0.1 to 10 Oe. The sample

of the crystal(parallel to thec axis). .
: e s was placed in the resonator of the spectrometer and was
The first method of determining the IL used in this study .
cooled by a flow of gaseous helium. The temperature of the

was fo record the hysteresis loop of the magnenzaﬂc(hi) sample was varied from 10 K to the critical temperature. The
using Hall probes. The Hall probes had dimensions of th%r stal was oriented so that the applied dc magnetic field
working zone of 0.5 0.5 n? and a sensitivity of 9.8:V/G. y PP 9

was parallel to the axis and the microwave field; lay in

fhe basal planab of the crystal. The MWA signal was de-
é%pted and amplified using a lock-in amplifier at the fre-
guency of the fundamental harmonic of the modulafidre
details are given in Ref. 21

The procedure used for recording the signal was as fol-
s: at a fixed fieldH; the sample was cooled from above

. ) . : the critical temperature to the measurement temperature, af-
is proportional to the differenceB(—H), as a function of the ter which the field was swept up and down at a rate of 16

applied magnetic field strengtd. The field at which the Oels. The swept range was 150200 Oe. The magnetic field
hysteresis of the magnetization vanished was identified ag wﬁich the hysteresis of the MWA sig.nal vanished was
the g;ivﬁgs;?lr“;é/tzigjzi%gs)é d on reqistration of the harmontaken as the irreversibility fieltl;, . By varying the external

. : 9 conditions, we obtained curves of the amplitude of the hys-
ics of the high-frequency response of the SUpercondUCto{éresis loop as a function of temperature, magnetic féld
The transition from linear and reversible behavior of the '

o . : . . . “and modulation amplitudkel,,. The amplitude of the hyster-
magnetization to nonlinear and irreversible behavior gives _.
. . . 7~ esis loop was taken as the averaged valud.efS/AH,
rise to magnetic losses and the generation of harmonics in

the rf susceptibility® It has been showfin Ref. 8, for ex- whereS is the area of the loop anliH is the swept range.
. . - The irreversibility fieldH;,, was taken as the point at which
ample that the first harmonic of the susceptibility character- he hvsteresis 1oob of the MWA collapsed
izes the penetration depth of the alternating magnetic fielé y P psed.
into the superconductor. The appearance of higher harmonics
as the magnetic field and temperature are lowered is due tzd
the onset of irreversibility of the magnetic properties of the  Figure 1 shows the hysteresis loop of the magnetization
superconductdt.In this study the frequency of the funda- M(H) measured at a temperature of 36 K by means of Hall
mental (first) harmonic wasy=10 MHz. The sample was probes. The magnetization loop was obtained for a reversal
cooled in a magnetic field of 7 kOe frofin>T_ to the mea- of the direction of sweep of the dc magnetic fig¢ld The
surement temperature, and then the signal at the frequenayeversibility field H;,=21000 Oe at which the collapse of
3v was recorded as the external magnetic field was dethe hysteresis loop occurred is indicated by an arrow in the
creased to zero at a rate of 5 Oe/s. The field at which théigure. The points of the irreversibility linel;,(T) obtained
amplitude of the signal rose sharply was taken as the irreby this method are represented by squares on the phase dia-
versibility field Hy, . gram in Fig. 3.

The third method of determining the IL was to register Figure 2 shows the third-harmonic signal of the suscep-
the vanishing of the hysteresis of the microwave absorptiortibility, x5, as a function of magnetic field at temperatures of
The nonresonance MWA was measured using a Bruker BERS5, 63, and 74 K. It is seen in the figure that at a certain
418s spectrometer working in the frequency range 9.2—9.value of the decreasing magnetic field there is a sharp in-
GHz. The dc magnetic field was modulated at a frequency ofrease in the signal. This indicates the onset of nonlinear

sample and measured the local magnetic inducBorThe
second probe was located far from the sample and measur
the applied magnetic field strength. The hysteresis loops
of the magnetizatioM (H) were recorded with the external
magnetic field swept upward and downward at a rate of ﬁow
Oels, permitting registration of the magnetizatidn which

EXPERIMENTAL RESULTS
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----------------------------- FIG. 4. Shape of the hysteresis loop of the microwave absorption observed
Hirr(55 K) in different regions of the phase plan&=27 K, H=600 Oe (a); T
=27 K, H=7600 Oe (b); T=70K, H=6000e (c); T=70K, H

=2600 Oe(d). The arrows indicate the direction of sweep of the magnetic
field. The two-headed arrow in par(@) indicates the value of the difference
of the signal levels for different directions of sweep of the magnetic field,
0 1000 2000 3000 4000 which is adopted as the amplitudleof the hysteresis.

H, Oe

‘ ! . | 2 1 1

FIG. 2. Field dependence of the third harmonic signals at temperatures dmooth. These features of the behavioryafare also ob-

55, 63, and 74 K. The excitation frequency wad0 MHz. The fields at Served in our experiment_ They are responsib|e for the Sub_

which the third harmonic signals appears, which corresponds to the irreverss-tamtial uncertainty in the location of the irreversibility field

ibility field H;,, are indicated by arrows. The dashed lines show the zero . .

levels of the signal during registration &it= 74 and 63 K. at temperature below 55 K. The points of the IL determined
by this method are represented by triangles in Fig. 3.

The method of MWA measurement was used not only to
response and defines the irreversibility field, . In Refs. find the points of the IL but also to obtain information about

23-25, where numerical calculations of the frequency an(ﬁh_e phzzsehstate t?f Lhe vortgx lmatterfarr:d m\?VAchaE)nges 3f.'t'
magnetic-field dependence of the amplitude of the harmonicg_Igure S O_WSt € ysteres_ls 00ps 0 the ODSETVed In
were carried out, it was shown that the inflection on the ifferent regions of magnetic field and temperature. As the

curve of the field dependence of the susceptibility become mperature is raised from 40. fo 55 K at fields around 500
e the shape of the hysteresis loop undergoes fundamental

changes, from the type in Fig. 4a to the type in Fig. 4c. At
this value of the magnetic field the amplitude of the loop

10000 goes to zero af;,=85.8 K. Increasing the magnetic field at
a fixed temperaturd =27 K does not result in significant
8000 | _ changes in the shape of the loop. As can be seen in Fig. 4a,b,
Coupina of 11 the loop loses its definite characteristic shape in fields of the
8 6000 | order of 8000 Oe. At high fields the amplitude of the hyster-
- § esis falls off, while the noise level remains unchanged, and
4000 -8 R therefore the “signal-to-noise” ratio decreas@sg. 4b. A
A .G,_:: similar process is also observed at higher temperatufres (
£ =70 K): with increasing field the shape of the loop remains
2000 1 gq% practically unchanged, but the amplitude of the signal falls
e DD F o a A3, off rather rapidly (Fig. 40 and the hysteresis loop of the

(1’0 50 30 40 5'0 ' 60 70 80 90 MWA collapses comp_le_tely atl;,,=3200 Oe. Thus by vary-
T,K ing the external conditions we were able to track the evolu-
tion of the signal over a wide range of magnetic fields and
FIG. 3. Irreversibility lines obtained from measurement of the dc magneti-temperatures and to determine the position of the irrevers-
zationM(H) by means of Hall probe&]), measurement of the hysteretic ibiIity line. The points of the IL obtained by this method are

microwave absorptiorfO), and registration of the third harmonic in the . . . .
high-frequency response of the superconduttor The solid curves drawn represented by circles in the phase dlagl(Ellg. 3.

through the experimental points correspond to irreversibility lines obtained

by different methods and at different frequencies. The vertical and horizon3. DISCUSSION OF THE RESULTS

tal dotted lines separate regions with different states of the vortex system. . o i . . .
The theoretical curves are calculated with the use of expreg@oifior The irreversibility lines are plotted in Fig. 3 on the basis

7=10"" s (the dot-and-dash curyand r=10"'° s (the dashed curye of the measurements of the magnetization and hysteretic mi-
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crowave absorption and registration of the third harmonic in
the high-frequency response of the superconductor. It is seen
that the positions of these lines differ remarkably from one

another. The IL obtained from measurements of the magne- , 400
tization M(H) is in good agreement with the data obtained E
by other dc methodésee Ref. 6, for exampleThe IL deter- S
mined from the third harmonic of the susceptibilify, and ?

-

the IL obtained from measurements of the MWA hysteresis 200

are shifted significantly to higher magnetic fields and tem-

peratures. The cause of this discrepancy is understandable in

view of the nature of the hysteresis in the different regions of

the phase diagram. , . . . .
It is known that the bulk pinning of vortices at point 0 2 4 6 8 10 12

defects is the main pinning mechanism in unirradiated Hny, . Oe

samples of BiS,CaCyO, at low temperature¥ In the _ _ _ .
IG. 5. Amplitude of the hysteresis of the microwave absorption as a func-

presence of .bUIk plnnln_g a Chfang.e O.f the appllf-:‘d m.agnetl ion of the amplitudeH ,, of the field modulation at a temperature of 25 K
field results in a nonuniform distribution of vortices in the (yiangles and 65 K(iled circles at a field of 1000 Oe. The dashed curve
volume of the sample. The sample is in a so-called criticalvas constructed in accordance with the bulk-pinning model for the MWA
State’ |e, a pers|stent current Wlth a den$'@] , Where hysteresi§.2 The solid line Corresponds to the hysteresis of the MWA in the
) . o . € case of a surface barri&.

j<(T,H) is the critical current density, can occur in it. In Ref.
21 it was found that in the case of bulk pinning the amplitude
of the hysteresis loop of the microwave absorptidii,H)

is proportional tojg(T,H). The value and functional depen-

dence of the critical current(T,H) characterize the dynam-
ics of the vortex mattezﬁ In Refs. 21 and 22 we analyzed the g pysteresis of the magnetic properties has a different
appllcab|llty of different fuqctlonal deper_‘ldencqa§(T,H) _nature at higher temperatures (5&<K<T.; regionB on
corresponding to the dynamics of vortex lines, the dyngmlc%e phase diagram in Fig).3As previous studies of the mag-
of large and small 2D-vortex bundles, and the dynamics ofetic flux profile have show#?,in this region of temperatures

noninteracting isolated 2D vortices. In Ref. 22 a fitting of thehe pulk pinning is no longer effective, and irreversibility is
theoretical curves to the experimental data led to the conclygye to either a surface or edge geometric barrier.

sion that in fieldsH>500 Oe and temperatures 15K As is seen in Fig. 4c, in this temperature region the

<40 K (regionA in Fig. 3) the hysteresis of the magnetic \jwa hysteresis loop has a completely different shape in
properties is governed by the bulk pinning of 2D vortices,comparison with the loops in regioh (Fig. 4a, while the
which form small bundles. The presence of bulk pinning ofamplitude of the hysteresis is an order of magnitude lower.
2D-vortex bundles also governs the hysteresis loops of th@nalysis of the functional dependence of the amplitude of
magnetizatiorM (H) (Fig. 1, Hj,= 1000 Oe aff = 36 K). the loop with the use of a theoretical motfetan explain

As is seen in Fig. 3, the shift between the IL measuredhese changes as being due to a transition to flux trapping by
by the Hall probes and the IL measured by the MWAj3 surface barrier, since it is known that the edge geometric
method, in which an alternating current with frequeney parrier is not effective at such high magnetic fields.
~10' Hz is excited, amounts to 10-12 K. This shift can be  Additional confirmation of the existence of the above-
explained by the frequency dependence of the position of thRamed vortex states comes from the dependence of the am-
IL, which has been determined in the theory of vortexpiitudeL of the hysteresis loop on the modulation amplitude
creep?’ According to that theory, at long measurementH _ of the applied magnetic fiel¢Fig. 5. TheL(H,,) curve
times (or low frequenciegthere is sufficient time for relax- for a superconductor in the critical stafhe triangles and
ation of the vortex position to equilibrium, and therefore re-dashed ling differs sharply from the_(H,,) curve for a su-
versible behavior can be achieved at lower temperatures @erconductor in which the hysteresis of the MWA is gov-
higher magnetic fields. Since the pinning force decreasesrned by flux trapping by a surface barrighe black circles
with increasing applied magnetic field, so does the characteand solid ling. In the case when the superconductor is in the
istic lifetime of a 2D vortex in the potential well of a pinning critical state, the dependence of the amplitude of the MWA
center. Therefore the weakened bulk pinning at high fieldsysteresis lood. on the field modulatiorH,, has a non-
can be detected only by a high-frequency method, while denonotonic character, since only some but not all of the vor-
measurements show reversible behavior because of vorteies contribute to the amplitude of the hysteresis. With in-
relaxation. creasing modulation amplitude the fraction of vortices that

As was shown in Ref. 22, at field$<500 Oe and tem- contribute to the amplitude of the hysteresis decreases. This
peraturesT<<15 K the j.(T,H) dependence for 2D-vortex effect is considered in more detail in Ref. 21. In the case of
bundles no longer describes the experimental dependence afsurface barrier the MWA signal detected on sweeping the
the MWA hysteresis. Most likely in the field regioHl magnetic field up and down is proportional to the total num-
<500 Oe (15 KT<40 K) the dynamics of the vortex ber of vortices in the sample, which is determined by the
lines matter is governed by the motion of vortex lif&  external magnetic field strength Therefore with the use of
region, while for T<15 K, H>500 Oe the dynamics of magnetic-field modulation the amplitudeof the hysteresis

mutually isolated 2D vortices is dominant. These ideas cor-
relate well with published dat&:*®
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loop is proportional to the derivative of the absorbed micro-of the parameters of B8r,CaCyO,, taken from Ref. 26,

wave power with respect to the fiefdi. were used in the calculationx(0)=1.5x10"" m, &(0)
It is seen in Fig. 3 that fol >50 K the positions of the  =35x10°° m, d=1.5x10 ° m, p,=10"2 Q-m. Further-

ILs measured by the three different methods differ stronglymore, it was assumed that(T) and &(T) vary near the

The IL determined from dc magnetization measurements coeritical temperaturd , as (1—t%) %5 wheret=T/T,. Then

incides with a line of first-order phase transitidis.Mea-  the timer measured in seconds is given by

surements made by the-SR (muon spin rotationmethod®

have shown that the vortex lines that exist at fields and tem- 1/2

peratures below that line decompose into mutually un- 7= 1013<—4)

coupled 2D vortices above the transition. The ILs determined 120q1-t%)

from the appearance of the third harmonic of the rf suscep- 12001-t* [0.61—t%

tibility and from the hysteresis of the microwave absorption XF{ ( H ))

lie at substantially higher magnetic fields. We suppose that

the irreversibility observed below these lines but above th%

@)

IL obtained from magnetization measurements is due to th igure 3 .ShOWS the ILs calculated with the use of formula
presence of a surface barrier for 2D vorti¢&$>The mecha- 2). The time required for a 2D vortex to overcome the sur-
nism of irreversibility due to the presence of this barrier jsface bgrrler Is of thoe order of 10 s for the 'OVYe“ dot.—and-

apparently the only mechanism that can exist at such hig ash line, and 10°’s for the upper dashed line. It is seen

magnetic fields and temperatures, since all the other sourc%hat the theorettlclzal qipenkc)iterjce dg_lves a good detscru:t![?]n Off
of hysteresis(bulk pinning, a geometric barrier, a surface € experimental points obtained In measurements of the 1

barrier for vortex lines are no longer effective. The bulk susceptibility. The agreement of theory and experiment con-

pinning in these materials acts only at temperatures below 5 MS Our assumptions as to the bresence of a surface barrier
K (if they are not irradiated by heavy ionésee, e.g., Ref. .or 2D vlortllces and shows that this barrier can be a source of
29). The surface barrier for vortex lines exists only in thelrreversmlhty. . . . o
presence of large regions of smoditiefect-free surface Both the theoretical and experimental lines shift in the
unlike the case of the lateral surface of the thin crystal thap2me (élrtectio@nhto :]lhgrlgr flter:dst, ern the freth_ﬁ.n C)ll '?hm'
we used. An edge geometric barrier for vortex lines can p&rease Y 0 Z.th a I'S’t ef ;En fLare qual %I\;ey tﬁ
realized under these conditions, but it is effective only at IOW:/Ia\;vn:.I' ow;a_ver,bl eh_pﬁln Stho the h mea;gurle rom the
magnetic fields of the order of first critical field;; and h olle noticea tﬁ/ '?] er d_an € Eor%cad_;urMe
below!® Therefore the hysteresis observed in fields an ordeflashed curve on the phase diagram in FjgT8e difference

of magnitude higher than the first critical field can be ex-Of the latter theoretical dependence from the experimental

plained only by the presence of a surface barrier for 2Ddependence is apparently due to the fact that there exist some
vortices, for which the lateral surface is large and ﬂatadditional mechanisms of irreversibility that we have not

enough. been able to reveal and which require additional studies.

Since the frequencies of the ac magnetic fields used in
the two methodsregistration of the third harmonic of the rf
susceptibility and measurement of the MWA hysteredis CONCLUSION
fer by three orders of magnitude, the fact that the ILs ob- ) .
tained by these methods do not coincide is an indication that \We have made a comprehensive study of the hysteretic
the frequency of hops of 2D vortices across the surface bafhagnetic properties of a Br,CaCyO, single crystal by
rier is dependent on the temperature and magnetic field. |HIrée experimental methods: from measurements of the mag-
Ref. 14 an expression was obtained for the timequired netizationM (H) by Hall probes, from measurements of the
for a 2D vortex to overcome a surface barrier with en(_:‘rgyt'nysteresis of the microwave absorption, and by registration

Gy: of the harmonics in the high-frequency response of the su-
o 1 perconductor. A phase diagram of the vortex matter of the

=y (E(@) ) ex;{ %) ) crystal under study was constructed. It was found that the IL

70 d | @, kT)’ is strongly shifted to higher fields and temperatures when

high-frequency methods of study based on measurements of
the rf susceptibility and MWA are used. Analysis of the re-
5 sults obtained showed that in the regibrr 40 K the shift of

G :(&) q In(% L) the IL can be explained with the use of a dynamic model of

9 \4mn 27 NEH)T flux creep. FoiT>50 K andH>500 Oe a possible source of
hysteresis is the surface barrier for 2D vortices, and the shift

Here 7o=\%/(p,c?) is a characteristic constant that arises inof the IL is due to the change of the time required for vorti-
the theory of nonequilibrium superconductivipy, is the re-  ces to overcome this barrier.
sistivity in the normal stated, is the magnetic flux quan- The authors thank V. Yu. Petukhov for a helpful discus-
tum, k is Boltzmann’s constani, is the magnetic-field pen- sion of the results. This study was supported by the Ministry
etration depth in the superconductés &, is the coherence of Industry and Science of Russia as part of Project No.
length,d is the distance between superconducting plapes, 107-100)-P and by the Russian Foundation for Basic Re-
is a constant of the order of unity, is the temperature in search (Project No. 03-02-96230 and the foundation
kelvin, and the fieldH is given in tesla. The following values NIOKR RT (Project No. 06-6.2-234

where
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The frozen magnetoresistance of cerami@PB)-HTSC samples is investigated as a function of
the fields initiating magnetic flux trapping and the magnetization-reversing fields:

Ri(H; ,H,). It is found that theR,;(H,) curves are nonmonotonic. The value of the frozen
magnetoresistance decreases substantially after application of the fimtlse H,<<H;) but
remains practically unchanged upon subsequent magnetization reversals by pulses of the
same magnitude but of either polarity. The influence of the magnetization reversal on the
anisotropy of the magnetoresistance and the negative magnetoresistance effect are
studied. It is shown that the results are in conflict with models of the critical state for the
granules and superconducting loops but are well described quantitatively by the proposed model
of granular B{Ph)-HTSCs, according to which the magnetic flux trapping occurs in

“normal” granules wrapped in superconducting shells, while the resistance of the samples is
determined by chains of weak links. @004 American Institute of Physics.

[DOI: 10.1063/1.1768335

INTRODUCTION described by the model of the critical state, after magnetiza-
, o ids? . tion reversal the distribution of the trapped fields changes
Despite continuing studies,”the nature of the magnetic ,q,ghout the whole volume of the granule, and the direc-
flux trapping in granular HTSCs, especially in the SUPerconyjon of the TFs in an outer layer of the granules changes to
ductlmg transition region, remains largely unclear. In parncu.-the opposite. As a result of this, the flux trapped in each of
lar, it has not yet been established whether the trapping ifhe granules falls and, hence, the field outside the granules
this case occurs 1n the individual superconductit®)  gnoyid decrease and consequently so should the value of the
granule$® or in closed loops formed by SC granufes. frozen MR.
- We assume that this can be clarified by studying the 115 py studying the influence of magnetization reversal
influence of magnetization reversal on the value of the frozen, ihe frozen MR of granular HTSC samples, one can decide
magnetoresistand®R). The point is that, in contrast to the paqyeen the different models of flux trapping in the region of
dependence of the trapped field$s) and frozen MR onthe  yhe resistive transition. In this connection we have studied
trapping-initiating fieldH(H;) andR(H;), the dependence ¢ features of the field dependence of the frozen MR of

of the frozen MR on the magnetization-reversing fieldgjpp) HTSC ceramics upon their magnetization reversal.
Ri(H,) according to the superconducting loops model and

according to the model of the critical state in the granules
should be dn‘ferent._ 1. SAMPLES, MEASUREMENT TECHNIQUES, AND

Indeed, the resistance of granular HTSCs after the traps-q ;75
ping of a magnetic flux is determined by the influence of the
trapped fields on the weak links of the current channels, and The measurements were made on samples (FPHBi
therefore the frozen MR depends only on the absolute valueSr—Ca—Cu—0O ceramics prepared by the one-step sintering of
of the local TFs. According to the model of “thick” SC loops a mixture of B,O3, PbQ,, SrO, CaO, and CuO powders
(rings with a superconducting wall thickness greater than thevith a nominal composition of RBBi,Sr;Ca;CusO;5 in air
London length, magnetic flux trapping initiated by pulses of at 870 °C for 120—144 hours. The samples were in the form
a magnetic fieldH; after cooling in zero fieldthe ZFC re-  of tablets 2—4 mm thick and 8—10 mm in diameter. Measure-
gime) occurs only upon application to the ring of a field ments of the magnetic susceptibility showed that the samples
higher than a critical valueH;=|H;|>H.), and the value of contained two SC phases with critical temperatuiies
the TFs is always equal td.. Therefore, after magnetiza- ~110 K (the 2223 phageand T.,~80 K (the 2212 phage
tion reversal of the samples by pulses of an external fieldhe volume fractions of these places were equal to 7-10%
H,||—H; for whichH,=|H,|<H, the value of the frozen MR and 30-40%, respectively.
should not change, since magnetization reversal of the The resistance of the samples was determined by the
“strong” loops with higher critical fields H.>H,) does not four-probe method in alternating currend=0.5 mA, f
occur, and the TFs of the “weak” loops witH .<H, remain =7 Hz). The curves of the temperature dependence of the
equal toH. in magnitude, although their direction varies. resistanceR(T) of the samples exhibited a region of sharp

In contrast, if the flux trapping occurs in individual gran- decrease INR at T,o>T>T¢, (To=107-110 K, T¢n
ules, where, as in crystals, the field distribution is usually=98-100 K) and a “tail” ending afT;=78-85 K. The

1063-777X/2004/30(6)/4/$26.00 452 © 2004 American Institute of Physics
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, | FIG. 3. Normalized curves of the frozen MR of (Bb)-HTSC ceramics
0] 20 40 versus the magnetization-reversing field,<R(H,)/R,(0) and h,
H,Oe =H,/H,;) at T=80 K for various inducing field$4; [Oe]: 400 (O0), 150

(A), 50 (O). The solid line is the(h,) curve calculated according to Eq.
FIG. 1. Field dependence of the magnetoresist&(¢¢) (curvel) and the  (6) for H;=400 Oe. The dot-and-dash lines are tkg,) curves calculated
derivative R'(H)=dR/dH (curve 2) for a ceramic sample of a Bb- for the unsaturated regime of magnetic flux trapping.
HTSC. The dot-and-dash cun&is the approximation of the dependence
R’(H) by the function in Eq(8). . .
(H) by d measured by the Hall probes and, as in the case of Bi-HTSC

films.® are sign-varying and are closed inside the sample.
We stress that all of the data plotted in this paper were
MR of the samples had distinctively large values in the re-obtained on a single sample. This allows one to find the
gion Tep>T>Tes. distribution function of the TFs from the plots B§(H;) and
The strong field dependence of the magnetoresistanag(H) (Figs. 1 and 2and then to calculate the dependence of
R(H) at low fieldsH=1-15 Oe(curve 1 in Fig. 1) is ap-  the frozen MR on the magnetization—reversing fijdH,)
parently explained by disruption of the network of weakand compare it to the experimental curves.
links of the granular HTSC by the magnetic field and is Normalized curves of the frozen MR versus
determined by the distribution function of the weak links of magnetization-reversing field(h,) (r,=R.(H,)/R,(0) and
the current channels over critical fields. The magnetic fluxy. =H, /H;) for different values oH; in the magnetization
trapping and magnetization reversal of the samples was doneversal of a sample by single pulses are shown in Fig. 3.
at T=77.4-85 K in the ZFC regime by applying a pulse of These curves have a nonmonotonic form with a minimum at
a trapping-initiating field H;, and then pulses of the h =0.2-0.5. With increasingd; the position of the mini-

magnetization-reversing fields-H, and +H, (H,<H;).  mum ofr(h,) is shifted to lower values, and the depth of the
The magnetic fields were applied perpendicular to the direcdip decreases from 30% to 10%.

tion of the measuring current. The duration of the field pulses  Significantly, within the experimental error-3—-5%)

was 30 s, and the frozen MR was measured 300 s after th@er,(h,) curves in the case of two or more magnetization

application of each pulse. reversals by alternating pulses of different polaritH, and
Figure 2 shows a typical monotonically increasing curve+H, turn out to be the same as for a single magnetization

of the frozen MR as a function of the pulse amplitude of thereversal.

initiating fields, R;(H;); the curve has a tendency toward  Despite this, measurements of the MR have shown that

saturation at1;=200-500 Oe. Itis seen in Fig. 1 and 2 that the spatial distributions of TFs in these cases are substan-

the trapped fields atl; =200-300 Oe lead to the same MR tially different. It has been found that after the initial flux

as an external fieldd=7-10 Oe. At the same time, the trapping and a double magnetization reversal the MR is an-

trapped fields measured by the Hall probes amount to 0.01isotropic, and in an applied magnetic fight]H; a negative

0.2 Oe forH;=200-300 Oe. This means that the local TFSMR is observedcurvesl and3 in Fig. 4) because the exter-

are 2-3 orders of magnitude higher than the average THgsal fieldH compensates the TFs directed oppositkl tmear

the current channelfsin the case of magnetization reversal

by a single—H, pulse the anisotropy of the MR varies de-

pending on the magnitudel, of the pulse. FoH,<H; a

121 negative MR is observed fét||H;, at fieldsH,,, correspond-
ing to the minimum ofk,(H,) the anisotropy of the MR and
a gk the negative MR vaniskcurve 2 in Fig. 4), and, finally, for
g H,=H; the negative MR effect is again observed, only now
& for fields H||—H; . This means that after the first magnetiza-

tion reversal the trapped fields with different directions arise
4 .
near the weak links of the current channels, and after a sec-
ond magnetization reversal the TFs are directed opposite to
H; .

L L 1 L
0 100 200 300 400 500

Hi ,Oe 2. DISCUSSION OF THE RESULTS. MODEL OF MAGNETIC

FLUX TRAPPING AND FROZEN MAGNETORESISTANCE
FIG. 2. The dependence of the frozen MR on the magnetic field inducing . Lo .
flux trapping. The points are experimental data. The curve shows the depen- 1N the region of the resistive transition a granular HTSC

denceR,(H;) calculated with the use of expressiois, (8), and(9). constitutes a dilute Josephson medium in which isolated SC
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02F consider the flux trapping in a system of “one-dimensional”
2 3 normal granules with thin superconducting shells in which a
01l critical state with current density, is realized. We neglect
) the flux trapped in the shellghe wall of the loop in com-
7/ parison with the trapped flux enclosed by it, which is valid
Ar. 0 a for d/D<1, whereD andd are, respectively, the size of the
granule and the thickness of the shells. Then according to the
-01F model of the critical state the field trapped in the granule
after imposition of a pulsél; is given by
1 1 | 1 1 1
2,0 4 8 12 16 20 24 28 0 for Hi<H,,
H, Oe H{(H;)={ Hi—H¢ for 2H:=H;=H_, (1)

H; for H{=2H,,
FIG. 4. Field dependence of the normalized MR of &)-HTSC sample
with trapped fieldsAr (H)=[R,(H)—R,(0)]/R,(0): after magnetic flux ~WhereH.=j.d is the critical value beginning with which the
trapping initiated by a pulse of fielth; =200 Oe(1), after magnetization ~ field penetrates inside granules with a superconducting shell.
reversal of the sample by a pulse of fieicH,, , [H,| =60 Oe(2); aftera |t js seen from Eq/(1) that for H;<H, the field does not
;:?Sseiqfﬁt n;ﬁgrfgzatg; reversal of the ceramic by two magnetic-field oy ate inside the granules, while fér>H, the value of
o e the TF increases linearly withl; until it reaches a value
equal toH..

Let us now consider the simple case of magnetization
versal by a pulse-H, from the regime of saturation, when
e TFs in all the loops after the initial flux trapping reach the

limiting value H, . In this case

granules or SC grannules connected by weak links are im-
mersed in a normal granular matrix. Here the SC granule%:a
and weak links can form chairisurrent channejsand clus- ¢
ters, including closed loops. The MR and frozen MR of such

media are determined by the destruction of the superconduc- H.—H, for H,<2H,,

tivity of the weak links of the current channels by the exter- Ht(Hr):( “H. for H=2H.. 2
nal and local trapped magnetic fields, and the magnetic flux ¢ ' ¢

trapping can occur both in the SC grandi@and in the SC It is seen from(2) that even weak magnetization-

loops® As we have said, both models can explain the fieldreversing fieldsH, penetrate into the granules and decrease
dependence of the trapped fields and frozen MR and also tH&e trapped field$1; in them, leading to a decrease in the
appearance of sign-varying TFs. frozen MR upon magnetization reversal. It is also seen that
However, the results of experiments disagree with theafter magnetization reversal by a pulséd, , trapped fields

predictions of both models. According to the thick-ring Of different sign will have arisen in granules with different
model, the frozen MR during magnetization reversal shoulddc and hence along the current channels. Because of this, the
not change at allsee the Introduction Furthermore, the anisotropy of the MR and the negative MR effect can vanish.
notions of magnetic flux trapping in closed SC loops contain-  In the case of magnetization reversal by two successive
ing weak links disagree with the results of measurements dpulses—H, and +H, we obtain
the temperature dependence of the frozen MR. Those mea- Ho—H, for H<H.,
_srure<mTe2t'_F* lmpvl\yhteflit ifrI::jI)i(\/ti::Iaupzflmg can occur at temperatures Hy(H.)={ H,—H¢ for He=H,=2H,, @

cm Y granules undergo a transi-
tion to the SC state but neither current channels nor loops Hc for H,=2H..

containing weak links are formed )}ét . Since the frozen MR is determined only by the absolute
According to the model of the critical state in the gran-values of the TFs, it follows from a comparison @ and

ules, in the magnetization reversal of samples by pulses qb), in agreement with experiment, that the value of the fro-

alternating polarity the frozen MR should be changed aftezen MR remains unchanged upon repeated magnetization re-

each pulse because of the change in the direction of the fieldgrsal of granules with thin shells.

trapped in the outer layers of the granules wHi>H, . In the description of the field dependence of the frozen

Calculations show that the Changes of the resistance after thlﬂR we assume that)]the resistance of the Samp|e is deter-

second and subsequent magnetization-reversing pulsesined by the series-connected weak links of the current

should have been 30-50% of the decrease in the frozen MBhannel, which are found near granules with SC shells in

after the first pulse. which the flux trapping occurs;)2a weak link undergoes
At the same time, the results obtained are described weftansition to the normal state under the conditikfH,|

in the framework of a model of magnetic flux trapping in >H_  whereH,, is the critical field of the weak linkH, is

normal granules with SC shells. It is known that shells of thethe TF of the nearest granule, akiis a geometric factor that

2223 phase, withl;=105 K, can form on the surface of takes into account the attenuation of the TF in the region of

granules of the 2212 phase, wilh=77-82 K, in the final  the weak links k=<1). Then the frozen MR induced by the

stage of synthesis of B?h)-HTSC ceramicS=*'As the tem-  TEsH,(H, ,H,) of granules with SC shells is equal to
perature of such a material is lowered, individual parts of the

envelopes of the granules can undergo transition to the SC o 1, 1\ JHif H f“'Hf(Hi Ho)l H dHodH
state and form closed SC loops. ((Hi.Ho) 0 (Ho) 0 ¢(He)dHedH,
For a comparison with the experimental results, let us (4)
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wheref(H;) and¢(H,) are the distribution functions of the therefore not given here. The calculated graphR,0H,) for

SC coatings and of the resistances of the weak links of thenagnetization reversal after the imposition of inducing

current channels with respect to the corresponding criticapulsesH;=50, 150, and 400 Oe are shown by the dot-and-

fields. dash curves in Fig. 3. It is seen from these graphs that the
Using Eq.(4) together with expressiond) and(2), we  results of the calculations are in good agreement with the

obtain the dependence of the frozen MR on the inducingexperimental data.

field H; in the case of flux trapping and on the reversing field ~ When the magnetic flux trapped in the wall of the loop is

H, in the case of magnetization reversal from the saturatiotaken into account, thB,(H,) curves for single and double

regime: magnetization reversal become different. Calculations show
H./2 KH that the increase in the frozen MR in the second magnetiza-
Rt(Hi):J’ ' f(Hc)f C‘P(Hcr)dHcrdHc tion reversal amounts téR,~AR,d/D, where AR, is the
0 0

decrease of the frozen MR in the case of single magnetiza-
H, K(H,—Hg) tion reversal. Fod/D=0.1 andAR;/R;=0.25 the increase
+f f(Hc)f e(Hg)dHdH:, (5 of 6R;/R; lies within the measurement error=@%).
Hil2 0 Let us estimate the thickness of the SC shells of the
H,/2 kH, granules. ForH.=40-120 Oe and the typical value for
Ri(H,)= J f(Hc)J o(He)dH dH, single crystalg .= 10'° A/m? we findd=0.32—1um, which
0 0 is approximately an order of magnitude smaller than the
H; K[H, —H| granule sizeD in the ceramics studied.
+ fH /2f(H°) jo ¢(He)dH dHe.  (6) Thus we have investigated the field dependence of the
' frozen MR in the magnetization reversal of(Bb-HTSC
As we have said, the distribution functiar{H;) can be  ceramics. We have shown that the results obtaifrezh-
determined from the field dependence of the MR of themonotonic dependence of the frozen MR on the
samplesR(H). For the current-channel model under consid-magnetization-reversing field, the absence of changes in the

eration, we have frozen MR after the second and subsequent magnetization-
H reversing pulsesare not explained by the known models of
R(H):j o(HdH, the critical state in the granules and SC rings. A model of
0 granular B{Pb-HTSCs is proposed, according to which the
and magnetic flux trapping occurs in normal granules with SC

shells and the resistive properties are determined by chains
_ @) of weak links. On the basis of this model the field depen-
H dence of the frozen magnetoresistance is described in a uni-

) _ “ ) ] fied way for both magnetic flux trapping and magnetization
Using Eq.(7) and the data in Fig. 1, we find the follow- [eyersal.

ing empirical expression for the distribution of weak links of
the current channel with respect to critical fields:

Hm HCF_]‘)Z
=———+0. —

IR(H)
oH

(P(Hcr):R,(H”Hcr:

* . . .
E-mail: sukh@ms.ire.rssi.ru

2

Hc—Hwu

+0.15 expg —
Hy

H,m=12 Oe, H,;=20 Oe. (8)
- Then from Fig'_ 2 and gxp_ress_io(rS) by .analytical or K. Tanabe, K. Suzuki, S. Adachi, T. Takagi, and N. Koshizuka, Physica C
fitting methods we find the distribution function of the shells 372-376 706 (2002.
over critical fields, which can be written approximate|y in 2M. Zeisberger, T. Habisreuther, D. Litzkendorf, R. Muller, O. Surzhenko,
the form and W. Gawalek, Physica 872-376, 1890(2002.
SHirofumi Fukai, Masaru Tomita, Motohide Matsui, Masato Murakami,
and Takao Nagatomo, Physica3Z8-381, 738(2002.
f(H.) =exg — c 4A. I. Belyaeva, S. V. Vitsenya, and V. P. Yur'ev, Sverkhprovodimost’
¢ 30H ! (KIAE) 4, 680(199) [Superconductivity}, 589 (1991)].
5P. Mune and J. Lopez, Physicaa57, 360(1996.
H. =40 Oe H,= 110 Oe. (9) 6A. A. Sukhanov and V. I. Omelchenko, Fiz. Nizk. Tengy, 826 (2001
m ! [Low Temp. Phys27, 609 (2007)].
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; ; ; Low Temp. Phys29, 297 (2003)].
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A numerical simulation is carried out for static vortices in a long Josephson junction with an
exponentially varying width. At specified values of the parameters the corresponding
boundary-value problem admits more than one solution. Each sol{gistmibution of the

magnetic flux in the junctionis associated to a Sturm—Liouville problem, the smallest eigenvalue
of which can be used, in a first approximation, to assess the stability of the vortex against
relatively small spatiotemporal perturbations. The change in width of the junction leads to a
renormalization of the magnetic flux in comparison with the case of a linear one-
dimensional model. The influence of the model parameters on the stability of the states of the
magnetic flux is investigated in detail, particularly that of the shape parameter. The

critical curve of the junction is constructed from pieces of the critical curves for the different
magnetic flux distributions having the highest critical currents for the given magnetic

field. © 2004 American Institute of Physic§DOI: 10.1063/1.1768336

1. STATEMENT OF THE PROBLEM A detailed derivation of Eq(l) is given in Ref. 2.
AJ h . . del th Kes | h In the present paper we restrict consideration to a model
osephson junction model that takes Into account e, jon with an in-line geometry. If the injection current

influence of the shape i_n th)gy pla_me was co_nsidered in density through the ent; of the junction is denoted by
Refs. 1-3. For a model junction with generatrices that Vary(which is assumed constanthe boundary conditions at
by an exponential lat’ (see Fig. 1 the basic equation for

he oh inthe i . b . i the f =0 andx=1, after the transition to the corresponding limits,
the phasep(t,x) in the junction can be written in the form take the form

otape—¢@ +Sln<p+g(t,x)=0, XE(O,'), t>0. (1) (,Dl(t,O)th_l’y, (,D/(t,l)th. (2)

The spatial coordinatg is normalized to the Josephson
penetration deptir;, andl=(Ly+Ls+L,)/N;. The timet
is normalized to the plasma frequenee, e.g., the mono-
graph cited as Ref.)4The parametew describes dissipative
effects in the junction. An overdot denotes differentiation V!'://L_
with respect to time, and a prime denotes differentiation
with respect to the spatial coordinate /
The termg(t,x)=o[ ¢’ (t,X)—hg] in EqQ. (1) models the
current caused by the exponential variation of the width of
the junction. The dimensionless shape paramete0 is de-
termined by the following expressiofsee Fig. 1 for nota-
tion):

Because of the presence of a dissipative terim the

o In

Ny [Wo
“LMw)
where it is assumed thatd/y>W, . It is known that after
suitable normalization the functiap(t,x) can be interpreted '

as the (dimensionless magnetic flux along the junction. l_H Ej
Then the value ohg is the (dimensionlessstrength of the
external(boundary magnetic field along thg axis. For sim-

plicity it is assumed below that the fielg; is independent of
time. FIG. 1. Diagram of the Josephson junction of exponentially varying width.

<y
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Low Temp. Phys. 30 (6), June 2004 Semerdjieva et al. 457

solution ¢(t,x) of equation(1) can lose energy and, conse- approximation with respect to spatiotemporal perturbations
quently, fort—oo it will approach the corresponding static of the form (5) if in that region A ,in(p)>0. If \,in(p)<<O,
distribution ¢¢(x) (to simplify the notation below we shall then a component that is rapidly growing in time appears in
use the subscript when necessajyThis makes it necessary the expansior(5), and the solutionps(x) is unstable. The

to investigate in detail the static distributions in the Josephpoints of the vector of parameters which lie on the hypersur-
son junction and their behavior upon variations of the modeface

parameters. _
The boundary-value problem for the static distributions Amin(P)=0 ™
follows directly from relationg1) and (2): in the spaceP are points of bifurcatioribranching for the
P solutiong(x,p). The values of the parameters for which Eg.
—¢"+sine+g(x)=0, xe(0)), (3a (7) holds are called the bifurcation or critical values for the
¢’ (0)—hg+1y=0, (3b) solution ¢(x). The corresponding bifurcation curves for the
remaining two parameters are given by the sections of the
¢'(1)—hg=0, 30 surface(7) by hyperplanes corresponding to fixed values of

where the “geometric” current is given by the expression the two parameters. The most important from the standpoint
of the possibility of experimental verification are the critical

g(x)=ale¢’(x)—hg]. (4 curves of the current versus magnetic field type,
We note that the solutions of the problgi®) depends , ha)=0 8
. . Amin(¥,he) =0, 8
not only on the spatial coordinate but also on the set of _ _ .
parametersp={l,o,hg, v}, i.e., o(X,p). When necessary corresponding to fixed geometric parameteend o of the

below we shall indicate the dependence of the quantities ofinction. _ _ _
the parameters. From a theoretical standpoint knowledge of the bifurca-

solution of the boundary-value problef@). With the goal of ~ Solutions, to understand their structure, and to describe the
investigating the stability of the solution(x), following physics of the phenomenon. Numerical simulation simplifies
Ref. 5, we consider a spatiotemporal fluctuation of the formthe study and makes it possible to estimate the range of
variation of the parameters in which one can expect stability

o(1,X) = ou(X)+ & exp — at/Z)E [exp(i w,t) (X or ingtabi!ity of the magnetic flux distributions in the Joseph-

n son junction.
. Especially important for practical purposes is the abilit

+exp —iwnt) i (X)], G chefk eporimgntally the Eifurcatiog cSrves of the paran):-

which depends on the small parameterSubstituting the eters of the Josephson junction, which in turn is an important

expansion(5) into Eq. (1) and condition(2), to a first ap-  source of information for refining the physical model. As a
proximation ine we arrive at the Sturm—LiouvilléSL) prob- ~ concrete example let us indicate the methods of studying

lem solitonlike vortex structures of the magnetic flux in Joseph-
Y . son junctions on the basis of measurements of the magnetic-
Yoy rax)g=ry, xe(0)), 6 fielg dependence of the critical currefsee, e.g., Refs. 3, 5
y'(0)=0, 4'(H=0, (6p) ~ and 7-10.

We note that a number of papers have been devoted to
the laying of a rigorous mathematical groundwork for reduc-
ing the problem of stability of the solutions of nonlinear

. ) operator equations to an investigation of eigenvalue prob-
In view of the boundedness of the functioa(X.p)|  |ems for a linear operatofsee, e.g., the reviewand the

<1 on a finite interval of the variabbethere existsa (_:ount- collected papef€ and the literature cited thergin
able sequence, bounded from below, of real eigenvalues  j,qenhson junctions with an exponentially varying width
Nmin=Ao<A1<Ap<...<Aq<... of problem(6). To each €igen- i, yhe xy plane have been studied theoretically and experi-
valuex, (n=0,1,2,..) there corresponds a single real eigen-mania|ly in Refs. 2 and 3. The influence of the shape on the
function ¢,(x) satisfying the normalization condition current—voltage characteristics of the junctions was studied
. in detail. However, the problems involving the determination
Jo Pr(x)dx=1. of the stability regions of the static distributions and the
structure of the critical curves have not been adequately stud-
Here the number of zeroes of the eigenfunctigiix) onthe  jed. The present paper is devoted to a study of those ques-
interval (0l) is equal to the inder. In particular, the eigen- tions, which are important from the applied and theoretical
function (x) corresponding to the smallest eigenvalyg,  points of view.
does not have zeroes on [0,
Si’.‘ce ¢(x,p) depends on the set of parametesthe . 2. NUMERICAL RESULTS AND DISCUSSION
potential of the SL problem and, hence, the corresponding
eigenvalues and eigenfunctions of the SL problem also de- The exact analytical solutions of equati¢da) for the
pend on the parameters, i.2,=\,(p) and ¢,= ¢¥(X,p). cases=0 are expressed in terms of elliptic functidrigzor
We shall say that in a certain range of variation of the o>0 approximate methods can be udekh both cases a
parameter$?C R* the static solutionp¢(x) is stable in a first ~ stability analysis of the solutions using the SL problhis

the potential of whichg(x)=cosge(X), is determined by the
known static solutionp(x). Here A =(w?+ a?/4)*? is the
spectral parameter.
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difficult in view of the complexity of the corresponding ex- ©'[1=20, 6=0.07, y=0

pressions for the potentigj(x). Therefore it is advisable to 2.0 \

carry out a detailed analysis of the possible states of the 2hg

magnetic flux in the junction and analysis of their stability 15F 3Ms

with the help of a numerical simulation.
In this paper we use a continuous analog of Newton’s 1.0}

method for solution of the boundary-value proble(@sand

(6) (see review¥"d. The linearized boundary-value prob- 05L
lems arising at each iteration were solved numerically with
the use of a spline collocation schefhef improved accu- oL
1 1 | 1
racy. . . . 0 5 10 15 20
To permit comparison of our results with the results of X

Ref. 3, the majority of the numerical simulations were car-
ried out for Josephson junctions of lendth 10 andl = 20.

For an “infinite” one-dimensional and uniform Joseph-
son junctionf =0, | —o, xe (—«,o)] the well-known ex-
act analytical expressiofsee, e.g., Refs. 4 and 5

FIG. 3. Theg'(x) curves for differenhg .

problem for theM distribution is\ ,;y(M)=1. In addition to

M there is also an unstable Meissner solutipfx) = = 7,
@(x) =4 arctariexp( X)), (9  +3m,..., forwhich \,j,=—1.

For sufficiently large values of the boundary magnetic
ield hg, stable fluxon vortices are generated in the Joseph-
on junction. For example, fdiz=1.4, y=0 ando=0.07,
he Josephson junction contains, in addition to Mhedlistri-

t | d t 1l in the strict fbution, the multifluxon vorticesb", n=1,2,3,4, graphs of
externa; curenty and are not fluxons In the SHICt Sense ol yich are shown in Fig. 2. The number of vortices is deter-

the word (the functions(9) do not satisfy condition$2)). .. __mined by the value of the total magnetic fiur the Joseph-
However, because of a number of features of those soliton-

. . . . e =7 7.s0n junction:

like solutions, in particular, their finite energy and size, it is J

appropriate and convenient to use these conventional names. Ae=¢(l)—¢(0).

For brevity below we denote the fluxon in the Josephson For an “infinite” junction (for | —) the valueA ¢/27

— 1
junction as®-. —k, wherek=0,1,2,... is the number of vorticéfluxons

According to Ref. 5, on the entire axis-(<,) the dis- 5 yhe gistributione(x). For the solution in Fig. 2 we have,
crete spectrum of the SL problem generated by solut®n respectively, Ag(dL)/2m~1.49 Ap(D2)/2m~2.48

consists of an isolated point=0, i.e., the fluxon/antifluxon Ap(D3)/27~3.45, andA(d%)/2m~4.36, while for the
in an “infinite” Josephson junction is found in a quasi-stable \jaissner solutiom’go(M)/27rw0.49. '

(bifurcation state. , The influence of the external magnetic figig on the
It follows from general comparison theorems for SL .\a4hetic flux distribution’ (x) in the junction for the main
problems that for a finite Josephson junction the condltlor]:mxon @' at =0.07 is demonstrated in Fig. 3. At a certain
. o 1 . .3
Amin<0 holds, i.e., the stability ob” becomes worse. valuehg=h,, the maximum of the derivative’(x) is local-

For 7_:0 gnd Sm‘f’l"_lhB| the oply stable_state in a Jo- ized in the middle of the junctiofcurve 2, hg~1.273). For
sephson junction of finite length is the Meissr{gacuun) hg<h,, the fluxon is “expelled” to the encdk=| by the

state, which will be denoted bil. For hg=0, y=0 this “geometric” currentg(x) (curvel, hy=1). Forhg>h . the

“trivial” solution of problem (3), of the form ¢(x)=0,  fy0n is shifted by the external field toward the exe 0
+2m,+4q,... (there is no magnetic field in the junctipn écurve3 hg=1.4).

For these same parameters the smallest eigenvalue of the

usually called the fluxon and antifluxon, respectively, isf
valid. For realistic Josephson junctions of finite length those
entities are deformed by the geometry of the junction an
also by the influence of the magnetic fighg and/or the

L if the length of the Josephson junction is sufficiently
large, then a change of the curreptequivalent to a change

0 @':1=20, hy=1.2;5=0.07
3 1y=-0.038
-1 2 y=0.06
3 y=0.146
-2 I I 1
0 5 10 15 20

X

FIG. 2. Fluxon vortices in a Josephson junction. FIG. 4. Theg'(x) curve foro=0.07.
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0 0.04 0.08 0.2 0.16 o

FIG. 7. Bifurcation upon a change in

FIG. 5. Thee'(x) curve foro=0.

h,,: slight deviations of the external fielts from the value

h,, cause a significant displacement of the field maximum
in magnetic field at the left enkl=0, turns out to have only from the center of the junction.
a slight influence on the local maximum magnetic field inthe  Let us consider the influence of two geometric param-
junction, as is well demonstrated by Fig. 4. For comparisongters of the model, viz., the shape parametand length,
the situation in which the shape facier=0 is demonstrated on the magnetic flux distribution in the Josephson junction.
in Fig. 5 for the same values of the remaining parameters. It The dependence of the smallest eigenvalue of the SL
is seen that variations of the curreptause the maximum of problem for the main fluxo?® on the shape parameteris
the magnetic field to shift to the right or left of the center of shown in Fig. 7. It is seen that for fixdg, andy there exists
the Josephson junction, depending on the direction of tha certain maximum value af above which the distribution
current!’ of ®! loses stability, i.e., a bifurcation of the vortex occurs

For valueshg>h,, the schemex,, of the maximum of upon a change iw. Large values of the magnetic field;

the fieldp’ (x) of the fluxond?! is shifted to the left from the correspond to large critical values of The value of the
centerx=1/2 toward thex=0 end(see Fig. 3. The “mo-  currentis important at small values @fand plays practically
tion” of the maximum of the functiorp’ (x) upon variations no role at values ofo close to the maximum. Figure 7
of the parameters of the problem occurs in accordance witthereby demonstrates the destructive character of the shape

the equation parameter at large values of it and also the stabilizing role of
' the boundary magnetic fielldy .
sing(Xm,p)+ ol ¢’ (Xm,p) —hg] =0, The influence of the length of the Josephson junction

: B on the stability of the main fluxo®? is shown in Fig. 8. It
Wh,'Ch expresses the .balance of the Jos?phsop apd geom%’seen thak in(I)=const al >12, and therefore to a certain
e cqrrents atthe poink, . Here for thed dlstrlput|on the accuracy the Josephson junction can be considered “infinite”
coordinatexp,=1/2 for o=0, y=0, and any attainablBg. ¢, ;1 At | <6 the smallest eigenvalue of the SL problem

This case corresponds tq the dashed line in Fig. 6, Whic'@G) falls rapidly, going to zero dt=5.23. Thus there exists a
shows graphs of the functiogy(hg, o) for several values of minimum length of the junction for which the fluxod?!

the shape parameter. Each curve forr>0 intersects the maintains stability® The minimum length clearly depends

s_tra!glh/tz ImeterEhBh’ct)r)]:l/Z _at a certan:. FfJ.Ollgt.hm.(g) th on all the remaining parameters of the model—the external
= ¢'(1/2,0) at which the maximum magnetic field inside the magnetic fieldhg, the external injection current, and also

Josephson junction is centered. It is important to note that fO{he shape parametet An analogous statement is also valid
0>0 the x,(hg) curves change sharply in the vicinity of

for multifluxon distributions of the magnetic flux in the junc-
tion, including unstable ones. The minimum length for mul-

0.04}- 5=0.07, hg=1,7=0
=
1S
<
0.02}
1
® @2[¥
1 L L i
075 10 15 20

FIG. 6. “Movement” of the maximum of the magnetic field in a Josephson FIG. 8. Influence of the length of the Josephson junction on the stability of
junction upon a change ing. &t andd2.
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1.0 1=10, 6=0, y=0
a
0.9} M
E T M T
< 3
()
0.05} o2 LA
o! \ 1=20, 6=0.07,7Y=0 o
1 1 1 1 i
4 1.0 1.5 2.0
1 2 he 3 hg
10 FIG. 10. TheF(hg) curves foro=0.07.
0.9} siderably compressed, and the vortex exists startinggat
c F >0.75. The amount of compression of thg;,(hg) curves
E for different vortices decreases rapidly with increasing
0.05kF To complete the picture, Fig. 10 shows graphs of the
) total energy of several magnetic flux distributions in the Jo-
sephson junction
1
. F(p)= | |5¢/7+(1-cose) |dx-hoae~176(0)
(10)
FIG. 9. The\ ;,(hs) curves for different. as a function of the external magnetic fid¢ld for o=0.07

and currenty=0. The energy values are divided by the total
energyF[®1]=8 of an isolated fluxon in an infinite Joseph-

tifluxon distributions®" falls off rapidly with increasing in- son junctior” The solid and da_shed curves show the energy
dexn. For example, at otherwise equal parameters the vorte§2'c .the stable and unstable Q|str|but|ons, respectively. The
@2 exists in Josephson junctions with 11.64(see Fig. 8 po!nts of tangency of the §0I|d and dasheq_curves are the
Consequently, itr=0.07, hg=1, andy=0, then at lengths points at which the magnetic f!ux Ipses stability. .
<5.23 the junction is in all respects short, and the only Let us now Cons'd,e,r the situation for0. To find the
stable distribution in the junction is the Meissner one. Fordepen.dence.o.f the critical current on the extemgl mag-
5.23<1<11.64 the junction is short fab2, but a nontrivial ngtlc fieldhg it is necessary to d_ete_rm|r_1e the stability region
stable vortex®? can exist in it. with respect to current for the distributiohd, ®*, &2, etc.

Let us now consider the question of constructing by nu-T_he re_sult_s of such calculations for certain valuethgfare
merical means the critical current versus magnetic field relad'ven in Figs. 11-13. .
tion, which is determined implicitly by Ed8) for each mag- Figure 11 ShO.WS tham‘”(w curves fori stable solutions
netic flux distribution in the Josephson junction. The of the problem(3) Ina fieldhg=1.6. T_he ghstances between
importance of this problem stems from the possibility of Zeroes qf the.fupctlc_ms are the stability intervals of the cor-
measuring this relation experimentally”’~1°We note that respondmg distributions with respect to the curr@nﬂfhe
for different configurations of the magnetic flux in the Jo- right and Igft ZETO€S of the funCt'(mm"](V) are the p.03|'t|ve'
sephson junction the values of the critical parameters—irffmd negative critical currents, respectively, of the distribution
particular, the critical current and magnetic field—can be
substantially different. One should therefore identify the 0.65
critical parameters for specific distributions and for the Jo- M
sephson junction as a whole. 0.60

The curves ofi ,n(hg) for the M distribution and the c

€ = 3

first few stable vortices in a Josephson junction at current <
y=0 ando=0 are demonstrated in Fig. 9a. For comparison 0.05[
the analogous curves fer=0.07 are shown in Fig. 9b. Each
curve has two zeroes, the distance between which determines
the stability region of the vortex upon variation of the mag-
netic fieldhg. The zeroes themselves are critical values of @ M
the fieldhg at zero currenty.
It is well seen that the role of the shape parametés _%_05 0.00 0.05 0.10 0.15
most important at small values bf. In particular, thed? ¥
vortex at o=0 exists already ahg~0.054. At 0=0.07, -
however, the existence region in respect to fieldis con- FIG. 11. The\(y) curves forhg=1.6.

<

1
e 1=10, 6=0.07,hg=1.6
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.04
0.0 o' 1= 10, 6=0.07
0.03f 1 hg=0.76
2 hg=1
=4
£0.02} 3 hg=1.8
< 4 hg=1.96
- ,;t"'::—’
0.01 o e 6=0.07
G= -
0 i "—"1—— 1 1 |®1:l=29
~0.1 0 _ 0.2 0 04 08 12 16 2

hg

FIG. 12. The\ yin(y) curves ford?. » N
FIG. 14. The critical curve of the fluxod .

in the given fieldhg. Because of the asymmetry of the N _
boundary condition§3b) and (3c) for y>0 the critical cur-  Of hg the critical current depends only slightly on the shape
rent of the Meissner distributiofwhich we denote by of the junction. Geometrically the influence @freduces to a

v-(M)] is the highest, but foy<<0 the largest in modulus is rotation of the critical curves clockwise about the curve for
the critical currenty,(®*) of the vortexd'. Consequently, =0 by an angle that depends an An analogous effect
in a fieldhg= 1.6 the positive critical current of the junction takes place for the critical curves correspondingyto0.
is y.=7.(M), while the negative critical current ig, The critical curvey.(hg) for a junction is constructed as
=y (D). the envelope of the critical curves corresponding to different
We note that for the junction geometry under consider-magnetic flux distributions in the junction. In other words,
ation the curve for thevl distribution has a characteristic the critical curve consists of pieces of the critical curves for
plateau—the “breakoff” of the Meissner solution sets in at aindividual states with the largest moduli of the critical cur-
rather large modulus of the external current. rent at a giverhg. The part of the critical curve correspond-
Figure 12 demonstrates the,,(7y) curves for the main ing to the intervalhg [0,2,8) is illustrated in Flg 15'. For
fluxon ®* at =0.07 and several values bf,. The analo- example, lehg=1.4. At a currenty=0 there are five differ-
gous curves for thé? distribution are shown in Fig. 13. We ent magnetic field distributions in the junction, which are
note that with increasing external magnetic fialithe sta- described abovésee Fig. 2 With increasing curreny in the
bility region of the vortices with respect to current is nar- direction of positive values the vortices lose stability in the
rowed. Consequently, by varyirlgs one can construct the following order:
bifurcation curves for individual vortices to acceptable accu- g4, 3, 2, pl, M.
racy and from them determine the critical values of the cur- _ ) o -
rent y,, for a Josephson junction. The last to break off is the Meissner distribution, the critical
A method of direct calculation of the bifurcation points current of which,y,(M)~0.156, is the critical current of the
of the vortices in a Josephson junction was proposed in Refgunction at a fixed value of the external field. Consequently,

19 and 20. the resistive regime in the junction &;=1.4 exists for
Figure 14 shows the critical curve®) for the main  ¥>0.156.
stable fluxond? for values of the shape parameter-0, o If the currenty is increased from zero in the negative

:OOO]_, andr=0.07. The solid curves Correspond to a Cur_direction, then the breakoff of the distributions occurs in the
rent y>0 and the dashed curves 46<0. We note that at a Opposite orderM —®*—®?—-®°-®*, and the critical
value hB~1273 the critical curves Corresponding wo current for the junction will be that of the Vorteﬁ)AZ
intersect with each other and with the curve corresponding td/e(®*)~—0.039.

o=0 in some narrow region. This means that in that region

o 20,6=007
)\_ . = o=
min ®2:1=10, 5=0.07
0.04F 3 1 hg=1.11
o1
2 5
4 hg=2.27 o @b o
0.02} o ——
or o \ v \ \—T_T_\
TR " U SR PO Ll
) =
0 1 1 1 1— 1 1 1 1
-0.1 0 0.1 08 1.2 16 2.0 24 28
y hg

FIG. 13. The\ () curves ford?2, FIG. 15. The critical curve of the junction.
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The magnetic and transport properties of single-crystal and polycrystalline

Lag 7S15.3MNO5 /Pry 6£Ca 3sMNO5; multilayered films are investigated in the temperature range
4.2-300 K. It is shown that the transformation from an incoherent to a coherent interface

between layers leads to an enhancement of the ferromagnetic coupling, which is accompanied by
a modification in the temperature dependence of the resistance and by a grown negative
magnetoresistance ratio at room temperature. The influence of grain boundaries on the transport
of carriers in the multilayered films is discussed on the basis of modern theoretical

approaches. €004 American Institute of Physic§DOI: 10.1063/1.1768337

The hole-doped perovskite manganités, ,A,MnO, havior of electrical resistance in the whole temperature
(R=rare-earth cationA=alkali or alkaline-earth cation range!! In spite of the fact that th&. of LSMO exceeds
have attracted considerable attention due to not only theiroom temperature, this compound manifests insignificant
interesting fundamental science, partly connected with thehanges in resistance in applied magnetic fields owing to a
discovery of colossal magnetoresistan@MR), but their  small value of the intrinsic resistivity in the metallic state. It
potential for device applicatioris> Most of the early theo- can be expected that the presence of high-resistance PCMO
retical works on manganites focused on the relation betweelayers can lead to enhancement of the magnetoresistance ef-
the transport and magnetic properties and explained the cdect in the PCMO/LSMO multilayered films. Recently it was
existence of ferromagnetism and metallic behavior within theeported that the substitution of the small-size Pr ion by La in
framework of a “double exchange/DE) model, which con-  the compound R/ Ca, 3MnO5 leads to the appearance of a
siders the magnetic coupling between Mrand Mrf* that Ml transition at low temperature owing to the melting of a
results from the motion of an electron between two partiallycharge-ordered insulating stateOn the other hand, the sub-
filled d shells with strong on-site Hund’s couplifig® In stitution of Sr for Ca in Ry Ca 3 «SrL,MnO3 induces the
spite of considerable scientific efforts, however, the compleXormation of a low-temperature metallic state, as Well.
interplay between the charge, lattice, spin, and orbital de- In this paper we report experimental results concerning
grees of freedom in these systems is not completely undethe magnetic and transport properties of
stood. The situation is further complicated by the fact thatPry ¢Ca 39MNO3/Lay 7SI sMnO3 (PCMO/LSMO multilay-
the magnetic and transport properties depend significantly oered(ML) films prepared by laser ablation on single-crystal
the cation size, the lattice strain, and the microstructure. Ré-aAlO5; (SC) and polycrystalline AIO; (PC) substrates at
cently it was found that the presence of grain boundarieswo different temperatured,s,;=560 and 710°C. The low
(GB9 in the polycrystalline manganites leads to a large MRsubstrate temperaturds,,, were used for preparation of the
effect over a wide temperature range below the Curie temML films to avoid chemical interaction between layers. In
peratureT, whereas the CMR in the single-crystal materi- the first case, high-textured ML filmgvhich will be denoted
als is restricted to a narrower temperature range just arounidy SO were fabricated with a coherent and an incoherent
T8 8 interface between layers, which was controlled Thy,. In

The most widely different manganite compounds werethe second case, polycrystalline ML films were obtained. It
chosen for fabrication of the multilayer structure in this was shown that the transformation from an incoherent to a
work: PreCa3MnO; (PCMO) and Lg;SrpsMnO;  coherent interface between layers leads to enhancement of
(LSMO). The first of them remains insulator in both the the ferromagnetic coupling in the SCML films. This process
paramagnetic and ferromagnetic stitésr displays an in- is accompanied by a modification of the temperature depen-
complete metal-insulatorMl) transition in the lattice- dence of the resistance froReT2 to «T#® and has been
strained stat), and the second one shows a metal-like be-attributed to transition from one- to two-magnon-electron

1063-777X/2004/30(6)/6/$26.00 463 © 2004 American Institute of Physics
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scattering. The PCML films demonstrate fRe T2 behavior, _,
which is explained by the interference between the elastic 10412
electron scattering on GBs and the electron-magnon scatter-
ing. The exponential growth of resistance at low temperature,
R(T)xexpyEc/T, has its origin in a small Coulomb barrier
which formed on the GBs. The MR ratio of the PCML films

is dominated by a spin-polarized tunneling between grains. It
was shown that the model of two parallel resistances can be
used for a simulation of the transport properties in the ML
films.
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1. EXPERIMENTAL DETAILS

w

A pulsed-laser-deposition method was employed for the
preparation of the films. We used two Nd-YAG lasers with a
wavelength of 1064 nm, a pulse duration of 7.8—10.5 ns, and
an energy of 0.3 J/pulse. The film deposition was carried out
at a pulse repetition rate of 20 Hz. The power density of a
laser beam focused on the target was >918°—2 46.0 46.5 47.0 47.5
x10*%/cn?. The targets were fabricated from 20, deg

Pry6Ca 3sMNO3 and Lg 7Sty sMnO; powders of the sto- _

Y . . . - FIG. 1. (a) XRD patterns of the SCML films. LAO and ML denote the

ichiometric CompOS!tIOﬂ by hot-pressing and _heatlng atdil‘fraction peaks from the substrate and the film itself, respectivilyrhe

1200°C for 4 days in air. The oxygen pressure in chambefooy diffraction peaks for the SCML11) and the SCML22) films.

was 200 Torr during deposition and 600 Torr during cooling.

Under these conditions we grew the ML films on

LaAlO3(100) single-crystal and AD; polycrystalline sub-  zian functions(dashed lines The first lattice parameter is

strates at different temperaturel, ;=560 °C and 710°C. almost coincident with that for the bulk LSMO single crys-

The ML films contain six LSMO and five PCMO layers with tal, a,=0.3876 nm'! while the second one is similar to the

LSMO at the top and the bottom. The thickness of each layesverage lattice parameter of the bulk PCMO compound,

was =20 nm. (ag)=0.3843 nm** for the cubic symmetry. The SCML2
The 6-26 x-ray diffraction (XRD) patterns were ob- film displays only the unsplit Bragg peak which corresponds

tained using a Rigaku diffractometer with Ky radiation.  to c=0.3903 nm. Therefore, one can conclude that at a low

The lattice parameters evaluated directly from the XRD datar , the PCMO and the LSMO layers form an incoherent

were plotted against cég/sind. With an extrapolated interface and have different lattice parameters close to those

straight line to co%6/sin 6=0, a more precise determination of the respective bulk materials. An increaseTig, provides

of the lattice parameter was obtained. The resistance mean enhancement of the epitaxial growth process and induces

surements were performed by using the standart four-probghe formation of a coherent interface between layers in the

method. The temperature dependence of the field-coole§CML2 film. The ML films deposited on polycrystalline

(FC) and the zero-field-coole@FC) in-plane magnetization Al,O; (PCML) exhibit the multipeak XRD patterns of very

at a magnetic field of 100 Oe was taken with a Quantumyeak intensity, which are beyond an analysis.

Design SQUID magnetometer.

—_

Intensity, 1 Oacps
N

Magnetic properties
2. RESULTS AND DISCUSSION

Figures 2a and 2b present the temperature dependence of
the FC and ZFC magnetizatiokl(T), for SCML1 (curvel)

Figure la presents thé-20 XRD scans for two ML and SCML2(curve 2), and PCML1(curve 1) and PCML2
films deposited on LaAl@ at T,,,;=560°C (SCML1) and (curve 2), respectively. PCML1 and PCML2 are the multi-
710°C (SCML2). SCML1 and SCML2 are multilayered layered films deposited on the polycrystalline,@} sub-
films deposited on the single-crystal LaAlGubstrate at strate aff;,,=560 °C and 710 °C, respectively. The SCML1
560°C and 710 °C, respectively. The high intensities of thefilm (curvel in Fig. 29 demonstrates all (T) dependence,
(00) peaks attest that the deposition results in highlywhich is typical for two-phase magnetic systems, and repre-
c-oriented films. Figure 1b is th@02) Bragg peaks for the sents a superposition of two magnetic transitions for the
SCML1 (curve 1) and SCML2(curve2) films, respectively. PCMO layers aff c,~130 K'° and for the LSMO layers at
It is seen that the decrease Th,, leads to a shift of the Tc;>300 K.® Moreover, the absolute value of the magne-
Bragg peak towards a larger angle. In addition to the detization at low temperatures is almost twice greater than that
crease in the out-of-plane lattice parameter, the SCML1 filmat T>T¢,. This is evidence for independent magnetic tran-
displays a kink-like peculiarity in th€002) peak, which can sitions in the six LSMO and five PCMO layers and for a lack
be interpreted as the presence of different crystalline phased ferromagnetic coupling between them. We are claiming
with the following out-of-plane lattice parameters  that the main reason for a suppression of the magnetic cou-
=0.3877 and 0.3848 nm. To show this more clearly, Fig. 1ipling between layers in this film is the aforementioned inco-
includes a fitting to the split002 peak by using two Lorent- herence of their interfaces. The increasd gj, leads to con-

Structure
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FIG. 2. (a) Temperature dependence of Flid) and ZFC(open magne- T.K
tization for the SCML1(1) and the SCML2?2) films. (b) The same for the .
PCLM1 (1) and the PCMLZ?2) films. FIG. 3. Temperature-dependent resistance of the SCM)LBnd SCML2

(2) films, measured in a magnetic field of zeswlid) and 5 T(open. The
inset displays the MR ratio in a perpendicular magnetic field of 5 T. The
solid lines are drawn to guide the eye.

version to a coherent interface and thus to the appearance of

a ferromagnetic coupling between the two kinds of layers.
The SCML2 film displays a monotoniM (T) dependence perature dependence of the magnetoresistance ratio. The MR
(curve2 in Fig. 2@ without any peculiarity affc, which is ~ value is defined by 100%[R(0)—R(H)]/R(0), where
relevant to the magnetic transition for the PCMO layers. Fig-R(0) andR(H) are the resistance with and without a mag-
ure 2b shows that a similar transformation in the magnetidetic field of 5 T, respectively. It is seen that for SCML1
state governed by the substrate temperature is also typical fégurve 1) MR(T) displays nonmonotonic dependence with a
the PCML films. The PCML1 film manifests a kink-like pe- peak atT=200 K, while MR(T) for SCML2 increases
culiarity at T, on both FC and ZF®4(T) curves(curvel  monotonically with temperature and reaches almost 60% at
in Fig. 2b), although the magnitude is much smaller than thatoom temperature, which is much greater than that ever ob-
observed for the SCML1 film. The increaseT,,leads to a  served for the bare LSMO filrtf
degradation of the peculiariicurve 2 in Fig. 2b). A similar Figure 4 displays the temperature dependence of the re-
ferromagnetic coupling was observed recently insistance for the PCML1curvel) and the PCML2curve2)
Lag 5:Sh.4gMNO3/Lag oSt ;MNO5(Lag g7Cap 39MN0O;) multi-  films without (solid symbol$ and with (open symbols an
layered films prepared at a high substrate temperature.  applied magnetic field of 5 T. It is seen that tRET) behav-

Therefore, one can conclude that the ferromagnetic couor of the PCML films differs significantly from that of the
pling between layers in multilayered films is controlled by SCML films. The inset in Fig. 4 shows that in contrast to the
the coherence ratio of their interfaces. single-crystal ML films, the MR value for the PCML films is
minimum at room temperature and increases with decreasing
temperature.

Single-crystal multilayered filmg$-irst of all, let us con-

Figure 3 shows the temperature dependence of the resisider theR(T) behavior of SCML films. Figure 3curve 1)
tanceR(T) for the SCML1(curvel) and the SCMLZcurve shows that the MI transition in the SCML1 filmTg
2) films in the absencésolid symbol$ and in the presence =260 K) occurs at a temperature below the Curie point
(open symbols of an applied magnetic field of 5 T. The (T-=300 K). As a rule, the temperature difference between
magnetic field was parallel to the film surface and normal tahe magnetic and electronic transitions in CMR compounds
the transport current. The change in the magnetic field direds explained by an intrinsic inhomogeneity of these materials
tion does not transform tH&(T) behavior. The experimental and by a percolative nature of the conductivityOn the
curves testify that the resistance pegkin the investigated other hand, a more simplified explanation can be employed
temperature range is observed only for the SCML1 filmin our case. Recently the two parallel resistor model was
(curve 1). A similar temperature behavior of resistance wasused for description of the transport properties of bi- and
observed recently for LaCa; sMnO3/PrsCasMnO; mul-  trilayer La, ssSro 4gMN03/Lag 5751 3gMN0O;  films.2° The
tilayered films with a sublayer thickness of 10 nm, but at aequivalent resistance for the SCML film can be described by
lower temperaturé’ The SCML2 film (curve 2) demon- R %(T)=RpdudT) +Riomo(T), where Rpeud(T) and
strates a metallic-like behavior &{(T) in the whole inves- R guo(T) are the total resistances of the PCMO and the
tigated temperature range. The inset in Fig. 3 shows the tent-SMO layers, respectively. Therefore, the resistance of the

Transport properties
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FIG. 4. Temperature-dependent resistance of the PCND1land the  FiG. 5. The comparison of the experimenR{T) data(solid symbol3 with
PCML2 (2) films, measured in a magnetic field of zefsolid and 5 T the theoretical simulatiofsolid lineg in the framework of the two-parallel
(open. The i‘nst_et displays the MR ra‘tio in a perpendicular magnetic field of ;esistance model for the SCML@) and the SCML2(2) films. The inset
5 T. The solid lines are drawn to guide the eye. displays plotsR versusT3 andR versusT*5 for the same films.

multilayered film is determined by the electron transport incrystalline doped manganites and are explained by the pres-
PCMO at high temperaturdRpcyo<Rismo) Of in LSMO at  ence of the grain boundarié$§:2>2°
low temperature R smo<<Rpcmo)- The Rpcuo( T) behavior The GBs can play two roles in the mechanism of the
can be approximated by the usual Arrhenius form, which igransport of carriers—first as a network of magnetic tunnel
typical for the bare PCMO filnt§ and is provided by a po- junctions and second as additional centers for the elastic
laron motion??! Rpcyo(T)=R,T exp(Ta/T), where T, is  electron scattering in a metal-like channel of conductivity.
the activation energy in units of temperature. Bguo(T) First of all, let us consider thR(T) behavior of the PCML
behavior can be obtained directly from the low-temperaturdilms in the metal-like stateT,,<T<Tp) and discuss the
part of the experimentd®(T) dependence. The inset in Fig. influence of GBs on the transport properties. Figure 6a
5 shows that for the LSMO layerR, syo(T)=R;+aT3 for  shows that in this temperature ranB¢T)=<T? for both of
SCML1 andR gyo(T) =R, + BT*5for SCML2 with the fol-  the polycrystalline multilayered films instead Bf and T*?,
lowing fitting parameters:R;=15€Q, a=6.5x10°Q which were observed for the single-crystal filifsee the in-
‘K™% R,=450Q, and B=6x10"19Q.K %5 According set in Fig. 5. Moreover, the applied magnetic field does not
to theoretical models, th&® term in the resistance corre- change theR(T) behavior fundamentally but only decreases
sponds to the one-magnon-electron scatteifnghile the  the slope of the curves slightly. In numerous publications the
T4% term reflects the two-magnon-electron scatteringsquare term in the temperature-dependent resistance is ex-
processe&® Therefore, the electron-magnon scattering isplained by a dominant role of the electron-electron scatter-
dominant for the LSMO layers in the SCML films and trans-ing. However, in our case this explanation is unusable. The
forms from one- to two-magnon scattering upon enhancemnsertion of GBs into the polycrystalline films leads to en-
ment of the ferromagnetic coupling between layers. Théhancement of only the impuritfelastio contribution to the
solid lines in Fig. 5 display the theoretic®(T) curves, resistance, and all inelastic scattering processes must become
which were calculated in the framework of the two parallelweakly expressed in the temperature dependence of the re-
resistor model with the use of the previous fitting parametersistance. We assume that fiecontribution to the resistance
for the LSMO layers, andR,=103Q-K™! and T,  can be attributed to the interference between the elastic elec-
=2600 K for the PCMO layers. It is seen that the theoreticakron scattering on GBs and the electron-magnon scattering,
curves agree excellently with the experimental data. similar to what has been observed in disordered metal films
Polycrystalline multilayered filmsFigure 4 shows that with dominance of the electron-phonon scattefihg.
the R(T) behavior for the PCML films is very different from Figure 6b displays the IR) versusT 2 plot for both
that for the SCML ones, exhibiting a wide maximum at tem-PCML films. This plot exhibits a linear dependence up to
perature well belowl - and a minimum afl,,;;,=30-40 K. T, and manifests exponential growth of the resistance at
The temperature dependence of the MR ratio is very close ttow temperature, which is described by the expression
that for ferromagnetic tunnel junctioR&The similar pecu- R(T)xexp/A/T. It is noteworthy that a similar expression
liarities in the transport properties are typical for the poly-with A«<E, whereE. is the charging energy, has been pre-
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0.2 0.3 0.4 FIG. 7. The comparison of the experimen®{T) data(solid symbol3 with
12 k172 the theoretical simulatiofsolid lineg in the framework of the two parallel

resistance model for the PCML(1) and the PCML2?2) films, respectively.
FIG. 6. TheR versusT? (a) and InR) versusT~*2 (b) plots for the PCML1  The inset displays the dependence of the MR ratio on the square of the
(1) and the PCML22) films, respectively. normalized magnetization for these films.

are not due to the GBsdut arise from the parallel-resistance
] L circuit of the LSMO and PCMO layers.
dicted for conductivity in granular metafsand used for the The negative MR of the polycrystalline manganites is
explanation of the low-temperatuf®(T) behavior in ce-  yominated by spin-polarized tunneling between grains owing
ramic LaysSr,sMnO; manganite with different grain siZe. to a nearly complete polarization of the electr8righe sim-
The value of the charging energy estimated from the slope Oﬁlified equation for the MR in the framework of the spin-

-12 = ~ ; . ,
the InR) versusT ™~~~ plot wasEc=20 K and=2.46 K for  yo|arized tunneling mod&® can be written as
the PCML1 and PCML2 films, respectively. Our results are

very close to those obtained for ceramic samﬁ?md the _ JP 5 -
observed difference ifE; value for different PCML films MR 4kBT[m (H.T)=m*(0.N)],

can be explained by the variation of the grain size. Indeec\Nhere\] is an intergrain exchange constaRtjs the electron

the deposition of the manganite films at a low substrate ter.n'olarization, andm is the magnetization normalized to the

pterratturre Ieigs,nai ? rule, to tthri flortmatlcr)n_nof ra fme'ogrr]a”faturation value. The inset in Fig. 7 shows the dependence of
structure, and an increase i, stimulates grain growth. the MR versusn? plot, wherem= M (T)/M(0) andM(T) is

the other handgcmgzlg, wheree is the electronic charge the FC magnetization of the PCML films presented in Fig.
andd is the grain sizé! Therefor_e, the_ observed largBe 4b. It is seen that the MR ratio is approximatetyn? for
v_alue for the_ lowT s, PCML film with respect to the both polycrystalline films. On the other hand, the tempera-
h'gh'TS‘%b one 1S an absolutely exp(_ect_e_d result. . ture dependence of the MR ratisee the inset in Fig.)3s
_Takmg into account the peguharmes R(T) behavu_)r very far from that predicted by this model, MR/T. This
wh|9h are 90"8”_“3" by the existence of GBs, We_W'” bedi agreement can be eliminated by considering the tempera-
again try to describe the temperature-dependent reastance&fe dependence of the spin polarization calculated within

the PCML films on the basis of the parallel circuit model . .
T . ' the framework of the DE approackee Fig. 1 in Ref. 2
only in this case the total resistance of the LSMO layers must pproac g A

involve the sum oR| syo+ Rggs. Figure 7 shows that in the
framework of this approach the nonmonotoR¢T) behav-
ior can be described with satisfactory accurémylid lines in Summarizing, we have studied the magnetic and trans-
Fig. 7. We don't present here the fitting parameters usedgort properties of single-crystal and polycrystalline PCMO/
because of their multiplicity and the difficulty in interpreta- LSMO multilayered films. It was shown that the single-
tion of the physical meaning. However, the analysis carriectrystal ML film with an incoherent interface between layers
out allows us to conclude that the observed peakR(i) manifests the magnetic properties typical for a two-phase

3. CONCLUSIONS
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The electronic structure of two model structures of stoichiometgNRgith different types of

ordering of the nitrogen atoms are calculated usingatheénitio FLAPW method. To

first approximation these structures can be treated as a prototype of Fe—N austenite. The influence
of the nitrogen atoms on the electronic structure and magnetic propertiegafi and on

the components of the Msbauer spectrum is investigated, permitting a detailed interpretation of
the experimental data. The dependence of the exchange integral on the concentration of

nitrogen atoms is obtained, clarifying the influence of nitrogen on the magnetic properties of fcc
iron. The effective interatomic interaction potentials of nitrogen atoms in fcc iron in six
coordination spheres is calculated using #feinitio FLAPW method and the cluster expansion
technique. The potentials thus obtained are used in a Monte Carlo investigation of the
temperature dependence of the short-range order in the Fe—N system. The temperature dependence
of the heat capacity and short-range order parameters is calculated. It is established that a
transition from the disordered state to the nitridgNFés observed at 830 K. €004 American

Institute of Physics.[DOI: 10.1063/1.1768351

1. INTRODUCTION by low-temperature Mssbauer experiments on inclusions of
The study of the influence of nitrogen on the atomicthe y-Fe phase in Cu and Cu—Al matricand ony-Fe films

10 y i
structure and physical properties of alloys based on iron wittp own on CyAu.™ Moreover, Masbauer studiés and

the face-centered cubifcc) lattice is a complex and topical neutror_1—d|ffract|on (_axperlmeri‘t%_on inclusions of they-Fe .
phase in a Cu matrix have confirmed the presence of antifer-

problem. This is because nitrogenated austenitic steels arerca)lmagnetic order with a M temperaturd =70 K.

promising class of construction materials, having good me- The introduction of interstitial impurity atoms in the

chanical properties and high strength at low temperatures. Fe leads to an increase in the unit cell volume, and. con-

Serious difficulties arise in solving this problem because theg;quently, in this system one expects that transitions of the

magne.tic structure is not yet completely understood even TOI[S—HS type will be manifested. However, the situation is
pure y iron at low temperatures. As we know, the magnenccomplicated by the fact that the electronic structure of the

moment in 3l fcc metals and alloys need not be a contlnu-Fe_N system differs from that of pure iron with the same

_ously_vanable quantity of at_omlc_ siz€ but can chan_ge " Fattice parameter. Therefore it is of interest to study the mi-
jumplike manner at a certain critical volume, mar“fes'[mgcroscopic nature of the influence of nitrogen on the elec-

instability in the volume dependen&é.Calculations of the : . . . e
. ! . D tronic subsystem and its macroscopic manifestations in the
total energy predict the existence of such instability in the, . -
. . form a change in structure of the Msbauer spectra and a
Invar systems Fe—Ni and Fe—Pt and also in pure metals, e.

fcc Mn and Fe and bce Gré The states characterizing Yiodification of the low-temperature magnetic states. Quan-

phases with volumes larger and smaller than the critica{um .calculationfs f“’”.‘ first principles present unique oppor-
value are called the *high-spin, high-volume statétS) and unities for solving this problem. In this paper we report the

“high-spin, low-volume state(LS), respectively. As a rule, results of such calculations.

such states are separated in energy by several mRy. Experi-
. . 2. CHOICE OF MODEL AND METHOD OF CALCULATION

mentally the existence of such phases has been inferred from

low-temperature Mssbauer measurements made under pres- The influence of the distribution of nitrogen atoms on

sure for the Invar alloys Fe—Ni and Fe—FRemarkably, as the electronic structure and hyperfine interaction in austenitic

was shown by calculations done fo= 0, unlike the case of Fe—N alloys was investigated by performing a series of cal-

Invar Fe—Ni, where the ground state is a high-volume ferroculations of the electronic structures and total energies of

magnetic (FM) state, iny-Fe the ground state is a low- two types of crystal structures with different types of order-

volume antiferromagnetiCAF) state, and the high-spin fer- ing of the nitrogen atoméFig. 1).

romagnetic state is energetically unfavorabkhe existence The first structure, RN(A) (structureA in Fig. 1) con-

of an AF ground state and a high-spin FM state is confirmedains two types of iron atoms: fg (with no nitrogen atoms

1063-777X/2004/30(6)/10/$26.00 469 © 2004 American Institute of Physics
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Structure A

Timoshevskii et al.

Structure B

FIG. 1. Ordered structures with the stoichiometrgfevith different distributions of the impurity atoms, modeling the allgyre—N.

in the first coordination sphere and 4 of them in the setondtypes were calculated as peninsular by introducing “local
and Fe (with one nitrogen atom in the first coordination orbitals” for them® An analogous procedure was used for

spherg; the second structure, g(B) (structureB in Fig. 1)
has, in addition, an atom kg having two nearest-neighbor
nitrogen atoms, and an atomgpg. Thus the second struc-
ture contains a chain of atoms N-FeN, a so-called
“dumbbell” configuration of an iron atom and two nitrogen

the 2s states of nitrogen. The introduction of local orbitals
increases the flexibility of the basis set and improves the
accuracy and convergence of the results of calculations. All
of the calculations were done in the spin-polarized approxi-
mation.

atoms. In the structure of typB the iron atoms Fg, and
Fey 05 also have an asymmetric environment with respect to
iron atoms. In the case when a real Fe—N alloy is well mod-
eled by an FgN structure the Mesbauer spectrum of the
alloy should contain a contribution from the doublet lines of
the nuclei of those atoms.

For calculation of the electronic structure we used the
full-potential  method FLAPW® implemented in the
WIEN97 software packag¥. The exchange-correction po-
tential was calculated in the gradient approximation in accor-
dance with the Perdew—Burke—Ernzerhof mdddihe radii
of the atomic spheres were chosen from the condition of
tangency and equalled 1.9 and 1.6 a.u. for iron and nitrogen
atoms, respectivelyR,,=1.6 a.u.). In the FLAPW method
the accuracy of the results depends on the following main
parameters: the number Kfpoints in the Brillouin zone, the
number ofLM terms and Fourier coefficients in the expan-
sion of the electron density and potential, and also the num-
ber of plane waves in the intersphere region. All these pa-
rameters were chosen from the condition of convergence of
the results of the calculation. By checking for convergence,
one can establish the value of the param&gK =84,

which corresponds to 190 plane waves per atom in the basis = 15
=

set Kmnax IS the largest modulus of the basis vegtdnside

an atomic sphere the expansion of the wave function was
done tolL ,,,,=12, and the electron density and potential, in a
basis of crystal harmonics up tg,,,,=6. In the intersphere
region those quantities were expanded in a Fourier series
with a paramete6,,,,=12 Ry*2. The calculation was done
for 3000K points in the Brillouin zone. The chosen param-
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TABLE I. Structural characteristics and magnetic moments of the Fe atoms in the structyé&fFand FgN(B).

Magnetic . Lattice Unit cell
Structure Type of Fe atom moment, p/g Fe—N distance, a.u. | parameters, a.u. |volume a.u.3/Fe atom
1.04 a=6.595 71.72
Fe (fcc) LS Fe —
(0.75 [17,18]) (6.731 [17,18]) (76.24 [17,18])
a=6.880 81.40
Fe (fcc) HS Fe 2.56 —
(6.980 [17,18]) (81.78 [17])
FegN(4) LS Fegy 2.38 5.89 a=13598 78.57
Fm3m Fe, 0.18 3.45 a=b=c
Fequ 2.75 6.03 a=13914 84.17
FegN(4) HS
Fe, 2.08 3.53
FegN (B) LS Fegy 2.31 5.93 a=13279
P4 /mmm Fegos -2.10 7.57 c=14518 80.00
Fe, 0.69 3.49 a=b
Fe, 2.04 3.63
Feg 4 2.80 6.07 a=13579
FegN (B) HS '
Fegos 2.72 7.74 ¢ = 14847 85.55
Fe, 2.22 3.56
Fe, 2.19 3.71
3. ATOMIC STRUCTURE OF THE TWO PHASES IN THE spin, high-volume phase. The results of these calculations are
SYSTEM y-Fe-N presented in Table I. Upon ordering of the nitrogen atoms

In the final step we calculated the dependence of thd©© N—F&—N chains and the formation of the Jfé(B)
total energy and magnetic moments of the atoms on the ungtructure t_here occurs a c_ertaln increase in the cell volume
cell volume iny- and a-Fe in the ferromagnetic approxima- Per atom in comparison with that for the J\{A) structure
tion. Figure 2 shows the results of those calculations. Wit Table ). In this case a substantial tetragonal distortion ap-
increasing volume in fcc iron a distintirst-orde) transition ~ Pé&rs. The calculations showed that the high-spin phase of
from the state with low magnetic moment to the state withthe F@N(B) structure at 0.01 eV is energetically favorable to
high magnetic moment. The results of the calculations are ifhe F@N(A) structure. This attests to the advantage of order-
good agreement with the data of Ref. 8, in which analogoud"d of the nitrogen atoms into N—EeN chains.
calculations were done. In the ferromagnetic approximation ~ The dependence of the total energy on the unit cell vol-
the ground state of-Fe is the LS state. The results of the ume for the FgN(A) and F@N(B) structures is calculated in
calculations of the lattice parameters and of the magnetighe interval of values from 72 to 90 &fFe atom under
moments of the iron atoms in the two phases are presented ftydrostatic compression of the cell. It was found that the
Table I. The theoretically calculated volume of the HS phasaisual quadratic character of the total energy function is al-
is in good agreement with the experimental value. The agredered. In the FgN(A) structure a discrete change of the mag-
ment of the theoretical and experimental volumes of the LSetic moments at the Egand Fe sites occurs at the transi-
phase is not as good, since the experiment was done for th@n from the low-spin to the high-spin state, as is seen in
ground state, which is of low volume and Fig. 3. At a volume of 79.5 a.t/Fe atom the magnetic mo-
antiferromagnetic—while the calculation was done in thement at the Fesite jumps from 0.18g to 1.9ug, while that
ferromagnetic approximation. at the Fg, site undergoes a smaller jump, from Z.38to

The good agreement of the theoretical and experimentad.75ug at the theoretically equilibrium volume in the high-
results fory-Fe permit the hope that accurate and reliablespin phasdTable ). As the volume is increased further, the
results can be obtained in a study of the Fe—N system. Inagnetic moment increases slowly. The energy difference
must be mentioned that at present there are no experimentagétween the HS and LS phases in thgNH&\) structure is
data on the existence of the low- and high-volume LS and.024 eV/Fe atom.
HS phases in nitrogenated austenite. Thus the nitrogen atoms in this structure stabilize the HS

For optimization of the geometry of the crystal structurephase, with magnetic moments of the,g@nd Fg atoms
we have calculated the optimum positions of the atoms in thequal to 2.7xg and 2.0@.5, respectively(Table ). As fol-
unit cell and the lattice parameters in thegR@A) and lows from Fig. 3, the transition from the LS to the HS phase
Fe;N(B) structures. The optimization was done for the high-is accompanied by an abrupt change in the magnetic moment
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FIG. 3. Total energ¥ and value of the magnetic momewit for iron atoms

. - ) FIG. 4. Total energye and value of the magnetic momelt of the iron
in the FgN(A) structure as functions of the unit cell volume.

atoms in the FgN(B) structure as functoins of the volume of the unit cell
volume.

per Fg 4atom AM=0.37ug) at the point of equality of the

volumes of the two phases. Investigation of the volume deeters and magnetic moments for all types of iron atoms in the
pendence of the total energy and magnetic moments of affe;N(A) and (B) structures, calculated at the equilibrium
types of iron atoms showed that in thegR¢B) structure the  volume found theoretically, are given in Table |.

high-spin phase is even more favorable in comparison with  Ordering of the nitrogen atoms into N—F~eN chains

the FgN(A) structure. It follows from Fig. 4 that the differ- and the formation of the EBBI(B) structure lead to the ap-
ence between the HS and LS phases is 0.03 eV. It can hsearance of a tetragonal distortion of the fcc lattice and to
assumed that the ordering of the nitrogen atoms intGstabilization of the high-volume HS phase with the lattice
N-Fe—N chains leads to stabilization of the high-volume parametersa=13.579 a.u. andt=14.847 a.u. As we have
HS phase in the R&(B) structure. It should be noted that, said, the HS phase in fé(B) is energetically favored over

in contrast to theA structure, antiferromagnetism arises atthe HS phase in R&(A) by 0.01 eV, and it can be con-
some lattice sites in thB structure. At the transition to the cluded that the formation of the structural element of the
high-volume phase this occurs at the, Fgsites. The mag- N-Fg—N chains in the R\ structure is energetically fa-
netic moment of the kg g atom is—2.1ug in the LS phase vorable. Thus, nitrogenated austenite Fe—N can apparently
and 2.72g in the HS phase. As in the Fl8(A) structure, at  be represented to a first approximation by thgN{&) struc-

the transition from the LS to the HS phase the largest jump inure. In the real alloy the N—kFe N chains are disoriented,
magnetic moment is for that at the jFeite (Fig. 4. The  and that may explain the absence of tetragonal distortion of
magnetic moment of the r@tom is 0.6%g in the LS phase the fcc lattice in the experimental studies. Experimental con-
and 2.2 in the HS phase. An interesting factor is the firmation of the possibility of existence of long-range order
weak dependence of the magnetic moment at theske on  in austenitic Fe—N is provided by the electron-microscopy
the unit cell volume. At the point where the volumes of theexperiment of Ref. 19 and the results of 84bauer studies,
two phases are equal, the magnetic moment at theske  which are discussed below.

does not undergo a jump. Thus the appearance of the struc-

t_ural element N—F_f_LN in the fcc Iatticg Iead; to stabiliza- 4. ELECTRONIC STRUCTURE AND QUADRUPOLE

tion of the magnetlg moments on the,Fites with _respect to SPLITTING IN THE FegN STRUCTURE

a change of the unit cell volume. At the same time, the vol-
ume dependence of the magnetic moment at the, Bie is It is indubitably of interest to study the electronic struc-
practically no different from the analogous dependence foture of two crystal structures having different types of order-
the FgN(A) structure. Thus the insertion of interstitial nitro- ing of the nitrogen atoms, to interpret the large collection of
gen atoms promotes stabilization of the magnetic moment atata obtained by the method of s&bauer spectroscopy, and
those sites for which the first coordination sphere does nab compare the theoretical and experimental results. On the
contain an impurity atom. The values of the structural parambasis of structural optimization calculations we have com-
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TABLE Il. Contributions of the various @ orbitals to the formation of the

local magnetic moments. 3.0r
Structure | Atom | d,, |d.2_ p dyy | dxz | dyz 2.5
o 2.0f

Feo | 0.66 | 0.66 | 0.49 | 0.49 | o0.49 o
FegN(4) 1.5}
Fey | 032 | 053 | 0.44 | 0.40 | 0.40

St

puted the optimal values of the lattice parameters and coor- Y R . & .................
dinates of the atoms in the unit cell for both types offe 0 05 1.0 1520 2530 35 4.0 4550
structures. With these structural data we calculated the elec- hau

tronic structure of the two modifications of theglRestruc-  FiG. 5. Distribution of the electron densityin the directionr between the
ture. The three lowest energy bands are localized in a narroW and Fe atoms for the energy intervals corresponding to thé2- - )
energy interval and are due to the 2tates of the nitrogen and 2» (—) states of the nitrogen atom and thé States of the iron atom
atom. As the type of ordering of the nitrogen atoms change Ifar;y.f). The values for the @ states were reduced by a factor of 3 for
and N—Feg—N chains are forme(the FgN(B) structure the

2p bands of the nitrogen atom broaden, overlapping with the

d bands of the iron atoms. As we have said, the appearanG¢_rq direction in the FgN(B) structure (in the [110]

of the N—-Fe—N structural elements in the form of chains yane: Fig. 3. It follows from the results that thes2and 2p
gives rise to a large number of inequivalent iron atomSigjecrons of the nitrogen atom create a certain electron den-
Féy s, Féogs Fe, and Fg, and to tetragonal lattice distor- g ot the site of the iron atom. In the case of an B®om
tion. This leads to complication of the band structure ofyis gistribution is substantially anisotropic in the N-pFe-
Fe;N(B) owing to the lowering of the symmetry and split- o ction (Fig. 5), and that should give rise to an electric field
ting of the bands. gradient(EFG) at the nucleus of the iron atom. Hybridization
The calculated band structure of the two types of\Fe ettects are manifested in a change in shape of the distribution
enabled us to construct the total and partial electron densitigs 2p electron density at the site of an Fetom. The maxi-
of states in these structures. Ordering of the nitrogen atoms, ,m of the distribution of the @ density and the “lump” in
into chains(and the formation of the BBI(B) structurg pri-  yhe distribution of the P electron density coincidéFig. 6),
marily affects the degree of occupation of the states with SPIRtesting to the presence pf-d hybridization.
“up” and “down,” and that is reflected in a change in the Since a vast amount of experimental material has by
local magnetic moments of the iron atoms, viz,, t0 a ratheéf,y heen accumulated in Msbauer studies of nitrogenated
strong change of the magnetic moment at atoms of the samgstenite, it is of definite interest to calculate the hyperfine
type. For example, in the BB(A) and F@N(B) structures jieractions at the nuclei of the iron atoms in theyFeA)
the magnetic moment at an Fatom is equal to 2.08s and 54 @) structures and to compare the theoretical and experi-
2.22u, respectively(Table ). To investigate how the value menia| results. We have calculated the electric field gradients
of the local magnetic moment of the iron atoms in they the nuclei of the different types of iron atoms; these gra-
FeN(A) structure is influenced by the degree of hybridiza- gients are manifested in the Msbauer spectrum in the form
tion of the 3 electronic states of the iron atoms with the 2 ¢ quadrupole splittings. It is believed by many autR6r&
states of the nitrogen atoms, we calculated the contributiong, ot the Mssbauer spectrum in Fe—N austenite is formed by
to the magnetic moment from theorbitals of different sym- ., iributions from the atoms FeFe , and Fe_ ;g0 (dumb-

metry. This enabled us to determine that it is the hybridizayg)| configuration. The value of the quadrupole splitting cor-
tion of thed,. states of the iron atoms with thg, states of

the nitrogen atom that sharply reduces the contribution of the
d,2 orbital to the total magnetic moment of the,Fatom, 3.0
which has one nitrogen atom in its nearest neighborhood
(Table ). It should be noted that iron atoms that do not have 2.5
impurity atoms in their nearest neighborhood have a large 20

local magnetic moment. Thus the type of distribution of the %« \
nitrogen atoms in the fcc iron lattice and the value of the @ 1.5
hybridization of thed states of the iron atoms ardstates of e 10 "\

the impurity atoms are important factors influencing the ) 3
value and ordering of the local magnetic moments of the 0.5 . ;

atoms in the alloy. In order to investigate in detail the spatial o el AR
distribution of the electron density in the Fe—N system, in 0 05 10 152025 3035404550

the present study we have calculated the distributions of r,a.u.
electron density in the most interesting planes and directions. o o o
Fiqure 5 shows the distribution of thes 2and 2 electron FIG. 6. Distribution of the electron density in the direction between the N
9 e ) ] and Fe atoms for the energy intervals of the2— — —) and 2p (—)
densities of the nitrogen atom and the 8lectron density of  tates of the nitrogen atom and the States of the iron atorq - - ). The

the iron atom for the & 2p, and 3 energy intervals in the values for the 8 states were reduced by a factor of 3 for clarity.
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TABLE III. (_:alculat(_ad and expgrimental values of the quadrupole splitingthat an EFG appears at the nuclei of these atoms which leads
at the nuclei of the iron atoms in the Fe-N system. to values of the quadrupole splitting comparable to the quad-
rupole splittings at the nuclei of the Fand Fg atoms(Table

III'). The value of the quadrupole splitting at the nucleus of

Quadrupole splitting, mm/s
Structure

[Ret] the Fg g atom is 0.48 mm/s, which is larger than the quad-
Fet | Fey |Feoq |Feoo8 rupole splittings at the nuclei of the atoms;R6.28 mm/$
FegN(4) 018 | — | - - and Fg (0.17 mm/$. Thus these atoms should give a sub-
stantial contribution to the Mssbauer spectrum of nitroge-
Theory FegN(B) 0.28 | 0.17 | 0.27 | 0.48 nated austenite, since at a nitrogen concentra@igr=0.1
Fe4N (model) [24] | 0.03 [ 032 | — | — the number of these atoms should be quite large. For the
. FesN(B) structure the concentration of fzeatoms is 0.5 and
— |os0| - | - : T
FegN (nitide) (241 that of the Fgg g atoms is 0.25. The contribution from atoms
Fe N [23] - jos0| - | - of this type were not taken into account in the interpretation
Fe , N[21] 05 loa0 | — | = of the Maossbhauer spgctra in previous studlgs. In reqbrﬁe.
Experiment . alloys the concentration of impurity atoms is lower than in
Feqo2N [22] 039 (0721 = | — the FgN structures studied here. With decreasing concentra-
Fe, N [20] 030 |o07s] — | = tion of nitrogen atoms the number of fand Fg¢ atoms

decreases, leading to a more symmetric environment of the
Fey4 atoms and to the appearance of a singlet in thessvlo

responds to the distance between maxima in the doublet ”ng_au_e}rhspectrumas l:l)n t_he i‘atshe of tre IEIE(A) sdtructur.?. b
Table 1l gives the results of calculations of the quadrupole us, on Ine basis of the calcuialions done, [t can be

splittings and also experimental data obtained for nitrogefissumeOI that the gN(B) structure apparently can be used

nated austenites by different groups of investigators as a model for nitrogenated austenite. Here a contribution to

In the calculations of the quadrupole splittingfor the € Mossbauer spectrum is given not only by the Bad Fe

57Fe nucleus we used the same value of the quadrupole mgioms but also by atoms of thedwgs type. By comparing the

ment of the nucleusQ(5’Fe)=0.16 barn, which we used experimenta_ll values of _the quadrupole spl_ittings obtained in
previously for FgN nitride (the y' phase.?* The EFG was Ref. 21 for iron atoms in an kFgN alloy with our results,
calculatedab initio directly from the electron density distri- W€ €an conclude that the calculated value of the quadrupole
bution by the method developed by Blagiaal 25 The calcu- spllttmg at the_ Fe atom (0.28 mm/$ is in good agreement
lations imply that the contribution t@,,, the principal com-  With the experimental value 0.25 mmi/gable I1l). The the-
ponent of the EFG tensor, from regions outside the atomi@retical value of the quadrupole splitting at the nucleus of the
spheres(the lattice EFG amounts to 5% for the BBI(A) Fe, atom is 0.17 mm/s and is in poor agreement with the
and @) structures. Thus in order to understand the origin oféxPerimental value 0.4 mm#sThe agreement with the ex-
the EFG, the main attention should be paid to its principaperimental values obtained in Refs. 20 and 22 is even poorer.
component—the valence EFG, which is due to the regiordt should be noted, however, that the theoretical value of the
inside the atomic spheres. A detailed analysis of the formaduadrupole splitting at the nucleus of the, g atom (0.48
tion of the EFG at the nucleus of an Fatom in the struc- mm/9 correlates rather well with the experimental value 0.4
tures FgN(A) and FgC(A) is given in Ref. 26. mm/s from Ref. 21. Thus the results of the calcu:llations lead
The formation of the EFG at the nuclei of iron atoms of t0 the conclusion that the interpretation of the ddbauer
different types in the fcc lattice occurs in a substantially dif- Spectratheir decomposition into componentsust be done
ferent way in the presence of nitrogen impurity atoms. Thisusing four spectrum-forming components: the singlet contri-
is reflected in the values of the quadrupole splitting regisbution from the nucleus of the featom and the doublet
tered in the Masbauer spectra. Calculations show that thecomponents due to the FeFe,, and Fg g atoms. It should
value of the quadrupole splitting at an,Feon atom in the be noted that the experimental values of the quadrupole split-
Fe;N(A) structure is 0.18 mm/s. This is substantially smallerting at the nucleus of the Featom (0.72 and 0.75 mmjs
than the values obtained by several authors for nitrogenateg@ported in Refs. 20 and 22, respectively, seem somewhat too
austenite(Table 1Il). In the FgN(A) structure there are no high. The good agreement of the experimental and theoreti-
Fe, atoms, which many authors believe exist in nitrogenatedal values of the quadrupole splitting at the nucleus of the
austenite. From all of these circumstances one can concludes, atom(0.25 mm/s forT<T. and 0.50 mm/s foil >T)
that Fe—N austenite apparently cannot be modeled by thehich we obtained previousi§ for iron nitride FgN attests
FesN(A) structure. Let us consider the results obtained fotto the reliability of the theoretical results for the JRN¢B)
the F@N(B) structure. We note that upon the formation of structure. Calculations in a model structure for,Rewith
N—Feg—N chains in this structure, other types of iron atomsstructural elements consisting of two intersecting N,-Hé
besides Fg appear, having an asymmetric environment inchains(as opposed to three in the nitrjdgive a value of the
the first coordination sphere. These are the atomg, Fe quadrupole splitting at the nucleus of the,F¢om equal to
(which in the FgN(A) structure had a cubic environment of 0.32 mm/s’* which is much smaller than the quadrupole
12 Fg atomg and Fgg. The environment of the g at-  splitting in the nitride, 0.50 mm/&n view of the absence of
oms consists of eight featoms, two Fg atoms, and two magnetism in Fe—N austenite we compare the quadrupole
Fe o g atoms. The environment of the §g atoms consists  splittings for the nitride and the model fi¢ structure forT
of eight Fg atoms and four kg, atoms. Calculations show >Tc). In the FgN(B) structure there are completely nonin-
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tersecting N—Fg-N chains, and that leads to a decrease in 12
the quadrupole splitting at the fatom to a value of 0.17 gl a
mm/s. Thus one observes a clear tendency toward a decrease
in the quadrupole splitting at the fatom with misorienta- > 4r
tion of the N—Fg—N chains. Since in real Fe—N austenite <',>°’ 0
the ordering of the chains cannot be higher than in iron ni- e
tride FgN, the discussions given above confirm our assump- = -4
tion that the experimental results for the,Fegom are clearly 8l
too high, apparently because of the nonuniqueness of the
decomposition of the experimental spectrum into compo- -12
nents. b
800}
5. MAGNETIC ORDERING IN THE Fe—N SYSTEM
x 600
A study of the electronic structure of the model struc- = PM
tures FgN(A) and B) makes it possible to understand 400}
guantitatively the influence of the nitrogen atoms on the FM
magnetic properties of fcc iron. It follows from an analysis 200¢
of the total energies of these structures as functions of the AP . ) , .
unit cell volume(Figs. 3 and #at a concentration of nitro- 0 0.02 0.04 006 008 01
gen atoms such that the ferromagnetic HS phase is energeti- Cn=nnN/NEe

.Ca”y f.a.vora.ble o the LS phase. Thus the introduction 0]CFIG 7. Dependence of the exchange integral of the iron atoms on the
mt_erstltlal nlt_rogen leads to enham_:ement of the Invar propéonéeﬁtration of nitrogen atonta) and the types of magnetic ordering for
erties of fcc iron. For a more detailed understanding of theysteniteb) (PM denotes a paramagiet

magnetic properties of iron containing impurity nitrogen it is

necessary to make an estimate of the exchange integral. For

this we have used the dependence of the total energy of the

two phases for the BdI(B) structure, which, in our view, Phase for the R§N(B) structure is 1.44g, whereas in fcc
gives a more realistic description of austenite than does thon it is substantially smaller (0gs);*®

Fe;N(A) structure. It should be noted that in thegRéB) 3) the energy integrals of the iron atoms with different
structure a change in the orientation of the magnetic momergtoordinations of the nitrogen atoms have been replaced by a
at the Fgo gatoms occurs at the transition from the HS to thesingle average value;

LS phase, and that is a better model of austenite than the LS 4) the nearest-neighbor interaction approximation.
phase of theA structure(the ground state of fcc iron in the We also note that, to the authors’ knowledge, all attempts
approximation of collinear magnetic moments can be asat anab initio description of the low-spin state of fcc iron
sumed antiferromagnelicTaking into account the magnetic With the use of collinear configurations for the magnetic sub-
interaction only for nearest neighbors, we have calculated thgystem have failed to give good agreement between theory
dependence of the exchange integrhk (E s—Epg)/3, and experiment. The relations obtained in the present study
where the total energies of the two phasgg andE s are  give a qualitatively correct idea of the influence of nitrogen
given per iron atom. Using the known experimental depenon the magnetic properties of iron, since the nitridgNrés
dence of the lattice parameter on the nitrogenferromagnetic, while the austenite should be antiferromag-
concentratiorf/ we have obtained the dependence of the exhetic at low concentrations. Thus there must exist a nitrogen
change integral on the concentration of nitrogen at¢fig. ~ concentratiorn(our estimates give a value of 0.053t which

7a). It follows from the results of the calculations that the the exchange integral becomes equal to zero.

ground state of austenite should be antiferromagnetic at con-

centrations less than 0.057 and ferromagnetic at higher con-

centrations. To calculate the temperatures of the phase trag- -ompPosITION ORDERING AT ROOM TEMPERATURES

sitions we used the following numerical results, given in

Refs. 28 and 29, for the Ising model with a nearest-neighbor  In the Fg@N(A) phase there exist three inequivalent sub-
interaction: Ty~1.7 Jkg, Tc~9.6 Jkg. The phase transi- lattices that can be occupied by nitrogen atoms. In equilib-
tion temperatures are shown in Fig. 7b. The vallg rium only one of them is occupied by nitrogen atoms. In the
=170 K for pure iron is almost a factor of 2.5 times larger FesN(B) phase the nitrogen atoms are ordered into chains of
than the known experimental value. The Curie temperaturthe N—Fg—N type, and there exist four inequivalent sublat-
Tc=952 K atCy=0.1 is too high even in comparison with tices for nitrogen. In thé& phase the binding energy per iron
the knowri® temperatureT~770 K for the nitride FgN. atom is calculated to be 0.01 eV higher than in ghehase.
These disagreements are apparently due to the followingherefore, at low temperaturesT{~0) the equilibrium

causes: stable state is th®& phase with one completely occupied
1) a nitrogen concentratioy=1/8 is too large for a nitrogen sublattice. With increasing temperature it is natural
correct description of the low-spin phase; to expect the formation of the polydomain phaBé&, in

2) the average magnetic moment per iron atom in the LSvhich there is an alternation of domains of the chain phase in
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which different nitrogen sublattices are occupied. At higher
temperatures the ER(B) fluctuations will appear more and
more often.

Other types of short-range ordering of the nitrogen at-
oms are also possible. Noticing that the difference of the
energies belonging to the 8 Fe atoms in configurat®r@sd
B is AE~0.08 eV, one can assume that at a temperature
Tc~AE/kg (kg is Boltzmann's constahptthe ordering
should be destroyed because of strong structural fluctuations.
It can also be assumed that the nitrogen subsystef at
>T. is well described in the approximation of an ideal lat-
tice gas. However, correlation effects should appear figar ———> 2-particle clusters

. . - . . . 3-particle clusters
owing to the substantial N—N interactions via the electronic
subsystem. The overall picture of the nitrogen subsystermiG. 8. Many-particle clusters used for the cluster expansion. The cluster
nearT¢ can be represented in the form of alternating cellsconsisting of a single site is not shown.
with different types of short-range ordering of the N atoms.
Other configurations besides the short-range order of the

A and B types can exist. To find the temperatufe and The accuracy of determination of the effective impurity—
determine the character of the Short-range order near th%punty interaction potentia| depends on how many coordi-
temperature one can use the Monte Carlo method if the efation spheres are taken into account in the calculations. We
fective many-particle interaction potential of the nitrogen at-chose 10 model structures necessary for finding the interac-
oms in the iron lattice is known. It should be noted that at thajon potentials. For each of these structures a calculation was
present time there is no reliable information about the quancarried out by the FLAPW method to minimize the total
titative values of the interaction potential of nitrogen atomsenergy with respect to the positions of the atoms and the unit
in austenite. It can be said with certainty that the interactiorngg|| parameters in a given crystallographic system. All of the
cannot be limited to nearest and next-nearest neighborgechnical details of the calculation are the same as those
since in interstitial solutions the deformation potential has gjiven above for the calculation of the model structures
long-range character. To calculate the interaction potentialseBN(A) and (B). Using the cluster expansioi) and the

in multicomponent systems we have used the cluster expafotal energies of all the structures, we obtained the 9 interac-
sion techniqué™* Since we are studying an interstitial and tion parameters corresponding to the clusters shown in Fig.
not a substitutional system, we modified the cluster expang, The values of the interaction potentials are given in Table
sion somewhat. The change consists in going over from they. The meaning of the notation used is as follows; is the
lattice variabless;, which are convenient for studying sys- energy of an iron atomy! is the energy of a nitrogen atom
tems of substitutiong;=1 for a site occupied by an atom A, pjys the energy necessary for inserting this atom into auste-

ands;=—1 for a site occupied by an atom) Bo the vari-  njte at an infinitesimal concentration of nitrogen atom$;
ablesc;=(1+s;)/2 (c;=0 for a vacant octahedral interstitial w2, 03, 02, w2, andw? are the energies of the pair interac-

, Y,
site andc; =1 for an interstitial site occupied by a nitrogen tion for the six coordinaion spheres; is the three-particle
atom. In this case the cluster expansion has the form potential. In a least-squares fit the maximum residual dis-
crepancy in the total energy is 0.0036 eV/Fe atom.
E(c)=2 W,Q,. 1) Using the calculated interatomic interaction potentials,

we obtained the temperature dependence of the number of
where W, are the effective impurity—impurity interaction iron atoms with different types of nitrogen-atom environ-
potentials, an@Q,=¢; ...c; are the products of the occupa- ments by the Monte Carlo method. The temperature depen-
tion functions specified on a cluster with sitea dence found in this way for the atomsgFd-¢;, and Fg at a
={iq,....i;}. For working with c¢; only the impurity— nitrogen concentration of 0.1 is presented in Fig. 9a. The
impurity interaction potentials are important, and the potendotted lines show the number of atoms of each type in the
tials between an impurity and a vacant interstitial site orabsence of interaction between nitrogen atoms, correspond-
between two vacant interstitial sites are not taken into acing to the approximation of an ideal solid solution. From the
count, sinc&) = 0 for all configurations with an unoccupied temperature dependence of the fraction of Hee, and Fg
interstitial site. atoms one can determine that the transition temperature lies

TABLE IV. Effective cluster interaction®V, obtained by the least-squares method for 10 structures with the use of 5 or 6 pair potentials.

Effective cluster interactions W, eV

Number of
arameters
P w0 ) w? ? w? w? w? w? !
5 —34634.7004 —1490.8849 0.127 —0.041 0.027 0.018 0.032 — ~0.014
6 ~-34634.6996 —1490.9087 0.129 —0.034 0.028 0.022 0.031 -0.007 -0.014
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2 [ vestigate the influence of nitrogen on the formation of the
% 0-6‘_'" low-spin and high-spin phases, which differ in the character
o I of the low-temperature magnetic ordering and in the hyper-
% 04r o fine interactions. The calculations of the total energy per iron
@ t atom show that in the BBI(A) structure, where the nitrogen
2027 F atoms form a cubic sublattice and each N atom occupies an
3 [ i, —s octahedral cavity, this energy is 0.01 eV lower than in the
W 0 by B B T "o FeN(B) structure, where the nitrogen atoms order into
c 03] chains of the N—Fg-N type. According to our calculations,
2 *'—"‘\\ X-star tetragonal distortion arises in the \§B) structure. As we
-g 02| — have said, the fact that tetragonality is not observed
o experimentall§’ in this system can be explained by the dis-
& 0.1 ordered nature of the chains. Indeed, in view of the existence
= . of four inequivalent sublattices in tH& phase, one can con-
0-_ clude that a polydomain structui*, with mutually disor-
dered chains, exists at finite temperatures, and the Btate
<Loal i with mutually ordered chains, becomes the ground state at
o r T—0.
é - ;Q Study of the behavior of the short-range compositional
= 0.2 ‘\.\.\. and long-range magnetic ordering has shown that the order-
3 [ o B ing of the nitrogen atoms according to typBsand A is
%00' L— 660' . '10'00' — y 4'0 0‘ ‘1 800 preserved even upon the transition to the paramagnetic state,
T K and that should be reflected in the character of the hyperfine

structure.
FIG. 9. Temperature dependence of the number of iron atoms with different ~ As to the hyperfine structure, we have calculated the
coordinations of nitroger(a), long-range order parametefs), and heat  electric field gradients at the nuclei of the iron atoms for the
capacity(c) at a nitrogen concentration of /nee=0.1. B phase. We found that at the nuclei of iron atoms whose
nearest-neighbor environment does not contain impurity at-

around T~800 K, as expected. It is seen that the mutual®MS: an electric field gradient can arise which is comparable

attraction of nitrogen atoms in the second coordinationl” Magnitude and even greater than the field gradients at the

sphere leads to an increase in the number of &ems, ngcle| of the Fgland Fe atoms, wh|ch have one and two

which attests to substantial short-range ordering of the nitrolitrogen atoms in the nearest-neighbor environment. Thus

gen atoms even above the transition temperature. The predl€Se atoms can give a substantial contribution to thesvio

ence of this short-range order can be judged from the shagd®Uer spectrum of nitrogenated austenite.

of the Massbauer spect?3. It fol_lows from the re;ults on the dependence of the ex-
The curves of the temperature dependence of the he&pange integral on the nitrogen cqncentratlon that by lower-

capacity(Fig. 99 and the short-range order paramet@fi). ing the energy of Fhe HS phas_e, nitrogen enhan(_:es the ft_arro-

9b) clearly exhibit a phase transition in the vicinity of 830 K, Magnetic properties of fcc iron. The magnetic ordering

from the disordered state to the nitride,Ne which contains ~ diagram constructed enables one to judge the dependence of

the maximum number of N—ke N chains for the given sto- the magnetic order on the nitrogen coqcentratlon. _

ichiometry. The superstructure corresponding to the nitride ' N€ authors thank Prof. V. G. Gavrilyuk for helpful dis-
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the Brillouin zone. The values 9t(k)| are directly related

to the long-range order parameters and the structural cone i im@imag.kiev.ua

stants of the superstructuteAs a result of the calculation it ' g-1ev.

was found that the only nonzero Fourier components are————

those corresponding to thestar, and the absolute values for

the three vectors of th¥ star (X=(1,00),(0,10),(0,0,1)) LE. F. Wassermann, Phys. S26, 209 (1989.

are equal to each other, and that attests to the formation ofE. F. Wassermann, J. Magn. Magn. Mats00, 346 (1991).

the nitride FeN. 3V. L. Moruzzi, P. M. Marcus, and J. Kubler, Phys. Rev38 6957(1989.

. 4V. L. Moruzzi and P. M. Marcus, J. Appl. Phy84, 5598(1989.
Thus, as a result of the calculations done we have notk,, Podgorny, Phys. Rev. B3, 11300(1997).

only found the temperatur'éc but have also established the 5p. Entel, E. Hoffmann, P. Mohn, K. Schwarz, and V. L. Moruzzi, Phys.

character of the behavior of the short-range ordering of ni-_Rev. B47, 8706(1993.

trogen atoms near that temperature. ’R. D. Ellerbrock, A. Fuest, A. Schatz, W. Keune, and R. A. Brand, Phys.
Rev. Lett.74, 3053(1995.

8H. C. Herper, E. Hoffmann, and P. Entel, Phys. Re\6@ 3339(1999.

SW. Keune, T. Ezawa, W. A. A. Macedo, U. Glos, K. P. Schletz, and U.

. . . Kirschbaum, Physica B61, 269 (1989.

The results of a numerical simulation of the Fe—N Sys-10¢_ carhone, G. S. Sohal, E. Kisker, and E. F. Wassermann, J. Appl. Phys.

tem by theab initio FLAPW method have been used to in- 63, 3499(1988.

7. DISCUSSION AND CONCLUSIONS



478 Low Temp. Phys. 30 (6), June 2004

Timoshevskii et al.

11p, Ehrhart, B. Schonfeld, H. H. Ettwig, and W. Pepperhoff, J. Magn.?!J. Foct, P. Rochegude, and A. Hendry, Acta Ma®€r.501 (1988.

Magn. Mater.22, 79 (1980.

12y, Tsunoda, Y. Nishioka, and R. M. Nicklow, J. Magn. Magn. Mafig
133(1993.

13p. J. Singh,Planewaves, Pseudopotentials, and the LAPW MetKagH
wer, Boston—Dordrecht—Londadi1994.

14p. Blaha, K. Schwarz, and J. Luit&ylEN97, A Full Potential Linearized
Augmented Plane Wave Package for Calculating Crystal Propeiias
lneinz Schwarz, Techn. Universitat Wien, Austriél999; ISBN
3-9501031-0-4.

153, P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. L&#. 3865
(1996.

16D, Singh, Phys. Rev. B3, 6388(1991).

M. Acet, H. Zares, E. F. Wassermann, and W. Pepperhoff, Phys. 48uv.
6012 (1994.

183, C. Abrahams, L. Guttman, and J. S. Kasper, Phys. R2Y. 2052
(1962.

%A, V. Suyazov, M. P. Usikov, and B. M. Mogutnov, Fiz. Met. Metalloved.
42, 755(1976.

20y, G. Gavriljuk, V. M. Nadutov, and O. Gladun, Phys. Met. Metallagjr.
128(1990.

22K. Oda, K. Umezu, and H. Ino, J. Phys.: Condens. M&di0147(1990.

23p, Rochegude and J. Foct, Phys. Status Sedi51 (1986.

2. N. Timoshevskii, V. A. Timoshevskii, B. Z. Yanchitsky, and V. A.
Yavna, Comput. Mater. Sc22, 99 (2002).

25p, Blaha, K. Schwarz, and P. Herzig, Phys. Rev. L54}.1192(1985.

2. N. Timoshevskii, V. A. Timoshevskii, and B. Z. Yanchitsky, J. Phys.:
Condens. Mattell3, 1051(2001).

2’Liu Cheng, A. Bottger, Th. H. de Keijser, and E. J. Mittemeijer, Scr.
Metall. Mater.24, 509 (1990.

28K, Binder, J. L. Lebowitz, M. K. Phani, and M. H. Kalos, Acta Met&l,
1655(1981).

293, M. Sanchez and D. de Fontaine, Phys. Rel.7B2926(1978.

30A. Burdese, Ann. Chim(Roma 49, 1873(1959.

313, M. Sanchez, F. Ducastelle, and D. Gratias, Physid28 334 (1984).

323, W. D. Connoly and A. R. Williams, Phys. Rev. X, 5169 (1983.

33A. G. Khachaturyan,Theory of Structural Transformations in Soljds
Wiley, New York (1983.

Translated by Steve Torstveit



LOW TEMPERATURE PHYSICS VOLUME 30, NUMBER 6 JUNE 2004

Low-temperature behavior of disordered magnetic impurities: Distribution of effective
Kondo temperatures

A. A. Zvyagin*

B. Verkin Institute for Low Temperature Physics and Engineering of the National Academy of Science
of Ukraine, 47 Lenin Ave., Kharkov 61103, Ukraine; Max-Planck-InstitutFaysik Komplexer Systeme,
Dresden, Germany

A. V. Makarova

Kharkov State Economic University, Kharkov, Ukraine; B. Verkin Institute for Low Temperature Physics
and Engineering of the National Academy of Science of Ukraine, 47 Lenin Ave., Kharkov 61103,
Ukraine

(Submitted January 12, 2004

Fiz. Nizk. Temp.30, 639—-643(June 200%

Several rare-earth compounds, low-dimensional organic conductors, and spin chains exhibit low-
temperature divergences of their magnetic susceptibility and specifi¢imatermi-liquid

behavioj. Such divergences are often related to disordered ensembles of magnetic impurities in
those systems. In this work the distribution function of the effective characteristic of a

single magnetic impurity, the Kondo temperature, is derived. We calculate how the distributions
of Kondo temperatures depend on the effective dimensionality of the problem and on the
concentration of impurities. @004 American Institute of Physic§DOI: 10.1063/1.1768352

The Kondo effectis the well-known example in which the theory of the overscreened Kondo effétEor example,
modern theoretical methods like renormalization groupRef. 14 reported the results of measurements of the magnetic
theory, the Bethe ansatz, bosonization, conformal fieldsusceptibility, NMR Knight shift, and low-temperature spe-
theory, etc. have demonstrated their strerfgtit describes cific heat. To explain the observed features it was necessary
the effects of the exchange interaction between the spin of B0 assume some disorder, with a distribution of Kondo tem-
magnetic impurity and spins of itinerant electrons. The crossperatures of magnetic impurities. The inhomogeneous distri-
over from the strong coupling to the weak coupling regimebution of localized magnetic moments was later confirthed
for a Kondo impurity manifests nonperturbative effectsby muon spin rotation experiments. The above-mentioned
present in condensed matter theory. properties and the alloy nature of the compounds studied

During the last decade the interest in non-Fermi-liquidsuggest that the disordéa random distribution of localized
behavior of magnetic systems and metallic alloys has growelectrons or a random coupling to the conducting electron
considerably. A large class of conducting nonmagnetic matehos) can play the main role in the low-temperature non-
rials does not behave as usual Fermi liquids., with the  Fermi-liquid character of such systems. The idea(uwd-
finite magnetic susceptibility, finite value of the Sommerfeldscreeneimagnetic moments existing in disordered metallic
low-temperature coefficient of the specific heat, and quasystems was formulated in Refs. 20—24. It was proposed that
dratic temperature behavior of the resistiyigt low tem- near the metal—insulator transitiofer for the sufficiently
peratures. There are several possible reasons for such behalloyed systems far from the quantum critical poidisor-
ior. One of the best-known examples of the non-Fermi-liquiddered correlated conductors contain localized magnetic mo-
properties is the Kondo effect for multichanneal (s the  ments. The change in the interactions between the impurity
number of channelselectron systems: For an impurity spin sites and the host spins can be considered as a modification
less thann/2 a non-Fermi-liquid critical behavior resufts. of the characteristic energy scale, the Kondo temperature
Another possible cause of non-Fermi-liquid behavior is theTi . At that scale the behavior of the magnetic impurity
presence of a quantum critical pairit.e., a phase transition manifests the crossover from the strong coupling rediime
governed not by the temperature but by some other paran¥F,H<Ty, H being the magnetic fie)do the weak coupling
eter, like pressure, chemical substitution, et that case regimeTy<H,T. The impurity spin behaves asymptotically
fluctuations of the order parameter interact with itinerantfree in the weak coupling case, and it is screened by the spins
electrons and can cause low-temperature divergences of thasf itinerant electrons in the strong coupling case. The random
modynamic characteristics. distribution of magnetic characteristics of impuritiéise.,

However, for most of the nonstoichiometric conductorstheir Kondo temperaturgsnay be connected either with the
in which the non-Fermi-liquid behavior has been observedandomness of exchange couplings of itinerant electrons with
(see, e.g., the recent reviewd the magnetic susceptibility the local moments or with the randomness of the densities
and low-temperature specific heat usually manifest logarithef conduction electron staté$.Both types of randomness
mic or weak power-law behavior with temperature, while renormalize the single universal parameter, the Kondo tem-
their resistivity decreases linear(pr with some power-law perature, which characterizes the state of a magnetic impu-
exponent less than) 2vith temperature, showing a large re- rity. A thorough comparison of experimental results for non-
sidual resistivity’ ° This is different from the predictions of Fermi-liquid behavior of disordered heavy fermion Kondo
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alloys has been performed with very good agreement wittHamiltonian (1) disordered local potentials; ,&;n;,. The
theoretical predictions of the model for distributed Kondohopping integrals can be approximateds overlap integrals
temperature$’ Later it was pointed out that the problem of S
the behavior of magnetic impurities with random distribu- t(j,j")=Eq ex;{%" 7 2)
tions of their Kondo temperatures in metals can be solved a

exactly, with the help of the Bethe ansatz?® The role of  wherea is the Bohr radius ané,~ U is the effective bind-

the long-rangéRuderman—Kittel-Kasuya—Yosigeoupling  ing energy of the dopanflocalized electron We suppose
between local moments was taken into accBURE (Grif-  that the hopping integrals are random because of the disorder
fiths phas® theory), exhibiting properties qualitatively simi- of the distribution of localized electrons.

lar to those of models with noninteracting local moments. et us consider the situation for which localized elec-
Also, the presence of a spin—orbit interaction in some disortrons are in the magnetic state, i.e., their valence is close to 1,
dered heavy fermion alloys demands a study of magnetigyich is satisfied it?(j, j "Vp(Eg)<—¢;,U+e; (with nega-
anisotropy, which can play an essential role in the physics ofive &;, wherep(Eg) is the density of states at the Fermi
disordered spin interactior8-?**° Finally, it was exactly |eve))? It is natural to assume that the density of the local-

proved that for correlated electron systems containing magzed magnetic moments depends on the density of dopants
netic impurities with random distributions of their couplings p g5

to the host it is also possible to introduce a distribution of
effective Kondo temperaturds which governs the low- n=nexp—n/Npay, ()

temperature non-Fermi-liquid behavior of the system. wheren,. is related to the critical distance between local-
It was pointed 0&?'26'28'3%hat distributions of effective ization CentersRc via Nmax= :|_/\/C Herevc depends on the

Kondo temperatures for each magnetic impurity can causgffective dimensionality of the distribution of localized mag-
divergences of the magnetic susceptibility and the Sommemetic moments. It is equal WC=47TR§/3 for the three-

feld coefficient of the specific heat for quasi-one-dimensionaljimensional case,V.=7R? for the effectively two-

organic conductors aqgsquantum.spin chains, where such bgimensional situation, and for an effectively one-dimensional
havior was observetf~*To explain power-law divergences distribution of localized magnetic moments one hds

of the magnetic susceptibilities and Sommerfeld coefficients=R_. Such a distribution is well known in the theory of
of rare-earth and actinide compounds, as well as quasi-ongfisordered systemét follows from simple combinatorigs
dimensional organic conductors and quantum spin chains, & g., in the theory of dislocations with defects it is known as
was necessary to use a distribution of Kondo temperaturgge Koehler formulaRef. 36; see also Refs. 37 and)3Bor
(the strong-disorder distribution, for which the tails are ratheqargen' n, is a decreasing function of, as it must be. Using
large) which starts with the termP(T) <G (T)* ™" (N such an assumption, we can find the probabiftfr) of
<1) valid till some energy scal® for the lowest values of  finding the nearest-neighbor localized moment of a given site
Ty .2°72"%%%'The goal of this work is to obtain the distribu- 4t a distance; see below(Alternatively, P(r) can be de-
tion of Kondo temperatures for a system with magnetic im-riyed independentl§? and we can obtain E¢3).) Obviously,

purities and to show how such a distribution will depend onthe density of the localized magnetic moments can be written
the effective spatial dimensionality of the systétiurns out g

that the exponenk is different for three-dimensional non-

Mo
1+ 24

Fermi-liquid heavy fermion systems and for quasi-one- n= fwP(r)dr. ()
dimensional organic conductors and quantum spin Re
system&®:32:33.3%, . _ _

Let us consider the model of electrotisnerant and lo- Using the definition oR. we obtain
calized, where localization centers, i.ed,34f, or 5f orbit- mr?exp—4mnrd/3), d=3
als, are distributed randomly on a hypercubic lattice with a P(r)=n{ 2mr exg—mnr?), d=2 5)
random nearest-neighbor hoppjingith the HamiltoniaR® ex(—nr) de1

H= E t(j,] ’)ch'ch,,gnL Hint » 1 whered is the effective dimensionality of the distribution of

e localized electrons; cf. Refs. 36 and)3®@ne can check that

wherec] , (c; ,) creategannihilate$ an electron with spi- Ny has a maximum &y, which, actually, justifies E3).

at sitej, andt(j,j’) are hopping elements. The interaction =~ The next step is to obtain the distribution of hopping
part of the Hamiltonian,= (U/2)Sn; ,n; _,, is deter- integralst(j,j') between localized moment&n what fol-
mined by the Coulomb interaction of localized electr¢ihe  lows we shall denote them simply gs Equation(2) implies
sum is over random positions of localized electrons, and (t)~aIn(2E,/t). Then, usingP(t)=P(r)(dr/dt) and Eq.
njvg=c}tygc]-,g). Generally speaking, one can add to the(5), we get

ma?In?(Ey/t)exd — (4mna3)In3(Ey/t)],
B(t)=— ? 2maln(Eq/t)exd — mna2In%(Eq /t)],

exd —naln(Eqy/t)],

(6)

o o o
Il
= N W
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FIG. 1. Logarithms of the distributions of the Kondo temperatures for the three-dimen&otidlline), two-dimensionaldotted ling, and one-dimensional
(dashed lingcases.

for the three-, two-, and one-dimensional cases, respectiveljocal potentialss;=e and introduced the low-energy cutoff
The Kondo temperature of the localized magnetic mo-D, as usual for the Kondo problefiNotice that fore=0
ment can be written &s one can define the Kondo temperature d%=D
exp(—2U/p(Ep)t?). Then Eq.(7) implies

- [29e(E) p(_ el(e+U) |
NS 2w TP dTy t .
X(_ le|(e+U) @ dt 2T In(T¢/D) ®
2Up(Et)”

Defining x=1In(D/T) and A=8Up(Eg)E¥/|e|(e+U), we
where we have assumed homogeneous distributions of thebtain the distributions of Kondo temperatures

(3/16)In2(Ax)extd — (N/8n a0 IN3(AX)], d=3
E(TK)= % In(AX)exp — (N/4nma) IN2(AX) ], d=2 (9)
maxt K ext] — (N/2n,.0IN(AX)], d=1

for the three-, two-, and one-dimensional cases, respectiveljwo-, and three-dimensional situatiose did not take into
whereZ4 are normalization constants. Observe that the diaccount the terms in Eq&) which do not depend ox here;
vergence ofE(TK) as Tx—0 (due to the factorlel) is  those terms yield only constant shjft4Here we used the
weakened by logarithmic factors like (/D). That is why  parameter®, ¢, U, andE, appropriate for real disordered
P(Ty) can be normalized to unity over some interval 0 rare-earth and actinide systems, which produtesl. Also,
<T«=Tmax Where T . is given by T .~=Dexp(—|e|] according to experiments, one can expett,~0.01. No-
X (e+U)/8U p(EF)Eé)- Tmax Can be related to the parameter tice that the maximal values of intervals of , Ty depend
G; see above. Obviously the distributions of Kondo temperaon A via Tp,=D exp(—1/A), and, hencexy,=1/A. That is
tures depend on the impurity parametershe constant of why we present here the results for large enough values of
Coulomb repulsiory, the density of states of itinerant elec- (i.e., small enougfTk) that the distributions in the intervals
trons at the Fermi level, the Bohr radius, and the density otonsidered are reminiscent of power law$;, . One can
localized orbitals. However, Eq€) imply that such a set of see that the exponents of the distributions depend on the
parameters is realized in two main governing parameterssffective dimensionality of the distribution of the localized
N/Nmax andA. electrons.

It turns out that for large enough intervals of values of  To illustrate how the effective exponents dependZon
T the distributionP(T) is proportional toTﬁ’l, i.e., itis  and on the concentration of localized electronsve present
of the form used in Refs. 25-27, 30, and 31 without derivatesults for the logarithms of the distributions of Kondo tem-
tion, based on experimental results. The exponedtl is  peratures forA=5, n/n,,,=0.01 in Fig. 1b and foA=1,
determined byA andn/np,. The plots of the logarithms of n/n,,,=0.5 in Fig. 1c. The results show that the effective
P(Tk) as functions ofx are presented in Fig. 1la for one-, exponentsn are large §«0.8 for the realistic casé&~1,
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From measurements of the heat capacity and resistivity wfanium and the compounds

UCusAl, UCu,Alg, UFgAlg, and UNi;Sn, it is established experimentally for the first time that
those properties have anomalies at temperatures near 60 K and in the vicinity of the
transitionsa,(43 K), «,(37 K), anda3(23 K). It is assumed that these anomalies in compounds
containing uranium as a constituent are due specifically to the uranium. It is found that in
UCusAl the temperature dependence of the Ohmic loss changes from being of a semiconductor
character af > Ty (Ty=20 K) to a metallic character &t<Ty. It is discovered that the

linear dimensions otr uranium and of the compound UEAI suffer a change upon repeated
thermocycling from room to low temperatures. Z)04 American Institute of Physics.

[DOI: 10.1063/1.1768353

1. INTRODUCTION information in the literature concerning the fact that the
Efhysical properties should have anomalies at that tempera-

transition temperaturel=1.5 K) the resistivityp of « ura- ure. It has b_een_ fou'J'é_rm tha_t SOme uranium compounds
nium increases in a practically linear and monotonic mannef@veé anomalies in their physical properties at temperatures
with increasing temperature, and the temperature curves &€& the charact.enstlc anomahgs of puraranium. Interest-

the resistivity and heat capacity do not have any anomaloud@9ly. changes in the magnetic structure of UP and UAs
deviations there. More recentlit has been shown, however, occurt® at the characteristic temperatures for pure uranium.
that thep(T) and C(T) curves of single-crystak uranium At the same time, no anomalies have been observed on the

both exhibit features at temperatures around 42, 37, angmperature curves of the physical properties of the com-
23 K. pound ThAs! This naturally raises the question of whether

The authors of several papefs.g., Refs. 4—1phave the characteristic features of uranium are conferred upon its

also observed anomalies on the temperature curves of othe@mpounds.
physical properties at those temperatures. Since anomalies at After analyzing the above, far from complete, compen-
those temperatures were first observed in the magnetic sugium of papers devoted to the low-temperature anomalies of
ceptibility on top of the regular trend of(T) they have the physical properties of uranium and its compounds, we
come to be called “magnetic transitions” and are denoted agrive at some conclusions and pose some questions.
a1(43 K), a,(37 K), anda(23 K).* 1. The studies of the anomalies of the physical properties
Another feature of the temperature curves of the physicadf uranium have been done using single crystals. It is there-
properties of uranium in addition to the aforementioned isfore unclear whether there are any features on the tempera-
that, according to Refs. 1 and 13, an increase of the linedure curves of the Ohmic losses, for example, in the case of a
dimensions of any uranium sample with decreasing tem- polycrystalline metal and whether they would be manifested
perature is observed dt<60 K. Although a change in the at high frequenciegboth for uranium and its compounds
lattice parameter occurs at~60 K, there is practically no 2. Most of the papers cited above have reported one or

According to Refs. 1 and 2, above the superconductin

1063-777X/2004/30(6)/11/$26.00 483 © 2004 American Institute of Physics
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two anomalies, as a rule, on the temperature curves of the

o
physical properties of both uranium and its compounds. 8 1.0 1.0
However, in Refs. 3, 4, and 21 three anomalies were ob- 20.8- 2 N L
served, at characteristic temperatures of 43, 37, and 23 K. 3:0.6- i\l(g [
We know of no studies in which all four anomalies of some 5 2o9f
physical parameter, at characteristic temperatures of 60, 43, = 0.41 1 =
37, and 23 K, have been observed on the same sample. “é 0.oL <

3. If, as stated in Ref. 13, there is an anomalous increase a b

in the lattice parametea of uranium with decreasing tem- 0 1'50 300 0-850 5|6 62
perature alf=<60 K, then, first, why has no reaction of the 10 T.K 10 T.K
resistivity to the change in the lattice parameteat that ) )

temperature been observed? Second, it is kdothat re- 50.9- // _.0.9F

peated thermocycling of uranium to high temperatures fol- X o’ @ .

lowed by cooling to room temperature leads to a change in <o0.8¢ d £0.8f o

the linear dimensions of the samples. The nature of this phe- ':5_ ’ %_ )

nomenon has not been been conclusively determined. It is 0.7- 071 A

unclear in this regard whether there will be a change in the 0.6 . , © 06 . . d
size of uranium samples upon repeated thermocycling to 30 35 40 45 710 15 20 25
cryogenic rather than high temperatures, and how the change TK T.K

in sample size occurs when a uranium sample is therl-:IG 1T s :
. . . . 1. Temperature dependence of the resistipit{l) and surface resis-
mocycled toT<60 K. Third, will analogous changes in size (ancer, (2) divided by the valuep(300) andR(300), respectively, for
on thermocycling be observed for samples of uranium-olycrystallinea uranium(a), and thep(T)/p(62) (b), p(T)/p(45) (c), and
containing compounds? p(T)/p(25) (d) curves for the same sample efuranium.
The goal of this study is to answer to those questions,

mainly to decide on the basis of an analysis of the experi-. . . ,
mental results whether uranium confers the features of it§cUit With the samples in place and then the results were

electronic, magnetic, and phonon systems on compouno%‘JbJeCted to mathematical processing. The heat capacity of

containing it. For that purpose we investigated the temperat-he samples was measured by the method of adiabatic calo-

ture dependence of the Ohmic loss and the heat capacity Ofri_metry_to an accuracy of 0.5%. The Cha”_ge in the linear
uranium and some uranium compounds at temperaturédMensions of the samples upon thermocycling to room tem-
around 60, 43, 37, and 23 K and also measured the linedierature was determined to an accuracy-af um by means

dimensions of polycrystalline uranium and a single crystal ©f & capacitive dilatometer.
of the compound UGIAI upon repeated thermocycling of
the samples to cryogenic temperatures. 3. EXPERIMENTAL RESULTS

Ohmic losses of polycrystalline @ uranium

2. SAMPLES AND MEASUREMENT TECHNIQUE . L
S S sV CHNIQUES It was found experimentally that the resistivityof the

The polycrystalline uranium samples were in the form ofsample ofa uranium studied is a linear function of tempera-
cylinders 8 mm in diameter and 10 mm long. The Y8u ture (Fig. la, curvel), as in Ref. 1. Herep(300)=33
single crystals were grown by the Bridgman method in thex10 8 Q-m, while p(20)=4.4x108Q-m, e,
form cylinders 5.6 mm in diameter and 21.5 mm loidp.  p(300)/p(20)=7.5. Thus the resistivity of the investigated
1) and 3.7 mm in diameter and 10 mm lofigo. 2). sample ofa uranium is typical for a polycrystalline methl.

The UFgAlg single crystal was in the form of a cylinder For polycrystallinea uranium atT=300 K the active
2.6 mm in diameter and 7.6 mm long. The polycrystallineand reactive components of the impedance at a measurement
samples of the compounds UgAlg and U;NisSn, were ob-  frequency of 10 MHz areR,=8x10 3 and X,=7.9
tained in the form objects of complex cross section by thex10 3 Q, respectively. Here bothR, and X, go as
technique proposed in Ref. 24. ~(pf)%5 (theR4(T) dependence is shown by curfén Fig.

These compounds were chosen for the study of the temta). At the same time, the calculated valuesRyf and X
perature dependence & in materials of different crystal according to the equations presented in Ref. 26 are equal to
structure(uranium has an orthorhombic structure, WL  3.6x10 2 Q, which is a factor of 2.2 larger than the experi-
tetragonal, UFgAlg and UCuAlg tetragonal with the mental values.

ThMn,, lattice, and WNiz;Sn, a structure of the ThMp We note that the skin depth i@ uranium as calculated
type). from the frequency at which the sharp increase of the modu-

The temperature dependence of the surface resisRnce lus of the impedanc begins on the frequency curves mea-
at frequencies up to 100 MHz was measured by a resonataured by the four-contact method is also a factor of 2 larger
method using the equipment described in Ref. 25. Measurghan that determined from the measured values afidR;:
ments ofp and of the impedancg of the samples up to 10 &= p/R; (Ref. 26.

MHz were made by the four-contact method. Since it was  The temperature dependence of the resistivity and of the
assumed that the anomalies of the surface resistance on thetive and reactive parts of the impedancereiranium have
R¢(T) curves might be of low amplitude, we made 10—15a number of anomalies in the vicinity of the characteristic
measurements of the parameters of the oscillatory measurirtgmperatures.
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FIG. 2. Temperature dependence BE/Ry(62) (a), X/X4(62) (b), O
R /R¢(45) (c), andRs/R¢(25) (d) for « uranium at a frequency of 9 MHz. & 1.2+
-
=
The temperature curves of the resistiyityT) and of the 11¢
surface resistandg, and surface reactaneg of a polycrys-
talline sample ofa uranium at a frequency of 9 MHz in the 1.0}k . . . . .
temperature_ interval 62—50 K are shown ir_l Figs. 1b, 2a, and b 50 100 150 200 250 300
2b, respectively; the curves are normalized g(62 K), TK
Rs(62 K), and X(62 K) [Ry(62 K)=4.2x10"2 Q, and -
X(62 K)=4.15x 102 Q]. 1.44 - c
It is seen in Figs. 1b, 2a, and 2b that in the interval
interval 60—56 K the curves gf, Ry, andX, exhibit anoma- 142 ®
lies in the form of “steps,” i.e., the slop&(p,RX.)/JT _
decreases in the temperature range 60-58 K. Thus the resis- S 1.40
tivity and impedance of this substance exhibit features in the E"a
vicinity of ~60 K, i.e., at the temperature where the linear = 1.38 p
expansion coefficient ofa uranium was found to have = d
anomalies in Refs. 1 and 13. 1.36 |
Figure 1c,d and 2c,d show the temperature curves analo-
gous to those shown in Fig. 1b and 2a,b but measured in the 1.34 - A
temperature intervals 45—30 K and 25-10 K. It follows from
the data in Fig. 1c and 2c that at the temperatures 43 and 38 1.32 ", . . ' L
K, i.e., the temperatures of the anda, transitions, anoma- 4 8 12 16 20 24 28
lies of p andRg are observed, similar in shape to the anoma- T.K

lies of these quantities observedTat 60 K. We note that no o _
temperature hysteresis pfand Rs was observed in the vi- FIG. 3. Temperature dependence of the resistip(ty) of a polycrystalline

.. . sample of UCyAI according to Ref. 2qa). The p(T)/p(300) curves in the
cinity of the temperatures where the transitions and a, temperature intervals 4.2—300 (K) and 4.2—-28 K(c) for a UCuAI single

occur. crystal, measured along its growth axigots and perpendicular to the
At the same time, at temperatures where the transitiogrowth axis(circlets.

a3(23 K) ordinarily occurs the anomalies pfand Rg have
the same character as in single-crystal uranfmd thermal

hysteresis is observed in the temperature interval 12—23 Rerpendicular to the growth axig (, circlets (thea axis is
(Figs. 1d and 2d slightly inclined to the growth axis of the single crystal

The p(T) curves for both the polycrystalline and single-
crystal UCyAIl can be described in the interval 300-100 K
by a single expression:

For comparison, Fig. 3a shows the temperature depen- p(T)=po=AINT, @
dence of the resistivity(T) of a polycrystalline sample of but with different coefficients. For example, for the polycrys-
UCusAl, taken from Ref. 20. Figure 3b shows thg€T) tal py=257x10 8 Q-m, A=23.1x108Q-m, p(300)
curves for our UCKAI single-crystal sample No. 1, mea- =125x10 8 -m, while for the single crystap,=176.7
sured along the growth axig(, dot9 and in the direction X108 Q-m, A=16.3x108 Q-m, and py(300)=83.7

Temperature dependence of the optical loss and the heat
capacity of the compound UCu Al
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The Ry(T)/R4(50) curves measured at a frequency of 9 MHz with the cur-
0.1 . \ \ rent flowing along the growth axis of the single cryg@land perpendicular
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FIG. 4. Temperature dependence@fT for a UCuAI single crystal in the

temperature interval 1.5-20 K. due to antiferromagnetic ordering, is observed Tt

=16.37 K, and the start of the transition occurs &t

=18.7 K.
x10°8 O-m. Thus the resistivity of the UGAI single _ The p(T), Ry(T), ar}d X4(T) curves of the UCAI
crystal is lower than that of the polycrystalline sample by asingle crystal have a series of anomalies near the same tem-
factor of 1.5. peratures as for pure polycrystallimeuranium.
In both the polycrystallim® and single-crystal samples Figure 5a,b shows the temperature dependence of

of UCusAl an antiferromagnetic transition, accompanied byRs(T)/Rs(62) of a UCWAI single-crystal sample, measured
a jump inp, occurs afT~18 K. However, in the polycrys- for current directions along the growth axis of the crys&l
talline samplep is practically independent of temperature atand perpendicular to the growth axis). Figure 5a,b show
T<Ty, while in the single crystal it decreases with decreasthe same relations as in Fig. 5¢,d only for the temperature
ing temperature. Fragments of the curves of Fig. 3b in théange 50—30 K. The measurements were made at a frequency
temperature interval 28—4.2 K are shown on an expandegf 9 MHz.
scale in Fig. 3c. Herg(T) along the growth axis of the Thus at temperatures near 60 K and also for tempera-
single crystal(dots at T<18 K is described by tures where ther; anda; transitions occur inv uranium the
5 surface resistancBg exhibits anomalies in the form of an
p(T)=p BT, (@ increase in the Ohmic loss above its regular trend. At tem-
where peratures in the region where thg transition is observed in
_ g _ 10 s pure polycrystallinea uranium the compound UGAI, ac-
p1=117.7<10770-m and B=1.3<10"7Q-m-K"= cording to Ref. 20 and the present studig. 3b), exhibits
From the data in Fig. 3b,c it also follows that a small butantiferromagnetic ordering, which is accompanied by a sig-
quite noticeable anisotropy gi(T) is present afT<Ty. nificant (up to 6% increase in the Ohmic loss.
Here, as in the direction along the growth axis of the single
crystal, thep(T) dependence in the direction perpendicular
to the growth axis also takes on a metallic character and ¢
be described by an equation of the ty{@, butp, <p,. It
can be noted that other similar compounds of uranium, e.g., The anomalies of the Ohmic lo$&(T) for polycrystal-
UCusIn (Ref. 27, also havep(T) curves that can be de- line samples of the compound UgAIg and single crystals
scribed by Eq(2) for T<Ty. of UFe,Alg were investigated at a frequency of 9 MHz.
Studies of the activ& and reactiveX; components of The temperature dependence of the Ohmic loss and heat
the impedance of the compound U@ in the temperature capacity of a polycrystalline sample of UgAlg is given
interval 300-5 K and frequency range 100 kHz—11 MHzover a wide temperature interval in Ref. 21. It follows from
have shown that the frequency and temperature dependendtat study thaRg(T) and C(T) have anomalies in the tem-
of Ry(f,T) andX4(f,T) can be described by the equations perature regions near 60 and 35 K and also near 20 K. Since
R.—Df 95,0 X.—Sf05,k 3 the scale of the figures in Ref. 21 does not permit a detailed
s P As ' analysis of the anomalies &,(T) andC(T), our data from
whereD andS are some constants andandk are equal to Ref. 21 and some additional measurements are plotted on an
0.135 and 0.007, respectively, for the samples measured. expanded scale in Fig. 6 to show the features of these curves.
Figure 4 shows a plot of the temperature dependence of The anomaly oRg in the temperature interval 70—50 K
the heat capacity for UGAI sample No. 2 in the coordinates is manifested as excess growth of the resistance, with two
C/T versusT. The maximum of the heat capacity, which is maxima at temperatures of 60 and 55/g. 63. Anomalies

ﬁs( T) and C(T) for uranium compounds with a structure of
athe ThMn 1, type
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Ry(T)/R4(25) (e), andC(T) in the temperature interval 15-25 () for a o
polycrystalline sample of UGAIg (Rs was measured at a frequency of 9 = 0.99
MH2). e
o
0.98
of the same shape appear on the temperature dependence of 15 20 25 30
the heat capacityFig. 6b at temperatures of 62 and 57 K. T,K

h It is seen in Flg._ 6c,d that the anomaliesRyfandC in FIG. 7. R(T)/RY(70) (a), Ry(T)/R(50) (b), and Ry(T)/R(30) (c) for a
the temperature regiong; and«, occur not at 43 and 38 K ;g A, single crystal, measured at a frequency of 70 MHz.

as in uranium but at somewhat lower temperatures. For ex-
ample, the maxima dR are observed at 34.5 and 32 K, and
the maxima of the heat capacity, at 33.5 and 30.6 K.

In the temperature interval 25—-10 K the featureRgf
are manifested in the form of a series of spikEfy. 6. Curve 1 in Fig. 8a shows the temperature dependence
Here theR, values measured on cooliridoty and heating p(T) measured in the present study fogNi;Sn,, while
(circlets did not display any hysteresis. At the same time,curve 2 showsRy(T) at a frequency of 9 MHz in the tem-
the curves of the heat capaci®(T) show multivaluedness Pperature interval 300-4.5 K. As is seen from Fig. 8&a,
in different series of measurements, as can be seen in Fig. 6f,p  in the entire temperature range of the measurements.
where the dots and circlets are the results of different series In studying thep(T) and Ry(T) curves for the com-
of measurements d@(T). pound UNis;Sn, we made the first observation of their hys-

As in the case of UCJAlg, the Rg curves measured at a teresis aff >60 K (Fig. 8b. The values ofp(T)/p(300) on
frequency 70 MHz for UFEAlg reveal the presence of fea- cooling and heating are shown by cunde&ot9 and2 (cir-
tures in the Ohmic losgFig. 7). Unlike the case of pure cletg, respectively. Herg(T) is independent of temperature
polycrystallinea uranium, the Ohmic loss does not increaseon heating above 190 K. Thuis=190 K is some character-
in the interval 70—-55 K but decreases, with a minimum at 61istic temperature. At a given temperature the resistivity of the
K. The Rg anomalies characteristic for the temperatures osample during cooling is less than that during heatirig.
the a; and a, transitions are observed at 46 and 37Hg. 8b). If the sample is cooled not t6<<60 K but to interme-
7b). diate temperaturege.g., to T=130 K; Fig. 89 and then

The compound UFAIg also has a low-temperature fea- heated(curve 3), p(T) again becomes independent of tem-
ture of Rg, but, unlike @ uranium, it does not take the form perature aff>190 K, but its dependence is different in the
of hysteresis but rather there is anomalously high Ohmic lostemperature interval 190—-130 K. If the sample is cooled after
with a maximum aff =22.5 K (Fig. 70. being heating only to 190 Kcurve4), then the hysteresis

Anomalies of the Ohmic loss of the compound U~ 3NizSn,
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T, K FIG. 9. Ry(T)/Rs(70), Rs(T)/Rs(45), andR¢(T)/Ry(25) for UsNizSn,,
measured at a frequency of 9 MHz.
FIG. 8. p(T)/p(300) (1) and R¢(T)/R4(300) at a frequency of 9 MHZ)

for a U;Ni3Sn, sample(a). Curves ofp(T)/p(300) for U;NizSn, in the
interval interval 50—-250 Khysteresis effecjscooling of the sample from .
250 to 50 K(1), heating of the sample from 50 to 250(R), heating of the ~ Of the numberN of thermocycles, and Fig. 11 shows the

samples from 130 to 250 K3), and cooling of the sample from 190 to 50 K same quantities as functions of the number of thermocycles
4 (b). for the compound UGAI.

The thermocycling of the samples and the measurements
is again observed af>60 K and is repeated on heating of their linear dimensions during the thermocycling process
(curve?2) (cooling and heating are indicated by arrows in Fig.were carried out in the following order.
8b). As in the case ofx uranium, the compound Mi;Sn, Samples with diameters; , lengthsl;, and volumes/,
has anomalies of the Ohmic losses near the temperatur@gre subjected to 150 thermocycles in the temperature inter-
characteristic for uranium(Fig. 9). It follows from the data val 300—77 K. The dimensions were checked after every 25
in Fig. 9a,b that aT =60, 43.5, and 38 K there are features thermocycles. After 50 cooling—heating cycles the diameters,
of Rq in the form an increase relative to the regular trend oflengths and volumes of the samples had changed to the val-
R(T) (dashed curve At temperatures in the region 25-10 uesd,, |,, andV, (curvesl in Figs. 10 and 1L Then the
K one observes the same kind of hysteresiRofFig. 90 as  samples with dimensions of,, |,, and V, were ther-
for polycrystalline« uranium (see Fig. 2d For U;NigSny  mocycled in the temperature interval 300—4.2 (K50
the resistance measured on heating in the temperature regiegicle, as a result of which their dimensions changed to the
25-10 K is lower than that measured on coolif@. 2d and  valuesds, |5, andV; (curves2 in Figs. 10a,b,c and 11a,b,c
90), unlike the hysteresis at temperatures above 60Fig. After thermocycling to helium temperatures the samples
8b). with dimensions ofl;, |15, andV; were again thermocycled
in the temperature interval 300—77(K00 cycle$, as a result
of which their dimensions changed to the valdgs | ,, and
V, (curves3 in Figs. 10 and 11

Figure 10 shows the values of the diametg@), length This order of performance of the series of thermocycles
I (b), and volumeV (c) of an « uranium sample as functions makes it possible to determine the sign of the derivative

Change in the linear dimensions of @ uranium and of the
compound UCu sAl upon thermocycling
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FIG. 10. Values of the diametef (a), lengthl (b), and volumeV (¢) of @ 4 the original lengtt{b), and volumeV (c) for a UCWAI single crystal as a
polycrystalline sample ofv uranium as a function of the numbéf of function of the numbeN of thermocycles; thermocycling in the interval of

thermocycles; thermocycling in the intervals of temperafuf&]: 300-77 temperatured [K]: 300-77(1), 300—4.2(2), and repeated thermocycling in
(1), 300—-4.2(2), repeated thermocycling in the temperature interval 300-77ihe temperature interval 30077 (8).

3.

9(d,1,V)/N on the same samples during their thermocy-CIaS_Sical electrodynamié§.We note that throgghout_the in- _
cling in the temperature intervals 300-77 K and 300—4.2 K vestigated temperature range only the classical skin _effect is

It is seen in Fig. 10 that during thermocycling of a present. Accordmg to Ref. 26, the fact tha_lt t_he reac_t|ve part
sample ofa uranium to nitrogen temperatures its diameterof the impedance is 10% less than the resistive part is typical

and volume decrease, while its length increases slightly. A{m cyl@ndrical conducFors Of. all metals at frequencies corre-.

the same time, on thermocycling to helium temperatures thgpondmg to the classical skin effect. Th.e fact that t.he experi-

diameter and volume increase and the length decreases. mental values oR; and X, for a uranium are twice the
The dimensions of the UGAI single crystal, like the calculated values may attest to nonuniformitypcdlong the

polycrystalline sample ofr uranium, also changed during '@dius of thea uranium samplep may increase from the
thermocycling. However, unlike the uranium samples, the center toward the periphery of the sample and be maximum

diameter and volume increased and its length decreased withFar ;he Isurface.h Beczlause dc kr)neasuzlemehnts %'Ve tlhe 'Te'
increasing number of thermocycles with cooling to nitrogengr""te \;]a ue ?f” t a’; Vr? ue ma?/ € ﬁmﬁ erlt( ar}t e value o
temperatures. For thermocycling to helium temperatures th8 near the surface of the sample, which makes for an increase

diameter and volume of the sample decreased and its Ieng'[ Rs andXs, €., quantities whose values are d.etermmed_ py
increased. the surface region and the state of the physical quantities

near the surface.

It was shown in Refs. 20 and 28 that in the compound
UCusAl the temperature dependenceiT) in the interval

Our results show that the functional relation betwgen 300-100 K, wher&)p/dT<0, is due to a Kondo interaction.
R, Xs, andf for our o uranium samples obeys the law of Here, according to Ref. 28, the temperature dependence

4. DISCUSSION OF THE RESULTS
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p(T) in the range 100-20 K is due to the presence of dow-temperature phase of uranium that remains unclear. In
narrow electron band in the electron spectrum. It followsparticular, the order of phase transitions taking place at the
from the data shown in Fig. 3 that &< Ty the value ofp  different characteristic temperatures is not yet clear. The
for polycrystalline UCyAI is practically independent of tem- same can be said about the change in the dimensions of
perature, while for the single crystal it decreases by a quadranium samples upon thermocyclihgherefore these ques-
dratic law as the temperature is lowered; this may be aiions merit a separate discussion.
indication of Fermi-liquid behavior of UGAI for T<Ty. The data pertaining to the low-temperature anomalies of
Thus the phase transition @t Ty in principle reorganizes « uranium and some of its compounds are presented in Table
the system of quasiparticle transport, changing it from d. The order of the phase transition is denoted by the Roman
“semiconductor” to a metallic type. numerals | and Il, and the physical parameters that were

The facts adduced above are evidence that the electricaéported in the given source to have a feature at the respec-
resistance of UGJAl is due not only to the causes inherent tive temperatures, with no statement as to the order of the
to pure metals and compoun@dectron—phonon interaction, phase transition, are also indicated. The empty cells mean
scattering on impurities and dislocations, gtbut also mag- that no features of the physical parameters were observed at
netic factors that materially alter the usual charactes(dT). that temperature in the given source.

It is possible that the very complex dependence oh In analyzing the data of Table | we note the following. In
many physical factors in the single crystal UBliis also  the early sources pertaining to the transmission afanium
the reason why anisotropy of the values @fand dp/dT  (with the exception of Ref. 12 and B®nly the presence of
measured in different directions with respect to the crystalphase transitions was reported without an indication of the
line axes in different single-crystal samples of UBLlis order of those transitions. In Ref. 12 it was noted thatdhe
sometimes observed and sometimes (i@t example, com- transition is first-order, and in Ref. 32 it was reported that the
pare the results of the present study and Ref. 29 a4 transition is second-order. In Ref. 3 it was shown on the

An interesting feature of the single-crystal samples ofbasis of an analysis of the temperature dependence of the
UCuwsAl studied here is that folf<Ty the value ofp, is  heat capacity and Ohmic loss that, «,, and a; are all
smaller than the value ¢f; (Fig. 3b,0 at the same value of first-order phase transitions.
the temperature. Here the difference betwpemandp, be- We note that all of the sources cited have indicated the
gins at the middle of the transitioriT &18.8 K), and their presence of one or two transitions, both for uranium and for
maxima in temperature coincide, Bt=17.5 K. The start of its compounds. Only in Refs. 3, 4, and 21 is the presence of
the transition can be taken &s-20 K. Thus the width of the three transitions shown. At a temperatur&0 K in pure «
phase transition has a vallelr=2.5 K. uranium there is only an anomalous change in the dimen-

Comparing the results of our measurements of the heations of the crystal lattice, which can attest to a first-order
capacity on single-crystal UGAI with the results of Ref. phase transition. At the same time, phase transitions near this
20, obtained on a polycrystalline sample, one can show thdemperature are observed in uranium compounds, and for
the values ofy and Ty in the two cases are closey UAs it has been shown that it is a first-order transition that
=0.175 and 0.18, andiy=16.4 and 15.8 K° occurs there.

It follows from the data in Fig. 3 that a jumplike increase In the compound UNiGe there is a phase transition in the
in the resistance of UGAI begins at 20 K, in agreement vicinity of «; which is reported as second-order in Ref. 23
with the measurements of other autht#é® Here Ty  and first-order in Ref. 33.
=17.5 K, also in agreement with the results of Ref. 30 (18 In the majority of the sources cited there is practically no
+1) K and close to the data of Refs. 20 and(38 K). The information about the crystal structure of the materials stud-
most important result of the comparison of the magnetic oried at temperatures before and after the transitions. Refer-
dering effects studied by the different methods is the differences 1, 4, 6, 11, and 14 are exceptions. It was indicated in
ence in the values ofy. Heat-capacity data give a lower Ref. 1 that forT<60 K the dimension along the axis of «
temperature for the heat absorption maximum than are oluranium increases. The same was indicated in Refs. 4 and 6,
tained from measurements of the magnetic and resistivenly the increase in tha axis began at 47 K. According to
characteristics. For example, the maximum of the heat capa®ef. 11, thea axis increases below 43 K.
ity in Fig. 4 occurs afT=16.4 K, while in Ref. 20 it was It was noted in Ref. 14 that in the compound UP the
observed at 15.8 K. Thus the value ®f;, determined by coefficient of linear thermal expansion becomes negative at
measurements of the electrical resistance and heat capacR® K. It should be noted in this regard that a change in size
on the same sample of UGAI are different, as was previ- is a specific characteristic of first-order phase transitions, and
ously mentioned in Ref. 20. It is hard to explain this fact ata change in size can be caused by magnetostriction effects,
present. One can say, however, that the change of the eleatich, as we know, are large in the actinides. However, the
tronic spectrum in compounds has a stronger influence on thedditional experimental data are needed.
resistive properties of UGAI than on the heat capacity. As a result of our experimental studies of the tempera-
Therefore, it is possible that the temperature of the start ofure dependence &5 we have established for the first time
the transition to the antiferromagnetic state corresponds tthat anomalies of the surface resistance take place bath in
the temperature at which the resistances measured in the diranium and in the uranium compounds UBlL UFe,Alg,
rections of the different axes are different, and there is also &Cu,Alg, and U;Ni;Sn, at temperatures both in the vicinity
minimum of the heat capacity. of 60 K and near thex;, a,, andas transitions of uranium.

It was mentioned in Ref. 4 that there is much aboutlt should be emphasized that we observed the anomalies of
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TABLE I. Characteristics of the low-temperature anomalies of the physical propertiesi@nium and some uranium compounds.

Compound ~ 60 K (43 K) a,(37 K) a3(23 K) Ref. Year
a [13] 1952
a,p,a [6] 1961
a a [1] 1962
P, a [9] 1966
% % [5] 1968
I [12] 1979
a-U CDW [11] 1980
CDW [10] 1981
X @ X x [4] 1990
11, CDW [32] 2000
Lp C Lp C Lp C (31 2001
R, X5, p R, X5, p R, X, p I Present study 2004
a [14] 1980
up [15] 1987
C [16] 1982
Uhs I I [17] 1980
UNiy P [18] 1980
U (1_»)Pr,P x [19] 1980
, Ly [33] 1988
UNiGe I, ¢ (23] 1991
P [20] 1998

UCusAl
% Ry, X p Ry Xy p Ry, X, p Ry, Xy p Present study 2004
Ry p Ry p Ry p [21] 2001

UCuyAlg
IR, C LR, C IR, C LR, C Present study 2004
UFe4Alg R, Ry R, Ry Present study 2004
U3Ni3Sny I, R R Ry I, R, Present study 2004

Rs in samples of polycrystalline uranium with typical pa- which the data on thea; transition at 43 K are
rameters ofp for uranium and also in polycrystalline and contradictory?>33
single-crystal compounds with different types of crystal lat-  We make special note of the following. The authors of
tices. Ref. 16 observed an anomaly of the heat capaCity) of
In Fig. 6b,d,f we show the experimental data on the heatUAs at 62 K, while in Ref. 17 it was shown that there is a
capacity obtained in different series of measurements. Addifirst-order phase transition at that temperature. As was
tional measurements of the heat capacity have establishguinted out above, in the compound ThAs there are no
that the character of th€(T) curves in the given tempera- anomalies of the physical properties at temperatures near 60
ture intervals is conditioned by the thermal prehistory of theK. Moreover, it was found in Ref. 27 that thg(T), p(T),
sample and the kinetic parameters of the experinfgre  andC(T) curves of UCyIn have anomalies dt=25 K. Itis
heating rate and temperature “stgp'This is typical for a seen in that paper that when uranium is replaced by thorium
first-order phase transition. The same can be said about t{@hCuIn) the p(T) andC(T) curves no longer exhibit any
a3 transition ine uranium and in the compoundzNizSny, anomalies.
since there hysteresis is observed on B€éT) curve. We The authors of Ref. 21 investigated a number of pseudo-
note that forT=60 K apparently a first-order transition also binary compounds with the ThMgcrystal structure. It fol-
occurs in that compound, as is confirmed by the presence ddws from that paper that only in the compound U@L in
hysteresis on th&¢(T) curve (Fig. 8b. the vicinity of 60 K and also at temperatures corresponding
Thus in the present study and in some of the papers citetb the transitionse;, a,, and a5 (see also Fig. 6 are
it has been shown that the phase transitions at the charactemomalies observed ip and C. By comparing Fig. 6 with
istic temperatures of uranium and its compounds are firstthe material from Ref. 21 one can arrive at the conclusion
order transitions. An exception is the compound UNiGe, forthat the substitution R-U in the compounds RRAlg (R is
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a rare-earth metpleads to anomalies d® at the character- according to Ref. 1, single crystals @furanium during their
istic temperature¢see Fig. 7, while for R=Lu, Y, Sc, and thermocycling do not change in size, since a change in size
Ce no anomalies dR4(T) were observed. during thermocycling requires the presence of grain bound-
The evidence adduced above attests to fact that in all tharies with a large mutual misorientation. The fact that we
compounds the anomalies of the Ohmic loss and heat capabave observed a change in size of a single crystal indicates
ity in the vicinity of the temperatures 60, 43, 37, and 23 Kthat some conditions for growth of the latter might be differ-
are due specifically to uranium and to no other element, sincent or that a single crystal with defects was used in the ther-
the features are not observed when the uranium is replacegdocycling.
by another element that does not alter the crystal structure.
It is knowr?* that the cause of the change in the size of5. CONCLUSION
a uranium sample upon thermocycling from room tempera-

ture to high temperatures is either phase transitigrike the ture curves of the resistivity and surface resistand of

temperature cycle includes temperatures at which the}éamples of uranium and the uranium compounds W&l
occur)35. og anisotropy of the coefficient of linear UCWAlg, UFeAlg, and UNisSn, exhibit anomalies at
expansiort. _ _ temperatures near 60 K and also in the vicinity of the tran-

. On deep coolmg relative to.roon"! temperature the role Ogition5a1(43 K), a»(37 K), andas(23 K). Similar anoma-
anisotropy of the linear expansion with respect to the axes ofes of other physical properties have been observed previ-
the crystal lattice apparently plays an appreciable role in thgsjy at two or three characteristic temperatures in various
change in size of the sample. This is confirmed by the fackamples, but those results were insufficient grounds for
that on thermocycling in the range 77-300 K @auranium  grawing conclusions as to the commonality of such anoma-
sample suffered a decrease in diameter and an increase |jigs in uranium and its compounds. On the basis of our ex-
length, while for thermocycling in the range 4.2—300 K its perimental results and analysis of the existing published data
length decreased and its diameter incred$egl 9). As was  we consider that the anomalies of the various physical prop-
pointed out in Refs. 1, 4, 6, 11, 13, and 14, it is preciselyerties in compounds containing uranium as a constituent are
between nitrogen and helium temperatures5Q K) thatthe  due to the uranium. It follows from published sources and
change in sign of the slope of the linear expansion of urapur measurements that, as a rule, these anomalies are due to
nium along thea axis occurgthea axis begins to increage first-order phase transitions at the corresponding characteris-

Comparing our results with the existing ones, we noticetic temperatures. It has been clarified that the phase transition
many common properties in the change in the sizerafa-  at T=Ty in the compound UCG4Al fundamentally reorga-
nium sample during thermocycling in the ranges from roomnizes the quasiparticle scattering system, altering the charac-
to high temperatures and from room to cryogenic temperater of the temperature dependence of the Ohmic loss from
tures. In particular, the slopé(l,d,V)/dN changes sign in  semiconductor af >Ty to metallic atT<Ty. For T<Ty
thermocycling to 4.2 K, attesting to the fact that the changehe p(T) curve of the compound falls off by a quadratic law,
in size occurs, as in the case of thermocycling from room tovhich may be a sign of Fermi-liquid behavior. At<T),
high temperatures, during cooling of the sample and not duraxial anisotropy of the resistivity and surface resistance is
ing heating; this also follows from the results of Ref. 37.  observed: the resistances measured in the direction perpen-

During thermocycling both from room to high dicular to the growth axis of the single crystal are lower than
temperature¥ and from room to cryogenic temperatures thethose measured along the growth axis.
dimensions of the sample change linearly with increasing It has been found that repeated thermocycling from room
number of thermocycles. to low temperatures leads to a change in the linear dimen-

It has been established experimentally that the change isions of samples of uranium and single-crystal E&u
the size ofa uranium occurs specifically during rapid cool- These changes are similar in their form and properties to
ing of the sample and during heating at any rate. For exthose observed on thermocycling from room to high tem-
ample, the change in the size of the samples occurs duringeratures. It is shown that the change in size of the samples
their cooling only if they are abruptly plunged into liquid occurs only during their cooling at a high rate.
nitrogen or helium, whereas the warming time can be from a . .
few seconds to tens of minutes. If the sample is cooled The .authors thank A. I.- Prokhvatilov for readlng' the
slowly (the sample is slowly lowered to the level of cryo- manuscript and for valuable comments and helpful discus-
genic liquid, then, regardless of the rate of its heatiimgthe SIons.
case of rapid heating a sample cooled to 77 K was abruptly
plunged into liquid at room temperatiréhere was no no-  Email: dmitriev@ilt kharkov.ua
ticeable change in the size of the sample. These results agree———

with the data of Refs. 1 and 37 in the case of thermocycling
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The low-temperature fluorescence and excitation spe@trab(—150 K) are investigated for the
silicon—organic photoconductors pédi-n-hexylsilane (PDHS and polymethylphenylsilane

(PMPS embedded in pores of the mesoporous materials MSM-41 and SBA-15, with

pore diameters of 2.8 and 5.8 nm, respectively. It is found that the fluorescence spectra of the
polymer nanostructures depend on the pore size and are substantially different from the
spectra of films. New bands in the visible region, with maxima at 410 nm for PDHS and at 460
nm for PMPS, are observed for the first time in the fluorescence spectra of the 2.8 nm
nantostructures. It is assumed that the new bands in the fluorescence spectrum are due to the
formation of defect states as a result of a substantial change in the conformation of the
polymer chains near the surface of the pores. The change in symmetry of the polymer chains
near such defects gives rise to a new band with maximum at 300 nm in the excitation
spectrum of PDHS. The defect nature of the new fluorescence bands is confirmed by temperature
studies and also by the vanishing of these bands when the pore size is increased to 5.8

nm. © 2004 American Institute of Physic§DOI: 10.1063/1.1768334

INTRODUCTION electroluminescent devicésand active electroluminescent

. materials in the UV regiof® The unique properties of pol-
Int_erest in the §tudy of the structgre and morphology of silanes, such as the strong absorption in the ultraviolet, the
ulirathin polymer films and composite sysiems based 0%igh guantum yield of fluorescence, and the strong depen-
them derives primarily from the possibility of modifying the ence of the energy of the electroni;: transitions on the con-
optical and electronic properties of the polymers in reStriCtecformation of the polymer chairf€ make it possible to regis-
volumes as the thickness decreases. Under those conditiops . y L P - 9
the processes of interaction of the polymers with the surface " the optical spe ctra of ultrathin films containing a smal!
make a substantial contribution in comparison to the inter-amount Of, material qnd .also to stqdy the chgnge in their
molecular interaction processes between the polymer chainB.hOtOphys'C""I properties in the transition from films to nano-

The study of those systems also has practical value in Cor.ﬁtructurfas. . ) .
nection with the use of ultrathin polymer films in microelec-  1YPical representatives of this class of polymers with the

tronics and in electroluminescent devidésThe experimen-  Pest-studied properties are padyn-hexylsilang (PDHS
tally obtained characteristics of such films make it possible2nd polmethylphenyisilang(PMPS, which differ in their
to create and model composites and lubricating films withSide groups. The side groups of PDHS consist only of alkyl
pre-specified properties. substituentgsee the inset in Fig.)1while the side groups of
Composite systems based on polymers embedded in mEMPS contain both alkyl and aryl substituefgee the inset
soporous materials with nanosize pores are a new class 8f Fig. 4. The choice of these polymers is also motivated by
structure¥™’ that permit investigating and monitoring the the possibility of explaining the nature of the visible fluores-
properties of polymers in the transition from films to nano-cence of polysilanes, which is still being debated in the
structures. These studies are also stimulated by the use literature*> =!8 The existing models presuppose that the na-
ultrathin polysilane films as transport layers in multilayer ture of this fluorescence is due to the presence of both aryl

1063-777X/2004/30(6)/6/$26.00 494 © 2004 American Institute of Physics
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4 Compositeqpolymer/mesoporous materiakith differ-

ent pore diameters were created by an identical method. This
was done by pourip a 1 wt. % solution of the polymer,
PDHS (M =53600) or PMPS ¥ =11160), in toluene over
the corresponding mesoporous material. The solution was
placed in a dark vessel and slowly agitated for several hours
at 293 K and then held until the solvent evaporated. The
resulting composite was washed twice in fresh toluene to
remove the polymer from the outer surface. For removal of
moisture the samples were dried for 12 hours at room tem-
perature. The polymer films were deposited on a quartz sub-
strate by centrifuging. The fluorescence, phosphorescence,
and excitation spectra in the temperature interval 5-150 K
were obtained with the use of a Hitachi MPF-4 placed in a

100

I, arb. units
o)) ®
=) o

£
o

N
o

5'00 550 600 helium cryostat. For excitation of the fluorescence the wave-
A, NM lengths 260 and 313 nm were selected by using a xenon lamp
and a monochromator.

1 ]
350 400 450

FIG. 1. Fluorescence spectra .= 313 nm) of a PDHS film{O), a PDHS/
MSM-41 composite with a pore diameter of 2.8 ni@®) and a PDHS/
SBA-15 composite with a pore diameter of 5.8 fsolid curve at 5 K. The RESULTS OF THE EXPERIMENTS

curves formed by the unfilled circlets are normalized to the maxima of theg|,orescence and excitation spectra of PDHS embedded
bands. The numbers label the main maxima. The structural formula Ofn mesoporous materials with pore diameters of 2.8

PDHS is gi in the inset.
is given in the inse and 5.8 nm

The absorption and fluorescence spectra of the PDHS
and alkyl side groups in polysilanés!***and that it also  films deposited on a quartz substrate were measurell at
depends on the length of the alkyl substituéit$ As will =5K, and the results agreed with the spectra known from
be shown below, the visible fluorescence of the polysilaneshe literaturé’* The fluorescence spectrum of the filmg(.
under study does not depend on the type of side groups et 313 nm) is shown in Fig. 1the curve formed by the un-
the length of the chain of alkyl substituents but derives fromfilled data points It consists of a narrow band peaking at
the fact that the polymer chains contain defects arising as 871 nm, caused by the* —¢* transition in the polymer
result of the conformation of a polymer chain. chain(bandl). The absorption spectrum of the PDHS film at

In this paper we report the first study of the fluorescenceés K has a strong band peaking at 365 nm, duerte-o*
and excitation spectral=5-150 K) of PDHS and PMPS transitions in the polymer chain. In addition, a very weak
embedded in the mesoporous materials MSM-41 and SBAband with\ ,,,,=313 nm is also observed. In the excitation
15, with pore diameters of 2.8 and 5.8 nm, respectively. Thespectrum of these films with registration of the 371 nm fluo-
results are compared with the data for films of these polytescence band the same bands as in the absorption spectrum
mers. The substantial changes observed in the fluorescenaee observed.
spectra of polysilanes in the transition from the films to  The fluorescence spectrunt €5 K, \g=313 nm) of
nanostructures are analyzed on the basis of the processesRIDHS embedded in the mesoporous material MSM-41 with
competition of the interaction of the polymer chains with thea pore diameter of 2.8 nm is shown in Fig.(the curve
surface of the pore and the intermolecular interaction beformed by the filled data poinkslit is seen that the fluores-
tween polymer chains. A simple way of controlling the val- cence spectrum of the composite PDHS/MSM-41, unlike the
ues of these interactions by changing the pore size is prdiuorescence spectrum of the film on quartz, consists of two
posed. bands: a narrow, short-wavelength band with maximum at
350 nm(band2), shifted relative to the corresponding bahd
in the fluorescence spectrum of the film by 20 nm to the
short-wavelength side, and a new broad, intense band in the

Siliceous MSM-41 was synthesized by the technique devisible region, with maximum at 410 nigiband3). The ex-
scribed in Ref. 19. The materials obtained were filteredcitation spectra of PDHS embedded in MSM-41 are shown
washed, and dried in air at 323 K. For removal of the tem-in Fig. 2; they were measured by registration of the fluores-
plate the MSM-41 was baked in dry air for 23 hours at 813cence bands at 350 and 410 nfmn all the figures except
K. Synthesis of the SBA-15 was carried out according toFig. 3 the zero level is different for the different curjedle
Ref. 20. The solid product was filtered, washed, and dried asee that when the 350 nm fluorescence band is registered
413 K and then baked for 4 hours in air at 823 K. The(solid curvg one observes a strong, narrow band with,,
removal of the template was monitored by IR spectroscopy=346 nm(bandl) and a weak band with maximum at 336
methods(Specord IR 7h The preservation of the structure nm (band4). It should be emphasized that in the excitation
of the matrix after processing was confirmed by x-ray dif-spectrum recorded at=410 nm(the dotted curvg besides
fraction (DRON-3M). The nitrogen adsorption and desorp- the 344 nm bandband 1), which in this case is of lower
tion isotherms were measured on an ASAP-2000. For reintensity, a new, strong band witk,,, =300 nm appears
moval of the residual moisture the samples were dried for 1Zband5). The fluorescence spectrum of this sample is shown
hours at room temperature and then stored in an exicator. for comparisonthe dotted curve; bandsand 3).

EXPERIMENTAL TECHNIQUE
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250 300 3507\‘ nnﬁoo 450 500 FIG. 4. Fluorescence spectra of a PMPS fi®), a PMPS/MSM-41 com-

posite with a pore diameter of 2.8 nf®), a PMPS/SBA-15 composite with

a pore diameter of 5.8 nigsolid curve (A gy=313 nm, T=5 K). The num-
bers label the main maxima. The structural formula of PMPS is shown in the
inset.

FIG. 2. Fluorescence spectruiuotted curvg and excitation spectrum with
registration of the 350 and 410 fluorescence basdid and dashed curves,
respectively for a PDHS/MSM-41 composite with a pore diameter of 2.8
nm (T=5K, Aee=313 nm). The numbers label the main maxima.

. with maxima at 333 and 367 niindicated by arrows It

In order to understand the nature of the additional fluo-gy,q, 14 he emphasized that in this case the broad band in the
rescence band with maximum at 410 nm we investigated th@isible region of the spectrum is not observed in the fluores-
temperature deper!dence of th_e fluorescence spe_ctrum Ohnce spectrum. The intensity of the narrow bdnémains
PDHS embedded in MSM-41 in the temperature intervaly ,qtically unchanged when the temperature is increased
5-150 K. The result is presented in Fig. 3. It is seen that th om 5 to 77 K.
narrow band shifts slightly to longer wavelengths with in- 1o aycitation spectrum of PDHS embedded in SBA-15
creasing temperature, and its intensity decreases somewhgy, yeqistration of the 350 nm fluorescence band coincides
Meanwhile, the intensity of the broad band decreases subq.ih the excitation spectrum of PDHS embedded in MSM-
stantially with increasing temperature, and at 150 K only the,; i e. the broad bands with maxima at 336 and 347 nm are

, while in the case of registration at

dependence of the bands in the fluorescence spectra of t%%7 nm a new band with maximum at 364 nm appears in
composite PDHS/MSM-41 and of the film on quartz are sub-4qition to those.

stantially different. It is known that the narrow band in the
fluorescence spectra of the PDHS film is shifted to longer

wavelengths with increasing temperature, its intensity falls

and the half-width increases substantiafly.

Figure 1 shows the fluorescence spectruin=6 K,
Nexc= 313 nm) of PDHS embedded in SBA-15 with a pore
diameter of 5.8 nn{solid curve. In this spectrum one ob-
serves a narrow, strong band peaking at 349 (band 4),
which coincides with the maximum of the band in the fluo-

rescence spectrum of the PDHS/MSM-41 composite with a

pore diameter of 2.8 nrthand?2), and two new, weak bands

|, arb. units

0 e | 1 1
340 360 380 400 420 440 460 480 500
A, M

Fluorescence and excitation spectra of PMPS embedded in
mesoporous materials with pore diameters of 2.8 and
5.8 nm

The absorption, excitation, and fluorescence spectra
measured at 5 K for PMPS films placed on quartz agree with
the spectra known from the literatute.

The fluorescence spectrum of a PMPS film on a quartz
substrate Xex=313 nm) is shown in Fig. 4the curve
formed by the filled data poinkslt consists of two bands: a
narrow, intense band with maximum at 352 nm, due to
o* —o transitions in the polymer chaifvandl), and a broad
band with maximum at 410 nntband 2), with a long-
wavelength wing extending to 600 nm.

The absorption spectrum of a PMPS film on quartz at
T=5K consists of two bands with maxima at 338 and 270
nm, due tooc—c* transitions in the main polymer chain and
to transitions to the phenyl ring, respectively.

The excitation spectrumT(=5 K) of the film on quartz
with registration of the fluorescence band peaking\at
=352 has bands with maxima at 340 and 270 nm, due to
transitions in the main polymer chain and to transitions to the
phenyl ring, respectively. This spectrum is practically the
same as the absorption spectrum. &=410 nm, besides

FIG. 3. Temperature dependence of the fluorescence spectrum of the corff)0S€ bands, which are substantially weaker in intensity, an

posite PDHS/MSM-41.

additional broad band with ,,,=305 nm is observetf.



Low Temp. Phys. 30 (6), June 2004 Ostapenko et al. 497

80 composite PMPS/SBA-15 a new, narrow and intense band
70b appears, with a maximum at 372 n¢hand 6). When the
temperature is raised to 77 K the intensities of the fluores-
@ 60F ; cence bands remain practically unchanged. In the excitation
S 50¢ . spectrum of this sampleTE5K, A\,=345 nm) one ob-
S 40 ' serves a single broad band with maximum at 326 nm. At
E_ 30 { A N\ =352 nm the maximum of the band is shifted to 338 nm,
- . and at\, =372 nm the maximum of the band is shifted to
20 ' 343 nm. In addition, in the latter case a band peaking at 302
10 nm appears and also a new narrow band WNR.
L . . , ) ) =366 nm.
300 350 400 450 500 550 600 650 It should be emphasized that the mesoporous materials
A, NM MSM-41 and SBA-15 do not fluoresce at 5 K; only phospho-

| eiotted curve and A rescence in the 400-500 nm region is observed, and we can
FIG. 5. Fluorescence spectruimiotted curvg and excitation spectrum wit ot

registration of the 345 and 470 nm fluorescence bétdsdashed and solid therefore assume that a transfer O]T excitation energy from the
curves, respectivelyof a PMPS/MSM-41 composite with a pore diameter po'Ymer to the mesoporous mate.”a| does_ not occur. The ab-
of 2.8 NM (\ee= 313 Nm, T=5 K). The numbers label the main maxima in Sorption spectrum of these materials consists of a broad band
the excitation spectra. peaking at around 250 nm.

. DISCUSSION OF THE RESULTS
The fluorescence spectrum of PMPS embedded in the

mesoporous material MSM-41 with a pore size of 2.8 nm  We investigated the changes in the low-temperature fluo-
(T=5K, Neye=313 nm) is given in Fig. 4the curve formed rescence and excitation spectra of the silicon—organic poly-
by unfilled data points It is seen that the spectrum consists mers PDHS and PMPS in the transition from bulk films to
of three bands: a weak, narrow band with maximum at 34%:anostructures when the polymers are embedded in mesopo-
nm (band3) and two bands in the visible region—a broad rous materials with pore diameters of 2.8 and 5.8 nm. We
band with maximum at-410 nm, which was observed in have shown that the excitation and fluorescence spectra of
the fluorescence spectrum of the film, and a new, very insuch composites exhibit the following important differences
tense and broad band with,,=470 nm (band 4). The from the corresponding spectra of the films:

maximum of the narrow band is shifted by 7 nm to shorter 1. Theo* —o fluorescence bandéandsl and2 in Fig.
wavelengths relative to the corresponding band in the fluol and bandd and 3 in Fig. 4) and the corresponding exci-
rescence spectrum of the filtband1). When the tempera- tation bands(band 1 in Fig. 2 and bandl in Fig. 5 are

ture is raised from 5 to77K a decrease in the intensity of the shifted to shorter wavelengths by 20 nm for PDHS and by 7
broad band4 is observed, and its maximum is shifted to nm for PMPS.

longer wavelengths. The intensity of the*—o band 3 2. The fluorescence spectra of the polymers embedded in
changes little. a pore of diameter 2.8 nm have new, broad bands in the

The excitation spectrum of PMPS embedded in the mevisible region, with maxima at 410 and 470 nm for PDHS
soporous material MSM-41 with a pore size of 2.8 nm isand PMPS, respectivelypands3 in Fig. 1 and band} in Fig.
presented in Fig. 5. The excitation spectrum of this sample at), which were not present in the fluorescence spectra of the
5 K (the dashed curyewith registration of the 345 nm fluo- film and composites with a pore diameter of 5.8 nm.
rescence band exhibited the following bands: 334 (hand 3. In the excitation spectrum of PDHS embedded in a
1), a very weak band in the 270 nm regifpand2), and  pore of diameter 2.8 nm with excitation of the 410 nm fluo-
besides those bands,gt=470 nm(solid curveg an intense, rescence band, a new band with maximum at 300 nm appears
broad band with maximum at 301 nthand3) is observed. (band5 in Fig. 2) which is absent from the excitation spectra
For comparison the fluorescence spectrum of this sample isf the film and of the polymer embedded in pores of diam-
shown by the dotted curve. eter 5.8 nm.

The fluorescence spectrum of PMPS embedded in the The shift of the bands in the fluorescence and excitation
pores of the mesoscopic material SBA-15 with a pore diamspectra of composites to the a short-wavelength side relative
eter of 5.8 nm is presented in Fig. (4olid curve. In the to the corresponding bands in the spectra of the films attests
spectrum one observes a weak band with maximum at 34#% the fact that the polymer is embedded in the pores of a
nm (band5), which coincides with the maximum of the band mesoporous material. We attribute this shift to a decrease in
3 in the fluorescence spectrum of the polymer in a 2.8 nnthe intermolecular interaction between polymer chains found
pore. Band5 has a long-wavelength shoulder with a maxi- in a pore in comparison with the corresponding interaction in
mum at 352 nm. An important result is that two different a film. Indeed, the pores in the mesoporous materials are
bands have vanished: the broad fluorescence band in the visolated from one another, and so there is no intermolecular
ible region of the spectrum with maximum at 470 tiband  coupling between the polymer chains embedded in the
4), which is observed in the fluorescence spectrum of theneighboring pores. Furthermore, in a pore 2.8 nm in diameter
polymer embedded in a mesoporous material with a por¢here is a single polymer chain in PDHS and 2—3 polymer
diameter of 2.8 nm, and the band with maximum at 410 nnthains in PMPS, since the size of a monomeric unit of the
(band2), which is observed in the fluorescence spectrum ofmacromolecule is equal to 1.6 and 0.97 nm, respectively.
the film. Meanwhile, in the fluorescence spectrum of theThis suggests that there is no interaction or a substantially
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reduced interaction between the polymer chains found in ameter 2.8 nm, because of its interaction with the surface of
pore in the case of composites based on PDHS or PMP$he pore of the mesoporous material there occurs an orienta-
Then the position of the electronic transition in the fluores-tion of the polymer chain along the surface of the pore. The
cence and absorption spectra of the composites should apxistence of orientation of the polymer chain near the surface
proach the position of the electronic transition of the corre-s attested to by the data of Refs. 3, 5, 6, and 24. The inter-
sponding macromolecule in solution, as is in fact observedction of the polymer with the surface of the pore can lead to
experimentally. It is known that the maximum of the fluores-substantial changes in the conformation of the polymer chain
cence band of PDHS in solutionT€1.5 K) lies at 352 owing to the change in the angle between Si—Si bonds. A
nm?2® and for PMPS, at 348 nrit, which are close to the change of structure of the polymer found in a restricted vol-
maxima of the fluorescence bands in the spectra of the conume is confirmed by the data of Ref. 25. The results of a
posites studied. The shift of the absorption and fluorescencealculatiort® also attest to a change in the angle between
spectra of PMPS solutions relative to the spectra of the filnBi—Si bond near defects of the cross-link type in the case of
amounts to 4 nm, which is substantially less than for PDHSspecially synthesized polysilanes with branched structures. It
and accordingly the shift of the—o* excitation and fluo- is known that the position of the electronic transitions of
rescence bands of PMPS embedded in a pore 2.8 nm in dpolysilanes depends strongly on the conformation of the
ameter is significantly smaller than in the case of PDHS; it igpolymer chain. A change of this conformation can give rise
equal to 7 nm. to defects in the polymer chain, i.e., the appearance of new
It should be emphasized that the fluorescence spectrufvands in the fluorescence spectrum. In that case a part of the
of a polymer embedded in a pore of diameter 2.8 nm differgpolymer chain far from the surface will give a narrei —o
substantially from the corresponding spectra of solutions. Influorescence band, while the defect part of the polymer near
deed, in the fluorescence spectrum of the composite PDH$te surface of the mesoporous material gives a broad band
MSM-41 a new broad band is observed in the visible regiorthat is observed experimentally. Thus the appearance of new,
of the spectrum, with a maximum at 410 iband3 in Fig.  broad fluorescence bands in the spectra of PDHS and PMPS
1), while for the composite PMPS/MSM-41 there is an ad-composites can be attributed to transitions from defect states
ditional band that peaks at 470 niimand4 in Fig. 4). These arising in the polymer films upon a change in their confor-
bands are not observed in the fluorescence spectra of thmeation in the restricted volume. This is a new type of defect,
films. which differs from the known defects of the cross-link type
The nature of the origin of the visible fluorescence indiscussed in the literature.
silicon—organic polymers is still under discussion. For an  The appearance of such defects can alter the symmetry
explanation of this effect a model of charge transfer from theof the *Ag—*Ag transition, the maximum of which, accord-
polymer chain to the aryl ring of the side group and a defecing to the calculation, corresponds to 4.2\ is in this
model have been proposed. The existing experimental resultegion that a new band arises in the excitation spectrum of
can be explained only by the model in which the visible PDHS embedded in a 2.8 nm pore, and it appears only in the
fluorescence is due to the presence of defects of the crossase of registration of the broad fluorescence band, which
link type in the polymer chain¥1*In such a case a branch- confirms our hypothesis of a defect nature of the visible fluo-
ing of the structure of the polymer chain arises, and there areescence in the spectrum of PDHS/MSM-41 composites.
not two but three neighboring atoms near a silicon atom. It The presence of defects of the cross-link type in the
has been hypothesizEd® that the formation of such struc- polymer chain of PMPS leads to a change in symmetry near
tural defects can occur only in polymers for which the alkylthose defects, and therefore the transittévg—'Ag is now
side groups are shorter than the pentyl group. In polymerallowed in the absorption spectrum of the film. Evidence of
where the alkyl side groups are pentyl and longer substituthis is the appearance of a band peaking at 305 nm in the
ents, such defects should not form in view of the steric hin-excitation spectrum of the PMPS film in the case of registra-
drances and, accordingly, the visible fluorescence should ndion of the 410 nm fluorescence balfdalthough the nature
be observed. of the origin of that band was not determined by the authors.
PDHS does not have aryl side groups, and its axial sid€or this reason the excitation spectrum of PMPS/MSM-41
groups contain hexyl. Therefore, in accordance with the exeomposites with registration of the 410 fluorescence band
isting models in the literature no visible fluorescence shoulgshould not contain any new bands in comparison with the
be observed for this polymer. The observation of visible fluo-excitation spectrum of the film, and that is in agreement with
rescence for PDHS embedded in a pore 2.8 nm in diametghe experimental result.
attests to the appearance of defects in its polymer chain. In  The defect origin of the new bands in the fluorescence
the polymer chain of the PMPS films, defects of the crossspectrum of the composites is confirmed by the substantial
link type already exist. Transitions to these defects are redecrease in the intensity of these bands when the temperature
sponsible for the broadband fluorescence of the films wittof the samples is raised from 5 to 150 K. As a result of the
maximum at 410 nm?*4The appearance in the fluorescenceattraction of the polymer chains toward the surface of the
spectrum of PMPS of an additional broad, longer-wavelengtlpore there occurs an orientation of the chains with respect to
band also attests to the onset of additional defects in ththe surface. As the temperature is raised, the role of this
polymer chains. attraction in the orientation of the molecular chains de-
Consequently, the results which we obtained confirm thesreases, and differently oriented configurations of the poly-
defect nature of the visible fluorescence of polysilanes. Wener chain appear, leading to a change in the relation between
assume that when the polymer is embedded in pores of dthe different conformations of the polymer chain.
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The hypothesis about the nature of the visible fluoresthe excitation spectrum in the case of PDHS. The vanishing
cence is also confirmed in a study of the fluorescence andf the visible fluorescence in the spectra of the composites
excitation spectra of PDHS when the pore diameter is inwith a pore diameter of 5.8 nm when the interaction between
creased to 5.8 nm. In that case the number of macromolpolymer chains exceeds the interaction of the polymer with
ecules in the pore increases. These macromolecules will ke surface confirms that it is of a defect nature. The substan-
oriented not only along the surface of the pores of the metial narrowing of the band of visible fluorescence with a
soporous material but also with respect to each other. Themaximum at 410 nm for the composites PMPS/SBA-15, i.e.,
the interaction of the polymer and the surface of the mesothe appearance of a new intense band with maximum at 372
porous materials will be weakened, and the intermoleculanm, is worthy of note. This effect was observed for the first
interaction between the macromolecules will be enhancedjme in polysilanes, and further studies are required in order
leading to the vanishing of the bands in the visible region ofto explain it.
the fluorescence spectrum of the composites and to the ap- The authors are grateful to V. P. Vorob’ev and V. M.
pearance of new short- and long-wavelength bands. Since thidel'nik for assistance in the investigation of the fluores-
symmetry of the polymer chain of PDHS in a 5.8 nm pore iscence spectra.
the same as in the case of a film, the excitation band peaking
at 300 nm in the excitation spectrum of the composite
PMPS/MSM-41 with broadband registration should not be
manifested, and that is what is observed experimentally. Am—————
extremely interesting and surprising fact is that we have not1 _ _ _ o _
observed the broad fluorescence band in the visible regionK: Ebihara, S. Matsushita, S. Koshihara, F. Minami, T. Miyazawa,

ith . t 410 nm. which was observed in the fluo- H. Obata, and M. Kira, J. LuminZ2—-74, 43 (1997).
with maximum a o 2S. Hoshino, K. Furukawa, K. Ebata, J. Brey, and H. Suzuki, J. Appl. Phys.
rescence spectrum of the film and of the PMPS/MSM-41 gg, 3408(2000.
composite. Instead, a new, narrow, intense band With, 3C.-G. Wu and T. Bein, Stud. Surf. Sci. Cat@#, 2269(1994.
=372 nm appears. The substantial narrowing of the band O]é‘F. Marlow, K. Hoffmann, W. Hill, J. Kornatovski, and J. Caro, Stud. Surf.
e ' . . Sci. Catal.84, 2277(1994.
V|s_3|ble fluorescenc¢by about a fac_tor of )Vis obtained for _ 5G. Telbiz, O. Shvets, G. Korzhak, M. Brodyn, S. Shevel, and V. Vozny,
this class of polymers for the first time. In the polymer chain Functional Materialss, 367 (1998.
the macromolecules have a set of defects of the cross-linlgl Wu, A. F. Gross, and S. H. Tolbert, J. Phys. Che08 2374(1999.
type with different configurations. It is possible that, as a fét?ztggefs"g;z%b}'b'z'“ llyin, S. Suto, and H. Watanabe, Chem. Phys.
result of the orientation of the polymer films with respect to sa . suzuki, H. Meyer, S. Hohino, and D. Haarer, J. Appl. P 2684
each other a part of the configuration is no longer mani- (1995.
fested. Additional studies will be needed for a detailed ex-"A- Fuyii, K. Yoshimoto, M. Yoshida, Y. Ohwori, and H. Yochino, Jpn. J.
lanation of this phenomenon. The efficiency of migration of,APP!: Phys34 1365(1995.
planat pr - Clency 9 10R. D. Miller and J. Michl, Chem. RevWashington, D.Q. 89, 1359
excitation energy in systems oriented in that way should be (1989
substantially increased, as is attested to by the temperatute®. Ito, M. Terajima, T. Azumi, N. Matsumoto, K. Takeda, and M. Fujino,

independence of the intensity of the fluorescence bands ipMacromolecule2?, 1718(1989.
. . M. Fujiki, Chem. Phys. Lett198 177 (1992.
the fluorescence spectrum of the composites having a pok&y, | \wison and T. W. Weidman. J Phys. Che, 4568 (1991

E-mail: ostap@iop.kiev.ua

diameter of 5.8 nm. 14y Kanemitsu and K. Suzuki, Phys. R, 13103(1995.
153, Toyoda and M. Fujiki, Chem. Phys. Le93 38 (1999.
CONCLUSION 1A, Watanabe, M. Nanyo, T. Sunaga, and A. Sekiguchi, J. Phys. Chem. A

105, 6436(2001.
We have investigated the changes in the fluorescencéA. Watanabe, T. Sato, and M. Matsuda, Jpn. J. Appl. PHgs.6457

and excitation spectra of the silicon—organic polymers PDHSS(Szoggil'oda and M. Fujiki, Macromoleculds, 2630(2001

and PMPS in the transition from.fllms {0 nanostructuresisc t kresge, M. E. Leonowicz, W. J. Roth, J. C. Vartuli, and J. S. Beck,

when the polymers are embedded into mesoporous materialNature(London 359, 710(1992.

with pore diameters of 2.8 and 5.8 nm. We have shown thaﬁoDhY- |Zkha0' Jd- L. Feng, Qk S. Huo, N. MeIO(Sh (; H. Fredrickson, B. F.
; iamChmelka, and G. D. Stucky, Scien2&9, 548 (1998.

the S.UbStantlal dependenge of the SpeCtra.on the _pore dlams. Suto, M. Shimizu, T. Goto, A. Watanabe, and M. Matsuda, J. Lumin.

eter is due to a competition between the interaction of the 76_77 486 (1998,

polymers with the surface of the pores and between polyme¥M. Shimizu, S. Suto, T. Goto, A. Watanabe, and M. Matsuda, Phys. Rev.
chains. 63, 073403(2001).

. . . ZA. Tilgner, H. P. Trommsdorft, J. M. Zeigler, and R. M. Hochstrasser,
Itis hypotht_asmed t.hat when the pore dlameter decreases? Inorganic Organometallic Polymets3, 343(1991.
to 2.8 nm the interaction of the polymers with the surface; N, israelashvili and S. J. Kott, J. Chem. P8, 7162(1988.
increases. This leads to a change in the conformation of th&S. K. Kumar, V. Vacatello, and D. V. Yoon, J. Chem. Phg§, 5206
polymer chain near the surface of the pore and gives rise tg(l%&
T . . R. G. Kepler and Z. G. Soos, Phys. Rdg, 11908(1991).
defects; this is manifested in the appearance of new fluores-

cence bands in the visible region and also to a new band imranslated by Steve Torstveit



LOW TEMPERATURE PHYSICS VOLUME 30, NUMBER 6 JUNE 2004

Interaction of acoustic waves with an interface in highly anisotropic layered crystals
A. M. Kosevich, P. A. Minaev, and E. S. Syrkin*

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, pr. Lenina 47, Kharkov 61103, Ukraine

M. L. Polyakov

1153 Baker Ave., Schenectady, NY 12309, USA
(Submitted December 16, 2003
Fiz. Nizk. Temp.30, 666—671(June 2004

The scattering of acoustic waves on a planar defect in the interior of a crystal is studied by the
methods of lattice dynamics. The model chosen consists of two semi-infinite, highly

anisotropic crystals, the forces of interaction between which are distinct from the interactions
within the crystals themselves. The model is used to study the resonant transmission of

waves through an impurity monolayer. This resonant transmission effect is due to the weak
coupling of the defect to the host lattice and cannot be described in the framework of the standard
theory of elasticity, since the displacements of the defect layer and of the closest-lying

layers of the host matrix are substantially different. For nongrazing angles of incidence the
resonant transmission effect can be illustrated qualitatively by the example of an infinite linear
chain containing a point impurity. @004 American Institute of Physics.

[DOI: 10.1063/1.1768355

INTRODUCTION study this influence it is necessary to elucidate the features of
the interaction of phonons with a planar defect. The study of

resonance effects in the scattering of acoustic vibrations on a

sorbed on the free surface of a crystal have been studied fQfefect and problems of formation of bound states related to
some years nowsee the bibliography in the revieW8. It e are of considerable interest, as are questions of the

has been found that waves of the that kind in highly anisoformation of coupled vibrational states, since such effects

tropic layered crystals have some interesting behavior. We,, give rise to features in the kinetic characteristics of in-

have previously studied the basic characteristics of S“rfacetercrystalline interfaces, as have been observed in

and quasi-surface waves on the microscopic level. In particusy herimentg. The description of resonance phenomena in
lar, in the long-wavelength approximation we have obtained,ighy anisotropic crystals in the framework of the macro-
the singular solutions of the equations of lattice dynamicsgcqnic theory encounters significant difficulties, since the do-
some having frequencies Iylng outS|de.the_ cqntln.uum'ban%ain of applicability of such a theory for highly anisotropic
(surface statgsand some with frequencies inside(@uasi- gy stems is substantially limitédThis raises the problem of

surface statgs For arbitrary values of the two-dimensional studying such effects in highly anisotropic compounds with
wave vector we studied the conditions for the appearance qfe \;se of lattice models.

surface waves of a special type, having one or two end points |, this study we have used the methods of lattice dynam-

and a nonmonotonic dependence of the damping parametRls 1, consider the scattering of acoustic waves on an impu-

on the modulus of that wave vector. rity monolayer lying in the interior of a crystal. It is shown

A natural continuation is to study systems in which they,a; the presence of such a layer can lead to the appearance
planar defecttransition layer lies not on the surface butin ¢ 5 resonant transmission effect. This effect is due to the

the interior, i.e., is an interface between two media in coNyasence of weak coupling of the defect to the main lattice
tact. The physical characteristics of a transition layer be

X s i and cannot be described in the framework of the standard
tween two media, as a rule, is different from the properties theory of elasticity, since the displacements of the defect

the two adjacent media, and 'Fhf_;ltt3 leads to a number of curioygy e ‘are substantially different from that of the adjacent lay-
features in the lattice dynamiés® Systems of this kind are ers. For nongrazing angles of incidence this effect can be

extremely common and are unquestionably of interest both),sirated qualitatively for the example of an infinite linear
in basp res?arch and in tech_nologlcal appllcat@@, €9  chain containing a point impurity.

the reviewd’). Systems of this type can be relatively easily
obtained in a controlled mannéor example, by depositing SCATTERING OF VIBRATIONS ON A POINT DEFECT IN A
coatings or by mtercalathnTh.ey also arise as a result of ONE-DIMENSIONAL LINEAR GHAIN

uncontrolled processes, e.g., in the course of defect forma-

tion during crystal growthitwin boundaries and grain bound- It is known that one-dimensional models, despite their
arieg or during mechanical treatment. The presence of a plasimplicity, can give a qualitative description of many phe-
nar defect has a substantial influence on the various dynamiopmena inherent to real three-dimensional systems. The vari-
thermodynamic, and kinetic characteristics of crystals. Taus features of the vibrational characteristics of linear chains

Acoustic waves localized near an atomic monolayer ad

1063-777X/2004/30(6)/5/$26.00 500 © 2004 American Institute of Physics
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my Mo my mass of an impurity and the constant characterizing its cou-
O--0O--O---- ‘. ..... O--0O--0O pling with the atoms of the chain. The analytical results and
12 Y, Yo Yy estimates obtained for such a one-dimensional chain agree

up to numerical coefficients with the results of calculations
for models of real three-dimensional crystals in the case of
nongrazing angles of incidence.

Let a wave incident on a defect be described by the
containing defects have been investigated in Refs. 10 and 1&xpressionu(n) =expkn) (n enumerates the atoms in the
In this Section we shall investigate a point defect in a one<hain, andn=0 corresponds to the defect atprthen the
dimensional model as an analog of an interfacial boundaryreflected wave can be written in the fornu (n)

Thus we consider the interaction of vibrations with a =r expi¢)exp(—ikn). Herer is the ratio of the moduli of the
point defect in an infinite linear chaifsee Fig. 1L The fol- amplitudes of the reflected and incident waves, arid the
lowing notation has been introduced in the figurg:andy;  phase of the reflected wave. Using the equation of motion for
are the mass of an atom and the force coupling constard linear chain with a defect, one can easily show that the
between atoms in the linear chain, ang and y, are the expression for exp(¢) has the following form:

FIG. 1. Linear chain with an impurity atom.

[(Y2— y1)emy— ¥3llemy—2y,]+ y3[em; — 2y,]
[yi(a(e)—1)(emy—27y,) — yoq(e)emy][ y1(a(e) —1) — yoa(e)]’

rexpip)= 1)

wheree=w? is the square of the vibrational frequency of the frequency of this vibrational mode is determined solely
atoms in the chain; and(e) is a function defined by the by the interaction of the impurity atom with the host matrix

expression and the mass of the impurity.
12 12 It should be pointed out that the mechanism of the trans-
emy .[em emy ission of th through the defect in a linear chain wa
qle)=1— — +i| — _Z2 (2)  Mission of the wave through the cti inear chain was
2y, 71 4y, described in a simple model back in the monograph by Bril-

louin and Parodt? where a model consisting of two different
semi-infinite linear chains connected by a single impurity
atom with masM =(M;+M,)/2 (M, andM, are the mass

of the atoms of the semichaindt is not hard to show that

the square of the resonance frequency in such a problem has

It is easy to see thaj(e) =exp(k(e)), where the depen-
dencek=Kk(e) comes from the dispersion relation of the
ideal chain:e =47y, /m, sirf(k/2). The zeroes of the denomi-
nator in expressioril) determine the frequencies of local
vibrations of the one-dimensional chain with a two-

parameter impurity and correspond to the expressions oﬁbe form
tained in Ref. 11. BoM,— B M,
However, we are interested in the features of the nu-  €res—4 M%—M_f 4

merator in Eq(1). We note that the vanishing of the numera- . _ . .
tor corresponds to the resonant transmission of the waveB1 andp; are interatomic coupling constants in each of the

through the impurity. The square of the frequency satisfyinggeémichains The result has an especially simple form when
this condition has the form the coupling constants in the two chains are the sapie (

_ 2y172M— y5(my+my)

Eres™ . ©) \
(y1—y2)mim,
6 / \\

The region of values of the parameters of the chain for
which resonant transmission occurs is illustrated in Fig. 2.
This region is bounded by the curvgs=(2—x)/x andy
=x/(2—x), wherex=1vy,/vy, andy=m,/m;.

For many systems, microcontacts in particular, the cou-
pling constant of the impurity to the chain is typically much
smaller than the coupling constant between atoms in the
chain itself (y,/vy,<<1). In this case we have the following
expression fok !

m, /my
B

Y2 Y2 1 1 Y2 0 1 2
Sreszzm_z Z'YZ ~ m_2 YZ/Y1

my; my

_— . : - . IG. 2. Region of values of the chain parameters for which resonant trans-
Resonant transmission arises owing to the interaction o ission of a wave through an impurity atom exists. This region is bounded

the incident wave with an eigermode of the chain due to thgy the curvesy=(2—x)/x and y=x/(2—x), where x=v,/y, and
presence of the impurity. Up to small terms of order/y;  y=m,/m,.
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=B,=p). In that case the square of the frequency of thewheren;>1/2, n<—1/2.
natural vibrational mode of the impurity atom with respectto ~ These equations must be supplemented by the equation
the chainw?, is equal to /M, and that is the frequency at for the vibrations of the layers witnz=0, nz=1/2,
which the resonant transmission occurs. ny= —1/2, which are boundary conditions ¢5):

Thus, if a point defect of a chain has eigermodes with a
definite frequencyws, then in the transmission of the wave —m,ii(n,,n,,0)= a,[4u(n;,n,,0)—u(n;+1,n,,0)
through the defect an ordinary resonance appears when the

frequency of the wave coincides with the frequeney. In —u(ng,ny+1,00~u(n;—1.n,,0)

the next SecFion we shall consider the resonant trans.mission —u(ny,np,— 1,07+ 5[ 4u(ny,n,,0)
of an acoustic wave through a planar defect separating two
highly anisotropic three-dimensional crystals. —u(n;+1/2n,+1/2,1/2

—u(ny—1/2n,+1/2,1/2 —u(n;—1/2n,
RESONANT INTERACTION OF ACOUSTIC WAVE WITH AN —1/2,1/2—u(ny + 1/2n,— 1/2,1/2 ]

IMPURITY MONOLAYER SEPARATING TWO CRYSTALS

(3) _
For studying the properties of highly anisotropic crystals T2 [4u(ng,n2,0 —u(n, +1/2n,+1/2,
it is convenient to choose the model of a body-centered te- —1/2—u(ny;—1/2n,+1/2,—1/2)
tragonal lattice in which the interlayer interaction is consid-

erably smaller than the intralayer interaction. We consider —u(n—1n,—1,-1/2)

two such crystals separated by an impurity monolayer. For a —u(n;+1n,—1,—-1/2); (6)
description of this model it is convenient to choose the fol-
I_ow_lng rectangular coordinate system: tBeX andOY axes —myl(ng Ny, 1/2) = as[4U(ny Ny 1/2)
lie in the plane of a monoatomic defect layer, and @2
axis is perpendicular to the defect and is directed into the —u(n;+1,n,,1/2)—u(ng,n,+1,1/2)
interior of the crystal. Leta be the distance between the

—u(n;—1,n,,1/2)—u(ny,n,—1,1/2
nearest-neighbor atoms in th& Y plane, whileb/2 is the (N 21/2)~u(n..nz )]
distance between adjacent atomic layers perpendicular to the + y1[4u(ny,ny,1/2) —u(ny+1/2n,
OZ axis. The interlayer interaction in each of the crystals is +1/2,1)— u(ny— 1/20,+ 1/2,1)
taken into account in the nearest-neighbor approximation and ’ ! e '
is characterized by the parameters and y5, respectively. —u(n;—1/2n,—1/2,1)
The interaction between nearest neighbors within the layers
. . " —u(n,+1/2n,—-1/2,1
is described by the parametarg and 3. The condition of (M f2 )]
high anisotropy means that, <«,; and y;<a3. The inter- +yH[4u(ng,n,,1/2)

action constants of the impurity monolayer with the first and
second crystals are denoted b’ and ¥, and the inter-

action constant of the nearest neighbors within the layer it- —u(n;—1n,+1,00—u(n;—1n,—1,0
self is denoted byy,. The masses of the atoms of the two

—U(nl+ 1,n2+ 1,0)

crystals and the impurity monolayer are denotedry ms, —u(ny+1n =10 @)
and m,, respectively. The coordinates of the atoms in the )
lattice are described by the vector (n;,n,,n3). —msli(ng,Ny, —1/2) = az[4u(ng,ny, —1/2)

The equations describing the harmonic vibrations of the —u(ng+1n,,—1/2)

atoms of the main lattice have the form
—u(nqy,ny,+1,—1/2)

—u(ny—1n,,—1/2)

—u(ng,n,—1,—1/2)]

+ ¥ [4u(ng,ny, —1/2)
—u(n+1/2n,+1/2,0)
—u(n,—1/2n,+1/2,0)
—u(n,—1/2n,—1/2,0)
—u(n;+1/2n,—1/2,0)]

—m(n3)l(ny,Nz,N3) = a(nz)[4u(ny,ny,n3)
—u(ny+1,n,,n3)—u(ng,n,+1,n3)
—u(ng—1,n;,n3)—u(ng,n,
—1n3)]+ y(ng)[8u(ny,nz,n3)
—u(ny+1/2n,+1/2n3+1/2)
—u(n,—1/2n,+1/2n3+1/2)
—u(ny—1/2n,—1/2n3+1/2)

—u(ny+1/2n,—1/2n3+1/2) +ys[4u(ng,n,, —1/2)

—u(ny+1/2n,+1/2n3—-1/2) —u(n;+1/2n,+1/2~1)
—u(ny—1/2n,+1/2n;—1/2) —u(n{—1/2n,+1/2—-1)
—u(n,—1/2n,—1/2n;—1/2) —u(n;—1/2n,—1/2-1)

—u(ny+1/2n,—1/2n5—1/2)], (5) —u(ny+1/2n,—1/2-1)]. (8)
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The solutions of the system of equatid$ with bound- 1.0
ary conditions(6)—(8) have the form
u(n)=[exp( —ikynz)+r explie;+ikyns)] 0.8
xexplikyny +ikyny), n3>0; 0.5
u(0) = ug expl(ik,ny +ikyny), ng=0; =
04
u(n) =texpipg+iksnz)expikyni +ikyn,), nz<0.
Herer andt are the reflection and transmission coefficients, 0.2
defined as the ratio of the amplitudes of the reflected and
transmitted waves to the amplitude of the incident waye, | U | | "Tpee--.o... qo-ood.
and g5 are the phases of the reflected and transmitted waves, 0 0 2 0. 4 0 6 O 8 1. 0 1.2 14 16
andug is the amplitude of the vibrations of the defect layer. Eres €

After some transformations we obtain the following system
of equations for the quantitias t, ¢;, andes:

rexplien) Yo [(y1— 75" expliky,)
— 1 cos(k,/2)cog k,/2) ]+t expli p3) v5"
X[ (75— ys)exp(iks,) + y3 cogk,/2)cogk,/2)]

FIG. 3. Coefficients of reflection (solid curve and transmissioh (dashed
curve versus the squared frequeneyfor crystals with identical physical
properties.

mode of the optical type. The amplitude of the displacements
of the atoms of the impurity layer in the given mode is sig-

+ 953 (1= Y exp —ik ) — ¥5 v, nificantly greater than _the amplitude of the vibration; Qf the
atoms of the host lattice. In the long-wavelength limit for
X cogky/2)cogk,/2)=0; (9 weak coupling of the defect with the main lattice we have the

i 3) ) following estimate for the resonant transmission frequency:
texp(ioa){[(vs— 72" )expliks,)

— y3cogky/2)cog k,/2)[4(y5D + ¥5¥) )
Wres™ m— (13

— 2ary(Cosky+ cosk,— 2) — em,] 2

+4(y5Y)? expliks,) cog(k,/2)cog(k,/2)} If the crystals separated by the monolayer are different in
. their physical properties, then the form of the dependence of
+1 expli og)exp(iky,) 495" v5) cos(ky/2) the reflection coefficient on the square of the frequency is

similar to that illustrated in Fig. 3. However, at a frequency

(1) (3)
X + . -
C052(k f2) 47, wes the reflection coefficient no longer goes exactly to zero

X exp(— iklz)cos’-(kX/Z)cos’-(ky/Z)=0; (10) but only has a pronounced minimum.
The results obtained in the long-wavelength limit agree
2a 8v1 with the results of Ref. 13. In that paper, in the framework of

e= W(Z cosk, — cosk,) + o

. . the theory of elasticity with capillary effects taken into ac-

count(the theory was set forth in detail in Refs. 14 and 15

X (1—cogk,/2)cogk,/2)cosk,); (1D the expressiom .= [2(b,— C,)]/ps was obtained for the
o 8, resonance frequenay,.s, Wherepg is the sqrface mass den-
e= _(2 cosky— cosk,) + —— sity of the layer and, andc, are the capillary parameters
3 Mg characterizing the elastic properties of the planar defect. Us-
X (1~ cog K,/2)cog K, /2) cosks,). (12) ing formula(13), one can obtain a relation between the phe-

nomenological capillary parameters describing the physical

Figure 3 shows the result of a numerical solution of theproperties of the defect in the theory of elasticity and the
given system of equations in the form of the dependences gfarameters of the discrete model under consideration:
the coefficients andt on the squared frequeney The case —c2~2(y(1) (3))/a (a is the lattice constant in the plane
considered is that in which the crystals separated by the imsf the impurity layey.
purity monolayer are identical. The following parameters of ~ We note that in the theory of elasticity there also exists
the crystals and defect were used in the calculatienp: another mechanism of resonant transmission of phofiomns
=a3=1, y1=73=0.1, m=m=1, a,=05, y$P=+)  der conditions of the so-called geometric resonance—the
=0.07. It is seen in the figure that outside the resonancanalog of the antireflective condition in optfs which
region €+ e¢,9 the wave incident on the defect is almost comes about under certain relations between the thickness of
completely reflectedthe coefficientr is close to unity, and the interface and the wavelength. We plan to take up this
the transmission coefficiertis very smal). At a valuee problem in the case of an interlayer consisting of several
=¢ges the reflection coefficient goes to zero and the trans- defect atomic layers in the very near future.
mission coefficient goes to unity. The resonance frequency  The authors thank A. G. Shkorbatov for his interest in
wres= /€165 Characterizes a low-frequency, weak-dispersiorthis study and for a helpful discussion of the resullts.
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The effect of the layered crystal intercalation on the functional dependence of the carrier density
of states is analyzed. The conditions of thermodynamic stability of the intercalation process

in relation to the Fermi energy and microscopic parameters are studie2D0® American
Institute of Physics.[DOI: 10.1063/1.1768356

INTRODUCTION the effective masses, they will be taken from the experimen-

) o ) tal data. In terms of the density of states, E.corresponds
The density of states of elementary excitatiopisy), is ¢ po(w) as follows:

widely used in calculating the physical quantities observed in

experiments. Two approximations can be distinguished 2 2t~ w

which result from utilizingp(w). First, p(w) is widely used in a—carccosT, at o<2tc,

the search for the mean values of the energy characteristics. py(w)= N . (2
The result of an integration process over a whole range of T’_’ at 0=2t,
frequencies is determined by the functional dependence of ac

(w) in the region of integration. As an example, we can take . o
fhe use Ofp(c?)) for caICL?Iations of the indirgct interaction As fqlloyvs from (2), at the pointw=2t, the derivative
between adatoms on a tight-binding sdli©n the other dpoldw is discontinuous, and the valug= 2t corresponds
hand, a number of examples can be presented in which soni@ the topological 2-order Lifshitz transition, which charac-
physical characteristic or other is determined by the value ofefizes the transition from the open to the closed isoenergy
p(w) at a certain energy point. For instance the critical tem-Surface of a layered crystal.
perature of the transition to the superconducting state accord- Discrimination in the chemical bonds causes a number
ing to BCS theory is determined by density of states at thé®f phenomena specific to layered crystals. One of them is
Fermi energyeg.2 The second example of the benefit of intercalation, which consists in introducing a guest atom into
knowledge ofp(w) is in relation to the Lifshitz transition of the gaps between sandwiches, the so-called van der Waals
order 2% Such a transition is realized in a layered crystal dugd2PS: We define the host material as the recipient of the guest

to the peculiarities of its structufeThe layered crystal can species, the intercalate as the guest species resident in the

be represented as a set of packed “sandwiches” coupled tr)?ost matgrial, and the intercalant as the guest species
ubstance.

weak van der Waals forces. Each sandwich is a set of mor~ In int lati f the t i tal dichal id
atomic layers with covalent or ion—covalent bonding. The X n mherca'\;all lon to ef ran3|t|(|)n fmeta '.(;. aicogen ;S
small but nonzero electron overlap between layers is mucII¥I 2 (Where M is atom of a metal of a transition group,

better described by a strongly anisotropic three-dimensionaTS' S¢ with various electron-donor species, the changes

dispersion law with different effective masses within theobserved in the electronic properties can be satisfactorily ex-
layer plane and normal to ing* ,<m?).* In our paper the plained by the charge transfer resulting in the gradual filling
layered crystal will be describ?a byza model dispersion la f the hOS'.[ lattice band vythout any appreciable change n Its
which is distinguished from the isotropic and anisotropicShape or Its .m““.’aﬁ' p'osmon.—a mode| known_ as the r|.g|d—
ones by a much smaller electron overlap intedgahcross band approximation.Firm evidence for the validity of this
the layers than within the layer plame . It was first written model is available for the cases where the intercalate is an
by Fivaz® ' alkali (or alkaline-earth metal, a noble metal, or a first-row

' transition metal. So, by changing the carrier concentration

£(x, k)= ax?+to(1— cosk) (1) during the intercalation process, the Fermi energy can be
L] C [of )

raised up to the topological32order Lifshitz transition. The
where all the quasi-momenge= (k, ,ky), k,=k are written  rigid-band model satisfactorily describes effects in which the
in units of the lattice constani.= 1/2mﬁ*c, mﬁ‘c is the elec- factors of importance are the integral developments of band
tron effective mass within the layer plartg=1/2m7_, mf,  structure and population of the bartsuch as the kinetic
is the electron effective mass across the layer plane,fiand properties rather than the details of the band structure. Natu-

=1. Inasmuch as the parameters, t. are determined by rally, this model can be regarded as a crude approximation.

1063-777X/2004/30(6)/6/$26.00 505 © 2004 American Institute of Physics
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As is shown in Ref. 8, intercalation of TIGa%space .
group cc, with lattice constantsa=b=10.31A, ¢ V(=2 Ehn(r)+ > p(N)aen(r), 3
=15.16 A, and thickness of the van der Waals gap 3.84 A " "
by Li increases the degree of anisotropy of the electro-where the summation is over all cellg;(r) is the wave
photo-, and x-ray conductivity via the diminution of inter- function of an electron at a site of the layered crystal with
layer mixing. In this case the intercalated crystal has a morgeighting coefficient,, ¢,(r) is the wave function of an
pronounced “two-dimensionality.” However, this effect is electron on the site of the intercalant with weighting coeffi-
most conveniently achieved by the intercalation of organiacientp(n)a,: p(n) is the probability
molecules, in particular, the long-chain amines and related
macromolecules. For example, in a solid such &sTaS
(trigonal structure with lattice constanta=3.36 A, ¢
=5.89 A and a thickness of the van der Waals gap of nearl

1, if the intercalant is in then-th cell

p(n)= (4)

0, otherwise

Yn the case of a one-electron descripti in th d-
10, L . ption, in the secon
3 A" intercalated witm-octadecylamine, the layers can be guantization representation on the unary Hamiltonian and

separated by a bilayer of octadecylamine molecules with . . I .
dimension approaching 60 A, where the thickness of the%peratlonal function$3) Hamiltonian will have the form

single layer is~6 A. Since the interaction between the lay- - , o
ers is now considerably weakened, this also makes the crys- 7t~ 2 t(n,n")cn Cpr + E p(Mp(n)ti(n.n")a, ay
tal closer to “two-dimensional.** All these facts confirm m o
that the rigid-band model is not capable of describing the E n
phenomena concerned with the change of lattice parameters + o P(N)&oay an+
and thus with the energy parameters such as electron overlap.
That is why it seems interesting to studythe limits of
applicability of the rigid-band model, )iithe effect of the

host—guest interaction on the shape of the density of states, . _ o _
particularly in the topological 2order Lifshitz transition, Here the first term describes electron mixing at the host sites

iii) the change of free energy of the electron subsystem, dd? ™ N’ cells (y, C: are Fermi operators of annihilation and
pending on the intercalant and the carrier concentration, diréation, respectively the second and third terms are an
different microscopic parameters. analogous mixing in the gu+est subsystesq (s the energy
The goal of this paper is to analypéw) in the interca- level of the intercalanta,,, a,, are Fermi operators of anni-
lated layer due to the insertion of foreign atoms within thehilation and creation of the intercalant, respectiyelyhe
framework of a model with the following features. Intercal- remaining terms describe an electron host—guest mixing in
ants locate only in the van der Waals gap. The guest—gue8te same and in the nearest cells, respectively. The electron
interaction causes splitting of the intercalant energy leyel ©overlap in the guest subsystem(n,n’) and electron host—
into a band with a dispersion law similar t@). We restrict ~guest overlap/(n,n’) satisfy the condition of translational

> p(n)Voa, cy+h.c.
n

> p(nV(n,n")a ¢, +h.c.|. (5)

n,n’

+

ourselves to the virtual crystal model, i.e., whep impuri- ~ invariance, i.e.fj(n,n’)=tj(n—n"), V(n,n’)=V(n—n").
ties occupy each cell equiprobably with the equal probability ~ In the virtual crystal approximation in the momentum
p=Ny/N, whereN is total number of cells. representation Eq5) takes the form

H=2, e(k)cy o +p?Y Bi(K)aga+pY soay ay
ELECTRON DENSITY OF STATES IN AN INTERCALATED k k k

LAYERED CRYSTAL

n
The carrier density of states in the intercalated layered +p; V(k)e, ag+h.c., (6)

crystal will be calculated below as a function of the intercal- _ _ _
ant concentration in a wide region of energy, and, in particuiheree(k) k is the dispersion law of the host subsystetp
lar, in certain energy regions like the band bottom and energ§x andcy are Fermi operators of creation and annihilation in
corresponding to the Rorder Lifshitz transition. Two differ- the host sub_system, respe_ctn_/eif,_ anday are Fermi opera-
ent descriptions of such a problem exist:change of the tors of creation and annihilation in the guest subsystem,
chemical potential with the dispersion law unaltered, or, in  %.(k)= a;y?+t,(1— cosk) (7)
other words, unaltered energy statéd®e rigid-band mode] ) )
ii) change of the dispersion law caused by intercalation at ai§ the dispersion law of the guest subsystem, apandt;
unaltered chemical potential. In fact, the importance of2'® _the electron overlap integrals of th_e nearest guest atoms
choice (i) or (ii) depends on the concrete problem, r](-jlmew,w[thln and r_lormal to the Iaye_r, re;pectlvely. The second a}nd
chemical bonds and the degree of anisotropy, i.e., the enerd§ird terms in(6) can be combined into one. Then the Hamil-
characteristics of the host and degree of host—guest interatenian (6) will have the form
tion.

The case of an interacting host—guest system at unalkl:E e(k)cy o+ pZE si(k)ag a,+ pz V(k)c, ag+h.c.
tered chemical potential will be considered. Let us construct K k 8
the Hamiltonian of the electron subsystem of the host with ®)
N, foreign atoms intercalated into it. We will use operationalwith the dispersion lave;(k) =%;(k) +eo/p, measured from
functions eo/p, and the Fourier transform &f,+V(n,n’) is equal to
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V(k). The change of intercalant concentratjpigoverns the 0.16
value of the constants in front of the second and third terms
in (8), i.e., p?a;, p%t;, andpV(Kk).
Let us use method of two-time retarded Green’s function 0.12
and calculate the carrier density of states. For the system &
described by Eq(5) the Green’s functions for the intercalate 0.08
and host subsystem afe
w—e(k) 0.04
alag )= 9 '
(@dad= G -pato-pvag @
and
- %3
pP~e;
crleg )= , (10
(Ccle= fo—etmmo-p2e01-pove0 " 10
respectively. The density of statps(w) is defined from the 0161 b
corresponding Green’s functidta|a,)) by i
0.12¢
1 +at
Pm(@)=— P |m<<am‘|am>>|w+is . (11) r
. “ 008} o
Then, we obtain . i y N 323235
()= sz 0= pP’i(q) 0.04f '
Pe®I™ 2(2m)? Ji, [20K(ay) +c(cay +d)] !
2 A L N L L ) )
I fk“ ©o"P%ei(d) 0005 0 005 015 025
2(2m)* Jk, |2bK(qz) +c(chpt+d)| T o eV
(12 FIG. 1. Spectral dependence of the electron density of stales) at ¢
=—0.2 eV anday=0.5 eV: atvV=0.1 eV for differentp (a); atp=0.2 for
(@)= 1 sz w—e¢(0y) differentV (b).
PR 2(2m)? )i, [2bK(qy) +c(car +d)]
1 Ky w—2(q,) scription of p.(w) in this case. The higher ig the greater is
- 2272 fka 26K () - C(Cap+ O] dk, (13) A, and the shape gf.(w) is not similar to that ofpy(w),

where the notationb=%(a.+p?a;), c=3(a.—p’a),

d= 3 (t—p?t;)(1—cosz)—pey] is used, andK(g;) with
2.

i=xi IS

1
K(a)= 5 VLe(k) —pZei(k)]*+4p? V(K)|2. (14)
The regions of integratiok; are determined by the condition
(27)?=q;=0, andV(k)=V (the Fourier transform o¥/,
+V(n,n")) will be chosen to be constant.

and the rigid-band model becomes unacceptable. An increase
of the guest concentration or of the host—guest interadfipn
smoothes the behavior pf(w) in the region of the Lifshitz
transition and shifts it in the direction of higher energies. The
behavior ofp;(w) as a function ofp or V, turns out to be
opposite. The Lifshitz transition becomes more precise and it
shifts in the direction of smaller energies. Only an increase
of the guest—guest interaction up to the case whenq;
leads to the elimination of the Lifshitz transition.

The calculated density of states will be used for analyz-

The total carrier density of states of the intercalated lay/"d its integral development in the thermodynamic stability

ered crystal is of the form(w) = p.(w) + p;(w). Remember

of the electron subsystem of the intercalated layered crystal

that the goal of this paper is to find out the dependence an@nd of the intercalate.

the tendency op(w) to change in the region of the topologi-

cal 23-order Lifshitz transition. To this end it is necessary to
know the change of the behavior of the densities of states of

the hostp.(w) and guesp;(w) with increasingp and vary-
ing microscopic parameteks andt; . The results of calcula-
tions of p.(w) andp;(w) performed according t¢12), (13)
for differentp, V are given in Figs. 1 and 2, respectively.

THERMODYNAMIC STABILITY

Let us consider the change of free energy for many-
impurity problems at different guest concentrations ap@t
various ) Fermi levels, and )i electron concentrations.
The Fermi level will be the parameter which can be changed
in a different way, particularly, by different impurities in the

As calculations showed, at a small guest concentrgtion same crystal or by changing the crystal energy parameters.

(Ref. 12 its increase leads to the appearance of a “tail” of

In our problem the ion—ion interaction was not consid-

the states density in the forbidden band and to a certain urered. That is why the change of free energy is studied at low
dershoot in thep.(w) dependence. There is also the regiontemperatures. Let us consider the limiting caselef0 (at

of energy where the dependengg(w) is quite similar to
po(w) for the pure crystal d.(w)—Ay+po(w)). This

higher temperatures the Fermi distribution should be taken
into accounk In the caser=0, the free energy of the elec-

means that the rigid-band model is quite good for the detron subsystem coincides with its internal enefgy E.1*
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FIG. 2. Spectral dependence of electron density of statés) at eq=
—0.2 eVa=0.5¢eV: atvV=0.1 eV for differentp (a); at p=0.2 for dif-
ferentV (b).
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FIG. 3. The free energy differenceF(e¢) of an intercalated layered crystal
V=0.01 eV for different energy levels of the guest ang 0.01 eV.

—peo=gp=<2t for resonance £,>0) levels, anda.=1, t
=0.1, ¢;=0.1,t;=0.01 (all energy parameters are given in
ev).

Numerical calculations show:

i) At p<p. (p¢ is the intercalate concentration defined
by AF(eg)=0), the dependencF (e¢) is broken into two
regions withAF>0 andAF <0 (Fig. 3), within which AF
in fact does not change both for localizeg,<0) and reso-
nance €,>0) levels. The higher ip, the larger is the in-
terval between such constant values. Here the regiasy of
where the sign ofAF changes remains the same. Fay
<0, the thermodynamic equilibrium stat&f<0) occurs at
sF>s'C,, s'c,<0, whereas fore>0 it takes place akf
<el,, eL,>0 (el are the Fermi energies at whictF =0
for localized and resonance levels, respectivelhe Fermi
level, at whichAF(eg) =0, is sensitive to the position of the

At a small intercalant concentration the change of freeguest energy levek,, namelys’ >z! . The higher iz,
energy @F) of the electron subsystem of the intercalatedihe higher is the value op,, and the stabler still is the

layered crystal is similar to the interaction between adatomghermodynamic state of the system both for localized and

(or foreign atomp on a tight-binding solid. According to
that papef the chemical potential changes incidentally upon
the introduction of adatom$in our case the intercalant

resonance levels.
As the guest concentration increase9tep,,, the de-
pendence oAF(eg) for localized levels is changdig. 4).

Then the energy change is determined by the change of ”’l@amely, in the vicinity ofp,, a minimum of AF(eg) takes

density of statef\p(w) caused by adatomir intercalant
states, i.e.,

EF eF
AF=Jiw[pc(w)+pi(w)]wdw—JO po(@)dw—Noeo,
(15

wherep (w), pi(w), andpy(w) are, respectively, the elec-

tron densities of states of the host renormalized by interac-
tion with the guest, of the guest renormalized by interaction

with the host, and of the pure ho¥j is the number of the
guest species; is a guest energy level, ang is the Fermi
level.

We calculateAF as a function of:

a) e and ong at variousp(Ny/N) (N is the number of
crystal sitey

b) the electron concentratiom and gy, at various
p(Ng/N).

The results of the many-impurity problem are obtained
in the case ofpegg<ep=<2t for localized E,<0) and

place. Moreover, ap>p. one hasAF=0. For resonance
levels, the higher is the guest concentratpp>p,,), the
smoother isAF(eg) and, what is more, the thermodynamic

0.12
0.10

0.08

%0.06
0.04
0.02

0
-0.06

06

.02 0.
Er

—O.b2 00

FIG. 4. The free energy differenceF(e¢) of an intercalated layered crystal

for different guest concentrations.
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sponds to small intercalant concentratiors- is near 0.2
0.4r Lo 116 At this value of the concentration the entro ti
~ i py component is
0.3r - T ‘e already insignificantthe entropy component is much higher
S 0.2h 112 © than the enthalpy component at small and laxgex— 0, X
°L’;_ 0.1 o T 9’—, —1), and the ion—ion interactioW\) can still be neglected.
3 T o 108 e Thus, the behavioa u(x) describes the change of the Gibbs
0.0 / 2 T < thermodynamic potential G(x), which at low temperatures
-0.1L 5\DQ/O,P O\o 104 coincides with the change of free enefy.
—0.2L_. ¢ . . ‘ o] 0 Comparing the obtained theoretical resuse Fig. 4
“700 02 04 06 0.8 with the experimental ones for intercalatedRi, Te; (Ref.
X 15), one can seéFig. 5 that at small guest concentrations

(p=x<0.15) Li intercalation shifts the Fermi level down to
the middle of the forbidden band. As a result, the carrier
concentration decreases, meaning a decrease of the Gibbs
thermodynamic potential, caused by the electron subsystem
equilibrium region over Fermi level is widened, and the dif- contribution. As is seen in Fig. 4, the increase of intercalant
ference between the maximum and minimum values otoncentration at a certain Fermi level leads to a decrease of
AF(ef) increases. the change of free energy down to a negative value, i.e.,
i) In the case of different values of the electron concenstabilization of the system under study.
trations, the Fermi level may be determined from the follow- The fact of the Fermi energy decrease suggests that

FIG. 5. Difference of the Fermi enerd$) and the free carrier concentration
(2) versus guest loading in Li,Bi,Te; (Ref. 15.

ing equation lithium in the van der Waals gap did not release its electrons,
or preserving its identity to a certain extent. In terms of the
n= J [pe(w)+pi(w)]do. (16 calculation, the degree of guest identity is given by the value

of V: the weaker is the host—guest binding, represented by
At small p (p<pg), the AF(n) behavior is similar to the paramete¥, the higher is the guest identity.
AF(eg) both for localized and resonance levels. The higher
is p, the narrower is the region of thermodynamic equilib-
rium and the lower is its stabilityA\F valug. The Fermi ~CONCLUSIONS

level corresponding to the minimum ofF remains the An analysis of the functional dependence of the carrier
same. As would be expected, an integral characteristic likgignsity of states in an intercalated layered crystal is carried
the change of free energy does not vary in the region of thg, + y two-time retarded Green's functions, considering the

Lifshitz transition. host—guest and guest—guest interactions within the frame-
work of virtual crystal model, i.e., intercalants equiprobably
EXPERIMENTAL RESULTS occupy each cellg<1). It is shown that an increase in
The measurements of the change of Gibbs erférggre ~ concentratiorp causes the appearence of a certain “tail” of
carried out by the method of the e.m.f. and its temperaturéhe density of states in the forbidden band. Its shape depends
dependence. The position of the Fermi leffh. 5, curvel) on the nature of the guest, i.e., the intercalant energy level
was determined by electrochemical analog of Mott—Schottkyo- Either an increase gf or of the host—guest interaction
method, and free the carrier concentrati®ig. 5, curve2) ~ Smoothes the Lifshitz transition, shifting it in the direction of
was determined from galvanomagnetic measuremgtadi  higher energies in thp.(») dependence and makes it more

effect). distinct, thus shifting the transition point in the direction of
The Gibbs thermodynamic potential in the host—guessmaller energies in the,(w) dependence. The Lifshitz tran-
system is as follows® sition in thep;(w) dependence disappears only if the anisot-
ropy of the chemical bonds in the intercalate subsystem de-
AG=nFE=AS+W+Aup+L ﬁ +Ay, (17) creases. Based on the calculated density of states, the change
Ix of the free energy of electron subsystem is found. The theo-

whereF is the Faraday numben, is the number of redox retical res.ults obtained indic_ate the tendency towards ther-
electronsE is the electromotive force) S=kTIn(x/x—1) is modynamic advantages or dlsadvantages caused by the elec-
the configuration entropy component, ani the number of ~ on host—guest subsystem, depending on the guest and
the introduced guest atoms per formula unit of the hosfarrier concentrations in the intercalation process. '

(similar to the theoreticap). The other terms describe the The author would like to thank Prof. B. A. Lukiyanets
enthalpy component. Among the describes the interac- for many stimulating discussions.

tion between guest component, i.e., the effect of intercalant
concentration on the ion—ion interaction in the guest sub;
system, A ug is the change of Fermi level position of elec-
trons or holes,L is a coefficient, linear to the potential
Lennard-Jones functio@C/dx is the change of lattice units,
andA, is a constant and describes the host—guest interactiomT' L. Einstein and J. R. Schrieffer, Phys. Rev7B3629(1973.
which is usually taken to be independentof° As is seenin  2¢ igel, Quantum Theory of Solidsiley, New York—London(1963.
Fig. 5, the region of the chemical potential minimum corre- 31. M. Lifshitz, Zh. Eksp. Teor. Fiz22, 475(1952.
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In memoriam: David Schoenberg (1911-2004)

[DOI: 10.1063/1.1768357

The famous English experimental physicist David recognized that this is not simply a curious and beautiful
Schoenberg died in Cambridge on March 10 at the age of 92ffect but also a powerful tool for studying the electronic
Schoenberg was one of the creators of the modern lowstructure of metals.
temperature solid state physics. Schoenberg’s name is well Schoenberg lived a long life in continuous connection
known by all who study the physics of metals and superconwith Cambridge. From 1947 to 1973 he was the director of
ductivity. the Mond Laboratory, and in 1973-1977 he was a professor

Schoenberg made an enormous contribution to the physand group leader of the low-temperature physics group at
ics of quantum oscillation phenomena. The oscillatory be-Cambridge University.
havior of the magnetoresistance and magnetic susceptibility ~Schoenberg was a winner of the Fritz London Memorial
of bismuth, discovered in Leiden by Shubnikov and de Haasrize for outstanding achievements in low-temperature phys-
and by de Haas and van Alphen, respectively, had long be&igs and was awarded an honorary doctorate by Lausanne
considered as anomalous manifestations of some unusughiversity. He was a member of the Royal Society and a

properties specific to bismuth. Thanks to the efforts offForeign Honorary Member of the American Academy of Arts
Schoenbergland also B. G. Lazarev and B. I. Verkin in gnd Sciences.

Kharkov), it became clear that these quantum oscillation ef-
fects are of a general and fundamental character. It is now Editorial Board
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