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The theoretical aspects of research on the role of Jahn—Teller interactions in quasi-two-
dimensional cuprate antiferromagnets and highlsuperconductorHTSCS are analyzed. An

analysis is made of results that permit one to establish a link between the quasi-two-
dimensional character of the properties of underdoped cuprate HTSCs in the normal and
superconducting states and the Jahn—Teéll&f nature of the divalent copper ions. It is shown

that the combination of these two features leads to the existence of a pseudogap state. In
underdoped cuprate HTSCs with JT lattice distortions the quasi-two-dimensionality gives rise to
two-dimensional local and quasilocal states of the charge carriers. This is manifested in
substantial temperature dependence of the number of components of the localized and delocalized
states of the charge carriers and in repeated dynamical reduction of the dimensionality of
underdoped cuprate HTSCs as the temperature is lowered. Such a HTSC, with doping
concentrations less than optimal, is found in a quasi-two-dimensional state in the greater

part of its phase diagram, both in the normal and superconducting states. This means that the
superconducting state of underdoped cuprate HTSCs differs from the BCS state and is

closer in its properties to the state of a two-dimensional Berezinskii—Kosterlitz—ThdqBlk39
superconductor without off-diagonal long-range or@@bDLRO). It is shown that the

difference primarily consists in the mechanism of superconductivity. In spite of the fact that a
strong JT electron—phonon interaction in underdoped cuprate HTSCs plays a key role

and leads to the formation of two-site JT polarons, the attraction between holes and such polarons
and the formation of a superfluid two-site JT polaron with an antiferromagnetic core are due

to compensation of the Coulomb repulsion by the polaron energy shift. The hypothesis that the
superconducting state in overdoped cuprate HTSCs is a consequence of the establishment of
ODLRO in the three-dimensional BCS model with nonconserved total number of charge carriers
and nonzero quantum fluctuations of the number of charge carriers is discuss2@D4©
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1. INTRODUCTION For a long time there was no convincing mathematical
proof of the Jahn—Teller theorefrBecause of this circum-

It is known that in their search for compounds with high stance and the absence of any conclusions in Ref. 3 as to the
superconducting transition temperatur@sTSCs, Bednorz  possibility of observing the JT effect, for a long time the
and Muler' proceeded from the assumption that doped cudahn—Teller theorem remained “on the shelf.” Low’s bok
prate antiferromagnets contained Jahn-Telld) polarons, cites the words of Van Vleck, “a great advantage of the
with their inherent strong interaction with phonons. While Jahn—Teller effect is that it does not appear when it is not
Landau’s role in the development of polaron concepts is unrequired,” to which Low adds, “nor does it appear when one
questioned, not everyone knows of the part he played in thg attempting to observe and measure it.” To all appearances,
discovery of the Jahn—Teller effect. The hypothesis of instaone of the first mathematical generalizations of the Jahn—
bility of the nuclear configurations of polyatomic systems inTeller theory for crystals was made by Van Vlietkhere
the presence of electronic degeneracy was first stated hystimates of the equilibrium displacements for the most
Landau in 1934 in a discussion with Teller in Copenhagenstable configurations of an octahedral complex were ob-
Teller told him of a modification of the Born—Oppenheimer tained. These estimates made it possible to determine the
approximation in a linear molecule. Landau advised Teller taJahn—Teller splitting of the orbital energy levels. Only in
be careful and to take into account the possible symmetry950 was it first conjecturdhat the dynamic Jahn—Teller
breaking in the position of the atoms. Teller was able toeffect could be observed by studying the anisotropy ofghe
convince Landau that this did not happen for linear mol-factor for divalent copper ions in systems with octahedral
ecules. Teller acknowledges that this was the only time heymmetry, and already in 1952 such measurements were car-
won an argument with Landau. “That is why the effectried out on C&' in ZnSiR-6H,0:C#* at low
should have Landau’s name on it. He foresaw this effecttemperatured:g,~2.4; g, ~2.08. This was the first obser-
Jahn and | only did some technical work.” vation of the Jahn—Teller effect.
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It was only in the 1960s that the development of electrorproperties of such compounds in the pseudogap and super-
paramagnetic resonance technique and the unusual structwenducting states can be considered to be manifestations of
of the spectra observed in compounds of divalent copper anghe JT effect.
rare-earth atoms with a twofold degenerate orbital state Oi[

. LS . .1. Jahn—Teller theorem
the electrons led to the first convincing evidence of unusua
JT dynamics. At the same time, it was shown that vibronic ~ The Jahn—Teller theorem states that any comjéex
mixing of two electronic states that are close in energycept for a linear chainwith degenerate values of the elec-
(pseudodegenerateleads to the dynamic Jahn-Teller tronic energy levels is unstable against any lattice deforma-
effect®® The consequences of vibronic mixing of pseudode-ion that lifts the degeneracy of the levels in first order. The
generate states are called the pseudo-JT effect. JT effect thus leads to the existence of more than one equi-

The first theoretical attempt to link low-temperature su-librium position of the complex with equal energy, i.e., the
perconductivity with the pseudo-JT effect was undertaken irpurely electronic degeneracy gives way to a more compli-
1961 by Nesbet? who calculated the corrections to the cated vibrationalvibronic) degeneracy of the whole com-
Born—Oppenheimer approximation for a rather strongplex. This means that the electronic and nuclear Hamilto-
electron—phonon interaction. As was shown in Ref. 10, in thanians cannot be considered independently for systems with
ground state, taking into account the vibronic mixing of two degenerate electronic levels. The eigenfunctions of the com-
pseudodegenerate electronic states leads to modified elégined electronic—nuclear Hamiltonian are called vibronic
tronic states with minimal energy, which differ qualitatively wave functions.
from the Fermi distribution of a normal metal. Electronic degeneracies remain stable only in those sys-

In the search for high-temperature superconductivitytems for which deformations that lift the degeneracy of the
Bednorz and Mler’s guiding idea was inspired by the electronic levels are not allowed, and two such exceptions to
Jahn—Teller polaron mod&l.Based on their experience in the JT theorem exist: for a Kramers doublet caused by the
studying JT ions in perovskite insulators, they conjecturedsymmetry of the system with respect to a change in sign of
that the JT polaron model could be applied to the metallighe time, symmetry that cannot be broken by any displace-
phase of transition metal oxides, e.g., Ba—La—~Cu oxtd#s. ments of the nuclei, and for linear molecules, in which two-
was later showH that it is only in the case when the energy fo|d degenerate displacements of the ions are odd irreducible

of JT stabilization is comparable to the half the bandwidthyepresentations, and the degeneracy is lifted in second order
that one can expect a substantial manifestation of the J§¢ perturbation theor§*

effect. This condition separates the existence regions of lo- g, proof of their theorem, Jahn and Teller used pertur-

calized and delocalized states of the charge carriers. Alpation theory, which gives a perfectly satisfactory description

though its satisfaction is extremely rare, it does hold in mang¢ e majority of real systemsHowever, thirty five years

ganites and in cuprate HTSCs, where it leads to the existengge, ejier acknowledgédhat its proof had been obtained
of JT p(_)larons. Mgngamtes_, co_mpounds with colos_sal magg,, o “very inelegant method.” The theorem of Jahn and
netoresistance which contain trivalent manganese ions, we ller has great generality and does not rely on the approach

discovered in 1950 by the Dutch scientists Jonker and Var& Ref. 3. Only in 1959 did Clinton and Rice propose an
Santen. Even though the JT character of divalent copper anéternative approach to the JT theorem with the use of the

trivalent manganese ions was already well known by the en .
. S . : ell-Mann—Feynman theoreffi,and a year later Kanamori
of the 1960s, the first convincing experimental evidence of a . .
) . . ntroduced the concept of pseudospin for mathematical de-
manifestation of the JT effect and of the existence of J

polarons in HTSC cuprat¥sand in manganités was ob- scripiizogn of systems with twofold degenerate electronic
tained only in 1998, with the observation of an oxygen iso-States: .

tope effect in their dynamic phase separation temperature. Acc_ordmg to the_ Gell-Mann—Feynman  theorem, .th‘?
The great generality of the properties of different Weaklygenerallzed force acting on a nucleus upon a change in its

doped perovskite oxidegickelates, manganites, and HTSC coordinater is equal tOFk_: _<i|‘9V/ﬁQ!|i>’ whereli) is
cuprates should be noted; it is a manifestation of the JT &N €lectronic statey(q,Q) is the potential, andj are the

effect and of the existence of localizéone-sité and delo- electron coordinates. F;# 0 for some configuration of the
calized (two-site JT polarong” nuclei, then that configuration is unstable, and a spontaneous

In spite of the theoreticH~2°and experimenta}4evi-  deformation occurs such th&=0. The theorem of Jahn

dence of a linkage between high-temperature supercondu@nd Teller says that ifi) is a degenerate state wi=0,
tivity and the JT effect, there was still no generally acceptedhen there always exists a mo@, for which the matrix
model consistent with all of the observed properties of thelement is nonzero and, consequenfly#0 (see Ref. 24
cuprates. The main difficulty with the JT mechanism of su-However, despite the physical generality of this approach, it
perconductivity is that the energy of the JT splitting of theis difficult to use in practice, and a more applicable approach
degenerata states of copper~1 eV) is an order of mag- for real systems is the “quasimolecular” approximation, in
nitude greater than the pairing energy @.1 eV). which one chooses as the collective coordin&gghe true

In this review we analyze the results of experimental anchormal coordinates of the nuclei of the “molecular” octahe-
theoretical research on the quasi-two-dimensional doped cuiral or tetragonal complexes, and the electrons of each com-
prate antiferromagnets and underdoped cuprate HTSCs withlex are divided into “active” and “passive” groups.
twofold degeneratéor nearly degenerakelectronic states of In the harmonic approximation the Hamiltonian of the
divalent copper JT ions, according to which some of thenuclei of a “molecular” complex has the form
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1 , - independent Hamiltonians of the nucl&) and of the active

Hn=§2k (P i+ prwicQp), (1) electrons H) to a combined electronic—nuclear Hamil-
tonian

where P, is the momentum operatoy, is the effective

mass, ando, is the frequency of th&th normal modeQ, . 2 2 2

The active group consists of the small number of electrons Hij=Ed; +(1/2); [(Pi/ it @i Qi) 6

with degenerate orbitals which actively take part in the JT

effect. The “passive” electrons are formed by the filled +hi; (K)Qxl, (6)

shells, and the possibility of their transition to excited states

can be neglected. In compounds with transition metal iondvhere the matrix elements; (k) =(i|9V/3Q;|j) are propor-

the active group can include all or part of tUee|ectronS, tional to the Strength of the interaction of the electrons with

while the remaining electrons of tl‘mandp orbitals and the the lattice. Equat|0ni6) is the basic first-order Hamiltonian

bound electrons of the ligands make up the “passive” groupfor the JT effect in systems with twofold degenerate elec-

Here the “active” electrons move in a potentid(qg,Q) that  tronic statesa need to consider higher-order terms arises in

can be represented in the form of a serieQin systems with threefold degenerate stdbesThe expression
in square brackets determines the potential energy surface of
_ the nuclei of a “molecular” complex in the space of normal
V(q,Q)=V + V1o +..., 2 ; ) -
(0.Q)=Vo(@) ; Q] Qu @ coordinateQ, . The last term in6) says that the minimum

as a result of which the Hamiltoniar, of the active elec- of the potential energy is shifted relative to the coordinate

trons contains terms of first order in the normal coordinate?*kzg’ ar_ld the consequent lowering of the symme_try of _the
Q. amiltonian leads to a number of observable manifestations

of the JT effect, which are considered in Sec. 2. For example,
_ the termh;; (k) Q, with a nondiagonal matrik;;(k) leads to
He_HS+2k (IV19Qi) Q- (3) mixing of the electronic states as a result of nuclear motion.
If after averaging over time the average displacement re-
Here H, is the Hamiltonian of the active electrons @ mains finite, then the lowering of the symmetry leads to an
=0, with energy eigenvalu€s. observable static JT effect. On the other hand, in the case
In the absence of the JT effe(te., in the absence of when the average displacement over the characteristic time
degeneracy of the electronic levethe Born—Oppenheimer of the experiment is equal to zero, the dynamic JT effect is
approximation is valid for the eigenfunctions of the realized, the value of which is determined by the balance
electronic—nuclear Hamiltonian: between the last two terms (i6).
Vibronic mixing of two nondegenerate electronic states
V=n(a.Q¢(n.Q), @ that are close in ?—:-nerg)E1~ E,, geparated by a gapE
where ¢,(q,Q) and ¢(n,Q) are the electronic and nuclear (E;>AE=E,—E,),®° leads to a dynamic JT effect, the
wave functions. In Eq(4) the functionsy,(q,Q) are solu-  consequences of which are called the pseudo-JT effect. The
tions of the Schrdinger equation for the electrons at a fixed pseudo-JT effect differs substantially from the JT effect in
position of the nuclei, and the functions(n,Q) are solu- that the nearly degenerate electronic states mixed by the vi-
tions of the Schrdinger equation for nuclei in which the bronic mode can belong to different irreducible representa-
electron energyE,(Q) has been added to the internucleartions of the problem. For example, in systems with a center
potential. In the one-electron approximation E@$)—(4)  of inversion the mixed electronic states can have opposite
give a complete description of the adiabatic variation of theparity, which leads to the development of a dipole
many-electron wave function, but they cannot describe traninstability?® For studying the pseudo-JT effect it is important
sitions from one electronic state to another due to motion ofo identify the group of close electronic terms in the spec-
the nuclei. With the JT effect taken into account, the motiontrum of the electronic states of the complex. For octahedral
of the nuclei always causes mixing of the electronic statesand tetragonal complexes this problem was solved in Refs.
the electron wave function depends substantially on the ca26 and 27, and a general theorem was stated by Ber&tiker:

ordinates of the nuclei, and the adiabatic approximattn For any configuration of the nuclei of an arbitrary poly-
with the last term in(2) taken into account should be re- atomic system there exist bonding stationary states of the
placed by the more general relatfon electronic density distribution (in the ground or an excited
state) for which the amplitudes of the displacements of the
Vo= amntn(9.Q)e(n,Q), (5)  nuclear configuration under consideration do not exceed the
amplitude of the stationary states
where a;,, are matrix elements. The wave functigb) is This means that such a configuration need not corre-

called the vibronic(combined electronic—vibrationalvave  spond to a minimum point of the adiabatic potential but can
function. As was shown in Ref. 25, the accuracy of &}is  correspond to some point of its basin. In systems with a
the same as that of the Born—Oppenheimer approximatiorather large number of JT ions they cannot be regarded as
(4) in the absence of degenerafy is of the order of the independent ions, and that leads to cooperative effects. For
electron-to-nuclear mass rattem/M). example, ordering of the local distortions of dipole-unstable

Thus degeneracy of the electronic level§3nleads to a unit cells with a pseudo-JT effect in systems with a center of
dynamic “vibronic” degeneracy of states with the vibronic inversion leads to a ferroelectric phase transition, which can
wave function(5) and is accompanied by conversion of the be considered a cooperative pseudo-JT effect.
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1.2. Low-temperature superconductivity and the JT effect the velocity of longitudinal acoustic waves ands the ve-

The Bardeen—Cooper—Schrieffl@CS) theory of low- locity of electrons on the Fermi surface. Takif®) and the

temperature superconductivity, as was noted in Refs. 29 anfa:nteness ofd; into account, we find that the correction
(0))=pu(o;)—€e(o;) to the Hartree—Fock energy for a

30, takes the electron—phonon interaction into account in th&. . e . :
adiabatic approximation but does not consider the correctioﬂ_"ngle'ele(:tron state is of opposite sign on different S|_des of
to the Born—Oppenheimer approximation which arises eve e Fermi level and has a value of the order of magnitude
in the nondegenerate case if the electron—phonon coupling is m7

strong enough. Usually these corrections are small, of the &'(of)~F(slv)eg, Slhv= \/m,
order of the ratio of the electron-to-nuclear mass ratio, but

when degenerate or nearly degenerate low-lying electronigharem is the mass of an electroN] is the mass of the ion,

states with delocalized wave functions are taken into acy is the charge of the ion, and(;) is the electron chemical
. . . 1 1

count, the interaction of the electrons with phonons can b(Eotential function. As is seen frox®), there always exists a

considered as a dynamic JT effect with a combinedsiate whose energy is not shifted, and if the value @)
electronic—nuclear Hamiltoniai®). For example, it has been is large enough, them(o;) can have a maximum on the

'9 . . .« . .
showr?® that the vibronic mixing of two close-lying but non- jcide of the Fermi surface and a minimum on the outside.

degenerate electronic states~E, separated by a galE  1he existence of such a sequence of maximum and minimum

:ffElt_ E, leads to a dynamic JT effect, i.e., the pseudo-JTo¢ the electron chemical potential, as was noted by Frdiich,
effect.

_ ) i means the presence of a qualitative change in the ground
Among the first papers discussing the consequences

: - %ftate state of the electron system and can be a sign of a
the pseudo-JT effect are those of Neslén which the cor- superconducting state.

rections to the Born—Oppenheimer approximation in the case -~ 15 the nuclear motion causes a transition of the elec-
of a rather strong eI?ctron—phonon coupling were found. Inyns from the ground-state orbitals to unoccupied excited
this case the “active” group of electrons consists of a smally 15 As was shown in Ref. 30, the distribution of modi-
number of electrons with nearly degenerate orbitals, and thgey electronic state§?) is qualitatively different from the
electronic wave function depends substantially on the coorgg i gistribution for a normal metal. Now two independent

dinates of the nucleus, so that the adiabatic approximatiogsiionary states can exist below the critical temperature. The
(4) with the second term iK2) taken into account should be gjectrical and thermal conductivities of states with higher

replaced by a combined electronic—vibrational wave func-energy are the same as for a metal, while the current states

tion (5). The electronic wave functions,(q,Q) depend on ith jower excitation energy are nondissipative.

the normal coordinate®, of the nuclei, and the motion of Nesbet's pape? were published at the time of the tri-

the nuclei causes a transition of the electrons from groundumprl of the BCS theory and did not attract much interest.

state orbjtals to exc@ted _orbitals described by the Born—NOW’ forty years later, however, one can say that Nesbet had

Oppenheimer approximation: predicted the pseudogap stétiee dynamic analog of charge
ordering observed in doped cuprate antiferromagnets in

)

z//n(q,Q)=<DO+Q2a D(i5,i Q). which the Fermi surface consists of electron and hole parts
K that nearly coincide upon a translation by a wave vector of
Sui=i(FM)W(g,—gi); Fi={aldVIdQli), (7) the antiferromagnetic cell (dispersion relations with

nesting?). For example, in underdoped cuprate HTSCs upon
transition to the pseudogap state a maximum is observed in
the density of states near the Fermi level forxer and a
minimum for e~¢g. The pseudogap state is a state with a
. . . pseudogap and two types of excitatigmsth light and heavy
energies of these states. As was mentioned atee. 1, in charge carriefs), which precedes the transition of under-

the one-electron approximation equatio(®—(4) give a doped cuprate HTSCs to the superconducting state.
complete description of the adiabatic variation of the many- Some remarks critical of Ref. 30 were made in Ref. 33

electron wave function, but they cannot describe transition%ut we cannot agree with them. For one thing, in Ref. 33 the
from one electronic state to another in response to the Moo, 4o and nuclear Hamiltonians were consi,dered indepen-
of the nuclei. dently, but, on account of the motion of the nuclei, in sys-

In Ref. 30 an expression was obtained for the mat”a)sms with nearly degenerate low-lying electronic states and

element of the transition of an eIect_ron from an OCCUPIEQith 4 strong electron—phonon coupling there is a transition
orbital ¢; to an unoccupied orbitap, with the absorption of from the independent Hamiltonians of the nuclei and “ac-

a phonon with energy,,—&;=f wy . Processes of absorption . » ajectrons to a combined electronic—nuclear Hamil-

or emission of a phonon occur bereen nondegenerate b nian (6). Just as in the JT effect, the value of the dynamic
nearly degenerate Born—Oppenheimer states, such that ¢ Seudoeffect in systems with strong electron—phonon cou-

transition probability is proportional to pling and nearly degenerate low-lying electronic states is de-
termined by the balance between the last two term&)n

2y 5i2 =7d(e,&i), 8 Secondly, the conclusion that the interaction of the electron
and phonon subsystems leads to a substantial phonon contri-

which leads to modification of the stationary states on differbution to the energy correction to the Hamiltonian was

ent sides of the Fermi surface. He¥e-(s/v)e;, wheresis  reached in Ref. 33 in the form of the Frolich thedhyHow-

whered is the Hartree—Fock many-electron wave function
of the ground statedp{ is the Slater determinant obtained
from @, with the orbital ¢; that is occupied in the ground
state replaced by the excited orbita),; ; ande, are the

lim i
5iao(3a_8i)
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ever, it is knowr**that a correct description of the phonon greater than the JT stabilization energyE,+) and, hence,
spectrum cannot be given in the framework of the Frolichthe JT distortion of the oxygen octahedron surrounding the
theory. Ni* is strongly suppressed. To decrease the width of the
metallic band of the Ni ions to a value comparable to the
1.3. High-temperature superconductors and the Jahn—Teller energ.yEJT of th.e NF* ion, the .trlvalent Ni was Partlally
effect (history ) substituted by trivalent Al. Here it turned out that increasing
. N ) ) the Al concentration radically alters the metallic characteris-
That it was Bednorz af“?‘ Mier who dlscqvered high- tics of pure LaNiQ, initially increasing the resistivity and
temperature superconductivity was no accident. In 19830 itimately, at a high enough degree of substitution, leads
yvhen th.elr collaboration began on t.h.e pa5|s of a COMMOR, semiconductor behavior with a transition to localization at
Interest in the study of superconductivity in complex 0X'd(.es’low temperatures. Another way of decreasing the width of
M.uller had twenty Xi?rs of succes§ful experience Workinge metallic band of Ni was to introduce internal stresses in
W!th JT c_ompou_nd%.'_ .At the same time, oxide compounds the LaNiG; lattice through the substitution of the La ions by
with relatively high critical temperaturdaround 13 K, such Y ions, which have a smaller radius. The behavior of the

as Ly, T, ,O, and BaPh_,Bi,O; were already known. e ; . .
According to BCS theory, such intermediate-valence oxidesreSIStIVIty was altered in the same way as in the previous

with a low carrier densityr{=4x 1C?* cm™3) should have a 2% but neither method led to the desired result

. In 1985 the experimental situation in Bednorz and
large electron—phonon coupling constant. Further attempts tl@l(jller’s laboratory improved. and a new idea had come u
raiseT. in the perovskite BaRb ,Bi,O5 by increasing the £ usi Y thpt t tal i i hich h %
density of statesi(eg) (by changing the Pb:Bi ratjowere ot using copper as Ihe fransition metal in oxides, which ha

unsuccessful because of the metal—insulator transition thé&‘d to a substantial progress n t.he'.r studies. In the NEw Seres
occurs in these compounds. of compounds the partial substitution of the JT iorf Nby

. L L
The goal of Bednorz and Mier was to search for oxides the non-JT ion C¥" increased the resistivity, but the metal-

such that high critical temperaturds could be reached by lic .chafac.ter of the solid .st.)!ution was preserve.d.to 4 K,
increasingn(s¢) and the electron—phonon coupling. HopesWh'Ch indicated the p055|b|I|ty" of superconductivity. The
furning point for Bednorz and Mier in their discovery of

for an increase in the electron—phonon coupling rested on the’ v
polaron contribution, which had been predicted byhlgh-temperature superconductivity came at the end of 1985

Chakraverti® (see also Ref. 39 and works cited thejein When they Iel?rned of the paper by the French researchers
That paper proposed a qualitative phase diagram for the pd/lichel et al,”® who had studied the oxide of Ba-La-Cu
laron contributions in coordinates of the coupling constantVith the Perovskite structure, which has metallic conductiv-
A=n(Eg)V versus T. Chakraverty’s diagram had three ity in the temperature range 100—300 °C. The Michel group
phases: a metallic phase below,, an insulating polaron Was interested in the catalytic properties of oxigen-deficient

phase above\y, and a region of intermediate valuas, Ccompounds at high tempertures. It turned out that the oxide
<A<\4 in the vicinity of the metal—insulator transition in of Ba—La—Cu, which contains Cu in two different valence

which high-temperature superconductivity could exist. states, Ct" and the JT state Cii, and which meets all the

The gu|d|ng idea in the creation of the genera] Concept§riteria of the basic idea of the search for HTSC. They im-
of high-temperature superconductivity was inspired by thenediately synthesized this oxide from a series of solid solu-
JT polaron model in the form proposed by Hatkal *°for a  tions in which the Ba:Cu ratio was varied as a means of
linear-chain model for narrow-band intermetallides. In thecontinuously varying the intermediate valence of the copper.
linear-chain model in the case of small JT distortion with ~ Measurements of the resistivity of the new compounds
energyE;r less than the bandwidth of the metal one observe$ mid-1986 showed that in the high-temperature region the
only a small perturbation of the states of the conduction elecbehavior of the temperature dependence for the oxides was
trons. With increasingE, there is an increasing tendency ho different from the dependences measured previously, but
toward localization, and aE;t equal in magnitude to the ©on cooling they observed the characteristic behavior for met-
bandwidth the formation of polarons is assumed. In the opinals, a fall giving way to a rise, which indicates a localization
ion of Bednorz and Miler this model could correspond well transition. The resistivity grew as the temperature ap-
to Chakraverty’s diagrams. Based on their experience iproached the 30 K region, and then it began to level off and
studying isolated JT ions in insulating perovskites, Bednorainexpectedly fell to 50% at 11 K. Repeated measurements
and Muler assumed that the JT polaron mdfetould be  showed excellent reproducibility of the results. By varying
applied to oxides provided that they were conductors. Oxidethe composition of the compound and the techniques for
containing transition metal ions with a partially filleg or-  heat-treatment of the samples, within two weeks’ time they
bital, such as Ni*, Fé*, or Ci**, manifested a strong JT had shifted the start of the resistivity drop to 35 K, consid-
effect and were considered as possible candidates for nearably higher than the critical temperature of J8e super-
superconductors. conductors.

Based on Chakraverty’s id&of a possible polaron X-ray diffraction analysis of the samples revealed the
mechanism of superconductivity and on the possibility inpresence of at least two different phases in them. The main
principle for JT polarons to exist in transition metal oxides, phase could be identified as having a perovskite structure of
Bednorz and Mler began their search for high-temperaturethe K;NiF, type, whereas the diffraction lines of the second
superconductivity at the end of 1983, with the La—Ni—O phase were similar to an oxygen-deficient perovskite with a
system'! The compound LaNiQ is a metallic conductor three-dimensional network of coupled octahedra. As an elec-
with a transfer energyt of the ey Jahn-Teller electrons tron microscope analysis showed, in both structures the La
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was partially substituted by Ba. However, the matter of 3 3
whether these compounds are substances in which the vari- a b
able valence of the copper leads to superconductivity re- 5 45 4

mained an open question. Despite the impossibility of mak-
ing magnetic measurements at that time, Bednorz and
Muiller, recognizing the great importance of their result, pub- 1 2 9 2

lished a paper entitled “Possible high-temperature supercon-
ductivity in the system Ba—La—Cu—O""

Systematic measurement of the lattice parameters and g Q o5 Qs
electrical properties of the samples upon variation of their
composition showed that L&uO, containing Ba is the FIG. 2. Collec+tiv2einormal mode®, (a) and Qs (b) of a “molecular”
phase responsible for the superconducting transition. Thectahedron G Og” .
highest values off ; were obtained for a Ba concentration
corresponding to the maximum distortion of the orthorhom-

bic lattice (before its transition to the trigonal lattigebut Qu=(X1—X4—Yo+Y5)/2,

after the perovskite phase begins to dominate, the supercon-

ducting transition is suppressed, and the samples display Q3= (223~ 22— X1+ X4—Y21Y5)/2V3. (10
only metallic properties. For the dynamic effect we should take into account in

In September 1986, after the necessary experimentab) the collective mode®), and Qs (with symmetry 7,4(§)
equipment had been assembled, magnetic measuremela'rﬁdeg(n); Fig. 2a,b:

were carried out and the presence of the Meissner—

Oksenfel'd effect in the new class of substances was demon- Q4= (227 25+ Y3~ Ye)/2

strated. In the samples that exhibited a drop in resistance a Q.= (x;—xg+2;—24)/2. (11)
transition was observed from paramagnetism to diamagne- . )

tism at low temperatures, indicating the presence of currentd the polar coordinategp,) the modesQ,=p sin¢ and
of a superconducting nature. An x-ray analysis in combinaQs=p c0sf, and the quasielastic potenti(p, 6) to a first
tion with resistance and magnetic susceptibility measure@PProximation in the coordinates/(Q,,Qs) is a double-
ments made it possible to conclude that the compound@Uued surfacéFig. 3) and is independent of the angle
La,Cu0Q, with a Ba admixture is in a superconducting state 1

at T<35 K. V(p,0)=*Ap+ 5 pw’p? (12)

2. JAHN—TELLER EFFECT IN SYSTEMS WITH TWOFOLD
DEGENERATE AND NEARLY DEGENERATE
ELECTRONIC STATES AV a

2.1. Static, dynamic, and cooperative Jahn—Teller effects

The JT copper ion Cu has one hole in the shell (d°
configuration. In the copper—oxygen octahedron ZC(DE‘
the ey orbital of the Cd" ion forms o states, which are
especially sensitive to the position of the nuclei of the oxy-
gen atoms and can lead to a strong JT effect. In the general
case the number of normal coordinat@g of the nuclei of

the “molecular” octahedron C’u+O§_ (with the symmetry _ S Qg
groupOy) is equal to 15Ref. 5. As we are interested in the ’ : »>
splitting of the electronic levels, we should take into account ——--"
in the combined electronic—nuclear Hamiltonid@) the col- Q,
lective mode®Q, and Q3 (with symmetryey(v) andegy(u);
Fig. 1a,b
A€+ b
03 a <I>3 b
5 4 5 4 <>-
\1:><;\ i %
o6 Q, ‘136 Qs . . - .
FIG. 3. Potential surfac¥(p, 8) with a minimum in the Q,,Qs) plane(the

“Mexican hat”) along which the nucleus moveds); the section of the
FIG. 1. Collective normal mode®, (8 and Qz (b) of a “molecular” surfaceV(p, §) by the plane ¥,Q) and the Jahn-Teller distortion of the
octahedron Cﬁoé' . positions of the oxygen ion corresponding to the minima of the poteibial
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HereA is a quantity proportional to the interaction of the quantitative estimate of the energy levels for predicting the
charge carriers with the lattice, the oscillations of which oc-possibilities of experimental observation of the dynamic JT
cur with an effective masg and a frequencw. The value of  effect. Such observations may include a change in the optical
A'is positive for a hole of the orbital of the CG4" ion. The  absorption bandé&Sec. 3.
surfaceV(p, #) along which the nucleus movéthe “Mexi- However, at low temperatures the JT complex can be
can hat” shown in Fig. 3ais a potential surface formed by frozen in one of the potential wells. For example, let the
revolution of the parabold12) about thep=0 axis. The electron wave functiony_ (13) be frozen with#=0, and
minimum with energySE = — A%/2uw?, which is called the y_=y, . The spectrum of the spin resonance for the static
stabilization energy, lies in the,,Qs) plane on a circle of  JT effect expectedta® K was first calculated by Bersuk&.
radiuspo=|A|/nw?. The electron wave functions for states However, the zero-point vibrations make &#2>0, and in

on the lower and upper branches\tfp, #) has the form the average/_ acquires a nonzero paft,. Such a change in
Y=, SinOI2+ i, coSOI2 the wave function_zp, has been observed in thg hyperfine
structure of the spin resonanteThus thermal excitations as
Wy =, COSOI2— i, Sin6/2. (13)  the temperature is increased lead to a transition from the

The dependence of the wave function @2 attests to the StaliC to the dynamic JT effect, which is often observed in
twofold degeneracy of, and the requirement of single- studies of t.hel spin resonance on |mpur|t|e§ or defects and is
valuedness of the total wave function leads to a twofold deMore-convincing evidence of a manifestation of the JT ef-
generacy of the nuclear wave functions. Figure 3b shows thi€ct: The temperature of such a transition is registered as the
JT distortions of the positions of the four mobile oxygen ionst€mperature of the transition from the anisotropic spin reso-
around the C&" ion in the copper—oxygen plane, these dis-Nance spectrum observed at low temperatures to an isotropic

tortions corresponding to the minima of the potertigp,¢) ~ One at high temperatures. o _
in the (V,Qs) plane. In concentrated systems the individual JT ions cannot be

Equations(13) for the electron wave function remain treated as independent. The interaction between local JT dis-

valid when the anharmonic terms of a Hamiltonian with cu-tortions makes the latter cooperative and leads to phase tran-
bic symmetry are taken into account, but now with a threesitions called the cooperative JT effect. In substances with
fold symmetry with three potential wells along the directionshigh concentrations of JT ions the local distortions are con-
X, Yy, z. If the state of the system is frozen in one of the threeverted into vibrations that propagate over the whole crystal
potential wells, this leads to a static JT effect, which was firs@nd transport the interaction between JT ions. Just as for an
observed in a study of the anisotropy of thefactor for individual ion, the crystal can be found in a degenerate elec-
divalent copper ions in systems with octahedral symmetry atronic state which transforms according to an irreducible rep-
low temperature$.With increasing temperature the thermal resentatiorl’ of the space group of the crystal. The JT dis-
excitations lead to transitions through the potential barrierfortion of the whole crystal, i.e., the cooperative JT effect,
i.e., the time-averaged symmetry of the environment of theccurs if['? contains an irreducible representation of such a
ion will become cubic. This averaging effect gives rise to thedistortion. As was first shown by Kristofel®, this condition
dynamic JT effect. Thus an increase in temperature leads toia the absence of perturbatiofs.g., impurities or excitons
transition from the static to the dynamic JT effect. reduces the possible distortions to optical modes with
The dynamic JT effect is a manifestation of the differ- =0. It was notetf that the selection rule=0 is valid if the
ence of the vibronic energy levels in systems with twofoldJT stabilization energy¥;t is less than the electron band-
degenerate electronic states from the vibrational levels invidth W, which is determined by the quantityt,2where the
systems with nondegenerate states. The vibronic energy lewvaatrix element for the transition of an electron from site to
els with doubly degenerate electronic staf&3), which in-  site depends on the interaction between ions. For example, if
teract with doubly degenerate vibrational modes. the electron undergoes a transition to a degenerate state in a
=f. exp(jd) with j=(2n+1)/2, satisfy the Schdinger band withW<E;¢, then it turns out to be localized at some
equation site and, moving through the crystal, carries a lattice distor-
(T4 V)W =E¥, (14) tiqn with it. In this case the selection rule is no longer dete_r-
mined by the space group of the symmetry but by the point
where¥ =y, ¢, +¢_¢_ is a single-valued vibronic wave group, and the cooperative JT effect can be treated in a
function, andV(p, ) is given by Eq.(12). In the general quasimolecular model in which the true normal coordinates

case the kinetic energy operator is of the nuclei of “molecular” octahedral or tetrahedral com-
A2 19 1 2 plexes are chosen as the collective coordinggs and the
T.,= + + (15  electrons of each complex are divided into “active” and

© 2ulop® pap pt o0 “passive” groups. Examples of such degenerate states are
Relations(14) and (15) lead to two complicated equations the one-site JT polarons in a one-dimensional chain of JT
for determining the functions, andf_. Only in the simple sites with a transition matrix elementRef. 40 or V, cen-
case when the vibronic wave function is equal to eitherters in alkali metalé’

Y., Ortoy_o_ can one obtain a one-dimensional Sechro Among the large number of structural transitions, those
dinger equation that is a good approximation for the vibra-that occur on account of the collective JT effect are unique in
tional modesep, or ¢_ (Refs. 41-43 Such estimates are that the microscopic nature of the transition is known
useful for understanding the manifestations of the dynamiexactly*®*® For example, the microscopic nature of the
JT effect but, unfortunately, do not permit one to make aferroelectric phase transition in noncentrosymmetric crystals
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has been established: it is due to the cooperative JT
effect*®5%in which vibronic mixing of only the even elec-
tron states occurs. In systems with a center of inversion the / pi+y/2
nearly degenerate electron states to be mixed by the vibronic R4 \\
7 AN

oscillations can have opposite parity; this initially leads to
the cooperative pseudo-JT effect and the destruction of the

e \\
centrosymmetry of the system and only then to the develop- p"éx 2 C/ ’ \ Pinye
ment of a dipole instability and the cooperative JT efféct. °‘° @@

d

N . 7

N ’
N

\\
dl
4
2.2. Jahn—Teller effect in magnetic compounds of transition AN e
metals N\ /7
There is a large class of magnetic insulators in which the pi—y/2
JT effect plays an important role and determines the struc-

tural and magnetic propertié$*® Here the exchange inter- _ . _
action, which is important for the magnetism, influences the'C- 4. Zhang—Rice polaror; are the orbital of the copper ion at thh
. . . . L site of the copper—oxygen plang;are the orbitals of the four oxygen ions
properties of the lattice, inducing structural transitions. Such sest to the copper ion.
substances include doped cuprate antiferromagnets in which

both spin degeneracy and orbital degeneracy exist simulta-
neously. Among the compounds with the perovskite structurgy orpjtal of the CG* copper ion to g orbital of the oxygen

the most interelsting prhope“rties are fopndlin Kguir?d _ion leads to a superexchandewith an antiferromagnetic
LaMnO; asrlld also in the “two-dimensional perovskites” ., njing hetween holes of adjacent copper ions:
(K,CuR).>" Interestingly, they are characterized by a quasi-

one-dimensional or quasi-two-dimensional nature of the > A1 1 1
magnetic properties while retaining a nearly cubic lattice and S_Ji'j S-S, ‘J_?p_ U+2_gp : (16)

also by the appearance of ferromagnetic ordering in antifer- ) } N o )
romagnets. where$S is the spin operator of a ti hole,i,j are sites of

It is known that the main mechanism of the exchangeW© nearest-neighbor copper ions, is the Coulomb repul-
interaction in compounds of transiton metals is theSiON at the Cu site, and, is the energy of a hole on the

Kramers—Anderson superexchange, wherein it is not th@rPital of oxygen. The energy of the symmetric staig of
atomic-waved orbitals of the ions that overlap but their su- four holes on the oxygen ions surrounding thezt:.wn (Fig.
perpositions with the wave functions of the ligari@isorine %) 1S much lower than that of the antisymmetric state, and
or oxygen ions However, even when the orbital degen- togetherw!th thal orbital of copper either asm.glet or t(lplet
eracy is taken into account the exchange mechanism controfPin State is formed. Here;,, is a set of Wannier functions
the lifting of the degeneracy, and the most favorable situatiofi®” @0 individual quasiparticle with spia. As was shown in
from an energy standpoint is ferromagnetic ordering withR€f- 54, the energf _ of the singlet state

respect to the spins of the ions and antiferromagnetic order-

ing with respect to the spins of the orbital electrons. For W =—/(¢;;d;| — ¢ dj;) a7
example, it turns out that for correct description of the orbital V2

and magnetic ordering in KCyFt is sufficient to take into  js much lower than that of the triplet state, and one can
account Only the eXChange interaction. If the orbital StrUCtUrQherefore neg|ect transitions from the Sing|et to the tr|p|et
is known, then one can obtain an effective spin Hamiltonianstate. The singlet statd7) is called a Zhang—Rice polaron.
Such an analySiS has been d?f'n’&)r the two-dimensional As may be seen frorm_7), its Spin is equa| to zero, and the
per(.)VSkite. P&CUF‘l, and it showed that the Structu.re Obta|nedm0b|||ty of the p0|aron is limited to the proceski_djo_

for it prewously??’ with co_mpresse_d octahedra_, Is inconsis- .\ “d;,, i.e., the motion of a Zhang—Rice polaron from
tent with the ferromagnetism that is observed §0KF;. In  sitej to sitej is possible only if a hole moves simultaneously
Ref. 51 a theoretical analysis was done for elongated octahgn the counter direction from sitgto sitei. Thus in Ref. 54
dra alternating along the andy axis, and the results were an effective one-band Hamiltonian for Zhang—Rice singlet
later confirmed experimentally. This allows us to say that instates was obtained in which it can be assumed that both the

all cases, without exception, the JT ion“Cuin an octahe- magnetic interactions and the transition matrix elements in it
dral environment causes a distensive deformation that stabjye nonzero only for nearest-neighbor pairs.

lizes the hole orbitatl,2 2.

In real magnetic compounds of transition metals the ex-
change, JT, and quadrupole mechanisms act jointly. In dope%i?" Jahn-Teller polarons
cuprate antiferromagnets both the exchahge and When the JT character of the €uion in the doped
Jahn—Tellel® mechanisms separately give rise to polaronscuprate antiferromagnetic insulators and mettie spin of
For example, the tunneling of charge along a onethe Ci" ion is equal to 1/2is taken into account, it leads
dimensional chain of JT sites leads to a JT polais®e Sec. not only to a superexchangkwith antiferromagnetic cou-
6). As was shown by Andersoh,in a two-band model of pling between holes of adjacent copper ’§mS but also to
doped cuprate antiferromagnets virtual processes of transiwofold degeneracy of the wave functions of the oxygen
tion of a hole(with probabilityty) from a doubly degenerate ions, i.e., to a JT distortion of the positions corresponding to
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FIG. 6. State diagram of a doped cuprate antiferromagnet on the plane of

temperature and dopant concentrat®inT,, is the Neel temperatureT; is
the temperature of ordering of the hole spinsbaté; ; T, is the tempera-

. f th tiaM(p.6) for th . f th ture of the Mott metal—insulator transition & 6y, ; d4 is the concentration
minima of the potentia (p, ) or the oxygen 1ons o € at which the antiferromagnet undergoes a transition to the insulator phase;

Zhang-Rice polarorisee Fig. 3 The concept of “Jahn— T  is the temperature of the transition to the superconducting state for
Teller polaron” was introduced in 1983for a charge tun- 5> 8; o is the optimal dopant concentratiof; pyy is the temperature
neling along a one-dimensional chain of JT sites with a ma®f 2DXY magnetic orderingT* is the temperature of the transition to the

: . pseudogap statefggy is the temperature of the Berezinskii—Kosterlitz—
trix elementt of the transition of the charge between nearest Thouless(BKT) transition; T is the temperature of the transition to the

neighbor sites: cluster spin-glass state @< T, .
ihalat— >, | —h2I2M 92/ 9x> 1M 232 4+ A ; : :
thalgt— 2 | I X+ 5 Mook, +AXy |8 tremely rarely, it does hold in the region of the Mott
insulator—metal transiticA with increasing doping in man-
+t(ap;1t+a,_1)=0, (18)  ganites and cuprate antiferromagnets.

Let us consider the joint effect of the exchange and JT
wherex is the coordinate of the nucleud, is the coupling mechanisms, a combination that is characteristic for mag-
constant between the charge and nuclear staigSs the  netic compounds of transition metals and their oxides, for the
vibrational frequency of the corresponding collective mode particular example of a doped cuprate antiferromagnet. Fig-
ans1=an+da,/on+(1/2)d%a,/on?. It is known that for ure 6 shows the state diagram of a doped cuprate antiferro-
one-dimensional or two-dimensional charge motion, evemmagnet on the plane of temperature—dopant concentrétion
small distortions of the positions of the oxygen ions lead to aAt small concentrations; < 5< &4 in an antiferromagnet the
bound state of the charg®,i.e., a polaron. Since both spins of the copper ions and free holes order independently:
mechanisms, exchange and JT, act jointly in doped cupratge first atTy(65), and the hole spins dt<T;(5). Hered; is
antiferromagnets and lead to the formation of a polarorthe minimum concentration at which ordering of the hole
bound to a one-site cluster €u+40?~, such bound states spins begins, andy is the concentration at which the tran-
of a charge carrier will be called JT polarons. sition from antiferromagnet to antiferromagnetic insulator

The size of the lattice region with which the JT polaron occurs, i.e.,Ty(84) =minTy(5). With increasing concentra-
is bound determines its radius, which depends on the ratio dfon §43< §< §y the doped antiferromagnet undergoes a tran-
the transition matrix elemertto the value of the JT stabili- sition to an insulating state with localization of the charge on
zation energyA?/2M wgz Ejr. For 2t>A2%2M wé one can a one-site polaron of raditR,~a and with ordering of the
speak of a “large” polaron with radiuR,~a(4t/M w2) and  hole spins afT<T(8) (Sy is the dopant concentration at
for 2t<A?/2M wé of a small(one-site¢ JT polaron with ra- which the Mott insulator—metal transition occursThe
diusR,~a, wherea is the lattice constarif The value of 2 charge carrier fody < 6< Sopt IS @ two-dimensional delocal-
determines the bandwidiv, and forW<E;; a localization ized two-site JT polaron with an antiferromagnetic core and
of the charge on a small polaron occurs, while WiB-E;r  with a sizeR,~2a (5, is the optimal dopant concentration,
one can speak of charge motion, i.e., of delocalization of theorresponding to the maximum transition temperature
state of the charge carrier in a region with the size of a largd ¢ n40. The transition of a doped cuprate antiferromagnet to
polaron,R,>a. When the conditiorE;r~t is met, a transi- the superconducting state at a transition temperaly(é)
tion from the localized(one-sit¢ polaron to a delocalized occurs in the concentration regiaR< 6< &y, Where ds¢
polaron begins. FoE;r=t the radius of the JT polaroR, =0y . Further growth of the dopant concentratiog,< o
~2a, and one can speak of a two-site JT polaron with antifeads to a transition of the charge carrier to a three-
ferromagnetic ordering of the spins of the “Cuions (i.e.,  dimensional delocalized state—a large polaron of ske
with an antiferromagnetic coyenonzero spin, and radius >a. As is seen from the state diagram, Bednorz and
Rp~2a (Fig. 5. Although the conditiorE;r=t holds ex-  Muller’s search for highF, superconductivity turned out to
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be successful because they chose the idea of strong electron— 1.0F
phonon interactions inherent to compounds with JT ighe HX)=(% = xg)(1 = 0% = Xg))
LSCO samplg in the region of dopant concentrations 0.8l
oM< 6<6op, close to the Mott insulator—metal transition. %
>
o) -
3. SPECTROSCOPY OF UNDERDOPED CUPRATE HTSCs © 0.6
3.1. Identification of light and heavy charge carriers :_?"0_4 N
and the normal state of underdoped cuprate HTSCs -
. v
Optical spectroscopy of underdoped cuprate HTSCs has 0.218
turned out to be very informative and is a widely used tool
for studying their properties. There are three reasons for this. L < o
The first relates to the hole character of the charge carriers in 0 0.1 0.2 0.3 04
them, which has led to the observation of optical response at X

th_e superconducting tranSItlon_ in the case of absor&ﬁon; FIG. 7. Dependence of the normalized absorption intensity in the mid-IR
this response has no analog in low-temperature SUPErcORsgion | and of T, on the Sr concentration in the compounds

ductors. The second reason is that optical spectroscopy i%, ,SrCuQ; and Lg_,SK,NiO,, normalized to the corresponding maxi-
known to be one of the most informative methods for study-mum values For Lg,_,Sr,Cu0,: | for a polycrystalline samplé), for a
; ; ; ; ingle crystal¥); T, for a polycrystal((J,X) and a single crystal<®); the
ing  magnetically  ordered  crystals, including "9 cIra& :

. . . symbol (O) showsl of a single crystal for La ,SrNiO,.
antiferromagnet?’ The third and final reason relates to the ymbol(©) gecy BxShDa
fact that theoretical studies of the optical properties of sys-
tems with a polaron character of the charge carriers Wer o ¢ concentration  for La,SrCu0,., and

begun by Holstein in 1959, and key results had been ob- La,_,SrNiO,, 5 from Ref. 67 (normalized to their respec-

tained_ by the end of the .196(6388 the works cited_in Ref. tive maximum values Figure 8 shows a comparison of the
61). It is therefore unsurprising that by 1990 the optical spec-

. _ \ , Qrfsults of the calculatif with the measuremerffsof the
tra had been stud|e_d for the insulating and _metalllc phases ptical conductivity o{w) for Lay ¢St CUO;. 5 With T,
doped cuprate antiferromagndtee the revie#?) over the

h ) d he ultraviol =18 K (large dot$; the line shows the results of the calcu-
frequency range _from the far-infrare t(.) the u.traV|.o et. . lation of Ref. 67 in the model of photoinduced excitation of
In the insulating phase the absorption of light in the in-

frared f , 15 2oy | o inthe & small polarorf} the dashed curve shows the polaron con-
rared frequency regiom<1.5-2eV is very weak. in the tribution, and the dotted curve shows the Drude contribution
normal state of cuprate superconductors the optical condu% o(w). As is seen in the figure, the position of the maxi-

tivity o(w) in the region of the intraband transitions<@ w _mum of o(w) and the dependence in the frequency region
<f1 eV depends donl_'lt(emperliltur_ehand f_requenci/ and gonms,tbswg 0.2 eV are in satisfactory agreement with the results of
of a narrow Drude-like peak with maximum at=0 and @ 1« measurements.

broad, almost frequency-independent band in the region 0.2 The high level of early resear®>®®on the optical

<hw<l e\/ (r.nid-IR).. The height of the Qrude peak in- conductivity of underdoped cuprate HTSCs is noteworthy:
creases with increasing dopant_concentranon anq attests fﬂey still remain valuable ten years later. For example,
the ex!stence of light charge carr_|ers—holes. Here ',t has beelOI(jller noted the surprising agreement of the results of a
e;tabhshed thqt the C(.)ncentratl'on of chgrge carriers detefaiculation of the mass renormalization of the heavy charge
mined through integration af(w) in the region of the intra- carrier(polaron in Ref. 67 with the results of measurements

band transitions grows faster than the density of charge cag ¢ temperature dependence of the magnetic susceptibility

riers introduced by doping of the material. A qualitative ¢ La, ,Sr.CuO,. , with %0 replaced by the isotop¥0
—X X

explanation for the results of these of these first optical Me&Ref 69. In that case, as an analysis of the measurements

su_rements was pro‘?osed n Ref._63: the structure of th‘§howed, the charge carrier becomes heavier, so that the ratio
mid-IR band of optical conductivityo(w) attests to the

photoinduced excitation of a small localized polaron in a

delocalized state with an excitation energy of the order of the
energy of a Franck—Condon displacement. L%4t#éwas es- 1200 Lay gSrg {Cu0y, (T, = 18K)
tablished that at the boundary of the Drude peak in the fre- 1000
qguency regionw~0.15 eV a polaron component appears -
which is sensitive to the temperatufé of transition to the ’g\ 800T
pseudogap state, a circumstance that attests to the existence & 600
of a delocalized state of the polaron. % 400 - g
One of the the first convincing pieces of evidence of a
connection between the superconducting transition tempera- 200
ture and the mid-IR band in the absorption spectra Wwith 0
<1 eV was obtained for La ,Sr,CuQ,, ;s (Refs. 65 and 66 0
It was found that the oscillator strength of the mid-IR band Energy, eV

and the SUpercondUCtmg transition tem.perafp(‘rehave the EIG. 8. Comparison of the results of a calculation of the dependence of the
same dependence on the _Sr concentration. Flgure_ 7 show t Brical conductivityo(w) with the results of the measurements of Refs. 67
oscillator strength of the mid-IR band afid as functions of  and 68.
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of the its mass changeAm,, to the bare mass is atT>T. (Refs. 81 and 90is their small temperature inter-
Amg,/m,p~9%. Approximation of the ratio rG,, val, which is only a few degrees aboVg in the case of
+ Am,p)/my~exp@?) gives an estimate aj’~2.8, which  optimal doping.
agrees with calculations of the heavy carrigrslarons and Optical spectroscopy methods are free from this short-
vibrational frequency of their phonon “coat®” coming. For example, studies of the absorption spectra in the
In spite of the fact that holes and polarons in the metallicvisible frequency region for the metallic phase of
state of doped cuprate oxide compounds had been identifiedBa,Cu;Og.., were done by Eremenket al:%1~%* for T
in the absorption spectra of the mid-IR band witlb <1 <T* they established that an absorption ba@ndJ appears
eV,528387-10complete agreement as to the character of thetZw~2.2 eV, and they identified it as being an electron—
carriers in underdoped cuprate HTSCs was not achieved fawo-magnon band°2 Even in the absence of this band at
quite some time. Convincing evidence of the existence ohigher temperatures, on cooling beldW it appears in the
two types of carriers in the major part of the phase diagrammetallic phase of the film. In the antiferromagnetic phase the
of such compounds would be found later, in Refs. 67, 69, 71band is noticeably enhanced on cooling below thelNem-
and 72. The reason for this was primarily the problem ofperature, and in the superconducting state AheJ band
describing the properties of systems in which delocalizedbecomes independent of temperature. In Refs. 93 and 94 the
(hole) states coexist with localized statépolarons. As  structure of theA+J band in the temperature range from 170
Goodenough noted forty years affothe description of the to 20 K, a region which includes both the temperature of the
properties of transition metal compounds inevitably leads tdransition to the pseudogap state, 138 K*>120 K, and
the assumption that such a coexistence occurs. The problethhe superconducting transition temperatiie=88 K for a
of describing these properties consists in the absence of ¥Ba,Cu;Og ., ¢ g5 Sample. The results of the measurements
sufficiently general definition of the concept of “localized showed that on passage throudti the electron—two-
state,” and the various models make use of different concretenagnon bandA+J rises in the form a doublet band with
model representations. In spite of the many-year history ofmnaxima atE;=2.145 eV and=,=2.28 eV. Here the disper-
this problem, which was published in the early 1930s bysion of each of the doublets coincides with the dispersion of
Wilson™* and Shubin and Vonsovskiiand also by Mott”’®  the band for the low-temperature antiferromagnetic phase.
there is still no generally accepted description of the local-These observations attest to the compatibility of short-range
ized stated) antiferromagnetic order with the superconducting state and
suggest that the charge carrier in the pseudogap state is si-
multaneously the carrier of the antiferromagnetic properties
of the copper—oxygen plane.
The inelastic neutron scattering difa° the electron
~ The unusual character of the superconducting transitiogpin resonance resuff8and the results of measurements of
in underdoped cuprate HTSCs consists in the appearance otge pair distribution function and the x-ray absorption fine
pseudogap in the spectrum of electronic excitations at a ten?;tructure(EXAFS)%m show evidence that dynamic, nonlo-
peratureT*>T, (Refs. 78-8], whereas the phase coher- ¢ instabilities that are close to Jahn—Teller exist in the time
ence and global superconductivity are establisheaffhe  jnterval 1012-10715 s. This is just the time interval that is
non-Fermi character of the states in a HTSC was predictefinportant for the formation of pairs and stripe structures in
over ten years ago in phenomenological modéfS.it was  the pseudogap state. Based on the results of Refs. 96 and 97,
shown in the model of Ref. 82 that including transport pro-ihe authors of Ref. 98 proposed a three-component model of
cesses involving a small but nonzero total momentum leadg,e pseudogap state Bt =T (see also Ref. 99 and Sec. }}.1
to the appearance of a spin pseudogtip of the density of j, which, instead of holes and JT polarons, the third compo-
states akEg) and two maxima to the left and right &. In nent s a two-site JT pair with a nonzero wave vector. Their

the model of a marginal Fermi liquidit is predicted that  pajring energy~ E ; agrees with the value of the pseudogap:
quantum fluctuations exist @~ 5., whered, is the critical | * ~A,=E,r (Ref. 100.

value of the dopant concentratiof,~ 5y, at which T

~T. max- IN spite of the fact that by 1990 the predictions of _ _ S

Refs. 82 and 83 had already been confirmed in angle3'3' Ob;ervatlon of IC|rcuIar dlchrqlsm in the. pseudogap

resolved photoemission experimeFﬁsthe nature of the state with preservation of translational invariance

pseudogap state remains unclear to this day: Is it only the One of the few theoretical models of the mechanism of

result of a crossover controlled by fluctuations of the ordemhigh-temperature superconductivity, in the framework of

parameter, or is it a new state whose symmetry is spontanevhich an experimental test was proposed for ascertaining the

ously broken aff* (See Refs. 84—-88. nature of the pseudogap state and the concentration depen-
Later, neutron measuremett€®*°showed that a split- dence of the superconducting transition temperalires),

ting of the peak of inelastic scattering on spin fluctuationsbelongs to Varm&>8101|n Refs. 85 and 101 the hypothesis

occurs in underdoped cuprate HTSCdatT.. Those mea- that the ground states of HTSCst T are of an unusual

surements yield unique information: they enable one to deeharacter was discussed: foll*(8)=T=T.(5)—the

termine without the use of any assumptions or models nopseudogap state for dopant concentratiops: 6= Jop; at

only the energy and wave vector of the JT distortions in thedoping close to optimal—states of a marginal Fermi liquid;

CuO, plane but also their size in real spacefor T>Tg(6) with dopant concentratiod= J,,—the nor-

(~8x20 A).8%% These distortions are observed along themal state of an ordinary Fermi liquid. In Refs. 85 and 101 it

[X,0,0] and[0,Y,0] axes. A shortcoming of the measurementswas proposed that the superconducting state of an overdoped

3.2. Spectroscopy of Jahn—Teller distortions in the
copper—oxygen plane
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FIG. 10. Results of measurements of the intensity of the photoemission
spectrum on thin films of BBr,CaCyOg_, (Ref. 103; circular dichroism
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FIG. 9. Model of a system of closed local currents in the copper—oxygen
plane of an underdoped cuprate HTSC, proposed in Ref. 101.

First, the possibility of photoinduced dichroism inherent to
cuprate HTSC differs from the usual state by the character ofioped magnets was not ruled oisee, e.g., Ref. 17 and
the fluctuations: they are scale-invariant quantum fluctuaworks cited therein Second, the observed dichroism might
tions caused by the existence of a quantum critical point ape due to nonuniformity of the copper—oxygen planes, which
0~ dgpt- In Ref. 101 it was conjectured that at- 5, €ach  is inherent to underdoped HTSCsTat T* (8) (see Sec. 4.1
CuQ, square of the copper—oxygen plane consists of fouand also Refs. 105 and 106 and the works cited hée
closed local currents, two of which are directed clockwisewas noted in Ref. 102: these experiments, if they are right,
and the other two counterclockwigEig. 9). In such a sys- together with the existence of a quantum critical point and
tem of closed local currents there exists a certainproperties of marginal Fermi level near optimal doping sug-
parameter—the phase, which distinguishes the direction ofest that the essence of a realistic microscopic theory in cu-
motion of the charge in each local ring. In the opinion of theprates can be found.
authors of Ref. 102, such a structure of the local currents at
T=T, should inevitably lead to breaking of the time-reversal
symmetry, whereupon a spontaneous ordering without @ coOOPERATIVE PSEUDO-JAHN-TELLER EFFECT IN
change of translational symmetry will occur in the subsystenUNDERDOPED CUPRATE HTSCs
of the local currents.

The experiment proposed by Vartial®? consists in
making measurements of the intensity of the photoemission The importance of this problem for underdoped cuprate
spectra(ARPES with right and left circular polarization of HTSCs is attested to by the symposium on delocalized and
the light and in analysis of the relative difference of thelocalized states in HTSCs, held in the year 2000. In his open-
reflection spectra obtaindde., circular dichroism this was  ing remarks, Miiler mentioned the paper by Gor'k&V in
recently implemente’®> Measurements were made on thin which it was shown to be possible in principle for multisite
(1000-2000 A films of Bi,Sr,CaCyOg_s. Preliminary complexes of localized states of the charge carriges,
measurements made in the temperature interval 100—300 $tripeg to form. The existence of localized states of the
by x-ray spectroscopy confirmed the absence of changes tharge carriers inevitably follows from the quasi-two-
translational symmetry. To get an unambiguous result, magdimensional character of the motion of the charge carrier in
netic circular dichroism resulting from the geometry of theunderdoped cuprate HTSGSFor doped antiferromagnetic
experiment was ruled od?* This was done by making the insulators and underdoped cuprate HTSCs T
measurements in a special geometry for which the three ve(>t§(T)/tab the incoherent transport of charge along the
tors g, n, andp lie in a mirror planem of the sample, per- axis occurs as a result of thermal fluctuationsgndt,, are
pendicular to its surface. Herpis the polarization vector of the probability of charge tunneling along tleeaxis and in
the incident light,n is the normal to the surface of the the CuO plang With decreasing temperature the thermal
sample, and is the wave vector of the final state. In this fluctuations limit the tunneling of the charge along thexis,
case it was established that dichroism is not observed iand the density of charge carriers in the plane increases. This
states with unbroken time-reversal symme(iry overdoped leads to a long-range unscreened Coulomb interaction, char-
samplesl®® acteristic for a two-dimensional doped Mott insulator, as a

For an underdoped sample with,=85 K and T* result of which the motion of charge along tleeaxis is
~ 200 K in this same geometry nonzero circular dichroism iscontrolled by the cooperative motion of the charges in the
observed in the region of the pseudogap state Tor plane'®'%°Here the tunneling probability, depends expo-
<T*(6) and, as can be seen in Fig. 10, it persists in thenentially on temperature. As the temperature is lowered, ther-
superconducting state. This is a very unexpected and impornal fluctuations are no longer sufficient for transport of
tant result—it uniquely determines the region of the time-charge along the axis, and so there exists a temperafiire
reversal symmetry breakingi< d,,; and T*(8)=T=0. It at which
should be noted, however, that the cause of the circular di- ~ ~
chroism was not established unambiguously in that paper. KeT=ta(T)/tap (19

4.1. Delocalized and localized states of JT charge carriers
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and a dynamical reduction of the dimensionality of theobserved under an electron microscope at temperatures
charge motion from three-dimensional to two-dimensionalabove the Nel point!*! In view of the strong anisotropy of
occurs. The two-dimensional character of the charge motiothe resistivity (~10%), the sample can be considered layered.
for T<T leads to a substantial change in the character of thés was shown in Ref. 112, in a doped layered antiferromag-
states of hole quasiparticles interacting with JT phonomet the charged impurity leads to the formation of an almost
modes and also to the appearance of quasilocal and locapherical ferromagnetic cluster with a localized hole, i.e., a
hole states independently of the interaction potential. three-spin polarof (see below. It can be assumed that the

It should be noted that for the superconductivity of met-inhomogeneity of the pseudogap state of underdoped cuprate
als with a narrow band the importance of taking two compo-HTSCs is a property inherent to layered oxides of transition
nents of the charge carriers into account simultaneously—enetals with mixed valence and derives from the unusual
fast componenfof delocalized band hol¢snd a slow com- character of their normal state. The layered character of these
ponent(localized charge carriers-was first considered in compounds with decreasing temperature leads to a repeated
1985 For underdoped cuprate HTSCs one of the first pareduction of the dimensionality of the normal and supercon-
pers in which the coexistence of two different times scaleglucting stategsee Sec. 4)2 while the mixed valence of the
was discussed is Ref. 18. In the Gor’kov—Sokol m&déhe  transition metal ions leads to a multicomponent nature of the

JT effect leads to localized states: delocalized and localized states of the charge carriers. Just as
in Ref. 107, in this review we shall mean by a two-
H:E s(p)a;,,ap (r+8|2 aja;+Hgs, component model the coexistence of delocalized and local-
p,o ’ ' i

ized states of the charge carriers, regardless of the number of
2 components of each. The repeated reduction of dimensional-
HGs=92 QnaiTanﬂLE MwO(E Qﬁ) ity of the chgrge motion in the normal and superconducting
il T2 states, as will be shown below, leads to a manyfold change in
the number of components of the delocalized and localized
+Z W, jnging; - (20)  states of the charge carriers.
) For underdoped cuprate HTSCs in a two-component
Here the first term irH is the energy of delocalized holes, M0de! of the charge carriefslelocalized hole and localized
the second is the energy of localized charge carriers, i.e., J3€-Site JT polaronthe authors in Ref. 113 considered
polarons, andH¢s is the Gor’kov—Sokol Hamiltonian. The nearly_degenerate states of two _molecu;alr orbitals: occupied
first term inHgs is the interaction energy of the JT polarons ¢i Orbitals of the hole on a one-site €wo; cluster i‘”d an
with the JT modeQ;, , the second is the vibrational energy of Unoccupied molecular orbitap, of a two-site Cé" O,
this mode (1 andw, are the effective mass and frequency of + CUP O3 cluster with a common oxygen ion. Such nearly
the JT modg and the last is the interaction energy betweerdegenerate states can appear only near the Fermi efsegy
sitesi andj, with occupation numbensy; andny; . It is seen Ref. 39 and Sec. ;)ZThe dynamic lattice distortions corre-
from (20) that in the case of attractiohy;;<O0, the JT po- sponding to two-site QT cIu_sters have_ been observed on time
larons will have a tendency to form clusters of a new phasécales 10*°*~10"*° s in various experimenf§:2114115
with localized charge carriers. Here the density of carriers in 1N Ref. 113 it was shown that the vibronic mixing of two
a cluster and in the metal are different, so that the size of thBearly degenerate states leads to a dynamic JT effect, one of
clusters is determined by the condition of electrical neutralthe consequences of which is the cooperative pseudo-JT
ity. effect—the transition to the pseudogap sté&tee Secs. 1.2
The HamiltonianH does not include processespfd  and 1.3. The nearly degenerate electronic stafggq,Q)
hybridization of thep states of the oxygen ions surrounding depend on the normal coordina®g of the vibrations of the
the C#" ion, and the proposed mod® leads to a second- ©0xygen nuclei, the motion of which causes a transition of the
order phase transition with a critical temperatiiyg, deter-  holes from the ground-state orbitals to the excited orbitals
mined by the Onsager solution for the phase transition. Theb, of the two-site cluster Cif O +Cu?* O}, which can
temperatureT ., separates a homogeneous “gaseous” phasé#€ described by the Born—Oppenheimer approximation
for T>T.; and an inhomogeneous gas containing liquidAs was shown in Ref. 30, the probability of such a transition
drops forT<T.;. Taking thep—d hybridization processes upon the absorption of a phonon of energy—e; =7 wy,
into account will lead to Anderson superexchange, a finitevhere &; and ¢,, are the energies of the corresponding
energy of the local state, a decrease in the critical tempersstates, is determined by expressi@hand leads to modified
ture, and elimination of the first-order phase transition. Tak-€lectronic states with a distribution differing from the Fermi
ing the combined effects of the Anderson superexchange ardistribution of a normal metal. We assume that after the tran-
the JT mechanism into account leads to the formation of &ition of a hole from thap; orbital to a one-siten; cluster
one-site JT polaron, i.e., a hole localized on a one-site clustéEl?+ O3 the excited orbitakp, of the two-site clustem;
CU?* 05 of the copper—oxygen plan@ee Secs. 2.2 and +m ;.4 (Fig. 5 turns out to be occupied. Here the indices
2.3. andj are numbers of the row and column of the copper ions,
It was no accident that Gor’kov’s papéf was entitled respectively. The state with energy, can be considered as a
“Inherent inhomogeneity in two component model for cu- quasilocal hole stat¥,i.e., as a delocalized two-site JT po-
prates.” In the monoclinic copper oxide CuO, which containslaron with antiparallel spins of two adjacent copper ions; this
0.7% Cd™, a stripe structure formed by rhombi5 nmon a  polaron spends some time on one two-site cluster and then
side with Cd" ions at the corners of the rhombi have beenundergoes a transition to another close-lying two-site cluster
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with a common oxygen ion. The effective mass of the two-narrow D stripes with ferromagnetic ordering of the spins of
site JT polaron is less than the mass of a one-site JT polarothe copper ions in them and distortions of the tetragonal

their energy levels form a continuous spectrum rigaand

have a small imaginary part, proportional to the number ofdistorted

such states. FOF<T the two-dimensional charge motion in

structure, which alternate with U stripes, having almost un-
octahedral  complexes TWZ  (Fig.
11).9596.114-116The narrow D stripes are called metallic,

the copper—oxygen plane leads to the situation that upon th&ince holes can move along them, while along the wide U

absorption of a phonon with energy,— ;=% w, the two-

stripes with antiferromagnetic ordering of the spins of the

site JT polaron arises at any nonzero transition probabilitdivalent copper ions are two-site JT polarons.

from the occupied orbitad; to the excited orbitalp,, .>®

It was shown in Sec. 1.2 that the vibronic mixing of two

As is seen in Fig. 5, the two-site JT polaron can undergdiearly degenerate states leads to the pseudo-JT effect, and

a transition from the clusten;; +m; ;. ; to another, nearest-

here the correction to the Hartree—Fock energy for a one-

neighbor two-site cluster with a common oxygen ion andelectron stat¢9) has opposite signs on different sidestgf
with two C#* JT ions with antiparallel spins and can form a and leads to smearing of the Fermi step. In that case the

two-site cluster, €.9.m; j 1+ Miyqjoq, Mjj+Mij_q, M

+m;_y;, etc. However, a two-site JT polaron cannot un-

dergo a transition from a clusten; ;+m; ;,, to a two-site
clusterm; . ;j+m;,q1; 4, since only one of the two copper
ions in it is C#™", nor can it make a transition to a two-site
clusterm;,,;+m;;.,, since the latter has no oxygen ion
between the two G ions.

modified electronic states are qualitatively different from the
ground state of a normal mef&t*113The analysis carried
out above suggests that foi<T the strong local correlations
characteristic of the two-dimensional doped Mott—Hubbard
insulator leads to the cooperative pseudo-JT effectTior
<T, a consequence of which is a transition to the pseudogap
state atT<T* with a substantially inhomogeneous state of

The model proposed in Ref. 113 permits a qualitativethe copper—oxygen plane. Indeed, it was shown in a recent

explanation of the formation of stripes from three-spin po-

larons. Let us consider the €U ion of a one-site cluster
Cu3+Off (the sitem;_,;,,) as a charged impurity sur-
rounded by four Cti" ions (Fig. 5), which in a layered an-

papet!’ that the transition to the pseudogap state is a mani-
festation of the finiteness of the phase space in which it is
important to take into account the strong local Mott—

Hubbard correlations at neighboring sites. In the two-

tiferromagnet leads to the formation of an almost sphericatomponent model of the charge carriers this leads to changes

ferromagnetic cluster with a hole localized ort't Here the
JT vibrations of the oxygen ions surrounding the*Cuon
and thep—d hybridization of the orbitals of the oxygen and
copper ions initiate a transition €— Cu* ™ +h;" with total

in both the number of JT localized statébe one-site JT
polaron and the three-spin JT polajcend the number of
delocalized stategholes in a two-site JT polargn

spin equal to zero, which leads to the formation of a local, , Repeated dynamical reduction of the dimensionality

three-spin  polaron on a two-site cluster C@;~
+Cur "0}~ with a common oxygen iofithe localized state
of the holeh” on the two—site clustan;_;; ;+m; ;,; with
parallel spins of the two copper ionsThe region of local-
ization of the hoIehT+ is determined by the number of
nearest-neighbor Gii ions to the C"O; +Cui O}~

cluster. This three-spin polaron can be localized at a cluster

containing five ferromagnetically ordered i’fuions(Fig. 5.
Chains of such three-spin polarons on the CuO planes for

W~8A L~16A

‘1

/4

U-stripe

FIG. 11. Stripe structure of the copper—oxygen plane of _L8r,CuQO;

(from Ref. 96. The narrow D stripes are formed by three-spin polarons with
a ferromagnetic ordering of the spins of the copper ions in them and with

m

of the pseudogap and superconducting states of
underdoped cuprate HTSCs

In doped antiferromagnets the dispersion relations for
the holes and electrons are characterized by nesting, in which
case the Fermi surface consists of electron and hole parts that
nearly coincide in certain directions after translation by a
wave vectorQ of the antiferromagnetic celJ=K/2, where
K is a reciprocal lattice vectpf® Taking into account the
existence of electronfdight charge carriers from a nesting
region of widthQ) is especially important for a pseudogap
state of underdoped cuprate HTSCs when almost all the
holes become two-site JT polarons, i.e., heavy charge carri-
ers. With increasing dopant concentration, when there is
more than one charge carrier at a given transition metal ion a
doped insulatofe.g., WQ_,; Ref. 118 undergoes a transi-
tion to a metallic state with heavy charge carriers, two-site JT
polarons, and with light charge carrigitsoles and electrons
from the nesting region Here it becomes possible in prin-
ciple for a pair consisting of a two-site JT polaron and a light
charge carrier to form, both in a doped antiferromagnetic
insulator for §3< <46y and also in the metallic state for
oM< 6<op (Fig. 6). Here 65 is the minimum dopant con-
centration at which a transition to the superconducting state
is observed, and, is the optimal dopant concentration of
the HTSC.

For underdoped cuprate HTSCs the coexistence of heavy
and light charge carriers a* >T>T, has stimulated inter-

tetragonal distortions of the structure. The wide U stripes consist of almos€St N the study of the possibility of their pairing, but the

undistorted CyOg octahedra.

mechanism of suppression of one-site Coulomb repulsion
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has remained uncle&? Kudinov'?° first showed that it is where the variational parametarg, u, andv;, u, are pe-
possible in principle for the one-site Coulomb repulsion to beriodic and analytic functions of the wave vectkr After
suppressed by a polaron energy sEiftupon the formation going over in Eqs(21)—(23) to a product over the lattice
of a JT polaron—hole pair. The Kudinov model is easily gen-sitesm we have

eralized for the model of two-site JT polarons interacting

with light chargle carriers if, .after a modifieq Lang—Firsov ‘I’ph(X):Cln expR;(m)|0), (24)
transformatiorf* one keeps in the Hamiltonian all of the m

renormalized interactions between charge carfi&rsve in-

trodpce the creation operators for light and heavy gharge ‘I’pe(X,Q)Zczl_[ expR,(m)|0), (25)
carriers of the copper—oxygen plane at the oxygen sites m

with spin o: a,,, for a hole,b;, =expxopm)ar, for a two-

site JT polaron, anaﬂ,;(, for an electron from the nesting wherec, andc, are constants. The operators Byfm) and

region. In an appendix to Ref. 106 it is proposed that the?XPRx(m) acting on the vacuuri0) creates various two-site
number of holes is greater than the number of two-site JEIUSters, one bosonic and two magnetic, with a central oxy-

polarons, so thatn,, —a’ an —bt B+ AN, i gen ion at the siten. The magnetic clusters to which two-
1 loa [ (o8 g1 (o8 . .
—dt d, me me site JT polaron—electron pairs lead are related to local order-
mo [

A generalization of the Kudinov modéf for the two- @ng of the spins of the charge carr.iers and spins of the copper
site JT polarons with spin 1/2 in the lowest approximation inn the CuO plane alf<T(5) (Fig. 6. The charge of a
the couplingd between the holes and,<J between the Wo-site JT polaron—electron pair is equal to zero, and the
holes and electrons from the nesting region leads to thiptal spin is equal either to zero for antiparallel spins of the

Hamiltoniart%® polaron and electron or to unity if the _spins of the_ pola_ron
and electron are parallel. The magnetic cluster with spin 1
H=Huy+V+Vq, can be called a vortex-like excitation, while the magnetic
two-site cluster with spin zero can be called a two-site anti-

_ _ ferromagnetic cluster. Bosonic clusters that appear Tor

HH_m,Eg,a [20=Bp+ Apn) (Mo A + iy Aoy ) =T(5) can be called “superfluid” two-site JT polarons—a
- - pair of holes move freely from such a polaron to any two-site
+2ApeNmy (T + T ) 1, (21a antiferromagnetic cluster; upon lowering of the the tempera-
ture T<T(5) this leads to zero-dimensional superconduct-

V=32 (Aaj,am:g.et AY2a0Dmigo), ing fluctuations ford.< 8< Syp-

mg.o The circumstance that the two-site JT polaron is simul-
taneously a “heavy” charge carrier and the carrier of the
Vi=J, >, A1/2b;wdm+g’0_ (21b  antiferromagnetic properties of the CuO plane is evidence of
m.g.o the compatibility of the order parameter of the pairing and

magnetism, i.e., ofl-wave symmetry. The formation of local
pairs of two-site JT polaron—hole occurs only in the case of
compensation of the Coulomb repulsion by a polaron shift
|Ep|>Apn at temperaturesT (6)~|—E,+Ag|. For Ay,

<0 the temperatur@¢(5) of formation of a JT polaron—
electron pair depends only on the dopant concentrafion
and heavy charge carriere is the JT vibrational frequency Tf@) can be called the_temperature OT local ordering Of the
of the oxygen ion It is seen from214 that a pair consist- spins of the charge carriers and the spins of the copper in the
ing of a two-site JT polaron and a light charge carrier can inCU© Plane of a doped antiferromagnet. In the antiferromag-
principle form at a complex of a two-site JT polaron. netic state at a low hole concentratiés: &; the processes of

In a two-dimensional superconductor there is no Iong—_Orderlng of the spins of the holes and the copper occur

range order, and there is no phase coherenck gpace; |ndependgntly—the hole spins order at the temperature
therefore, in the BCS model the wave functions of theTf,(ﬁ)_’ wh|Ie.the COppEr spins order ay(9) (;ee Fig. 6 ,
ground states¥(y) of a two-site JT polaron—hole paia With increasing concentration the local ordering of the spins
boson with charge @ and wave vector equal to zgrand the ath_Tg((S) leads tol a transition to gthree-d|men5|onal clus-
wave functions¥ _(y,Q) of local pairs of a two-site JT ter spin glass staté! For §;< 6< 8, in the pseudogap state
polaron and an eplectron from the nesting regiarith the of a doped antiferromagnetic insulator the local ordering of

wave vector of the pair equal tQ) depends on the real the spins of the charge carriers and copper occurs at
function y(K) # const(Ref. 106 T<T{(8)<T*(6) as aresult of the formation of the two-site

JT polaron—electron pair and the two-site JT polaron—hole
3 (K)ot ot pair, which leads to a decrease in the number of charge car-
\I’ph(X)_H (Ut eXoiag by )[0) (22 riers and the formation of local pairs.
In the metallic state of an underdoped cuprate HTSC for
_ o= 0= 6y and with decreasing temperatuiie<T(5)
‘I'pe(X,Q):l_k[ [ug+ e Mordd o1 (b o, bosonic clusters with chargee2also form. Upon further de-
crease in temperature the correlation lengtaf the bosonic
+b_i0r21)1/0), (23 clusters(i.e., the zero-dimensional superconducting fluctua-

HereHy is a Hamiltonian with an attraction of the Hubbard
type, andE, is the polaron energy shift, which is propor-
tional to the JT stabilization energy. In EQ1b) the renor-
malization A =exp(—E,/hwy) was taken into account by a
canonical transformation of the interactidrbetween holes
and theA 2 renormalization of the interactions between light
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tions) increases, so that at a temperatlire T,p<T,, they  field the total spins of the individual vortexlike excitations
begin to overlap, and a dimensional crossover from 0D to 20&re randomly directed. In the presence of a field the spins
superconducting fluctuations occurs. This leads to temper#rder, and the vortexlike excitations are manifested in the
ture dependence of the coherence length in the CuO plane dlernst effect?®?”and after the magnetic field is switched
the form &,u(T) = €.p(Ter) (T/ Tekr— 1)~ Y2 characteristic ~ Off they can lead to a weak residual magnetization of the
for Berezinskii—Kosterlitz—ThouleséBKT) 2D supercon- sample in the pseudogap staté!*®
ductivity with the transition temperatufi,r and a nonzero Thus for d5.< 6< & the CuO planes of an underdoped
probability of charge tunneling along tleaxis cuprate HTSC are found in a substantially nonuniform state
5 with different local densities of charge carriers and with
&c(Ter) ( T bosonic and magnetic clusters both in the case of a quasi-
&an(Texr)

two-dimensional character of the superconducting fluctua-
where &, is the coherence length along theaxis°® Upon

tions T, (8)>T>T3p(6) and also in the region of the quasi-
further decrease in temperatuires T4 a transition occurs to gyo—d;mep:onal ?ulperclondlljgtlng. StafBgTZTdBTg‘ ‘

three-dimensiongf3D) fluctuations, and the superconducting Hllr%CC ev_lthenlceto loca Ofpfi“?\g n ubnt er (cj)pe cttljprae
transition occurs as two-dimensional with a limited region of nn;WIt r?nuTir?r Sr'ﬁief r\]lqvas Or ar:]nem recfe?hy Iln |
3D superconducting fluctuations with a transition tempera—sCa g tunneling microscope measurements ot the foca

- : : : density of states and the energy of the superconducting gap
h he K lify./E )
::S(th)?}m;izzdetermmed by the Kac inequaliyc/Er in the superconductor Bsr,CaCyOg, , (Ref. 130.

tc(T): 1

TBKT

2
&:Er 5. CONCLUSION

e BTor (20
¢=F " Sab®BKT In summarizing the foregoing discussion of the theoret-

whereEg is the Fermi energy. As an analysis of the results ofical and experimental results, it should be noted that the au-
measurements of the resistivity along tlee axis have thors of this review have attempted to establish the connec-
shown?® in the Bi-2212 single crystal witff,=80 K, the tion between the quasi-two-dimensional character of the
region of 0D+ 2D superconducting fluctuationg {— T3p) properties of underdoped cuprate HTSCs withi 5, in the
~120 K, and the region of 3D fluctuationsT{5,—T,) normal and superconducting states and the JT nature of the
~10 K. An estimate of the temperatur@gc;~0.7T.  divalent copper ions. At the present time this question has
~56 K agrees with the universal estimate of the region obecome particularly topical in connection with high-
three-dimensionality of the superconducting stfeHere  temperature superconductivity of intercalated films of fuller-
the transition to a 2D superconducting statd &t Tk 0c-  ite Cgg With @ maximumT =146 K. Loktevet al*11*?have
curs as the temperature is lowered, wh&T) becomes established that a key role in the mechanisms of supercon-
equal to the distance between CuO planes. ductivity of such films is played by the strong interactions of

As was shown above, the dynamical reduction of thedegenerate electronic states with intramolecular JT vibra-
dimensionality of underdoped cuprate HTSCs with<<§  tions. In cuprate HTSCs the combination of these two fea-
< Jqpt is manifested in changes of their properties and occursures leads to the existence of a lifié(5) on the state
in the pseudogap state as the temperature is lowered to valtagram which separates them from the overdoped com-
uesT*, T, Top, andT3p and is also observed in the su- pounds withd= &,y. In overdoped cuprate HTSCs it is the
perconducting state atgxr and T, (Fig. 6). The reduction of  three-dimensional character of the interactions that modifies
the dimensionality leads to a complex magnetic phase diahe role of the divalent copper JT ions and, accordingly, the
gram of doped cuprate HTSCs as a function of the concerproperties of the normal and superconducting states. This is
tration 6 and temperature. In doped antiferromagnetic insudue to different manifestation of the JT character of the di-
lators with ;<8< &, the reduction of the dimensionality valent copper ions in quasi-two-dimensional and three-
occurs at temperatures* and T,, while the line T¢(5) dimensional systems.
separates the existence region of the disordered state of the As was shown in this review, in the underdoped cuprate
copper and hole spins and the region of their local orderingdTSCs with JT lattice distortions the quasi-two-
(magnetic clusteyswhich is bounded by four curve$;(5), dimensionality results in the appearance of two-dimensional
T*(9), Ty(9), andT3p(5). ForT¢(6)>T>T5p(6) the vor-  local and quasilocal states of the charge carriers. This is
texlike excitations coexist with “bosonic” clusters in the manifested in the repeated dynamical reduction of the di-
case of a quasi-two-dimensional character of the supercomnensionality of underdoped cuprate HTSCs as the tempera-
ducting fluctuations and also in the region of the quasi-two-+ure is lowered. On the phase diagram of the stéfas 6) it
dimensional superconducting statgxr=T=Tj. is seen that with decreasing temperature the dynamical re-

In the pseudogap state of a cuprate antiferromagnetiduction of the dimensionality in the normal state occurs at
insulator aff<T* the pair correlations witd-wave symme- temperatures of*, T, T,p, andT;p and in the supercon-
try of the order parameter are “built into” the CuO plane and ducting state algxt and Ty. In the major part of the dia-
are a consequence of the strong local correlations which amgram, for 5y=< 6=< J,,;, both in the normal and in the super-
characteristic for a two-dimensional doped Mott—Hubbardconducting state an underdoped cuprate HTSC is found in a
insulator/"108124The first evidence of strong local correla- quasi-two-dimensional state. This means that the supercon-
tions and the existence of a dispersion gap, similat-teave  ducting state of underdoped cuprate HTSCs differs from the
modulation, was obtained in photoemission studies of thé3CS state, and its properties are closer to the state of a two-
insulator CaCuGO,Cl, (Ref. 125. In the absence of magnetic dimensional Berezinskii—Kosterlitz—Thouless supercon-



Low Temp. Phys. 30 (9), September 2004 G. G. Sergeeva and A. A. Soroka 683

ductor without long-range order. The difference lies prima-servation of the total number of particles. In such a super-
rily in the mechanism of superconductivity. Although the conductor the rms quantum fluctuations of the total number
strong JT electron—phonon coupling in underdoped cupratdl of charge carriers in the ground state is nonzero, and in the
HTSCs plays a key role and leads to the formation of two-BCS model they are equal (0&N)0=4Ekuﬁvﬁ. The pres-
site JT polarons, the attraction between the holes and suance of nonzero quantum fluctuations in the ground state of
polarons leads to superconducting fluctuations. This attraghe superconductor, in the opinion of KudinBvis equiva-
tion is due to the compensation of the Coulomb repulsion byent to the realization of the BCS model with ODLRO.
the polaron energy shift and it causes the formation of a From this standpoint in optimally doped of cuprate
“superfluid” two-site JT polaron with an antiferromagnetic HTSCs withé= 6, the states at =0 are a consequence of
core. the existence of a quantum critical point, starting with which
In the opinion of the authors the characteristic signs of d0r 6=, the superconducting state is a consequence of the
BKT nature of the superconductivity of an underdoped cu-establishment of an ODLRO state in the BCS model with
prate HTSC are as follows: nonconserved total number of charge carriers and with non-
1. The existence of two-dimensional vortexlike excita-Z€ro quantum fluctuations of the uniform of Charge carriers
tions in the normal T* (8) >T>T3p(8)) and superconduct- in the _ground state. At the pre_sent time the nature Qf the
ing (Ty<T<Tgy) States. It can be conjectured that the cir- excitations, th_e exchange of which Ie_ads to the formation of
cular dichroism observed for underdoped cuprate HTSCs i§00Per pairs in the BCS model of optimally doped and over-
due namely to the existence of two-dimensional vortexlikedoped cuprate HTSCs remains an open question. Only re-
excitations and, if that is the case, it should also be observegently was an experiment proposed with the aim of solving
in low-temperature superconductors with a BKT character ofhl'.s.pro.blerrﬂ Itis known that the phonon mechanism of
the superconducting transition. pairing in Iow-temperqture superconductors has'been identi-
2. The two-dimensional character of the superconductind®d from reconstruction of the spectral function of the
transition at Tger from a bounded region of three- phonons(the Elllashberg fupgtldnfor measurgments of the
dimensional superconducting statesTagp>T>T, to two complex tunn_e!|ng_conduct|V|ty. In Ref. 134 it was p_roposed
dimensional state$.>T>Tgyr. to use a mod|f|cat|o_n_of the method of ph_otoemlss_l(_)n spec-
3 The transition to a three-dimensional cluster Spin_troscopy for deter_mlmng the spectral function of pairing in a
glass state with decreasing temperaflireT4(5). It can be cuprate HTSC withd=Joy. The proposed self-consistent

assumed that in the antiferromagnetic insulator phises method does.not make use Of. model forms of the pairing
Epectral function. The method is based on the assumptions

<84 such a glass consists of different three-dimensiona] . . -
clusters—antiferromagnetic and ferromagnetic and form as hat in S.UCh HTSCs the Mlgdgl theorem holds_,_the pairing
energy is small, and the variables of the pairing spectral

resuilt of a three-dimensional analog of dynamic phase Sep"?lfmction(wave vector and energ@yre different. The authors

ion. With i [ id.< 6< . :
ration With Increasing dopant concentratidlyc= 9= dopt of Ref. 134 hope that the implementation of the proposed
with decreasing temperature Bt Ty(J) a transition occurs . . . . )
experiment will make it possible to give an answer to one of

from the two-dimensional BKT superconductivity to a three- . .

. ) . the central question of the problem of high-temperature su-
dimensional cluster spin glass state, where the superconduc- .
L . . . perconductivity.
tivity is of a percolational character. For optimal doping, as
is seen in Fig. 6 one h%*(aop,)~0 gndTg(50Dt~O).

For 6= 6 it is the three-dimensional character of the *g_mail: gsergeeva@kipt.kharkov.ua

interactions that leads to the substantial difference of the nofiSee Vonsovkii's Translation Editor's Appendix to the Russian version of
mal and superconducting states of overdoped and underMott's book” and also the paper by Kudind{.
doped cuprate HTSCs. Recent measureni&htsive shown
that the superconducting state of overdoped HTSCs with ) )
= 5, Precedes the coherent metallic state. This permits the J: & Bednorz and K. A. Mier, Z. Phys. B: Condens. Matd¥4, 189
assumtptlon th?tt;]n ov(e;dopeq CU[Zl)I’Iate ||_'|T?jc\]s1"m Sé)'tde ?f thlezE. Teller, The Jahn-Teller Effect in Molecules and Crystd®s Englman
coexistence of three-dimensional localize and delocal- (ed), wiley-Intersciencg1972.
ized states of the charge carriers the superconducting state i?*- A. Jahn and E. Teller, Proc. R. Soc. London, Sefl64, 220(1937.
closer in its properties to the BCS model with long-range ?’Cvé gog:' F’Aacrj('jgﬁirc‘esrcesssﬁg‘%r'; gﬁmﬁﬂégeo(; Solid State Phys-
order. As was shown in the paper by Kudiréin the BCS 3 1. van Vieck, J. Chem. Phyg, 72 (1939
model the establishment of long-range order leads to vanish-°A. Abragam and M. H. L. Pryce, Proc. R. Soc. London, Se631\409
ing of the Fermi feature, and the BCS wave function has the ,(1950.

. . . A. Bleaney and K. D. Bowers, Proc. R. Soc. London, Se65\ 667
structure of Mott insulator states with Wannier operators (195,
a,;,g’g, all of which decay exponentially with distance from  8y. opik and M. H. L. Pryce, Proc. R. Soc. London, Ser2a8, 425
the central sitem. In spite of the fact that here the state as (1957 o _
before is a superposition of states with an even number of gg,f‘té’ﬁggft?;?ggfﬁ88'5',3”" H. L. Pryce, and R. A. Sack, Proc. R.
charge carriers, because of the exponential decay of the opeg '« Nesbet, Phys. Red26 2014 (1962; ibid. 128 139 (1963.
eratorsa,;_ g0 the electron density remains localized in the . G. Bednorz and K. A. Mier, “Perovskite-type oxides—the new ap-
V|C|n|ty of site m, i_e_, the Superconducting state in this sense proach to high—F . superconductivity,” Nobel Lecture, Stockholm, Dec.
) . . ; ‘<. 8,1987.
is localized. This means tha_lt in the BCS mode! thg establish 2. Michel, L. Er-Rakho, and B. Raveau, Mater. Res. B2(1,667 (1985,
ment of long-range order is due to the localization of the ¢ A wiiller, 3. Supercondi2, 3 (1999.

electronic state of the system and leads to noncon- *A. Lanzaraet al, Proceedings of the Second International Conference on
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Different systems which could exhibit size-dependent second-order phase transitions have been
studied experimentally during the last quarter century. The validity of the proposed

theoretical results is verified by comparing high-resolution experimental data with an analytical
evaluation of the heat capacity of confinide. It is shown that the theoretical approach

to the problem of the finite-size effect gives results that reasonably match the experimental data
over a wide range of system sizes, from tens of nanometers up to a few micrometers for

the cylindrical type of confinement geometry. The dependences of the shift of transition
temperature on the cylinder size and boundary conditions are analyzed. The agreement

of the results with finite-size scaling theory is confirmed.2004 American Institute of Physics.
[DOI: 10.1063/1.1802933

1. INTRODUCTION: CONFINED HELIUM EXPERIMENTS and shifted to a lower temperature. However, in the region
he phvsical . t a liquid | where the confinement effects are strong, there does not ap-
The physical properties of a liquid system are strong Ypear to be a detailed theoretical prediction of the shape of the

dependent on its siz€. Spatlal “m'tat'.on. of a |IQUI.d Matteryqq capacity curve that is directly applicable to cylindrical
system can cause significant changes in its properties. Ana%’eometr)ﬁ

sis of such microscopic systems and their thermodynamic;

) : . In Ref. 6 Coleman and Lipa reported the results of heat
static properties as well as measurement of the optical and . .
capacity measurements as a function of temperature near the

transport properties has become a key task in various field boint ofHe confined in 8sm diameter cylinders that have

The behavior of condensed and soft matter systems at Smaelxce tionally uniform diameters and smooth surfaces. Later
length scales is becoming a topic of technological b y '

importancé in view of modern achievements in micro- and in Ref. 1 the results of a more specific analysis of th,erﬁ—
nanofabrication techniqués. data were presented and the new data of an experimental
Most of the recent advances toward better understandin?g:ljdy of a O'Z_G“m cyFItm(_jer were discussed. In contrast to
of the effect of spatial limitation and finite-size-induced phe-N€ much earlier resuftsvith smaller holes, they found good
nomena could not be realized without the basic research ré@dreement with scaling-law exponents derived by renormal-

sults of confined helium experiments. ization methods. _ _

Among the pioneering investigations in this field was an ~ FOr comparably large systems the size-dependent shift of
experimental study by Chen and Gaspafinihich was con- thel critical temperature is extremgly small, which makes it
ducted about quarter century ago. Chen and Gasparini mefifficult to detect due to the smearing effect of Earth’s grav-
sured the specific heat 8He near the superfluid transition ity- Most of the experiments on the effects of confinement on
for films from about 10 A to 56 A thick and for samples helium in planar and cylindrical geometries to date have
confined to acylindrical geometryof 200 to 2000 A in di-  been restricted to the submicréor nang regime®"® How-
ameter. ever, Lipaet al! stressed that by using high-resolution ther-

Comparatively recently, the most reliable ddtaon cy- ~ mometry techniquésit has become possible to explore the
lindrically confined helium have became available from theregion extending up to about 100m under microgravity
Stanford research group lead by J. A. Lipa. It was pointedconditions. This circumstance provides sufficient background
out in Ref. 4 that the common confining geometries arelo consider the comparably big systems as “finite-size” ones.
planes and cylinders, allowing the study of crossover fromlhis development has dramatically increased the range over
bulk three-dimensional behavior to two- and one-which length scaling can be tested and has eased the problem
dimensional behavior, respectively. of uncontrolled surface effects.

By approaching the transition very closely, it becomes  Experimental studies in finite-size liquids are quite dif-
possible to use well-defined geometries amenable to detailditult to conduct due to the fact that blurring effect of the
theoretical analysis. When the correlation lengtis on the  Earth’s gravity often causes phenomena very similar to the
order of the average distance to the walls, the sharp peak fiinite-size effect. This creates a high demand for a theory that
the specific heat of bulk helium is predicted to be roundedits the existing experimental results and which could be used

1063-777X/2004/30(9)/5/$26.00 686 © 2004 American Institute of Physics
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for explicit calculations of the properties in a wide range of ~ Using high-resolution thermometé&ris has become pos-
sizes and for different types of system geometries. Atible to determine the exact location of thdransition tem-
present, for the case of cylindrical geometry, the primaryperature with a precision of 5 nK.® Since the useful reso-
source of predictions is from Monte Carlo studisge, for Ilution of measurements at the lambda point on Earth is
example, Ref. 1D limited in principle by the pressure dependence of the tran-
In this paper we present a comparative study of experisition temperaturégravity effecy, it is important to be sure
mental data and theoretical approaches to the finite-size efhat the observed rounding of the specific heat is in fact
fect in the liquid helium heat capacity in the close vicinity of produced by finite-size effects. In spite of that, it has been
the \-transition temperaturd, . Actual analytical calcula- suggestelithat gravity does not play a major role in the
tions are conducted without taking the gravity effect intoactual Earth-based experiments with the typical confined size
account. Consequently, it could be applicable for reliablgess than 1Qum. This statement is supported by the funda-
comparison with the results of microgravity experiments inmental studies of Ahlergsee, for example, Ref. 16and
Earth orbit or with a number of Earth-based measurements &fould be explained in terms of direct calculations of tempera-
the “He heat capacity in cylindrical confinement. In suchtyre variation due to the gravity effect. In order to proceed,
Earth-based measurements the characteristic size of the sy§a have to consider the limiting value of the cylinder length
tem is supposed to be small enough to allow one to neglegt oyer which the results of a study of the finite-size effect
the influence of gravity on the precision of new transitionpyecome independent of further increase lof It was
temperature detection. found-"'8that there is no need to take the actuak o limit,
because it turns out that fdr=5D and larger D is the
diameter of a pore the finite-size effect due to the finite
2. HELIUM-IN-CYLINRICAL-CONFINMENT HEAT CAPACITY: value of L becomes insignificant. The vertical variation of
THEORETICAL PREDICTIONS transition temperaturéT, over heightL of the sample due

A system can be considered as finite-sized nearacriticaf the hydrostatic pressure induced by Earth's gravity is

point or a phase transition point if its characteristic Iinear—e;ezrr?n:;neg byThthe fexpr?s(sj|on 5fTA:d'7 I;D _V\gth 1?23
sizeZ becomes comparable with the correlation lengidf ™ thM cr:. gsl qtr (c)zl_n&(;r ot radius) = det
the order parameter fluctuation. As is well known from the®VEN e enhanced fimi —oJum corresponds 1o a

i it ~10-8
fluctuation (scaling theory of phase transitiontsee, e.g., maxn;’nuhm vsrlatg)naﬂf 10 rlf?gtziitwe;n the bottofr? an((jj
Refs. 11-13 the correlation length is expressed by top of the chamber. It is assu at data are unaffecte

by gravity if |T—T,|=108T, . In all cases to be discussed
(=Lt ", (1 below this condition is satisfied. This makes it possible to
where the amplitude of the correlation length in classican€glect the gravity effect and simultaneously conduct a reli-
liquids can reach the value{,~1-10nm, and @able study of the finite-size effect in some range of confining
7=|T—T,|/T. is the temperature variable. Nowadays, it hasSizes. The corresponding theoretical predictions could be
become possible to approach the critical point of classicafuitable  for comparison with actual Earth-based

liquids with respect to the temperature variable to withinMeasurements>® Furthermore, the same theoretical ap-
“distances” like |T—T¢|min=10"2-10"3 K for T,~10? K, proach is applicable for comparative study of the results of

or, using dimensionless valuesy,,=|T—TJ/T,~10"5. As  the microgravity Confined Helium ExperimeCHEX)*
the critical exponent of the correlation length is equalto conducted aboard the space shuttle and, hopefully, future
~0.6705 (Ref. 14 for the space dimensionalitst=3, the experiments?°which are scheduled to be carried out on the
maximum values of the correlation length in classical liquidsLow Temperature Microgravity Physics Facility- TMPF)
can approach such values @s=1-10 nmx (10 %) %67 aboard the International Space Station.
~103-10 nm. The major interest in the statistical physics approach to
Spatial insufficiency on an even bigger scale can be refinite-size phase transitions is to find the pair correlation
alized for quantum liquids, where, because of the very smaliunction G, of the order parameter fluctuations and the as-
values of the critical temperature, the correlation length besociated correlation length Here we consider a cylindrical
comes two orders of magnitude larger; i.e., for instance, irsample with diameteD and lengthL>D and study the re-
liquid helium =108 and ¢/{,~10°* So, classical liquid gion where the value of the correlation lengthbecomes
systems that have linear siZeup to a micrometeffor quan- ~ comparable to or even larger th@nbut still smaller thari..
tum liquids, even to tens of micrometersould be consid- The correlation length could be defifédis {=(My)*? in
ered as finite-sized near the critical poier \ poinf). The terms of the pair correlation functic®, of the order param-
physical properties of finite-size systems preserve their sineter fluctuations for the reduced geometry of cylindrical
gular behavior only for the directions in which the systemform, whereM, denotes the normalized second moment of
still has semi-infinite size. However, taking into account theG, (for details see Ref. 22 The pair correlation function
limited temperature resolution of even extremely preciseassociated with the order parameter fluctuations was deduced
modern experiments’ it should be noted that over the limit by applying the Helmholtz operator. We have derived
of a system’s smallest confining size of about a few hundred&om the corresponding differential equation with Dirichlet
micrometers the finite-size effect seems to be almost impodioundary conditions on the inner wall surface of a cylinder
sible to detect even under conditions of microgravitation. Inand the condition of5, decay at long distances, i.e., zero
the case of Earth-based experiments due to the gravity effegllue of G, on the top and bottom ends of the cylinder. In
that limit will not exceed ten micrometets. particular, this type of boundary condition seems to represent
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the boundary conditions of the real confined helium experi-TABLE I. Transition temperature shift: Experimental data versus correspon-

ments more appropriate‘@:z“ As follows from the discus- dgnt theor'etlcal calculation for helium confined in cylindrical samples of
different diameters.

sion in Ref. 22, anomalous growth of the correlation length

might occur at some new temperatufé which is lower Diameter D Shift At,, | Shift Ac, Point
than the bulkT, and accordingly is located in the region of of the cylinder | Experiment Theory No./[Ref ]
negativer. For such a case the behavior of the correlatior 200 A 4010 3610 I
length might obey a scaling law akin t@), namely - ~ /B3
800 A 6.5-107 8.3.107 C2/13]
* * — v

&=L 2 1000 A 43107 5.9.107 C3/13]
where = (T—TZ)/TZ is the new temperature variable for 2000 A 1.2.1074 2.1.107 C4/13]
a spaual!y_ limited system. It should be npted that the defin- 0.26 m | 5310~ | 44107 C5,/11.5]
ing condition(2) used above means physically that upon the By
achievement of the new critical temperatiig of a spatially 8 pm 1.20-10 0.87-10°° C6./16]
limited liquid in a sample of cylindrical geometry there 8.17 um 1.24-107° 0.85-1076 C7/11,5]

might exist anomalous growth of the longitudinal component
of the correlation length* along the cylinder axis as is
described by

Using the general formulé&d) it became possible to ob-
tain a formula for the heat capacity in a particular type of
confining geometry by assuming={*. The correlation
length* expressed by Ed3) is directly associated with the
where{ is the amplitude of correlation lengthk=r/{o is  cylindrical geometry and corresponds to the case of zero
the geometrical factory is the cylinder radius,7=(T  poundary condition for the pair correlation functi@y on
—T¢)/T, is the temperature variable,is the critical expo-  the inner surface of the confining system. That is why the
nent of the correlation length, and the quaniity is deter-  new expressions for the heat capacity also will retain special
mined by the expressiodo(y,)=eA for the case of the parameters, which are related to the particular form of the
constant boundary conditid®,=A on the cylinder wall sur-  system. This makes possible an easy comparison with the

face. HereJ, is the zero-order Bessel function, aeds a  (ata of the corresponding experiments. For the case of cylin-
transcendental constant equal to 2.7182. In the case of thfical geometry it reads

zero boundary conditioA= 0, the value of the parametey
is equal to the first zero of the zero-order Bessel function,
p1=2.4048. Here the boundary effect to the pair correlation
function G, is translated to the boundary condition for the
corresponding differential equatiéh.

In order to verify the validity of the theoretical results
proposed here and in Refs. 22 and 25 before, it is importal

to have the possibility of comparing the results with high-"€9ativer. _ , ,
resolution experimental data. Since most of the & To carry out further comparison with experimental data,

available to date are derived from the study of the heat Cahere in Eq.(5) the geometrical factor was redefineids,

pacity of confinedHe, it is necessary to obtain an analytical —2/¢o. With D being the cylinder diameter. The amplitude

expression for this property particularly. Such a calculation®f the correlation lengtig, for helium is equal to 0.36 nm
gelow the transition temperature and to 0.143 nm abovk it.

temperature dependence of the correlation length and wellLN€ parametey., =2.4048 is the first zero of the cylindrical
Bessel functiori? The critical exponent is taken to be equal

known scaling relations for the heat capacity. While the cor- 29
relation length¢ is proportional tor~”, the analogous for- © 0.6705(Ref. 14, anda=—0.01285 _

mula for the temperature dependence of the heat capacity ~ USing Ea.(5) itis possible to evaluate the shiltr of the
readsC~ 7~ ¢, where « is the heat capacity critical expo- transition temperature from the location of the heat capacity

nent, which assumed positive. Combining the &one can maximum. The corresponding new transition temperature

R . .
get a scaling relation between the heat capacity and the cof< () IS determined by the expression

relation Iength: T:(K):Tc[1+(2M1/KcyI)1/V]_1- (6)

-V

: )

{*={o| ™+

1lv
%) (7+1)

1lv
(7+1)

—a

2#1

T+
Kcyl

CcyIOC (5)
This equation(5) shows that the heat capacity in the cylin-
drical geometry remains finite at the bulk (r=0) and
fgrows up to its limit at some point below, in the region of

C— . (4)  In Table | the experimental data from Refs. 1, 3, 5, 6 for
confined helium are combined with the results calculated
from Eq. (5) for the same values of the system'’s sizes. Here,
in Table | the quantityA 7e=(T,—T,)/T,, represents the
shifts of the helium heat capacity maximuiy, from its bulk
value T, observed experimentally in respect thigt>T,,,

and A7 is the shift calculated according to the proposed
theoretical approach from the expression:

The hyperscaling relationran=2—3v (Ref. 27 with »
=0.6705 yieldsa/v=—0.0172. In fact, near the lambda
point a small negative value af~ —0.026 was observed in
early experiment$® Later, in the most precise microgravity
experiment in Earth orbf it was confirmed to be
a=—0.01285. However, it is known that near the liquid—
gas critical point the exponermt appears to be positive and
close to 0.2%° Arr=2u1lo/D)Y", 7
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FIG. 1. The dependence of the shift of the transition temperatateon the FIG. 2. The dependence of the shift of the transition temperatareon the
cylindrical pore diameteb in log—log scaldaccording to Eq(7)]—solid boundary constari for the sample in a cylindrical pore of diameter 1000 A
line. The slope of the plot corresponds ite-0.6705. ¢ represents the ex- in semilog scalg¢according to Eq(8)].

perimental data of Chen and Gaspafif. represents the experimental data

of Lipa et al®

to the pair correlation functio, on the inner surface of the
cylinder in the formG,=A. HereA is a certain constant, the
exact value of which depends on particular problem. This

In Fig. 1 the dependence of the shift of the transitionexpression applies to the limiting case of a completely hy-
temperaturel 7 on the cylindrical pore diametdd, which  drophobic inner cylinder surface foh=0 (i.e., the zero
varies from 10 nm up to 1@m, is presented in log—log scale boundary condition of the first type sometimes referred as
for the case of the zero boundary condition. It shows that th¢he “homogeneous condition”and a hydrophilic one foA
value ofA 7 is decreasing with increasing cylinder diameter.=1. In practice the situation with intermediate valuesfof
The slope of the plot in Fig. 1 is #~1.49, in agreement could arise, indicating a partial wetting for which the nu-
with the finite-size scaling theory predictioh*®> A7z  merical value in the function varies from 0 to 1. In the gen-
=aH ™", wherea is a constant depending on the geometry.eral case of constant boundary conditi®a=A on the cyl-
In the case considered above, the linear size of the systemmder surface the shiftd 7+ will depend onA as
H is treated as the cylinder diamefer and consequently the ” .
expression for the scaling coefficienta reads: Jo(DA7r/250) = €A ®)
a=(2u1)*". For example, for the helium sample in a cylindrical

In Table | the point set\ 7z C1—-C4 is taken from the chamber of diameter 1000 &his value corresponds to the
graph presented in the pioneering paper of Ref. 3. At thapoint C3 in Table ) in the case of the constant boundary
time, cylindrical pores with diameters 300, 800, 1000, andcondition, the dependence of the shift of the transition tem-
2000 A were investigated. Since it was difficult to determineperatureA 1 on the boundary constaw is illustrated by
A precisely from that graph in the papdtabulated data Fig. 2. As can be seen from Fig. 2, while the boundary con-
were not included thejethe accuracy of these data is lim- stant A is decreasing in value the shifirr grows and
ited. A comparison shows that the theoretical valdes:  reaches its maximum #t=0. SinceA characterizes the bor-
systematically overestimate the shift of the new transitionder of the system, this behavior of the shift of the transition
temperature by 30% on average, exc&dt, with a better temperature may be explained as being due to a competition
match. It should be noted that poir@d —C4 were taken in  between the surface interaction near the walls and finite-size
experiments conducted about twenty-five years ago, but theaffects.
results are still cited in the related modern papeee, for Concerning poinC6 for an 8um cylinder® the theoret-
example, Ref. B However, some remarksoncerning the ical value A7 appears to be about 30% smaller than the
low accuracy and rough agreement with scaling of theseesults of that high-precision modern experiment. Reference
early results have to be considered. Valdes; are calcu- pointsC5 andC7 are taken from the most recent results now
lated for the case of zero boundary condition for the pairavailable from measurements of the heat capacity of 8.17
correlation functionG, that provides the maximum possible um and 0.26um cylindrically confined heliunt:> This set of
value of the shiftAr for a particular size of the system. the points shows better agreement between the theoretical
However, in a real experiment, depending on the specificalculations and experimental data in terms of the shift of
features of the surface interaction, the value of the boundariransition temperature, especially for the 0,26 diameter
constant could be nonzero—as is also expected to be the cagere. It was noticetithat the results of the new measurement
for the binary-mixture experiments—which lead to a de-for 8.17 um cylinders do not compare well with previous
crease of the shift of the new transition temperature. Thi®bservation$in the region near the heat capacity peak. In
could be one of the possible reasons for this deviaieg  contrast, the results for 0.26m Anopore cylinders are in
with A7y. good agreement with Monte Carlo predictidfis®

Judicious consideration of the boundary condition is im- ~ The heat capacity dfHe confined in an §m diameter
portant. As we deal with a liquid in a reduced geometry ofcylindrical sample versus reduced temperature on a logarith-
cylindrical form, here we introduce the boundary conditionmic scale is presented in Fig. 3. This data set, calculated

3. DISCUSSION
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A classification of the equilibrium states of a quantum liquid wdtlpairing is given on the basis

of the concept of quasi-averages. The order-parameter operator is represented in terms of
Fermi operators. It is shown that the set of such equilibrium states can be classified in terms of
the quantum number corresponding to the projection of the orbital angular momentum of

a Cooper pair on the anisotropy direction. The explicit form of the three admissible generators of
the unbroken symmetry is found and the corresponding equilibrium values of the order
parameter are obtained. A generalization to possible nonuniform equilibrium structures is carried
out, and the corresponding form of the order parameter of such structures is fouR@040
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1. INTRODUCTION 2. GENERAL PROPERTIES OF THE ORDER PARAMETER
AND THE SYMMETRY OF THE EQUILIBRIUM STATE

It is known that the classification of equilibrium states of . o - .

condensed media on the basis of the Ginzburg—Landau phE_ A theoretical principle of the statistical physics of con-

logical h . K led f the f ensed media with spontaneous symmetry breaking is the
nhomenological approach requires knowledge of the form o oncept of Bogolyubov quasi-averag@syhich generalizes

the free energy as a function of the order parameter anle Gihbs distribution to degenerate condensed media. Ac-
depends substantially on the form of the model under conggrding to Ref. 15, the quasi-average of a physical quantity
sideration. Another group-theoretical approach is based o a state of statistical equilibrium with broken symmetry is
representation of the unbroken symmetry of the degeneraigefined by the formula
equilibrium state as subgroups of the symmetry of the nor-
mal phase. Essential to this approach are the corresponding
transformation properties of the order parameter under the
symmetry transformations of the Hamiltonian. This treat-  W,=exp(Q,— Ya¥a— vF). @
ment is free from any model assumptions about the form of . N s .
e : . Here ¥, are additive integrals of the motioft(is the Hamil-
the free energy. A classification of the uniform states in the "~ ~ "3, o )
framework of these two approaches has been carried out fgpnian, Py is the Amom.entum opergtdﬂ is the particle num-
superfluid®He 23 which is described by a tensor order pa- Per operator, S, is the spin operatgr and Y,
rameter. The question of the possible nonuniform superfluid Yo: Yk Y4, Y, are the thermodynamic forces correspond-
equilibrium states ofHe is studied in Ref. 4. Another im- ing to them. For our later convenience we shall assume that

ortant example of a degenerate condensed medium is a Sin_ the equilibrium state there are no macroscopic fluxes in
P o p' g . o e laboratory reference frame, i.&,,=0 and the internal
perfluid liquid in a state ofl pairing, which is also charac-

) ) magnetic field is equal to zero. The thermodynamic potential
terized by a tensor order paramet&uch a state describes Q, is determined by the normalization conditioniy=1.

the_ nucle_ar mattgr of neutrpn stér‘s‘?.sy virtue of the strong The operatof has the symmetry of the condensed phase to
spin—orbit coupling there I8P, pairing of the neutronsl(' e ipyestigated and is a linear functional of the order param-
=1, S=1; J=2). This type of pairing is possible foHe eter operatoR ,(x):

with =2 (Ref. 20 and for a number of high-temperature an

superconductors ™% The order parameter describing the ,A:EJ' Px(f.(x. DA (x)+h.c) @
state withJ=2 is a symmetric and traceless tensor. A clas- amma e

sification of possible states for this type of pairing was donerpe indexa characterizes the tensor dimension of the order
in Refs. 5 and 14 using a phenomenological approach. In thgarameter parameter. In particular, with the use of a scalar
present paper we propose a microscopic approach to the clagryer parameted (x)=(i/2) & (x) o,(x) one can describe
sification of uniform equilibrium states, based on the concep, superfluid Fermi liquid with singlet pairirfga vector order

of quasi-averaget'®18The admissible symmetry properties parametera (x) = (x)o,(x) describes magnetic sys-
of the equilibrium state of a quantum liquid and the order-tems with spontaneous breaking of the symmetry with re-
parameter structures corresponding to them are found frompect to rotations in spin space, while a tensor form of the
the conditions of unbroken and space symmetry at nonzerorder parameter is present in liquid crystaland quantum
values of the order parameter. liquids with triplet pairing* The quantityf ,(x,t) included in

(a(x)y=Ilim lim Tr W,a(x),

v—0 V—x
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the operatoiF is a function of the coordinates conjugate to dynamic parameters unrelated to the conservation laws but
the order parameter operator, specifying its equilibrium val-deriving from the physical nature of the thermodynamic
ues in the sense of quasi-averagﬁg(x,t)z(ﬁa(x)y The pha;e. In the case of normal cpndensed media the the_r!’nody—
structure of the functiong,(x,t) is determined by the sym- Namic parameters are determined solely by the densities of
metry properties of the quantum-liquid states under investi@2dditive integrals of the motion. The theory of many-particle
gation. In the framework of the microscopic theory, this SyStems, which describes the equilibrium properties of a nor-
makes it possible to introduce additional thermodynamic paMa! Fermi liquid, is based on the Gibbs statistical operator
rameters in the Gibbs distribution. - - o

A description of condensed media with spontaneously W=exp(Q=YoH=YaN). (10
broken symmetry relies heavily on the representation of therhe set of thermodynamic forces, includesYglzT (the
order parameter. Let us formulate the transformation propetemperaturg and Y,/Y,=u (the chemical potential The
ties of the order parameter operators. The condition of transadditive integrals of the motion which appear in the Gibbs
lational invariance has the form distribution lead to a certain symmetry of the equilibrium

LA A state. The symmetry properties of the equilibrium statistical

P Aa(x)]= = Vida(X). C) operator(10) have the form
The generator of the group of phase transformations is the

particle number operatdN. The order parameter operator [W,Pi]=0, [W,H]=0, [W,N]=0,

A,(x) transforms according to the relations [W,3,]=0, [W,2,]=0 (11)
[N,Aa(X)]=—gada(X). (4) and reflect the phase and space—time translational invari-

The constantg), depend on the tensor dimension of the or-ance. The conditions of symmetry with respect to rotations in

der parameter operator. spin space and configuration space mean that the weak di-

Under transformations related to the internal symmetryPole and spin—orbit couplings are neglected in the character-
group with generator$, (a=x.y,2), the operators ,(x) ization of the eqwhbnum state. The tota}I ;ymmetry group of
transform according to the representations of this group: the normal equilibrium state of a Fermi liquid has the form

i[5, A(X)]= — guashp(X) (5 G=[SO3)IX[SAB)] XU X[T(3)IX[T(L)].
or in compact notation I—_|ere[SO(3)]_S and_[SO(?:)]L are the symmet_ry groups rela-
o . tive to rotations in spin space and configuration space,
i[S,, A(X)]=—0,A(X), [T(3)] and[T(1)] are the translation groups in space and

Fime, and[U(1)], is the phase symmetry group. Each ele-
ment of the group is a unitary operatdr=exp(Gg) (g are
real and continuous transformation parametéhnst leaves
(6)  the Gibbs distribution invariant:

where @,)a=0.ap &re some constants. The generators o
the internal symmetry grouﬁa satisfy the relations

i[S,,Sel=—€4p,S
where the antisymmetric tensey,;, has the sense of struc- UwU " =Ww.

ture constants. Using the Jacobi identity for the operators
and A(x), from formulas(5) and (6) one can obtain the

relation > c
o ~ to zero at an arbitrary quasilocal operatb(x) for G
[94:05]= ~2apy8y- @) e (P.N,S,.Z,). In particular, this is valid for operators
Under transformatigns related to the group of space roB(X)EAa(X) having the physical meaning of order param-
tations with generatorg; (i=1,2,3), the order parameter eter operators and being noncommutative with the integrals
operatorsA (x) at the pointx=0 transform according to the of the motion,G. Since the averages W G, A ,(x)] by vir-
representations of that group: tue of relationg3), (4), (5), and(9) are linear and homoge-
oA - neous in the order parametar(x), which implies that the
IL£i-4a(0)]= = GiapAp(0). order parameter varr:ishes in Ithr(le)normal stafe.

Yy

The operator®,, N, S,, £y, and are generators of these
transformations. An average of the form{#rG]b(x) goes

Hence, noting thatZ; ,£;]1=i&j Ly as, We obtain relations We shall show how to formulate the symmetry proper-
analogous td7): ties of the equilibrium state and to introduce additional ther-
A . modynamic parameters for degenerate condensed media. We
[9i.0i1= i ®  consider translationally invariant subgroups of the unbroken
sincel 4(x) = exp(=iPx) A ,(0)exp{Px), by virtue of(3) we ~ SymmetryH of the total symmetry grou. Translational
find invariance means that the equilibrium statistical operator sat-

o R R isfies the symmetry relation
iI[£i,Aa(X)]= — GiabAp(X) — &ijrXkViAa(X). 9)

It is known from the phenomenological theory that for
adequate description of the thermodynamics of nonequilib- To analyze the translationally invariant subgroups of the
rium processes in condensed media with broken symmetrynbroken symmetry of the equilibrium states, we start, in
generally speaking, it is necessary to introduce new thermaaccordance with Ref. 17, from the relation

[W,P]=0. (12)
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[W,T]=0, (13y We note thalf’k(n) is not a translation operator in the usual
meaning of the word, since, generally speaking, its spatial
components do not commute with each ottiét ,P;]+#0.

Let us apply the proposed approach to the study of the
T=ali+b,S,+cN=T(¢ (14) equilibrium properties of a quantum liquid Yvitth pairing.
The order parameter operator of thgairing, A; (x) is de-
fined in terms of the creation and annihilation operators of a
Fermi particle at the point:

where the generator of the unbroken symma@trig a linear
combination of integrals of the motion:

with real parametersa(,b,,c=¢). Unitary transformations
form a continuous subgroup of unbroken symmetry
U(&U(E)=U(E"(&,¢')) of the equilibrium state. From the
equations Ri () =V () 7Vl (X) + T (X) 5%, (X)

iTW, T(£)]A,00=0, iTTW, PJA,(x)=0, 2 . .
_ T ° - = 2 8V ) a2V i(X), (22)
taking the algebraic relation8)—(5) and (9) and definition 3
(14) into account, we obtain the equation whereo, is a Pauli matrix. This operator is symmetric with
aiGiabAp T+ bagaapdpt+igcA,=0. (15)  respect to the indicdsandk and has the property;; =0. An

analogous form of the order parameter was considered in a
classification of the equilibrium states in liquid crystis,

TarA =0, Tap=2ai0iab+bo9uapti9C8ap- (16)  where the order parameter is represented in the form of an
Hermitian, symmetric, and traceless tensor. The operators for

In accordance witl{14) we have

The conditionA,# 0 for a nontrivial solution of the system

of linear equation$16) leads to the relation the particle numbeI:\I, momentuniP,, spinS,, and orbital
angular momentunt, have the form
defT,u(£)|=0, 17) 9 k
which imposes restrictions on the admissible values of the N:J d3xf(x), éi:J d3x3(x),
parameters related to the generator of the unbroken sym-
metry. R A R R
Let us now consider the equilibrium states that do not Pi:J dxri(x), Li:f d3xli(x), (23

have the property of translational invariand®). In a super- ) N ) )
fluid condensed medium different physical possibilities forWhere the corresponding densities of integrals of the motion,
breaking of this invariance of the equilibrium state can infi(x), §(x), i(x), andl;(x) are given in terms of the cre-
principle exist. This can happen because of the breaking ddtion ¢ (x) and annihilationy(x) operators by the expres-
phase invariancéthe superfluid momentum is nonzg¢ror  sions

symmetry with respect to rotations in configuratispin)

space when the vector of the cholesteritagnetig helix is AOX) = P (X) (),
nonzero. We assume that the spatial symmetry of equilibrium | Al N
states of this kind can be specified by the relation 8a(X) =¥y (X)(Sa) .07 o (X),
A2 54 N 2 B (N N N N
[W,P]=0, Pu=P= PN = 0aSa~ tig £y =Pil(7), 19 710 == 5 [y O Vitho () = By () (001,
where 7= py,q, ,tx; are some real parameters of the gen- Ti(X):Sika%l(X)- (24)

erator of space symmetry, (7). The generator of the un- ) lici . for the i Is of th . d
broken symmetry of such states will include the momentum>SiNg explicit expressions for the integrals of the motion an
operator: the order parameter in terms of the field operataes—(24),

we obtain the operator algebra:

?Ealzi+baéa+CN+di,ﬁi,ai,ba,C,dizf. (19)

. [Nvaik(x)]:_ZAik(X)-[éaaAik(X)]:O1
The relations

A R I[P, A (¥)]=—VA(x),
ITHw, T(£)]A .00 =0, [P, Ai(X)] 1Aik(X)
. . i[L A (X)]= =i Ai(X) — eni A (X
ITIW, P 7)1A.(x) =0 20 [L1,AR(X)]= =& Aj(X) = &1 A (X)
in accordance with(18) and (19) lead to coupling of the ~eXuVoAik(X). (25
parameterst and » which appear in the definition of the The average value of the order parametar,(x,p)

generators of the unbroken and space symmetry._ These relg—rrf) Aik(x)i wherep is an arbitrary statistical operator, has
tions must be supplemented by two more conditions on the, o propertiesd (X, p) = A(x,p), A;i(x,p)=0 and there-

parameters of the unbroken and space symmetry, which fokye contains ten independent quantities. We choose the pa-
low from the Jacobi identity for the operatofg T,P, and  rametrization ofA,, in the form

WPRPG A(X,P) = Qu(x,p) +IQu(X,P),
THW,[T(8), P ) 113,=0,

Tr[w'[lsi(ﬂ)rlsk( ﬂ)]]Aa:O. (21) Qik=A +B

1
ning— §§i

1
MiMy— 3 ik
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In solving this system of equations we resolve the veetor
with respect to the indicated set of basis vectarsia/a
=an+ Bm+ yl. The values oty, 8, andy are related by the
+E(min+meny) + F(nil +nly) + Gyme+ L amy). equationa’®+ 8%+ y?=1. We setm=0 in (29) and consider
(26) the following cases:

. 1. a#0, B#0, y#0. In this case the amplitudes of the
HereA,B,...,G are the moduli of the order parameter,n,  order parameteA=0 and B=0 and, consequentlyA,,
andl| are the anisotropy axes, which are mutually orthogonal- iQuy:

unit vectors:n?=m?=12=1, n-m=0, m-l=0, n-I=0. The .
form of the order parameté22), (26) and the operator alge- IE ( 1

+D

1
m; My — §5ik

1
Qik:C( nin,— §5ik

bra (25) together with(20) and (21) enable one to analyze A“"zaﬁ
the equilibrium states of a quantum liquid withpairing.

0T~ 3 O | (30)

2. y=0, B#0, a#0 (and the equivalent casg3=0,
a#0, y#0 and «=0, B#0, y#0). Here again we have
A=0,B=0, andA ,=iQy,:

3. TRANSLATIONALLY INVARIANT EQUILIBRIUM STATES

OF A SUPERFLUID LIQUID WITH d PAIRING A _ié
w=— 2
o

1
%%—g%J- (31
We consider the translationally invariant equilibrium
states of the superfluid component and establish the possible 3. a#0, B=y=0 (and the equivalent casg3+0, «
equilibrium structures of the order parameter. In analyzing=y=0 andy#0, 8=a=0). HereA#0,C+#0, i.e., the real
the translationally invariant subgroups of the unbroken symand imaginary parts of the order parameter are nonzero:
metry of the equilibrium states we proceed from relationsA, =Q,+iQy,:
(12) and(13). According to Eq.(13),

_ 1
Tr[W,'T']Aik(X)=0 Auv:(A+ IC) qud, — § 5uv . (32)
or, with (14) and (25) taken into account, In all three cases we obtained a structure of the order param-
anm(Emii Akt EmigAiy) + 2iCA =0, S;[ietzildselmnar to a uniaxial liquid crystal with a complex am-

As aresult, we arrive at a system of linear and homogeneous For m#0 the solution of equation&9) has the form
equations

. 1
Fika;=0, (27) AuU:A( NuN, = 3 0wy

Wherea|(8|ij 5k|+ E1kj 5“) + 2iC5k|6ji = FH( .

Going over in formula(27) from the double to a single
summation in which the summation indices run over the val- (33
uesa,B: 11=1; 12=2;...33=9, we obtain the equation whereE=(y/m)(B—A), G=—(a/m)B, F=(B8/m)A.

FAA,=0, detF?|=0. (28) Similarly, let us consider all the possible values of the

_ _ ) - coefficientsa, B, andy for them=0 case.
The relation déE?|=0 is the existence condition for a non- 1. a#0, B#0, y#0. In this case the amplitudes of the

trivial solution of the system of linear homogeneous equay, der parameteA=0 andB=0 and, henceh , =0 (there is
tions (28). The three solutions of the equation [#t=0 1o nontrivial solution. ’

1
mym,— 3 5UU

+
B 3

+i[E(m,n,

+myn,)+F({,n,+1yn,)+ G, my+1,m,)],

have the form 2. y=0, B#0, a#0 (and the equivalent casgs=0,
1 a#0, y#0 and «=0, B#0, y#0). Here we haveA+#0,
c=0, c= iia,c= *a. B+ 0. For such values of the parameters there exists only the

solution form=*+1:
Consequently, the generators of the unbroken symmetry of .
the equilibrium state of the superfluid liquid with pairing B _ f
can be written in the form Aup=A(Nyn, m“mv)i‘/j (L (nu+my) +1y(n, +m, ),
&, m, (34)
T_Eﬁi_EN' and hereB?= a?=1/2.

3. y=0, =0, a=1 (and the equivalent casg3=0,

'a=0, y=1 anda=0, y=0, 8=1). A solution exists only
for m==x2:

Herem=2c/a is a quantum number that takes on values 0
+1,+ 2. Using definition(26), we obtain from(27) an equa-
tion determining the explicit form of the order parameter in

equilibrium: A, =A(mym, =1 ,)FiAl,m,+1,m,). (35
a, In order to compare the results obtained with the results
g(siujgju“LgivJQJu)_mQUvZO’ of Refs. 5 and 14, we introduce the average
a 0 - AEk|A|JkJ , (36)
2 (81 QjvF 2ioj Qju) +MQy, =0, (29 yhere the unit vectok is given by
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k=sin @ singm-+ cosén-+sin 6 cosel. (370  wherec=c+ p-d. The requirement that the term linear in the
coordinate in this equation be zero implies the following

For solutions(31), (32), and(33) atm=0 we find, in accor- relation for the equilibrium structure of the order parameter:

dance with(36) and (37),
3
AP ==xj \[5

. [3 1 Aqk(0) (42).

(0)_ e 2_ = Sak

AyT==i \[2{('8&* aky) 3}’ Let us now investigate the space symmetry, which is
determined by the relation

a(exilAqit ekqid)i) +2icAy=0, axp=0.

2
(Bky+ aky+ vky) ™~ 5}, We see that the classification procedure set forth above is
valid for the homogeneous part of the order parameter

1
(0) _ i 2_ T ~ ~ ” N
A =ATION K 3)' B8 [whI=0, P=Pitl;. 43
where A?+C?=3/2. These solutions correspond to the The condition of space symmet(}#3) and the algebr&25)
“real” state obtained in Ref. 5. lead to the system of equations
Solution (34) for m==*1 leads, by virtue of36) and _ e _
(37), to the relation VIAqk(X)_tlj(sjk|Aq|(X)+8]q|A|k(X)

AD = Ak, + k) (+iVIK,+ Ky — k), (39) T8 junXuVub (X)),

whereA?=1/4. tij&jup VoAgk(X) =0, (44)
Finally, for solution(35) (m=+2) we obtain from which we obtain a condition on the admissible structure
AP =A(k*iky)?, of the parametet;; :

where A2=1/4. This solution corresponds exactly to the tijejupton(ExkiAqi(X) + &, qiA (X)) =0. (45)

“axial” case of Ref. 5.
Comparing the expressions obtained for the order pa-
rameter with the results of Refs. 5 and 14, we see that ther

is no equivalence in the solutions for the “cyclic” sta({g9). hat this relation i id f | f the indi B
The reason is that, in contrast to the approach of Ref. 2(} at this refation 1S vaiid for any vajues of the Indices. By
%onvolvmg it with the tensor &;d,,— 6k.5ii), we obtain

here we are considering only the spontaneous breaking of i f lina to th i £ th .
continuous symmetry and are not taking into account aquations ot coupling 1o the parameters of the magx

breaking of di_screte symmetry. Therefore, t_he soluti(j_m_) 6t2—t2—t5 t5 =0. (46)
and the “cyclic” state of Ref. 14 are of different origins. ) ) ) _
Analysis of the equilibrium states of superfluid systems withBY convolving relation(46) with the tensore,,, we arrive
allowance for the possibility of discrete symmetry breakingat the equation

requires a separate treatment. (18 +15)=0. 47)

The value oft,; will be sought in the formt,;=td;
tie; +tg;, wheretf; is a symmetric and traceless tensor.
e substitute this expression int45) and take into account

A consequence of Eq$46) and (47) is thatt;=0. We now

4. INHOMOGENEOUS EQUILIBRIUM STATES OF THE turn to the Jacobi identity for the operatoks P;, Py. In

SUPERFLUID PHASES OF A QUANTUM LIQUID WITH gccordance with the explicit formoﬁﬂ3) we find the condi-
d PAIRING tions on the structure of the matrix elementts
For classification of the inhomogeneous states we first tith — tiktiti =0, tixtii— ity =0. (48)
c?nsAQer: the s_ubgrofUps of the space symmetry, the generaffis not hard to find the explicit form of the matrig satis-
of which consists of two operators. Let fying Egs. (46)—(48):
[vak]zol tik:tlilk' (49)
Pe="Pc—piN. (40) The spatially nonuniform part of the order parameter can

be found from Eq.(44) with (49) taken into account. The

According to(40) and the algebr&25), we obtain the fol- ;
solution has the form

lowing equation for the order parameter:

VA gi(X) = 2ipiA gi(X), (41) Aqi(X) = ag, (Ip(x)) aj (1(x)) A, (0), (50)
the solution of which has the form wherea; (I#(x)) is an orthogonal matrix of rotation in con-
B i _ figuration space around the axisby an angley(x) =
Ag(X) =exp2ie(X))Aq(0), ¢(X)=e@+pX, (42 “tl.x. This solution describes a helicoidal structure. The

whereA ,(0) is the homogeneous part of the order param-quantity 2t~ determines the pitch of the helicoid, the di-
eter, which is independent of the coordinates. By virtue ofrection of which is specified by the unit vector

the explicit form of the generator of the unbroken symmetry ~ The condition of unbroken symmetr§i3), (19) with
(19) and Eg.(41), the following equation is valid: (43), (50) taken into account leads to the equation

A(ekilAgit ekqidii T exuwXu VoA gi) +2icA =0, a(ekilAqit exqlii + exuwXuVpyAgi) +2icAq=0, (51
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whereg;=a; +tl;I-d. Hence we obtain the relaticax 1=0,

which restricts the structure of the order parameter an
which arises from the requirement that there be no term lin- . .
ear in the coordinate in Eq51) and the equation for the exp —iH)W(t)expliHT)=W(t+ 7).
uniform part of the order parameter

W,H]#0. The equilibrium statistical operator satisfies the
eumann condition, as a consequence of which

The equilibrium Gibbs statistical operator obeys the relation

i1Agteqd)i)+2icAy=0. - . oA -
ay(&xilAqitekqdi) +2icAqi=0 [W,A]=0, A=R+poN, po=Ya/Yo.
%Faken together with the stationarity condition, the Neumann
condition permits determination of the time dependence of
P=P— pkN_thlkzj- (52)  equilibrium averages. In particular, for the order parameter

N o we have
The condition of space symmetry of the equilibrium state of

the Fermi liquid under consideration must be supplemented” W(t)A () =Tr W(0)exp(iNpot) A4 (x)exp(—iNpgt),
with the condition that the symmetry qf the equilibrium stateom which we get

(13) be unbroken, where the generaibris defined by Eq. _ .

(19). In accordance with these symmetry conditions we write A qk(X,t) =exXp(2ipot) Tr W(0) A g(X). (56)

the relations Relations (55) and (56) determine the space—time depen-
iTr[\iv,'T]Aqk(x)=0, iTr[\iv,ISi]Aqk(x)=0. dence of the order parameter in the equilibrium state.

Hence we obtain equations establishing the equilibriumCONCLUSION
structure of the order parameter and find the restrictions on T classification of equilibrium states of a quantum lig-

the parameters;, b,, ¢, d; of the generatofl and on the uid with d pairing has been generalized to nonuniform equi-
parametergy, t, |, of the space symmetry operat : librium states on the basis of the concept of quasi-averages.
The admissible conditions of the unbroken and space sym-
metries has been found. The possibility of liquid-crystal or-
+2icAq(x)=0, dering in such quantum liquids has been shown.
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A unified empirical equation of state fHe—*He mixtures is found in analytical form on the

basis of the existing experimental-V—T data for pure’He, “He, and their mixtures in

the homogeneous liquid phase in the temperature interval 2.25-4.2 K and pressure interval 0—10
MPa. An algorithm for calculating the fitting coefficients of an approximating expression

for P(V,T,c) is constructed. The average absolute error for the determinatioR @

+0.015 MPa. ©2004 American Institute of Physic§DOI: 10.1063/1.1802952

1. INTRODUCTION 2. CHOICE OF THE ANALYTICAL FORM OF THE
APPROXIMATING EXPRESSION AND CALCULATION OF
Detailed data tables for the thermodynamic characterisTHE FITTING PARAMETERS
tics of *He—*He mixtures over a wide range of temperatures

S I : A preliminary processing of the experimental data
"’“?‘?' prezsurgs4are neeFied for d.eS|gn|ng d|llut|on refngeratorsshowed thaP(T,V,c) depends on the concentratiorof the
utilizing *He in “*He, which are widely used in modern cryo-

genic technique. Because of the nonideality *bfe—*He mlxture.m a practically linear manner. The approximating
: . L ) . _expression for the pressuRewas written in the form
mixtures in the liquid and dense fluid phases the requweg

P—V-T relations cannot be obtained by starting from the  P(T,V,c)=By(T,V)+cBy(T,V). 1)
corresponding data for pure isotopes.

The molar volumes ofHe—*He liquid mixtures at pres-
sures up to 10 MPa in the temperature interval 1.5—-4.2 K . ) X
have been determined experimentally at the Laboratory Oposed in Ref. 2 for an equimolar mixture:

The form of the functionsBy(T,V) and B4(T,V) is
nalogous to the approximating expressionBgi,V) pro-

Molecular Physics and Cryogenic Technique at the Kharkov 4

Institute of Science and Technolofixtures with*He con- Bo(T,V)=2, AgV (72,

centrations of 35.2, 50.7, and 65.1% were studied, and also =1

pure®He and*He. The most convenient way of using experi- 6

mental data in practice is undoubtedly to compose an empiri- A, =102 5" C”ijl_ )
j=1

cal equation of state of the mixtures in analytical form, with
the concentratiort of the mixture as one of the variables
i.e., P=P(T,V,c), whereP is the pressureTJ is the tem-
perature, and/ is the molar volume.

In our previous papémwe used the experimental results
of Ref. 1 and th®—V—T data on the vapor-saturation litfe 4 .
and on the start-of-solidification line of the mixturde find Bl(T=V):Zl Ayv(T2,
an empirical equation of state in analytical form for equimo- "~
lar liquid mixtures in the pressure interval 1.5-4.2 K and 6
pressure interval 0-10 MPa. The quality of approximation ~ Ay =107*5% n;TI" %, 3
corresponded to the error in the experimental determination =1
of V as a function ofP andT and on average equaled 0.5%. Thus

In a continuation of that study we now addéaeds; the prob- A 6
lem of using the whole body of experimental tained . , .
in our Iabo?atory f0r3He—4I—)|/e andpalso theP-V-T rela- BO(T’V):; (102|+5]§=:1 c; T’ 1)\/ ",
tions for mixtures in the liquid phase along the vapor-

' This analytical form is close to the expression proposed by
McCarty for the equation of state dHe.
Analogously, the functiom,(T,V) has the form

saturation and start-of-solidification lines. We obtain an ap- 4 S8 ) _

proximating expression for the dependencePobn T, V, Bl(T’V):iZl (102'+521 n =t v+, (4)
andc and calculate the adjustable parameters in that expres- - 2

sion. Herec;; andn;; are adjustable parameters of the equation.

1063-777X/2004/30(9)/3/$26.00 697 © 2004 American Institute of Physics
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TABLE I. Parameters of Eqg4). 10
¢ = 9.53559061 €= 3.85148500-107%| 1n__= 5.11269804
35 23 9r
c12=—13.2837482 636=—1.87902454‘1073 n, = ~1.27382166
24 8 L
5= 7.23976856 o= -0.123917328 n, = 0.150496848
€= -1.92799611 €= 0.168634693 7126=—65949658&10_3 7%
€5~ 0.250564135 c“=—8.95642269-10‘2 ng,= —1.62714175 6r
= 5869. -2 = . -2 = : >
C16= 1.26835869-10 ot 2.30987071-10 n, 2.13974692 5k
Cy= —6.75953671 |c, =—2.87784257-107} n = ~1.07972036 g
: =
€y~ 9.34047336 o= 1.37471442-107° ng,= 0.258172437 o

= —5.04816635 n, = —10.8758290 =—2.85479771-1072

623 nSS

= ; = 14.83475 - ces 1073
Cyp= 1.33062079 n,= 14.8347513 n36—1A1064636‘)-10

¢,5= —0.170645120 = —7.86620292 n, = 0.118185237

n13

C,s= 8.48645096-107° | n, = 2.01945197 = ~0.151559652

g
4= 1.58960358 n .= —0.249344254 n43=7.36931680~10v2

¢yy= ~2.17938087 |, = 1.17224544:107*n, =~1.66072555-10°

~ _ ey _ . . -3
€45 1.16781118 n, = 7.343956573 n,= 1.64601906-10 0 | \ .
20 30 40

V, cm®mole

_ ey _5
¢y~ ~0.3045562759 | = ~9.85275702 [l 45752373910

FIG. 1. Comparison of the experimental and calculgedV relations for

an equimolar mixture along the following isotherms: vapor-pressurgline

. . . T=2.25(2), 2.75(3), 3.00(10), 3.25(4), 3.50(5), 3.75(6), 4.00(7), 4.20

Thus, the approximating expression for the presftire (s), start-of-solidification line(9); ®— experimental datk®-5 O— values

contains 48 terms. This number of terms in the equation igalculated according to the equation of state for an equimolar mikture.
dictated by the fact that Eql) is an expansion of the pres-

sureP in three parameters: temperature, molar volume, and . . L
. . : . To illustrate the quality of the approximation, we show
mixture concentration. The expansion of the pressure in

. . . in Fig. 1 the isotherm® (V) for an equimolar mixture, cal-
powers ofV for an isotherm consists of four terms; the ad- ; o .
. ) . culated according to the unified equatitl) of the present
dition of another term of the expansion has practically no ) . o
s . .. paper, the points calculated according to the approximating
effect on the accuracy of the approximation, but doing with- xpression for for this mixture from our previous papend
out the fourth term leads to a degradation of the accuracy ot P P papen

the approximation by a factor of 2—4. The expansion with

respect toT has 6 terms; the optimality of this number of 46

terms was also investigated. The equation Prfor an c=50.7%
equimolar mixture in our previous stutlglso contained pre- 44r ;
cisely 24 terms. The introduction of concentration depen- 4ok

dence doubles the number of terms of the expansion.
The data file used for calculating the 48 adjustable pa- 40+
rameters included the results of Ref(dround 1000 experi-

¢ = 35,2%

mental points for three mixtures and for puitée and*He) é 381 ©=651%
and the data of Refs. 3-5 for tle-V-T relations for mix- o
tures and the pure substances along the saturated-vapor and g,%f'
start-of-solidification lines. The isothermis=1.5, 1.75, 2.00 >534_
K were not included in the data file, sinfide is superfluid at
those temperatures. 32k
The results of the calculation of the fitting of the adjust- :
able parameters of E@4) are listed in Table . 30t . . ! ;
The average absolute deviation between all the experi- 20 25 30 35 40 45
mental and calculated values of the presdarr the mix- T.K

tures and puréHe and*He is +0.015 MPa for the isotherms o

. . . FIG. 2. Temperature dependence of the molar volume on the saturation line
with T=2.5-4.2 and+0.02 MPa for theT=2.25 K iso- for mixtures withc=35.2, 50.7, and 65.1%He. The solid curves are cal-
therm. culated, the dotted curves experimental.
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the experimental datéor this mixture. It may be seen that culations of various thermodynamic quantities for mixtures
the average deviation between the two calculations and thef helium isotopes in the liquid phase.
experiment is+0.015 MPa.
Figure 2 shows the molar volume on the saturation liNn€E-mail: rsibileva@mail.ru
as a function of temperature for three mixtures, as calculated
according to Eq(1) of the present paper, and the experimen-
tal data of Refs. 3 and 4. The average deviation of the theory . v. Bogoyavlenskii and S. I. Yurchenko, Fiz. Nizk. Ten®).1379(1976

and experiment is less than 1%, a quite acceptable result. _[Sov. J. Low Temp. Phys, 672(1976].
2L. V. Karnatsevich, R. M. Sibileva, M. A. Khazhmuradov, I. N. Shapoval,

and A. V. Meriuts, Fiz. Nizk. Temp28, 338(2002 [Low Temp. Phys28,
235(2002].

. e 3E. C. Kerr, Proceedings of the Fifth International Conference on Low-
Thus we have constructed a rather faithful unified equa- Temperature Physics and Chemistry LTNEadison(1958.

tion of state for’He—*He mixtures in the region of the ho- g y; Esel'son, V. G. Ivantsov, P. S. Novikov, and R. I. Shcherbachenko,
mogeneous liquid state. The approximating expression ob- Ukr. Fiz. Zh. (Russ. Ed. 14, 1837(1969.

tained is convenient to use in practice for mixtures of any 'R-C. Pandorf, E. M. Ifft, and D. O. Edwards, Phys. RE§8 175(1967.
concentration and for purée and*He, D. McCarty, J. Phys. Chem. Ref. Da2a923 (1973.

In addition, the expressions obtained can be used in calfranslated by Steve Torstveit
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LOW-TEMPERATURE MAGNETISM

Features of the low-temperature magnetic-field-induced order—order transitions
in alloys of the system Fe ,_,Mn,As with a<1.6

S. K. Asadov, V. I. Val'’kov,* E. A. Zavadskii, V. |. Kamenev, and B. M. Todris

A. A. Galkin Donetsk Physicotechnical Institute, ul. R. Lyuksemburg 72, Donetsk 83114, Ukraine
(Submitted September 3, 2003; revised March 2, 2004
Fiz. Nizk. Temp.30, 932—-937(September 2004

Spontaneous and magnetic-field-induced first-order transitions of the order—order type in
FeysMn4 4As and FgsgMing o/As single crystals with th€€38 lattice (symmetry space group
P4/nmm) are investigated at hydrostatic pressures up to 7 kbar in the temperature range

from 4.2 to 300 K. The temperature and field dependences of the magnetization at different values
of the pressure are measured in static and pulsed magnetic fields. It is established on the
basis of the results that the first-order transitions from a low-magnetic to a high-magnetic phase
induced by magnetic field pulses at low temperatures are irreversible, but with a finite
existence time of the high-magnetic phase. A qualitative explanation of the observed effect is
proposed on the basis of the theory of magnetostrictive blocking of the formation of new-

phase nuclei at first-order phase transitions.2@4 American Institute of Physics.

[DOI: 10.1063/1.1802953

INTRODUCTION the sample leads to changes in the phase transition tempera-
ture: hydrostatic pressure and uniaxial pressure along the te-
Alloys of the Fg_,Mn,As system near the stoichio- tragonal axis ¢ stabilize the antiferromagnetic phase.
metric composition §=2.0) have theC38 tetragonal crystal Uniaxial pressure along the directions perpendicular tacthe
lattice (space grou?4/nmm) in which the magnetically ac- axis, on the contrary, increase the temperature range in which
tive ions can occupy inequivalent crystallographic positions lthe ferromagnetic phase is staBl&he imposition of a high
or Il with a tetrahedral or octahedral environment of the Asmagnetic field in the stability region of the antiferromagnetic
ions, respectively. The magnetic moments of the ions in difphase can induce a first-order transition to a ferrimagnetic
ferent positions can differ substantially even for ions of thephase’®
same species. For example, in the two-component alloys In this paper we present the results of experimental re-
Fe,As and MnAs their values in units of Bohr magnetons search on the phase behavior of the alloygs¥m; ;As and
are 1.Qug and 1.5ug for Fe(l) and F¢ll), and 3. g and  Feysdving gAS with a strong deviation from stoichiometry
3.5ug for Mn(l) and Mr(ll). In the three-component alloy (a=1.6 and 1.59, respectivelyAt such concentrations of
Fe—Mn—As the iron and manganese ions occupy positionsifon and manganese these alloys exhibit substantially differ-
and ll, respectively, and their magnetic moments are equal tent magnetic behavior, and they should accordingly be
0.2ug for Fe(l) and 3.615 for Mn(ll).! placed in a new class of iron—manganese arsenides with the
Experimental studies of the FgMn,As system have C38 crystal lattice.
been carried out mainly for alloys of the stoichiometric com-
position @=2) and compounds with a small deviation from
stoichiometry, in the range 1.85=<2.35. At present there
are no data on the values of the magnetic moments of the The samples used were single crystals mechanically cut
atoms in positions | and Il. Itis known only that fe=1 the  from polycrystalline masses obtained by sintering of the
Mn atoms are distributed over both the | and Il positions,three components followed by fusing of the sintered
while the Fe atoms occupy only positio Magnetic mea-  product® The magnetization measurements under pressure
surements have shown that with decreasing temperatuigere made by the pendulum method at static magnetic field
some Fg_,Mn,As alloys exhibit spontaneous first-order strengths up to 12 kOe. The sample was placed in a minia-
transitions from a high-temperature antiferromagnetically orture suspended beryllium bronze high-pressure container of
dered phase to a low-temperature phase with a canted fertike piston-in-cylinder type. The pressure at room temperature
magnetic structurd Such a structure can be characterized awas produced by a press and fixed by a plunger nut. The
a state with coexisting ferromagnetic and antiferromagnetipressure medium was benzene. The temperature was varied
components of the total magnetic moment of the crystalfrom 4.2 to 300 K. It is known that the pressure in apparatus
lochemical cell. A feature of such a structure is a strongof this type decreases as the temperature is lowered. For this
dependence of the saturation magnetization on the magnetieason the initial and intermediate values of the pressure are
field H. The action of hydrostatic and uniaxial pressure onindicated along the temperature curves obtained under pres-

EXPERIMENTAL TECHNIQUE
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14 susceptibility does not exhibit any of the anomalies charac-
" a teristic of antiferromagnetic order up to 500 K.

12 Starting atT, as the temperature is lowered there is a
10 sharp growth in the magnetization, which attests to the onset

| of magnetic ordering in the sample. The transition to a mag-
g netically ordered state is not accompanied by hysteresis ef-
g fects and is apparently a second-order phase transition. The
6 growth of the magnetization continues down to a tempera-

o 4' ture T,,, where it gives way to a decrease in the magnetiza-

tion in the temperature interval from,, to T;, and then the
magnetization stabilizes in value at temperatures bdlgw

2 v S The decrease of the magnetization in the temperature interval
o™ 5'0 5};1760 iéo 56550 from T,,, down toT; is a consequence of a tr.ansit.ion of the
T K sample from a magnetically ordered state with high magne-
' tization (the high-magneti¢HM) phasg¢ to a magnetically
c, A a ] 36"7’25 ordered state with low magnetizatiofthe low-magnetic
6.095 c ‘ (LM) phase. The transition HM-LM is a smeared first-
C order phase transition. This is evidenced by the presence of a
- —-13.740 small temperature hysteresis, the sharp change of the crystal
6.0901 lattice parametec in this temperature intervdFig. 1b), and
B other features characteristic of first-order phase transitions at
6.085_71 i lbl 1—3'735 high magnetic field, which will be discussed below. Interest-
100 150 200 250 ingly, the magnetization of the LM phase at low temperatures
T.K depends on the conditions of cooling of the sample. Cooling

. . o b
FIG. 1. Temperature dependence of the magnetizatiof@ and crystal the sample in _a f'_eld of 12 kOe leads to a_25@ higher value
lattice parametera andc (b) for Fe,sMn, o/As. In Fig. 1a:@— cooling ~ Of the magnetization as compared to cooling in the absence
and heating in the presence of field;— heating of a sample cooled before- of magnetic field. X-ray measurements showed that the
hand atH=0. The numbers give the values of the pressure in kbar at th%ample is crystallographically uniform in the temperature in-
ing t tures. ;

corresponding temperatures tervals corresponding to the HM and LM phases.

It also follows from Fig. 1a that increasing the pressure

leads to a decrease in the temperature region in which the
sure. The pressure values were determined by a Manganify) phase exists. The magnetization of both phases de-
sensor. For measurements in pulsed magnetic fields up {Geases, and the value f, increases slightly. At pressures
150 kOe we used an inductive method. A miniature solenoigyt the order of 7 kbar one can discern a small anomaly on the
with the sample inside was placed in a high-pressure CON5(T) curve atT=T,,.
tainer filled with gaseous helium. The helium was com- For the FgMn, ,As sample the shape of tleT) curve
pressed to 2 kbar by means of a membrane COMPressor. 4 the character of its change under pressure are similar to
two-step closed-cycle helium expander was used to cool thfhose shown in Fig. 1. However, for this sample the value of
container. Measurements were made in a range of tempere|1~l is lower, 70 K. This does not permit a comparison of the
tures from 17 to 300 K. The pressure was held constant. Thgy e rature dependence of its magnetization and lattice pa-
state of the samples was mor!ltored and X-ray measureme eters, since the measurement of the latter was limited by
were made on a DRON-3.0 Q|ffrac'tometer W'th t'he use O_f &he boiling temperature of nitrogen. The field curves of the
Iovy-temperature attachment in Wh_'Ch_ the_ preliminarily mIS'magnetic characteristics, both in static and pulsed magnetic
adjusted sample was cooled by liquid nitrogen vapor. Thqields, were also similar for the two samples, but more-
single crystals of both compositions %Mnl-lAS and detailed measurements were made for the sM&,,As
Fep.sgMiny oAs) have a tetragonal crystal lattice. sample. For that reason the data for that sample have been
used in Figs. 2-5.

Figure 2 characterizes the process of magnetization of
the Fg sMn, ;As single crystal at temperatures correspond-
Figure 1a shows the temperature dependence of the magpg to the HM (130 K) and LM (77 K) phases, for different
netizationo for the Fg sgMn; ,/As sample at various pres- orientations of the magnetic fields with respect to the tetrag-

suresP. Measurements were made in a static magnetic fielénal axisc. It follows from the magnetization curves shown

of 12 kOe oriented perpendicular to the tetragonal axi§  that both phases have a spontaneous magnetic moment and
the crystal. It follows from Fig. la that three phase stateghat thec axis is an axis of hard magnetization.

with different magnetic behavior are realized in the investi-  Figure 3 shows the magnetization curves of the
gated temperature interval at atmospheric pressure. Fey sMn4 4As crystal in pulsed magnetic field$i(c) at dif-

In the high-temperature regiom & T,) the magnetiza- ferent pressures in the existence region of the LM phase (
tion is small and grows slowly and continuously as the tem-=20 K). The right- and leftward arrows indicate the direc-
perature is lowered. We assume that these temperatures ctiens of increasing and decrease magnetic field strength, re-
respond to a paramagnetic state, since the magnet&pectively. It is found that increasing the field initially leads

RESULTS OF THE MEASUREMENTS
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FIG. 2. Magnetization curves for FgMn, ;As at different temperatures and 1 L Ll L 1 !
orientations of the static fieléH relative to the tetragonal axis of the U
crystal:H Lc (1,3); Hlc (2,9. . ‘ £ 70K
H3 H1 He1
to a monotonic growth in the magnetization. When the field B P —— B
reaches a certain value a relatively sharp increase in magne- =10 /10 30 50 70 90
tization occurs. The formation of a state with high magneti- Hy” H, kOe
zation is induced by the field of the first-order phase transi-

tion LM—HM. That the transition of the sample under the
influence of magnetic fieldH; is the critical field of this

FIG. 4. Curves ofo’(H) for Fe,gMny ;,As for different temperatures at
atmospheric pressure. The vertical lines in the peak regions give the values

trans_itior)_ occurs to the HM state is evidenced by the sub-qf the critical field H., and fields of technical saturation for increasing
stantial difference oH ., as the temperature approaches the(H;,H;) and decreasingH,) amplitude of the damped pulsed field.

temperature interval of the HM LM phase transformation.
In the incipient HM phaséin fieldsH>H;) the monotonic

increase of the magnetization with increasing field continuesalues of the field. In the process of magnetization reversal
but at a slower rate. When the field is decreased back to zewsr a sample the HM phase persists upon a change in polarity
the magnetization of the induced HM state decreasesf the field. Thus the magnetic-field-induced LWHM

smoothly, remaining higher than in the initial LM phase at all phase transition is irreversible. It should be noted that the

a —
151 —
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FIG. 3. Magnetization curves(H) for Fe, sMn, ;As at different pressures:

field-induced HM phase is not long-lived. It persists over the
time of action of three half-periods of the field variation, a
total of ~1 ms. However, in the repeated action of a pulsed
magnetic field on the sample after 5 ngthe time required to
return the apparatus to the initial stgt¢he shape of the
magnetization curves was repeated exactly, i.e., the initial
LM state is restored over that time. Pressure has practically
no influence on the value of the saturation magnetization of
the induced HM phasery, and leads only to a decrease of
the spontaneous magnetizatioy of that phase(Fig. 3b.
This last finding agrees with the data in Fig. 1 showing a
decrease in the magnetization of the HM phase under pres-
sure.

Additional information above the character of the mag-
netization of a sample in the LM phase can be obtained from
an analysis of the field dependence of the differential mag-
netic susceptibilityy’ = da/ 9H, which is presented in Fig. 4.

In the temperature rang&,>T>35 K during three
half-periods of variation of the pulsed field taé(H) curves
display four peaks. The first peak arising as the field is in-
creased appears in the low-field region and characterizes the
process of technical saturation of the sample in the LM state.
The second peak, in the high field region, corresponds to the
critical field for induction of the HM phaséi ;. The third
and fourth peaks appear after the field is lowered back down,
at every change in sign of the field, and characterize the
boundaries of the hysteresis loop of the magnetization rever-

the sample temperature was 20 K: the right- and leftward arrows indicats@l Of the induced HM phase.
increasing and decreasing field strength, respectively.

For T<35 K the first of the peaks indicated above splits.
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a of these alloys is that after application of a magnetic field
Het 0.1 kbar they exist for an arbitrarily long time. An explanation of this
L4 — phenomenon was given in Refs. 11 and 12 on the basis of the
xr-—"—‘/ H, concepts of a blocking of the formation of new-phase nuclei
c1\_1-0kbar at first-order phase transitions in solids when a change in the
volume of the sample is involved. The nucleation conditions
are made more stringent by the elastic coupling between the
nucleus and matrix due to the difference of the specific vol-
umes of the old and new phases. Depending on the ratio of
the elastic coupling energy to the energy benefit of the phase
change(the energy of the phase transitjpdifferent lengths
of time will be required for the system to return from the
field-induced metastable state to the absolutely stable state. If
the elastic coupling energy is substantially larger than the
energy difference of the old and new phases, then the nucle-
ation process will be blocked, and the metastable state will
persist for an arbitrarily long time. Such a situation is appar-
ently realized in experimenfs?©
40 | T ! In the samples investigated in the present study the spe-
0 05 10 15 20 cific volumes of the HM and LM phases differ insignifi-
P, kbar cantly. Because of this, the nucleation-blocking effect should
FIG. 5. Curves ofo’(H) for Fe,<Mn,;As for different pressures at also be insignificant. Moreover, the smeared character of the
T=30 K (a) and the pressure dependence of the critical field for inductiontransitions themselves is evidence of the presence of lattice
of the HM phaseH.; (b). inhomogeneities that can serve as nucleation centers and thus
facilitate the appearance and growth of nuclei. These two
factors lead to the rapid vanishing of the irreversibly induced
Its splitting reflects the fine structure of the magnetizationyetastable HM phase. It should be noted that the HM phase
curve of the LM phase, which had been smoothed out at higly metastable at large distances from the temperature of the
temperatures. It follows from Fig. 5 that applied pressureypase transformation HM LM, since the irreversible char-
enhances the contrast of the splitting and increases the valygier of the induced transition LM HM is preserved all the

do/dH, arb. units

of the critical fieldH.; . way to the lowest temperature that could be achieved in the
experiments, 17 Ksee Fig. 4 In this interval of tempera-
ANALYSIS AND DISCUSSION OF THE RESULTS tures a magnetic field alters the ratio of elastic energy to

) phase transition energy in favor of stabilizing the HM phase,

The data obtained on the spontanedumught on by a  the state with the larger magnetization. Therefore, when the
change in temperatureand magnetic-field-induced transi- sample is cooled in a magnetic field, this phase is partially
tions in the alloys under discussion raises some general dUeSreserved, as is attested to by the manner in which the tem-
tions for magnetically ordered compounds with t888  herature dependence of the magnetization is influenced by

crystal lattice. _ o whether the sample was cooled in the presence or absence of
Some of them can be solved by noting the similarity andyagnetic field(see Fig. 1

differences of the magnetic properties of the alloys used in
the present study and alloys of the system,MiCr,Sb.’
The alloys of t_h?lt system have an analog(ﬂfGS. Iatt!ce. CONCLUSION
They also exhibit spontaneous and magnetic-field-induced
first-order transitions from a low-temperature to a high-  The explanation proposed above for the features of the
temperature phase. The spontaneous transitions are accompaduced transitions in several alloys of the, FgMn,As sys-
nied by a change in the lattice parameters and by temperatutem is based on general principles of the theory of the block-
hysteresis. However, in their case the magnetic-field-inducethg of nucleation of magnetically ordered phases and does
transitions are reversible. This indicates that the LM phase isot take into consideration a number of the specific charac-
the only stable one at low temperatures and it corresponds teristics of the samples of this system. First, as was shown in
a minimum of energy. Ref. 13, magnetically ordered phases here are states in which
In the samples investigated in the present study the fielda spatially uniform(ferromagnetic component of the total
induced LM—HM transitions are irreversible. In spite of the magnetic momentum of the crystallographic cell coexists
fact that the lifetime of the induced HM phase is finite, it alsowith a periodic (antiferromagnetic component. Second, in
must correspond to a minimum of energy. However, whilethe samples studied, with a significant deviation from the
the minimum of the LM phase is absolute, that of the HM stoichiometric composition, magnetic phases can have fea-
state is only a relative minimum, and the state is metastabléures due to a deficit of magnetic ions in the lattice. The role
Metastable states have previously been found in the systewf nonstoichiometry in the formation of the boundaries of the
Fe,_xMn,As with 1.95<a<2.35(Refs. 8 and Pand in a magnetic phase diagrams in alloys of the system
number of alloys based on manganese arséhideich have  Fe,_,Mn,As has never been discussed even on a qualitative
the hexagonal crystal lattid®8, . The distinguishing feature level.
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The magnetic properties of an amorphous, a partially disordered, and a lattice-strained crystalline
Lay Ca MnO; film are investigated. It is shown that the amorphous film exhibits
Curie—Weiss-type paramagnetism with the effective magnetic moment @fgd)n ion and a

small ferromagnetic contribution governed by the formation of quasi-two-dimensional

crystalline interfacial inclusions. The crystalline film with randomly oriented nanocrystalline
inclusions demonstrates a superposition of ferromagnetic chafattie crystalline matrixand
superparamagnetic charactén the inclusions The fitted average size of the
superparamagnetic particles in the case of a Langevin function is coincident with that of the
nanocrystalline clusters revealed in high-resolution electron-microscopy images. An increase in the
applied magnetic field leads to a reduction in the average magnetic moment of the
superparamagnetic particles, which is due to an enhancement of the ferromagnetic coupling
between the individual randomly oriented crystallites. The completely crystalline film undergoes
only a ferromagnetic transition with a saturation magnetizatioh l& of 2.73 ug/Mn

ion. © 2004 American Institute of Physic§DOI: 10.1063/1.18029534

1. INTRODUCTION present an unusual type of the randomly oriented nanocrys-
talline mosaic structure which manifests the magnetic-field-
The hole-doped perovskite manganites of the generadffected superparamagnetic behavior and sheds new light on
formula R _,A,MnO; (R is a rare-earth cation, Ais an alkali the nature of magnetic ordering in the CMR materials.
or alkaline-earth catiorhave attracted considerable attention
not only because of their interesting fundamental science,
connected with the discovery of colossal magnetoresistanceé EXPERIMENTAL TECHNIQUES

(CMR), but also their potential for device applicatiohfsit All the films were prepared by rf magnetron sputtering
was found recently that the lattice strajand stressaccu- using a so-called “softor powdey target'2 The total pres-
mulated owing to the epitaxial growth of a film plays an gyre in chamber was»610~2 Torr with a gas mixture of Ar
important role in the formation of the spin- and charge-ang q (3:1). The substrate was a LaA®002) single crys-
ordered states in the CMR filnis® The influence of the kind  ta] (LAO) with a lattice parametea=0.379 nm for the
of single-crystalline substrates on the magnetic and elegyseudocubic symmetry. The substrate temperature during
tronic properties of manganite films has been quite welljeposition was 20(LCM1), 400 (LCM2), and 720°C
investigated:® It was shown that the presence of grain (LcM3). All the films have a thickness al=30 nm. The
boundaries in the polycrystalline manganites leads to a largg—2¢ x-ray diffraction(XRD) patterns were obtained using a
MR effect over a wide temperature range below the Curierigaku diffractometer with CiK, radiation. The lattice pa-
temperaturéTc), whereas the CMR of the single-crystalline rameters evaluated directly from the XRD data were plotted
materials is restricted to a narrower temperature range jusigainst cos¢sind. With an extrapolated straight line to
around E.°~** On the other hand, the influence of structural cog ¢sin #=0, a more precise determination of the lattice
quench disorder on the magnetic ordering is still poorly unparameter was obtained. Cross-section specimens were pre-
derstood. pared by the standard techniques using mechanical polishing
In this paper we report the peculiar results for amor-followed by ion-beam milling under grazing incidence. The
phous(LCM1), strain-free crystallingwith nanocrystalline high-resolution electron-microscop§HREM) studies were
mosaic-like inclusions(LCM2), and lattice-strained crystal- carried out using a Philips CM300UT-FEG microscope with
line (LCM3) Lay Ca MnO; films. It is shown that the state a field emission gun operated at 300 kV. The point resolution
of the Mn spins can be controlled by microstructure. Weof the microscope was of the order of 0.12 nm. The resis-

1063-777X/2004/30(9)/6/$26.00 705 © 2004 American Institute of Physics
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FIG. 1. (001 (a) and (002 (b) XRD peaks for the LCM1(1), LCM2 (2),

and LCM3(3) films. LAO denotes the substrate. FIG. 2. Cross-sectional HREM image of the LCM1 film near the interface.

The inset is the corresponding FFd). The same image with a crystalline
monolayer on the substrate surface, denoted by the white af®ws

tance measurements were performed by using the four-probe

method in a temperature range of 4.2—-300 K and in a magyREM image for the LCM2 film. Even though the FFT of
netic field up to 5 T. The in-plane field-cooled®C) and | CM2 results in the formation of a rectangular pattern of
zero-field-cooled(ZFC) magnetization was taken with a spots(see inset A in Fig. 3athey are significantly smeared
Quantum Design SQUID magnetometer in a temperatur@nd include the bright halo that attests to the presence of the

range of 4.2-300 K. amorphousor crystal-disorderedphase in the film. This sort
of off-structural inclusion is represented in Fig. 3b as area A
3. MICROSTRUCTURE OF THE FILMS and its FFT as the inset. The wide ring in the FTT indicates

that the inclusions consist of randomly oriented nano-scale

X . crystallites. Therefore, in this case we are dealing with a
reflections, respectively, for the LCM@), LCM2 (2), and nanocrystalline mosaic microstructure rather than with an

L.CM3 (3) films and for the LAO_substrate. The LCM1 film amorphous one, which was observed in LCM1. However,
displays only a §mooth p"'?‘tea“ instead of a real Bragg .pealﬁﬁset B in Fig. 3a shows that the matrix of LCM2 shows a
Therefore, the film deposited at a low temperature is in g oot o pic crystalline lattice with equal in-plane and out-
amorphous phase. The LCM2 film shows weak Bragg peak f.plane lattice parameters=c=0.387 nm, and a right
on a bac.kground of the same smoot.h plateau. The O.Ut'oéngle between the atom rows. It is matched with the XRD
plane lattice parameter for the LCM2 filmo=0.3866 nm, is
very close to that for the bulk®** This suggests that the
incipient crystalline phase grows in equilibrium conditions SR o S
without a significant influence of the substrate and is formed Y
through the amorphous state. The LCM3 film, deposited at a
high temperature, displays intense Bragg peaks with a larger
out-of-plane lattice parameter=0.3927 nm, that is typical
for the thin CMR films and explained by the accumulation of .
an in-plane biaxial compressive strain during the Orone
deposition’ 81215 i

Figure 2a is a high-magnification cross-sectional HREM Y
image for the amorphous LCM1 film. It was obtained with AO
an incident beam parallel to a cubic direction of the substrate
and to the film/substrate interface. The inset in Fig. 2a dis-
plays the fast Fourier transfor@fFT) of the HREM image
across the interface. It is seen that the FFT produces a bright
uniform halo instead of a rectangular pattern of circular
spots. Only the slightly luminescent spots corresponding to
the crystal lattice of the substrate are barely noticeable. This
coincides with the XRD data and confirms an amorphous
structure of the LCM1 film. On the other hand, Fig. 2b
shows that a trace of a crystalline phase is found on the
substrate surfac@enoted by white arroysThe analysis of _ ) _ _

fG. 3. Cross-sectional HREM image of the LCM2 film near the interface.

the HREM Images reveals that this CrySta”me phase does nﬁlsetA is the corresponding FFT. Inset B represents the atomic lattice of the

cover t_he WhO_le quStrate Su_rface and does not exceed Onetﬁstalline matrix(a). The HREM image with an off-structural inclusion
two unit cells in thickness. Figure 3a demonstrates the samdesignated by area A. The inset is the FFT of are@)A

Figures 1a and 1b present tf@1) and the(002) Bragg

o wp
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FIG. 4. Cross-sectional HREM image of the LCM3 film near the interface.
Inset A is the corresponding FFT. Inset B represents the atomic lattice of the
film.

1

data and prove that the crystal lattice of the LCM2 film is

strainless. Figure 4 presents the HREM image for the LCM3

film. In this case the FFT produces a well-defined rectangular

pattern of circular spotgsee inset A which indicates the

formation of a perfect crystal lattice. However, together with

the perpendicular crystal axes, a tetragonal distortion of the

lattice (c/a=1.026) is also found in inset B. The estimated . . . hudadl

in-plane lattice parameter for the LCM3 filma 50 100 150 200 250

=0.3826 nm, is smaller than that for the bulk compound, T, K

a_0'3858,nm' Thls dlﬁere_ncg leads to for_matlon Pf the FIG. 5. Field-cooled(solid and zero-field-cooledoper) magnetization

aforementioned in-plane biaxial compressive straiflgo  curves for the LCM1(a), LCM2 (b), and LCM3(c) films. The inset in(a)

= (afim— apui)» and an out-of-plane uniaxial tensile strain, displays the field-dependent magnetization at 300 K for LCM1. The inset in

£001=(Cfim— Could)/ Cou- Calculations show that in this case () shoyvs the hysteresis loop & K for L_CM3. The _dashed lines are the )
~_0.83% ande=1.79% . respectivelv. To summarize the theoretical curves, based on the mean-field approximation for ferromagnetic

€= : : ' p Y- ! 1€ materials. The lines are a guide to the eye.

microstructural measurements, we note that LCM1 is mainly

in an amorphous crystal structure, LCM2 contains a complex

of th? straln!ess c;rystalhne ”_‘a"'x with nanocrystalhneing into account the XRD and HREM data, one can conclude
mosaic-type inclusions, and finally LCM3 represents

. : . . . : &hat the FM phase belongs to the crystalline matrix and the
strained crystal lattice with a slight tetragonal distortion. PM phase corresponds to the nanocrystalline inclusions. Fig-
ure 5¢ shows that the crystalline LCM3 film undergoes only
a FM transition aff ;=204 K, which is lower than that for

Figure 5 shows both FQsolid and ZFC (open LCM2 and can be explained by the lattice strains generated
temperature-dependent magnetization curhdgT), at a in the fim’ The inset in Fig. 5¢c presents the hysteresis loop
magnetic fieldH =100 Oe for the LCM1(a), the LCM2 (b), of the magnetization, measured at 5 K, for the LCM3 film. It
and the LCM3(c) films. The amorphous LCML1 film demon- is seen that the magnetization is saturatedi at9000 Oe
strates an NIT) behavior which is typical for paramagnetic and that the coercive field is about 500 Oe. An analysis
(PM) materials'® At the same time, two peculiarities, a mi- shows that the saturation magnetization does not exceed
nor splitting between the ZFC and FH@(T) curves and a 2.73ug/Mn, which is a typical value for lattice-strained thin
slight decrease in the magnetization near the expected Curféms® and is much smaller than that observed for the bulk,
point (denoted by arrow in Fig. Saindicate the presence of 3.5ug/Mn.’

a ferromagnetidFM) phase. It is claimed that a small FM Figure 6 displays the temperature dependence of the re-
contribution is connected with the mentioned ultrathin crys-sistanceR(T), for the LCM3 film with (solid) and without
talline layer on the substrate surfas®e Fig. 2l The inset  (open an applied magnetic field of 5 T. Unfortunately, our
in Fig. 5a displays thé(H) dependence at room tempera- setup was limited to 70Q, andR(T) could not be measured
ture, which demonstrates a diamagnetic behavior, introducefr LCM1 and LCMZ2, since their resistances at room tem-
by the LAO. The measurements performed reveal that theerature are about #and 10 Q, respectively. The mag-
diamagnetic contribution is about3.3x10" % e.m.u./g for  netic field was directed parallel to the film surface and at a
all the films prepared. This contribution was first subtractedight angle to the transport current. The metal—insular)

from the magnetization curves for the analyses. Figure 5lransition is observed aip=180 K, much lower thari ;.
shows that thevi(T) dependence for the LCM2 film repre- Inset A in Fig. 6 shows the temperature dependence of the
sents a superposition of two contributions: a well-definedVIR for the same film. The MR value is defined by
FM transition afT =260 K, and a paramagnetic term which 10094 R(0)—R(H)]/R(H), whereR(0) andR(H) are the

is manifested by a rapid increase of thi€T) at T—0. Tak-  resistances without and with a magnetic field, respectively. It

4. EXPERIMENTAL RESULTS
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FIG. 6. Temperature dependence of the resistance for LCM3 film without : ! . ! '
(open and with (solid) an applied magnetic field of 5 T. The lines are a 6 8 10
guide to the eye. Inset A shows the temperature dependence of the MR ratio H/T, 1073 kOe/K

in an applied magnetic field of 5 T. Inset B displays the log)1versus

log(m—my) plot with the slope corresponding to the percolation exponentFIG. 7. M versusT ~? plot for the LCM1 film atH=100 Oe. The solid line
t=5.7. represents the CW-type paramagnetic approximation. The arrow indicates

the deviation of the experimental curve from the CW-type straight line,
reflecting the presence of a FM phasg M versusH/T plot for the LCM2
. . film at H=100 Oe. The solid line represents a Langevin function describing
is seen that thev R(T) dependence has a peak—llke Shapethe magnetic behavior of superparamagnetic particles. The arrow indicates

and reaches almost 1500% at the maximum. the presence of a FM phase. The inset is the same plét=a2 kOe (b).

[N}
-

5. DISCUSSION

As was mentioned above, the amorphous LCM1 filmvalues of T~ ! (T=130-150 K), as denoted by an arrow in
demonstrates mainly paramagnelt(T) behavior with a Fig. 7a. It is reasonable to suggest that the observed devia-
trace of FM. Thus, the expression for the total magnetizationion from the CW law is governed by the FM transition of
of LCM1 can be written asM(T,H)=MPM(T H) the crystalline interfacial layers. The mean-field theory gives
+MFM(T,H). The paramagnetic contribution to the magne-the following temperature dependence of the spontaneous
tization can be written, in the whole temperature rang®, as magnetization for a ferromagnet beldb. : 16

MM MEM T MEMT)

Cew

PM _
M™Y(T,H)=| xot T+o

()

where x, is the temperature-independent susceptibility, and

the second term is a Curie—Wei€BW)-type susceptibility ~whereM{M is the spontaneous magnetizationTat-0 and
with a constanCc,y, and a characteristic temperatuteFig-  xgir iS the differential susceptibility. The dashed lines in Fig.
ure 7a demonstrates that the experimental data for LCM1 arga,b,c are the theoretical curves calculated in the mean-field
excellently described by the CW expression with the follow-approximation,y gz =2.19x 10”4 cm®/g was taken from the

ing fitting parameters;y,=2.5x10 % cm®/g, Ccw=1.04  magnetization hysteresis loop for LCM3ee inset in Fig.

X 10"2 cm®/g, andg=3 K. The effective moment estimated 5¢), which is already in the FM state at a magnetic field of
from Cgyy comes out to beu.g=4.2u g/Mn, which is al- 100 Oe.

most coincident with the theoretical value,ug‘ﬁeO Figure 7b shows thé/(T,H) versusH/T plot for the
=4.6 ug/Mn, which is obtained from the following expres- LCM2 film, measured aH =100 Oe, and the inset presents
sion: the same plot aH=2 kOe. It is seen that the experimental
theo_ — curves cannot be described by the CW approximation, since
Heff =988+ 1) +(1-0)$,(S;+1). 2) they do not demonstrate a linear behavior in the whole tem-

Here x is the Ca concentratior§; =3/2 andS,=2 are the perature range. Such a nonlinearity of t¢H/T) is more

spin values of MA™ and MrP* ions, respectively, ang typical for superparamagnetiSPM) particles and can be

=2 is the Lande factor. Therefore, one can conclude that théescribed by the Langevin functidh:

amorphous LCM1 film is mainly a typical CW-type para-

magnet. On the other hand, the magnetization decreases ,,spm 1 1SPM muH keT
: ; L M="YT,H)=MJ " coth —=| — —

sharply and deviates from a straight line in the range of small

: 4
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where MZPM is the saturation magnetization of the SPM metallic phase ang, is its critical value®® Taking into ac-
phase andu is the average magnetic moment of the SPMcount that the value of the spontaneous magnetization is pro-
particles. The solid lines represent the Langevin functiongortional to the concentration of the FM metallic phase and
best fitting the experimental data. These lines correspond tthat p,=0.395 for three-dimensional systefitaye can ex-
an average magnetic moment of the SPM particles ofress the percolating conductivity for LCM3 by the formula
30005 at H=100 Oe and 80Q.; at H=2 kOe. By taking  (1/p)~(m—my)', wherep=R(T)/R(Tp), R(Tp) is the re-
3.5u/Mn atom® and assuming a spherical shape of thesistance at the temperature of the MI transitiom
SPM clusters with a volume o£D3/6, whereD is the av- =M (T)/M(0), andmy=0.395. Inset B in Fig. 6 exhibits a
erage diameter, we estimate their average diameter @ be linear dependence of log{dy versus logh—my), and the
=5nm for 100 Oe and=3 nm for 2 kOe. Analysis of the slope of the curve corresponds to the exportens.7. This
HREM images(see Fig. 3bb shows that the randomly ori- experimental value fot is very close to thatte=5.3) ob-
ented crystallites in inclusions have a similar size to thistained by a numerical calculation for the three-dimensional
estimate for the SPM clusters. Therefore, one can concludgystem, considering the spin effeétsTherefore, one can
that nanocrystalline clusters play the role of the SPM parconclude that the Ml transition in the LCM3 film has a per-
ticles in this film. The observed decrease in the average ma:olating nature. It is reasonable to suggest that the nonuni-
ment of the SPM particles in an applied magnetic field carformly distributed lattice strains in the film play a key role in
be explained by a partial SPM-to-FM transition due to anblocking the complete transition to the FM phase within a
enhancement of the ferromagnetic coupling between adjaaarrow temperature range.
cent nanocrystalline clusters. It is provided by the high con-
ductive_ transpargncy of boundarigs in such a type of nanos ~yncLusion
crystalline mosaic structure. In this case the arrangement of
magnetic moments in the increasing field can lead to a re- In summary, Lg/CaMnO; films were successfully
covery of the double exchange interaction between neighborepared to have three characteristic structures: amorphous,
ing crystallites. strain-free crystallingwith randomly oriented nanocrystal-
As already described, the observed decreas€drfor  line mosaic inclusions and lattice-strained crystalline, and
the LCM3 film is explained by an influence of the lattice their the magnetic properties were investigated. It was shown
strain which was accumulated in the film during the epitaxialthat the amorphous film exhibits a Curie—Weiss-type PM be-
growth. For weaker strains and a cubic symmetry, the Curidavior with freely moving individual Mn spins and a small

point can be expressed, according to Millis modef:’by FM contribution governed by the quasi-two-dimensional

crystalline interfacial phase. The crystalline film with nano-

crystalline mosaic inclusions demonstrates a superposition of

the FM (corresponding to the crystalline matriand the

SPM (to the nanocrystalline mosaic inclusignsontribu-

whereeg=(2&100% 001) i the bulk straing ;r=2/3(ego1  tions. The fitted average size of SPM particles using a

—e100 Is the Jahn—Teller straimy=(1/T¢)(dtc/deg), and  Langevin function is coincident with that of the nanocrystal-

A=(1/Tc)(d?Tc/dedy). The magnitudes ofa and A |ine mosaic clusters represented by the HREM images. An

represent the relative weights for symmetry-conserving bulkncrease in the applied magnetic field leads to a reduction in

and symmetry-breaking Jahn-Teller strains, respectivelithe average magnetic moment of the SPM particles, which is

According to the theoretical mod¥l,a=10 for a reason- due to an enhancement of the FM coupling between the in-

able electron—phonon coupling (&3 <1) in these com- dividual crystallites in the mosaic inclusions and a partial

pounds. Taking into account that the Curie temperature fosPM-to-FM transition. The observed suppression of the con-

the strain-free bulk Lg,Ca sMnO; compound isTc(e=0)  tribution from the Jahn—Teller distortion to the FM ordering
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The spin-fluctuation theory of magnetism is generalized to magnets with complex crystal and
magnetic structure. An expression is obtained for the free energy of a system of itinerant

p andd electrons, which are described by the Hubbard Hamiltonian with the static displacements
of the ion cores, which lead to a change of the lattice symmetry, taken into account. The
calculation of the free energy is done using the approximation of uniform local fields. The
approach developed is applied to a study of the concrete magnetic and structural order
parameters in ferromagnetic MnAsB£ 0. It is shown that the appearance of structural distortions
of the initial nickel arsenide latticehonzero structural order parametérads to a lowering

of the average energy of the band electrons. The competition of the energy of the electrons and of
the ion—ion coupling can stabilize these distortions. The interaction of the structural and
magnetic order parameters tends to suppress the structural distortions. It is shown that the
appearance of magnetization in the sysiespontaneous or magnetic-field indugean

lead to restoration of the initial nickel arsenide structure. Such a magnetostructural transition is
observed experimentally. @004 American Institute of Physic$DOI: 10.1063/1.1802956

1. INTRODUCTION For example, in Ref. 13 the focus of attention was on mod-
feling of certain features of the magnetic behavior of MnAs
caused by the structural transitidd8,(PM)« B31(PM).

(Ga,MnAs, which is a promising material for spintronite ?—[Bwever, the calculations were done in the framework of the
’ ! P 9 P . spin-fluctuation theory for a single-band Hubbard Hamil-

It therefore remains a topical problem to ascertain the inter:" . . : Lo .
i tonian with the use of a piecewise linear model approxima-
relation between the structural and magnetostructural pha & n for the electron density of states. Because the free en-
transitions in manganese arsenide, which have still not been y o : :
. : S ergy of the system was constructed without introducing a
given a microscopic justification. A structural phase transi- . : :
tion of the displacive type from the paramagnd®M) state structural order parameter, it was impossible to explore the
to the hexagonal crystal structur88, (space group possibility that the formation of th&31 structure can be
1 . . . . .
P65/mmg@ in the PM state with the rhombic crystal struc- Jusufllﬁg Ogatlhs eo?atﬁf orfe(;zﬂgsytucgn:rd:ratlons.
ture B31 (space grouf?,,») is a second-order transition and 9 b y ' . .
occurs afl;,=400 K. The magnetostructural first-order phase 1) to calculate the free energy of a system of interacting
transition ftrom the 'PM hasB31 to the ferromagnetieFM) electrons in a lattice with the fluctuating ferromagnetic and
phaseB8; occurs atTCp= 313 K and is accomganied by a structural order parameter_s _‘?‘ke” into account;
large magnetostrictive effect. The phase transition tempera- 2) to analyze the possibility of a crystal-structural and a

. o : magnetostructural phase transition in MnAs as a conse-
ture shifts under magnetic field and hydrostatic pressure. .
uence of a certain dependence of the band energyaofd

Studies of the phase transitions in manganese arsenitge . .
. . electrons on the structural configuration of the Mn and As
using phenomenological mod&ié based on symmetry-

group analysis have determined the magnetic and structurgfoms'

) : It is advisable first to consider the problem of the phase
order parameters and established a number of important ex- .~ .
transition in MnAs from the standpoint of the symmetry-

perimentally verifiable relations between the symmetry of .
: . group approach, for which purpose we analyze the results of
the crystal lattice and the elastic constants and magneti ofs. 57

states of the system, which determine the T—-H phase

diagram. Naturally, in this and ottfeapproaches the mecha-

nism of the structural and magnetostructural transformationg SYMMETRY ANALYSIS OF THE MAGNETIC AND

cannot be understood, and the magnetic and crystal structur(ejxszSTAl"‘OGRAF>H|c TRANSITIONS IN MnAs

properties are considered without reference to the band struc- The most consistent phenomenological description of the
ture. Even in Refs. 2, 3 and 9-14, however, in which thephase transition in manganese arsenide was given in Refs.
itinerant nature of the carriers of the magnetism was take®—7. In those paper the structural and magnetic order param-
into account and the band structure of MnAs was calculate@ters were determined and invariants were constructed that
from first principles for the crystallographic phasB8,  describe their interrelationship and their coupling with elastic
(PM, FM) and B31 (PM), the mechanism of the paramag- lattice deformations with respect to the most symmetric
netic structuraB8;(PM)«— B31(PM) and magnetostructural nickel arsenide crystal structu(EM, B8,). In Refs. 6 and 7
B8,(FM)—B31(PM) phase transitions was not revealed.the magnetic and structural order parameters chosen were the

Interest has grown of late in the electronic structure o

1063-777X/2004/30(9)/10/$26.00 711 © 2004 American Institute of Physics
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FIG. 1. a—Crystallographic unit cell of MnAs in the rhombic arrangement.

b—-Brillouin zone of the initial nickel arsenide latti¢solid lineg with the
symmetry space group6;/mmec As a result of the structural transition
P65 /mmc— P, the Brillouin zone boundaries are compressed along the
axis. The new boundaries are shown by the dot-and-dash line.

ferromagnetism vectam and the component of the irreduc-
ible displacement vector of the manganese,g,/bv3 from
the sets of irreducible magnetic vectddy and irreducible
displacements of the magnetic iorf8) for the crystal-
chemical unit cell of the initial PM phas@&g,) in the rhom-
bic arrangementFig. 19:

my =M1 +M2 +M3 +M4 =m,
my :M1 -M2 +M3—M4,
ms =M1 +M2 —Ma—M4,

My :Ml—MQ—M3 +M4; (1)
f=U1 T Uy + Uz + Uy,
g =uy —up Huz —uy,
C=Ul Uy —U3z — Uy, (2)
a=uy —uy —us +U4;
f1 =us +ug +uy; +ug,
g1 T Us —ug —uy +ug,
€ =Us +ug —uy —ug,
()

ay =Us —Ug + U7 —Ug;

M, is the magnetization of théth magnetic sublattice of

the MnAs systemuy,, is the displacement vector of the atoms

of the nth sublattice,|u,|=|uy|, Nnel—4; |Uyl=|uUml,
me5-8.

The expression for the total nonequilibrium thermody-

namic potential densityTPD) of the system{), according

to Ref. 6 does not take into account the energy contributions

from the displacements of the arsenic and has the form
Q=0(m)+Q(e)+Q(u)+Q(m,u)
+Q(u, ) +Q(m, @), 4

where Q) (m) and Q(¢) are the TPDs of the magnetic and
structurally distorted lattice subsysten§(u) and ) (m,u)
are the elastic and magnetoelastic energy densiii¢s,u)

andQ(¢,m)=36m?¢? are the TPDs characterizing the cou-

pling of the structural distortions with the elastic strains

and the magnetizatiom, respectively. Here it is postulated
that the coefficienta,,(T) anda,(T’) of the quadratic terms

of the expansions of)(m) and Q(¢) in power series iMm

V. I. Val'’kov and A. V. Golovchan

and ¢ are linear functions of temperature and can have a
change of sign as the temperature decreases. The phase dia-
grams calculated on the basis of the TRD describe a se-
quence of structural and magnetostructural transitions
P63/ mmqPM)— P n{PM)—P63/mmqFM), but obvi-
ously the cause of the sign changeag{T’) and the physi-
cal nature of the coefficiend and, hence, the mechanism of
these transitions, remain outside the scope of that approach.
Below we consider a model for magnetostructural tran-
sitions in manganese arsenide based on unified energy con-
siderations of the electronic band structure responsible for
the features of the crystalline, magnetic, and transport prop-
erties. Here, unlike Ref. 6, it is taken into account that the
real transitionB8,; —B31 is accompanied by two-component
displacements of the manganese and arsenic ions alorrg the
and x axes. These displacements are described by the irre-
ducible displacement vectgrfor manganese ard, (2)—(3)
for arsenic. Therefore, as a quantitative measure of the
distortions of theB8; lattice one can take the parameters
e==*|g,lc, e==|g,/la<e for manganese and
o1=*|aylla, e1=*]|ay,|/c<¢, for arsenic, constructed
from the thermodynamically averaged values of the indi-
vidual ion displacements,,. Then the mathematical descrip-
tion of the structural transitioB8;—B31 consists of calcu-
lating the free energy of the system of ions and itinerant
electrons as functions of these parametéip,s,¢,e1),
and ascertaining the conditions for the formation of a mini-
mum of this function at nonzero values of the arguments. In
practical calculations we shall limit ourselves to only the
parametersp and ¢ .

3. SYSTEM HAMILTONIAN

Since the results of experimental and theoretical studies
of MnAs indicate a local character of the formation of the
spin density'! and the participation ofl electrons in the
formation of the conduction barid it is appropriate to use
the Hubbard Hamiltonidn for description of the magnetic
properties of MnAs.

For a magnet with several ions in a unit cell that admits
displacement of these ions to a hew equilibrium position, the
Hubbard Hamiltonian has the form

He:H0+H11 (5)

HOZZ 2 ztnim,n’jm’(ﬁpr‘Pl)ar:—i,moan’j,m’a

L) omm’ n,n’

:kz 2 2 7nm,n’m’(k1QDyﬁol)CrTm,kacn’m’,k(ra (6)

0 n,n' mm’

1
tinm,jn'm’(‘Pa (Pl) = N_O; '}’nm,n’m’(ku (P1‘P1)

X expik- (Rin—Rjnr)}, (7)
1 :
am,mc,=ﬁ2k Cokmo @XPIKRy ), ®
Wherea:{m’jg anda,n, . are, respectively, the Fermi creation

and annihilation operators for an electron on thih orbital
of the nth ion in thejth cell, with spin projectioro- on the
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TABLE |. Positions of the atoms in thB31 structure. The total model Hamiltoniahl of the system of itinerant
electrons and ions, with the possibility of a change of the

No. Mn position No. As position structural configuration taken into account, is written in the
) [0'0'%4)) 5 (%(1 N wy;g) form
H=He(p,01) +W, (13
bc co a. ¢
2 {O’E'E 4) 6 [4(1 o).0-3 ] B 1 >
W_EI+§ Anin’i’eXF(_|Rni_Rn’i’|/Pnn’)y
(ﬁég_{.@] [£+£(1_ )05) n,i,n",i’
3 222" 4 7 273 TR (14)
¢ ¢ ¢ a b ¢ where the interaction enerd@y of the ion cores contains two
4 Lo-2 8 —+ =+, == TR . i i i
2 G 24 27 6 contributions: the energy of the Coulomb interaction of point

ions immersed in a neutral backgroufttie first term and

the ion—ion repulsion energy due to the overlap of their elec-

tron densities(in the Mayer forni’). HereR,,; is the radius

quantization axig, ;=N is the number of unit cells, with vector of ionni, which takes into account the average value

> ,=N, =8 atoms per celiffour Mn and four As ions R,;is  of the displacements, and the deviationsu,; from the

the translation vector of theth sublattice in a rhombic ar- averagesg, is the effective charge of iom, A, are

rangement, and the transfer integréls, ,/i'm'(¢,¢1) are  parameters of the model, apg, are the ion radii. For con-

calculated according to HarrisdhThe positions of the man- crete calculations it is convenient to wri in the form of

ganese and arsenic atoms in the rhombic cell, with displacean expansion in the deviations of the displacement vectors,

ments described by the parametersind ¢, taken into ac- dUy;, and limit consideration to the harmonic approxima-

count, are listed in Table I. The lattice parameters werdion:

defined so thaallx, blly, cliz (c=bv3) (Fig. 1a. 1 PW( @, 1)
Expressiong5)—(8) take into account only the average W=Wy(¢,p1)+ 2 E U 90U

displacements of the ions, described by the parametarsd mian’it,at TEEReTEEN

¢1. The coupling of the electrons with the thermal fluctua- X OUpiaOUnrir o

tions of the displacement$u,,;, is neglected.

The HamiltonianH, of the intra-ion interaction of the =Wo(@, 1) + AW(@, 01, 0Uniq, Unrirar), (19
electrons is written in the form where the first term corresponds to expresgibf) for the
average values of the displacementsandu,, , described,
H.—— 24N _ as in Egs.(7) and (8), by conflg_uratlonqu and 1 The _
! JE,—“ ng‘/.n (Sh)) 2,: ng‘,.n Sh second term can be brought to diagonal form by introducing

1 the normal coordinate®,(q) of the lattice { € 3N,). This is
_ 7\]2 (Ml,j)2+gHz My, (9) the main term governing .the temperature-dependent part of
4777 ] the free energy of the lattice.

« o 4. FREE ENERGY
Snj:E Shmij (10
m The free energy of a system with Hamiltoni&h3) at
1 constant pressure and volume has the form
ﬁijEZ Ao g Bamjo (0 F=F ( = (16)
oo’ =Fj @, |t 1
I (P ()D B e
MU :51]'+52f+53f+54f’ ( 1) ( 1)
Fil 0,0, = | =Wy(@,01)+AW| ¢,¢, =], 1
My; =Si; = Sy; + S35 - Sy, | @005 =Wole, 1) ©¢ 3 17)
oy <SSy =Sy =Sy W52 = Lin [ o pswtere.000)
y y 5 =3 n ex - il H H
Myj =Sij = Sy = S3; + Sy (12 “eBlT B et

Qi(a)}1dQ (a)...dQy (a), (18

In the expression for the Hamiltoniah, of the intra-ion

interaction of the electrons, which is presented in two Fo=0Q+ uN Nz_@ (19)
equivalent forms, the inder numbers only the magnetic © ' op’
manganese ionmE 1—-4). The use of the second form, in Q=0,+A0 (20)

our view, is more reasonable for compounds containing sev- _
eral magnetic ions in thgth crystal-chemical cell. The index exp(— BQg)=Tr{exp— BH)}
| numbers the four configurations of the spin operators in cell

j, corresponding to the four irreducible magnetic vectajs =Triexd — B(Ho—uN) ]}, (2D
J is the intra-ion exchange integradd, is the external mag- B
netic field, 7, is the vector of Pauli matriceg=—2 is the exp—AQ/T)=( T,exg — fo Hi(ndr|) (22)

g factor of the electron, and e x,y, z. Ho
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whereH (1) = exp(@Ho)H; exp(—7Ho), ~ . _
1 oH1 ) Fo=NoB 1C§|:

%f (nfq () *M{(n)d7,

(A)i,=Tr{A ex B(Qo— o)1} (29) vzt g
(for any operatoid), w is the chemical potentiall . is the is a wave vector belonging to the first Brillouin zone for the
imaginary-time-ordering operatof) is the thermodynamic B31 structure;C= NAIY Mg(7) = Ewm o€ e g q(r)
potential(TP) of the system, an@=1/T. =0 o(N =0l o(7), andM{(7) and (3, (7))* are theath

The calculation of the free enerdy. of a system of  Fourier component of the operator of tik irreducible mag-
interacting electrons is a complicated many-particle problempetic vector(1) and the component of the fluctuating ex-
One of the methods used to solve it is based on reducing it tehange field conjugate to it.
a single-particle problem of the interaction of the electrons  Since in this paper we are considering the low-
with random fields fluctuating in space and tiffée shall  temperature stabilization of a single FM phase, we shall as-
use this method below to calculate express{@g), which  sume that the main contribution tb, and to the TP is made
determines the magnetic contributidx() to the total free py the Fourier component (7)=74(7) of the field 7y
energyF (for the other approaches to this problem see theorresponding to the FM configuration of the spin operators

review™). M,;. The contributions of the other Fourier components of
Using a Stratonovich—Hubbard transformati8f; we  the fieldsz, .1, which describe three types of antiferromag-
can put expressiof22) in the form netic (AFM) configurations of the spin operators, will be

neglected.

exp(— BAQ)—J H dn q(T) dn g/(ZT) & Bulng) Although there are many methods of calculating the
e functional,, the majority of them have been developed for

rather simple Hamiltonians. In this paper we shall use the

U= tho+ i, (24 uniform local fields approximation—an approach which was

5 proposed in Ref. 22 and developed further in Refs. 23-25,

) « 2 —2 since it is least difficult to generalize to the case of magnets

No2, 2 2 f [Pl 7+ B~ No with several magnetic atoms in the unit cell.

When the second-order corrections, which take into ac-
count the quadratic fluctuations of the field,
S qw<0Xqel Mqel%,  are included, the expression for
i n,¢,04} in the uniform local fields approximation for a
e — B 1In<T ex;{ ,32 i )> material with a unit cell whose basis contains four “nonmag-

1 netic” (As) and four “magnetic”(Mn) ions with nonequiva-

2

o

7o(7)— TI dr (25)

2

Ho lent p-d electronic Bloch states has the form
—_np-1 _ o —
=B <TTeXp( B; H1)>~ ' (26) U@ =L(n,0,00)+ B 1 2 Xgul 1902 (27)
Hg.c (qw)#0
32
()= 2 Paue” R, L{y,,@,gol}:—;;—l;l FEﬂ; In{1+exd — B(Es,

X (K, ¢,¢1,Cn/2) = p) ]} —Qo, (28)

whereEg,(k,¢,¢,,C7/2), the energy spectrum of the band
electrons magnetically biased by the random figds de-

B .
Ngo=(NoB) 12X f nj(7)e ARt eng
j 0

where termined from the solution of the secular equation
Mn—-M Mn—A:
nnlln rr:w(k ®,¢1) = 0Cnl2—Edymnr tnr:nrfnu
de AS—MN As-As (1 =0, (29
tmn,n’m” ‘}/mnn m’/( P, (Pl) Egnmn 'm’

where the matricesyy "0 (K@, 1), Yamnm(K.@.@1),  Xqn=a0"—ibw/q or calculated exactlyAppendix A.
andtﬁ”nﬂ nAfn,,(k ©,01), t’:;g"m,,(k ©,¢,) have dimensions of After some changes of integration variableg, and
20X 20, 12<12, 12<20, and 2X 12, respectively. evaluation of the integralé24) by the method of steepest
The contribution of the quadratic long-wavelength fluc- descent, the final expression for the free endfgym, ¢, ¢4}
tuations of the field can be modeled by a Lindhard funéfion of the electronic system takes the fofdppendix A
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VN
Felme,e}=—8""2> In 1+exp{—/§’<ESa S = 03J e
SKo K (2)
,QD,(P]-,E 2 M { ’QD,(pl}—(ZW)SS,(r So ,QD,(P]_,E
) JM J
+ My, |2(1+ X _ IM J
@<q,w2>¢o| aol (14 Xq0) XG)(# ES"(kv(Pa(Pl’ 49))+492M
Mo - W(e,¢1)
+ M2-pg1 Inmg_, Pl
@2 A (q,w2)¢0 a:;y,z qe + No +Wi(e,¢1), (32
0 oY fd3k® el Kk M
o2 \2 1 Ny (2m)3% M~ Esy JP@LE ,
me=| M+ Tg HI R0 2 Maw (31) (33
0(a.)70 Expression(32) can be regarded as the nonequilibrium

free energy of the system, which is characterized by two
structural order parameters (¢;) and one magnetic order
parameteM, the equilibrium values of which correspond to
a minimum ofF{M, ¢, ¢4}, V is the volume of the unit cell

of the crystal,Ng is the number of unit cells in the crystal,
5. ANALYSIS OF THE MECHANISM OF STRUCTURAL O (x) is the Heaviside step function, and

TRANSITIONS IN MnAs
W@, @1)=K(92+¢3), (34)

The basic assumptions of the model of structural transiwl(qo 1) is the correction tW( ¢, ¢;)/N, due to the use of
tions in MnAs are based on the experimental facts and thei, o “rough” approximation for the ion—ion repulsion energy,

obvious consequences, the most important of which are thghich did not take into account the asphericity of the ionic

following: - _ potential and the fine structure of the indirect ion—ion inter-
1) the B8;—B31 transition, described by the parameters,iion.

(¢,¢1), leads to a doubling of the initi@8; unit cell and to
a change in the position of the Brillouin zone boundarie
(Fig. 1b;

2) on the new zone boundaries a lifting of the degen-  Figure 2 shows contour diagrams B{M, ¢, ¢} in the
eracy of some of the states of the electron energy spectruepordinates ¢,¢,), calculated for two fixed values of the
can occur(depending on the structure factors of the mangamagnetic moment per cell. In all of the calculations the num-
nese and arsenic sublattiteand these states can becomeber of electrons per cell was equal d/Ny=40 [Note:
separated by local gaps. N/No=4(n,+ng), wheren,=3 is the number op elec-

The basic assumptions of the model are as follows.  trons of As andhy=7 is the effective number af electrons

—The formation of gaps whose values depend on the&f Mn, because of the transition of tiseelectrons of Mn into
parameters¢, ¢,), leads to a lowering of the band energy of the conduction baridand the parameter values used in the
the electrons. It is assumed that this lowering is especiallgalculation are presented in Table II.
effective if the Fermi level intersects part of the gaps. As we see from the figures, the minimum of the free

—A competition between the free ener§y{m,p,¢,}  energy is attained fop=¢,=0.2 for M=0 and ate=¢;
and the model interaction energy of the ion cores=0 for M=10ug.

Fi(¢,¢,1/8) determines the stability region of thB31 It follows from these plots that, first, thB31 crystal
structure in respect to temperature{U<T,). structure corresponds to a minimum of the free energy for a

—The redistribution of electrons over spin subbands as #onmagnetic system. Second, under the influence of the ex-
result of the appearance of a uniform magnetization cahange splitting induced by an external magnetic field or a
cause instability of th&31 structure foiT <T, and can lead spontaneous magnetization, a magnetostructural transition
to a magnetostructural transition froB31 (PM) to B8, B31-B8; can occur. These processes are illustrated more
(FM). clearly in Fig. 3a, which shows the variation B{M, ¢, ¢}

Since in this paper we are analyzing the possibility inalong the linep= ¢, for different values oM. The reason
principle of structural and magnetostructural transitions, thdor this behavior of the system is explained in Fig. 3b, which
analysis below will be done fof =0, and questions related gives the dependence of the average en&@W, ¢, ¢;) of
to the temperature-induced structural and magnetostructuréie band electronéhe first term in(32)) along the linee
transitions in this approach will not be considered. = ¢, for different values of the magnetizatiadl. From a
comparison of curved (M =0) and5 (M =10ug) it is seen
that both are descending functions of the parametekp,

At T=0 the free energy per unit cell of the system andalthough the rate of descent is higher in the cé&e 0.
the equation for the chemical potential are given by expresTherefore the sum of curvelsand6 can produce a minimum
sions derived with the use of the relation of F{M,¢,¢,} at ¢#0 (curvel in Fig. 33; the analogous

where the magnetic moment, definedMs- — JF./dH, co-
incides with the saddle-point value of the variaMe

s5.2. Influence of structural distortions on the free energy

5.1. Expression for the free energy at T=0
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FIG. 3. a—Influence of the magnetic momehit of the unit cell on the
stability of theB31 structure along the directigs, = ¢: reduced free energy
as a function of the structural order parametersMor O (1), 5ug (2), 10ug

(3). b—Dependence on the structural order parameters under the condition
¢1= ¢ for the different contributions to the free energy: The reduced aver-
age energy of the band electroBéM, ¢,¢) —E(M,0,0) forM=0 (4) and
10ug (5); the reduced interaction energy of the ion coréfe,¢)
—W(0,0) (6); the chemical potentigk for M=0 (7).

FIG. 2. Dependence of the free energy per unit cell on the value of the

structural order parameters (p,) for different values of the magnetic mo-

ment of the unit cellM [ug]: 0 (a), 10 (b); X—position of a minimum.

0.10

0.05

model under consideration the magnetism is due to the ex-
change splitting of the electronic states that are close geneti-
cally to thed states of manganese and are therefore most
sensitive to displacements of the manganese ions.

sum for curvess and 6 gives curve3, for which the mini-
mum of F{M, ¢, ¢4} is reached atp=¢,=0.

5.3. Influence of distortions on the stabilization of the

magnetic state . . .
9 5.4. Influence of structural distortions on the density of

Let us analyze the behavior 8{M, ¢, ¢} for different  states

values of the structural order parameterand ¢, (Fig. 4). The character of the variation of the electron density of

1. An increase in the degre_e of dIStO.rJF'(ﬂ_]e moduli of statesg,(&,¢,¢1,M) as a result of structural transitions can
¢ ande,) leads to a decrease in the equilibrium value of thebe traced from the theoretical curvésg. 5 calculated for

magnetic momenfcurves2,8,9 or 10 its complete SUPPIes-  yittarent values of the structural and magnetic order param-
sion (curve 3). eters:

2. The most important influence on the stability of the
magnetic order is that of the distortion of the manganese
sublattice,¢ (curves2,3).

3. The distortiong, of the arsenic sublattice has practi-
cally no influence on the magnetic state of the system
(curves6,8). Apparently this is due to the fact that in the

V
— 3
90(8,<P,<p1,|\/|)7 (277_)3 ES: f d°ks

X

JM
S_ES(r(ki(Pv(PliA]_g)} (35)

TABLE II. Parameters used for calculating the contour diagrams.

Quantity K, Ryd Aps-As, Ryd AMn-Mn, Ryd AMn-As. Ryd Inip 2 €
Value 0.35 0.5 1.0 3.0 0.6

Quantity P M- As A P Mu—Ma A P Ase A A Gpgr € J, Ryd
Value 0.8 0.86 0.69 1.0 0.02

Quantity a(B8y), A o(B8), A a(B31), A b(B31), A c(B31), A
Value 3.72 5.72 5.72 3.72 B(B31)V3
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0.04[ 3 CONCLUSION
z>~ 882 _ The theoretical part of this article i_s_devoted to a deriya-
& O..O1 I tion of the free energy of a system of itinerant electrons in a
d ol R lattice with a basis and a varying structural configuration and
E, —0.01} gives an idea of the implementation of the spin-fluctuation
~ -0.02} approach for a specific material, e.g., manganese arsenide.
gf ~0.03} Application of the approach described above to the study of
= -0.041 the ground state of this compound permits justification of
“ _0.05 both the spontaneous lowering of the symmetry of the initial
- lattice and its restoration under the influence of the exchange
field on the basis of energy considerations.
=3 ol It follows from what we have said that the basic idea of
c the model is correct. However, the approach used for stabi-
&~ -0.01¢ lization of the distorted lattice is essentially phenomenologi-
:g; ~0.02} cal in nature. For a rigorous description of the ion—ion inter-
- action one should use the modern approach to this
T -0.03} problem?”28which allow one to address the problem of tak-
& ing into account the magnetoelastic interactions in manga-
E’ —0.04¢ nese arsenide. The latter are to a large degree responsible for
005 v . the character of the magnetostructural phase transition.
-2 0 2 4 6 8 10 1214 16 In the future we hope to employ this conceptual frame-
' HB work to study the magnetostructural properties at finite tem-
0.01+ .9 peratures.
© LT
€ of
g* _0o01l APPENDIX A
E/ -0.02} The uniform local fields approximation is used in the
A _0.03} summation of the terms of an infinite serigke right-hand
% 0.04 side of expressiofi26), expanded in a power series ITfﬁ):
= T
% _0.05 =~ x.
2 0 2 4 sM 8 10 12 14 16 F,El 3pq12qp a?'a wlz (7, ql)
s KB
FIG. 4. Influence of the structural order parameter on the stability of the X(77 p )* f dry.. f dT e (e1m-wpTp)
magnetically ordered statei=0, ¢,=0 (curvesl,4,7; ¢=0.1, ;=0 (2);
0.3, 03 0, 0.1 0, 0.4 (6 0.05, « @
£ 00500 o= 0(2) =039, O om0 a0t @ emth @ ><('|'T'V|qll(7'1)---quLY (Tp))Ag .
- S52 =3 )
: . . Bp 41 ap ot ap “1%
where the integrals on the rlgkljt?gand side have been calcu- 1T S
lated by the method of tetrahedta. at ap ..
As )i/s seen in Fig. 5¢,d, the appearance of structural dis- X (4, ) X @yp (A1 p 01 wp),  (AD)

tortions (M =0) leads to splitting of the main peak gf(e) | perey.. )i, . denotes the sum of all connected diagrams.
and a decrease of its value at the Fermi level. These features The essence of the approximation consists in the fact

of the behavior of the density of states are manifested in thﬁwat the right-hand side cfAl) is approximated by an ex-

magnetic characteristics of MnAs. The main role in this is . _ hich th ay..ap

played by the values of the first and second derivatives of th@ression i which the vertex parts,, (91"‘%’
“wp) for p=2 are calculated fog; ,w;=0. This allows

density of states with respect to energy at the Fermi level: ®1""
one to sum the series and obtain an approximate expression

for ¢ in the form of Eqs.(27), (28), and(Al).
An advantage of this approach is the possibility of taking
into account the contribution to the free energy from all pow-

9'=(09,(2,¢,¢1,0)/98) =,

"=(0°g,(8,0,01,0/087), -, .
9 J ' F ers of thea component of the random f|eld§ P . A short-
For ¢=¢,=0 one hagy’' >0, g"<0, while for |¢|>0 one coming is the limited description of the fluctuatlon dynamics
hasg’<0, g”">0. that determines the domain of applicability of the approxi-

Such a change in sign of the second derivative can givenation, J/W< 1, whereW is the width of the conduction
rise to anomalous temperature behavior of the static PM susand?®
ceptibility x(T) in the region of growing structural distor- The contribution of long-wavelength fluctuations of the

tions (Appendix Q. field (the dynamic second-order correction, which takes into
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account the quadratic fluctuations of the fijetéin be calcu-
lated exactly by a direct evaluation of the right-hand side of

(J dT]_J' d7'2
al a

X(T,H il(Tl)ﬁfz(Tz)ﬁo,c

the expression

2 Xl qw| 7]lqw'

P*L{7}
o J 77&1(? 77&2 '

Here X14,=Xq
N
_ 0 0
qu— JSZl (Xssoo_ XSSqw) Pss

N
-J 2 Pss,
3,321::1 (Xss .q0)Pss

whereN, is the number of atoms in the basié@,slqu are the
generalized inhomogeneous magnetic susceptibilities,

» IS given by the formula
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FIG. 5. Influence of the structural and
magnetic order parameters on the den-
sity of states: initial nonmagnetic
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structure B8; (a,0; nonmagnetic
structure B31 (b,d); magnetic struc-
turesB8; (e) andB31 (f). The dashed
line denotes the position of the Fermi
level. The upper half corresponds to

the “spin up” and the lower to the
0.9 “spin down” subband.
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(A4)

and Psg are factors that take the hybridization of the sub-
bands into account. Diagonalization of the mai{29) cor-

responds to a transition from the operatarg,, to their

(A2) linear combination

and therefore

(A3)

Cs ko= 2 US,nmanm,k(r )
nm

Pss_: ( 2 USnm nm,s;

|3 U8 antins)-

If we introduce the notation

BC

29

M=\g=

gH®

C

and make a change from the complex variabigs to the
two real variables
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then the former expression f@f }, which was independent

of 6,

‘//{771<Pv€01}: _18718;0' In{1+exq_(ESG(kv¢!¢lvcn/2)

—w)BR+BL Y (1+Xq0)| 7qul?
qw+#0
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H
g —Q,

Mo~ C
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now becomes

P{m, @, 01} = _B_ls;(, In 1+6XD{ —B< Ese

Jm
X kv‘P!@lvE M
INo
+ Mol 2(1+ Xge) + 2 M?
3G g g Mol (1 Yo + gz

-t > X

In mgw_QO(qu(Pl);
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2 2
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m J

Then, taking into account thal#ng,=\g,d\g,d0;, ,
dngy=d\g, expressior(24) can lead to the form

eXF‘[_BAQ(m!@i@l)]

=constfde 11 11 dmg,
(q,w)#0 a=Xx,y,z

xex — By{m, ¢, 1} — BQo(¢,¢1)].

Let us estimate the integrals with respecM6, mg,, in (A7)

(A7)

by the method of steepest descent. The equations determ

ing the saddle pointsjy/dM=0 and dy/Img,,=0, reduce
to the form

g Jm 1 JEg,
M(l‘z—ms% “f(ESv(W%)‘“)EW)
29 Jm JEs, Hg?
_N_OS%(T O.f(ESU(k!(P!(Pl!E)_IU“)me
(A8)
(M2 )2 14Xy o S of| gl k am_
qo qo 2NOS,k,l)'(T So !(101991149 M
1 9Eg,| 292
XEW)‘E’ .

whereb=C7/2.
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N d3k
Ny~ & f J ’
0 So m
1+eXP[ﬁ( Esa( kyso,%,@) _M”
(A10)

whereN/Ng is the number of electrons in the Brillouin zone.
When this is taken into account, the free energy is given
by the expression

FG{m,q’!QDl}:lp{mng’@l}v (All)

where the saddle-point valués® andmyg,, are substituted in
for m.

APPENDIX B

To calculate the Coulomb interaction energy of point
ions immersed in a neutralizing background, we use the
Ewald—Fuchs methotf,the generalization of which to a lat-
tice with a basis has the form

G(|Ri,nn’|\/;)
|Ri,nn’|

+E 2 andn’

i=0nn'

o+ /2 2
2 W(;qn

(B1)

wheren= 1.8 numbers the positions of the ions in the basis,
d, is the charge of the ion at position g, is the reciprocal
lattice vector,7n is the Ewald parameter, which regulates the
convergence of the seriesp€ m2/2V?7), R \v=Ri+r,
—r,, R; is a lattice vectory, is a vector specifying the
position of an atom in the basiy, is the unit cell volumeE,

is the unit cell energy, an§,, is the structure factor:

Sm:% Ao €XHIgG - (T —=Tn) ;G(X) = % J:e"zdt_

iIn Eq. (32) the termW(¢,¢1) =NoE((r (¢,¢4)). In calcu-

L]a_ting the lattice sums we have used six coordination
spheres.

APPENDIX C

Following Ref. 31, we can write the expression for the
inverse paramagnetic susceptibiligy (T) in the form

5
X_l(T):[ZQZ(SF)MBNo]_l{al_a+ Fagé’t ...

3 1
a;=2(g*ugNg) * 1+3( kT)? (g—’)z—g—” +
1=2(9°1gNo g(m 9 gl
g/*LB 2 B gr 2 grr
a3:2(7) (31) 1a§(3(5> —E). (C1)

Since the square of the amplitudes of the spin fluctua-
tions £2 in an itinerant ferromagnet is proportional to the

The chemical potential is determined from the equationtemperature and it is this quantity that determines the strong
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In narrow-band ferromagnetic conductors containing Idcahd quasilocal magnetic moments

the interatomic spin correlations created by the combined effects of the intra-atomic

interactions of the quasilocal electrons and their intersite hops are playing a role in the formation
of the magnetic resonance spectra. This role is examined, and the transformation of the

spectra of the transverse dynamic magnetic susceptibility under conditions of weak spin—Ilattice
coupling and spatial randomization of tgefactors of the quasilocal and local spin

subsystems is investigated. A calculation done by the method of two-time retarded Green’s
functions shows that the interaction of tdeandf electrons leads to an effective renormalization

of the g factors of both magnetic subsystems, and at zero temperature the spin—Ilattice

coupling lowers the frequency of the inhomogeneous magnetic resonance and causes threshold
damping of acoustic and optical magnons. 2004 American Institute of Physics.

[DOI: 10.1063/1.1802957

1. INTRODUCTION lowance for spatial randomization of tliefactors of thed
and f subsystentsand a weak spin—lattice coupling. The
Magnetoelastic effects in randomized spin systems havinfluence of spatial randomization of the spin subsystem on
been attracting attention recently in connection with the exthe spectrum of the dynamic magnetic susceptibility of an
tensive use of doped many-component magnetically concerf~d magnet was first studied in Ref. 7, and expressions were
trated oxide conductors as magnetic field sensors in modembtained for the coherent and incoherent components of the
technique:? In particular, this interest relates to the manifes-susceptibility of a system with randomizgdactors of thed
tation of a colossal magnetoresistive effect in these subelectrons. In Ref. 9 we solved an analogous problem for an
stances due to the transition of the system to a ferromagnetic-d magnet with anisotropic local exchange and randomiza-
state. The interaction of the magnetic and elastic subsystenti®n of theg factors for quasilocal and local spins. In Ref. 8
is of fundamental importance for the physics of thesethe role of randomization of the interaction Hamiltonian of
compounds°’,in which the ferromagnetic order arises due tothe system with the external field in the formation of the
the so-called double-exchange mechaniéras it substan-  spectrum of the linear response function of aad metal
tially influences the character of the magnetic phases and theas elucidated. In the present paper we continue those
mechanisms of the phase transitions in tHétThe changes  investigations,® focusing our attention on the problem of
caused by this interaction in the spectrum of the dynami@pin—lattice coupling.
magnetic susceptibility are a source of information about the
forces acting both within each of the subsystems mentioned
and between them, and it is of practical interest as well. Thé MODEL AND METHOD

goal of the present Study is to investigate the influence of the In this paper we calculate the transverse dynamic mag-
spin—lattice coupling on the formation of the spectrum of thenetic susceptibility of a narrow-band magnetic conductor
dynamic magnetic susceptibility of narrow-band magneticcontaining both local and quasilocal magnetic montfetits
conductors. (for the sake of definiteness below we shall speak of the
The interatomic spin correlations, which shape the colmodel of a conducting ferromagnetic compound based on a
lective character of the excitations in magnets, have a sulrare-earth metal The main elements of the electronic struc-
stantial influence on the manifestation of features in the speaure of such systems which are responsible for their special
trum of the magnetic linear response function due toproperties in the ground state are partially filled magnetically
disruptions of the translational symmetry of the sysfeim.  active local levels and a spin-polarized narrow conduction
the present paper we investigate the spectrum of the dynamizand (the corresponding results of the band calculations for
magnetic susceptibility of afi—d magnet=° over a wide gadolinium may be found in Refs. 11913 he spectra of
frequency range. The spectrum under consideration is shapedcitations that alter the spin of the system are shaped by
by spin correlations that derive from the combined effects oklectronic transitions to vacant states in the bands with spin
the intra-atomic interactions of thguasilocal d electrons orientation opposite to the magnetization of the system. Such
(the exchange with the electrons of tloealized fshells and  excitations include spin wavdacoustic and optical modes
the Hubbard repulsionand their intersite hopping, with al- and one-electron Stoner transiticfis? The schemes of the

1063-777X/2004/30(9)/8/$26.00 721 © 2004 American Institute of Physics
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3. HAMILTONIAN
E L 4 3 The Hamiltonian of the system in an external magnetic
4f—><t Esq- field H directed along the coordinate axis has the form
Er =" H="He+Han+ Hont Homph» (1)
2 where
+ U A A
He: -T E C}d— n,(rc)\,(r+ EE n)\,(rn)t,—(r
r N o \o
E4f+- # +
- 1 -2 E (S}\'S)U',(J"C)\,u-c)\,(r’ (2)
No,o!
5 L1 . the electron Hamiltonian in the occupation number represen-
k B tation, determines the energies of both single-particle and

collective states, in particular, the magnon spectfirfthe

FIG. 1. Scheme of the electron energy spectrum of the mddepartially term

filed magnetically active # level (E4.), 2—partially filled 5d band,
3—band of unfilled & states4—band of unfilled 4 statesEr—the Fermi

energy,Eq, , Eq—, and E4_—maximum energies in the corresponding H=— urH 4.2 3
bands,kg is the Brillouin quasimomentum; the arrows represent the spin m KB ; (gf A" 9d 7‘) ( )
indices of the electron states.

describes the interaction of the spin subsystem with the ex-
ternal magnetic fieldH; the expression

electron energy spectruirig. 1) and spectrum of elemen-

tary excitationgFig. 2) used in the present paper are analo- thZE Up
gous to those considered in Refs. 8, 10 and 7, 9, respectively. P
Also shown in Fig. 2 is the scheme of the relative position ofgives the Hamiltonian of the acoustic phonons; and, the term
the phonon band and the acoustic magnon band, which is

1 +
5 +by by, (4

shifted upward by the applied external magnetic field. In the 1 N N
calculations we use the Green’s function metfdayhich Hmph:\/_ﬁE €408+ pRa(Pptbp) (5
: . . . : ap
permits treating the effects in the magnetic and elastic sub-
systems in a unified approath!® describes the coupling of deviations of the spins of the

electrons with the displacements of the sites of the crystal
lattice (i.e., the interaction between phonons and magnons in
a system of quasilocal spins; see Fig. 3

The following notation has been used in expressions
(2)—(5) (see Refs. 14—16T>0 is the hopping integral of
electrons between nearest-neighbor skemd » (no confu-
sion should arise with the notation for temperature, since the
problem is actually being considered in the low-temperature
limit); U>0 is the Hubbard interaction constadt>0 is the
intra-atomicd—f exchange integralgy (g;) is the crystal-
averaged value of thg factor for thed andf electrons(see
Sec. 4; ug is the Bohr magnetorgt andc are the electron
Fermi operatorsy is the spin indexthe values of this index
are represented by the symbdlg) or +(—); see Fig. 1
- M= CryCro: S iS the spin of thef shell, (%), are Pauli

B matrices
/ Vv,
€ac 1 0
P T !
+
0 q 9g b, bop
\_" v
FIG. 2. Scheme of the spectra of the elementary excitations in the model /'";,“" + ""'""\\
used:1—phonon spectrung—acoustic magnon spectru-—optical mag- - a+p 8q *
non spectrum4,5—lower and upper boundaries of the continuum of single- aq Ag+p

particle (Stonej electronic excitations with a spin flighe figure corre-

sponds to the one-dimensional case viih=0.4kg), &,. and e, are the FIG. 3. Minimal magnon—phonon interaction diagram in an isotropic mag-
energies at the corresponding zone centgrs(), 4 is the energy of the  net: absorption and emission of a phonon by a magadn(a) andb™ (b)
Stoner excitations at zero quasimomentum transfdr three bands are are the creatiorfannihilation) operators for magnons and phonons, respec-
shifted upward by an applied external magnetic fiele, is the phonon tively. The double magnon line reflects the electronic natsee Eq(5)) of
energy at the Brillouin zone boundary. the elementary excitation under consideration.
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wherez is the coordination number, ang, is the boundary

1
ag :_N; Ck++q,lck,T , energy of longitudinal vibrations of the lattice. In view of the
relationship between the Curie temperature and the width of
1 the magnon bantf~?! which in this case should depend on
aqz—N; C;Tck+q,l (6) the parameters of Hamiltonia®), it is of interest to use its

value for numerical estimates at both the intermediate and
are the creation and annihilation operators of spin wgeps  final stages of the calculations. In the model under consider-
tical magnons in a system of quasilocal electrorisee  ation the magnetic ordering temperature depends on the elec-
below);** k, g, andp are the quasi-wave vectorls; andb, tron hopping integral, the occupation of the band, and the
are the Bose creation and annihilation operators for phononstructure of the crystal latticeln view of the existing ambi-
v, is the phonon energy, , are the amplitudes of the weak guity in the literature as to the form of this dependefcfe
magnon—phonon interaction; arid,is the number of sites in  Refs. 1 and 22, for examplein the present study we do a
the crystal. For the sake of definiteness we shall assume thgpecial analysis, obtain an analytical expression for the Curie
the following conditions holdsee Ref. 18" temperature, and estimate its accuracy. Using the simplified
expressiondc~0.1zTx wherex is the electron density per
atom (the calculation will be given in Appendix B of Part Il
Eqp=€Eqp, 0=Egp=1, (7)  of this papey, the last three inequalities i11) can be writ-
where the* denotes complex conjugation and where for con-€n in the formé<6p, 6p<6c, and pgH<6p, with the

venience we have introduced the force constamind the —Debye temperaturép~», and the Curie temperaturéc
dimensionless normalized amplitud, , of the spin—lattice POt given in energy units. Unless otherwise specified, we

vp=0_p, €qp=(Eqip,—p)"s €q0=0, £0p=0,

interaction. shall assume below that=0.3 (this value most closely cor-
The electron and spin operators of the quasilocal subresponds to the ferromagnetic situation in a number of real
system are related by the Bogolyubov relatidns system§214.23,

We note that the magnetic order and magnons in the
system arise as a result of intersite hops of quasilocal elec-
1 trons, the spin of which is polarized by a strong lodalf
Sizz(s;&sm—sﬁsu)? (8 exchange interactiorithe main terms of the Hamiltonian
(2)). This mechanism of ordering is close to that brought
the Fransition to thé representation is given by the transfor- gt by double exchange in magnetid 8xides™2 which
mations indicates the applicability of the model to an analysis of the
properties of such objects. The ground state, thermodynam-

+ _ ot L
S)\—S)\TSAl, S)\_SALSAT’

ckt,=i2 c,t,,exp(ik-)\), ics, and conditions of ferromagnetic ordering for different
N A choices of parameters of Hamiltonié®) have been investi-
1 gated by a number of authofsee, e.g., Refs. 14, 19, and

Cho=——= 2, CpoXP—ik-N). (99  22. The initial assumptions of the present study are in agree-

' N~ ment with the results of those studies.

Using relations(8) and (9), it is easy to see that the Hamiltonian(5) is actually a rather complicated version
Fourier transforms of the circular components of the spirPf the electron—phonon interaction. In magnon variables, as
operators follows from Fig. 3, it would correspond to the simplest

scheme of taking the spin—lattice coupling into account in
s+=i2 St exp(—ig-A) the investigated model of an isotropic ferromagnetic conduc-

“ N ' tor. A detailed analysis of the conditions for this and other

schemes for the coupling of the elementary excitations in the
1 . . magnetic subsystem and crystal latti@though they are
5 _\/_N; S\ exHig-A) (10 intended mainly for magnetic insulators, in essence they also

apply to metalsis contained in Ref. 20.

o N
coincide with the operatom, anda, (6). Thus the latter are It should be noted that, besides the aforementioned dif-

spin-deviation operatorén the site representation they are ferences of the operatoag anda, from magnon operators

: 16,1 ; _
called Pauli opargto?’é’ ), and In the low-temperature ;o ey sens&18still another feature of Hamiltoniafb)
limit they are equivalent to the spin-wave annihilation and.

. . . . . 1S that the magnon—phonon coupling constéms of a dif-
creation operators, a circumstance which provides a basis f?r t nature f h di ant ted b
the above interpretation of the relatiof® and (6). erent nature from the corresponding constant generated by a

It is assumed that the parameters of Hamiltor{iBinsat- Heisenberg quiltonian Wit_h an eéczrgange integral_ that de-
; ; - pends on the interatomic distant®?°The reason is that
isfy the inequalities . . .
although Hamiltonian(2) (like the “canonical” double
1/28<1, zT<2JS U/2JS<1, exchang® also brings about ferromagnetic order and leads
0<T<J, U>J, é<up, to t_he presence of magnons in the system, the intersite |_nter—
action of the magnetic moments does not reduce to Heisen-
vo<zT/2S, ugH<vy, (11)  berg form*?
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4. DYNAMIC MAGNETIC SUSCEPTIBILITY The evaluation of each of the Green’s functiong16) has

much in common, and for illustration of the scheme of the

calculations it is sufficient to calculate one of them. We note
Our object of study is the position and shape of the specin this connection that in view of the presence of the inter-

tral bands of magnetic absorptigthe imaginary part of the  action between the local and quasilocal spin subsystems, the

dynamic magnetic susceptibilitpf a randomized ferromag- system as a whole has a general energy spectrum determined

net under conditions of interaction with the elastic subsystenby poles which are common to all of the Green’s functions in

of the crystal. Following Ref. 8, we take the randomization(1g).

into account only in the interaction Hamiltonian of the sys-

tem with the external alternating magnetic fiéi},; and let

the g factors in both magnetic subsystems be independent af 2. Coherent and incoherent components

the coordinates of the crystal lattice sites:

4.1. General scheme

Randomization of thg factors also leads to results that
are common to all four contributior{46) to the total suscep-

Hint= 2 My-Hy=— —E {My exd —i(Q tibility (14), as can be illustrated for one of them as an ex-
ample. We consider the “intrinsic” contribution of the
—ot)]+M, exdi(Q-A—wt)]}. (12 quasilocal electrons to the transverse dynamic magnetic sus-

ceptibility

Here

M= 1e(IAS T daaS) xd (Q.Q' %)= 2 (dangan)c{(Sx ISy )

is the site magnetic moment of the crystisl, =M} *+iMY _

are its circular component§andH, is the amplitudeQ the xexg —i(QA+Q"-N)], (17

wave vector, ana the angular frequency of the electromag- where it has been taken into account that the configurational

netic field. averaging affects only thg factors of the electrons. Using

We setgj\=g;+ yjx, wherej is the index of the elec- relation(13) and transforming in the spin operators to the
tron shell §=d,f) andy;, is a random function of the site representatiorf10), after performing the summation ovar
index A such that(y;,).=0 (here the symbo{...); stands and A’ we obtain two components of the susceptibility: a
for configurational averagingand for the sake of definite- coherentcomponent proportional to the square of the aver-

ness we assume thgf, /g;<1. Then we can write age electrorgy factorgﬁ, and anincoherentcomponent pro-
_ 2 ortional to the mean square fluctuati of the
<gjx§]j'x’>z—gjgj'+ Y 8jjr O (13 ?actorm 10 q oyﬁ g
where y;={v$). is the variance of thg factor, and _ )~ _ ) ~ - )~
j ( 17\>C , Xa— (Q.Q 18):choh(QiQ 18)+Xa—incoh(Q*Q &),
s 1, I=I (18
L=
: 0, I#I’
; ,U«Bgd -
Xdoo( Q.Q" &)= << ols"o s (19

is the Kronecker deltal (denotes the index of the electron
shell ( {j}) or a translation vector of the crystal lattice

(e {A]). x;,:coh<Q,Q',s>=—“”"E (stiolSy oM. (20

For a stationary inhomogeneous medium the transverse
dynamic magnetic susceptibility characterizing the linear re- As is seen from Eq19) and(20), the formation of the
sponse of the system to a fietth exd —i(Q-A—wt)] has the  jnconerent component of the susceptibility, unlike that of the
form coherent component, involves the participation of all the
1 quasimomenta of the spin excitations from the Brillouin
TT(Q,Q %)= N > <X;;r (2))cexd —i(Q-A+Q’-N)],  zone. When relation&) and(8)—(10) are taken into account,
AN this means that, for example, in the homogeneous response

(14) to a uniform field Q=Q’'=0) the coherent component of
where the nonlocal susceptibifity the susceptibility(18) is formed by only “vertical” elec-
1 tronic transitions k=k’), whereas the incoherent compo-
X;;, (3)=— U—«M)ﬂ Mz (15 nent is formed by electronic transitions with arbitrary quasi-
a

momenta K#Kk').

is expressed in terms of the retarded Green’s function
{{...))z (Refs. 14—-16 and 24in the energy representation,
F=e+ia, a—0, e=hw, wheres is Planck’s constant and 5- CALCULATIONS
va is the atomic volume. 5.1. Solution of the equations of motion

As may be seen from Eqgél2) and(15), the calculation
of the susceptibility(14) involves the evaluation of four
Green’s functions:

+1a— e +la— e~ - 1 + +
SISy (Sxlsydz, €sxISy e and (sylsy - . ((sq|sq,)>g=Nk’Ek’ e i qy|Chr s qr Chr 1 (21)

In the electron operator representation the Green'’s func-
tions in (19) and(20) have the form
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and the determination of the susceptibilit}7) reduces to .
evaluation of the Green’s function E(k)= —TE;J expik- n) (31)

Gd(k'qvk,,q'vE):<<C;TCK+QL|CI:+q’LCK’T»5' (22) )
o is the one-electron energ¥(0)=—2zT, E(kg)=2zT); (S
Considering only the case of rather low tempe,ratures', We- /N '$,(0|S|0) and(s?)= 1/2N S (ny; —ny,) are the av-
can write the equation of motion for the Green's functiongrage values of the local and quasilocal sgiiace the av-
; 6
(22) in the fornt eraging is done over the ground state, here we have merely
Z(AIB):=(0|[A,B]|0)+ ([ A, H]|BY:, (23  reserved the possibility of considering an average number of
spin carriers that is less than one per crystal lattice site, both

where is the Hamiltonian(1), the square brackefs.....]  for quasilocal and for local SpilSe oq(r) = medanH is the
denote the commutator, and the averaging is done over thseman energy, the quantity

ferromagnetic ground state).

Equation (23) generates a chain of equations for the 1
Green's functions of higher order. Using the inequality — M(q3)=— = > |€q.pl2
1/2S<1, U/2)S<1, and ¢/21S<1 (11), we break off this N “p
chain at the first step by decoupling the Green'’s functions of N’ x+o(9,p%)
high ordet®>'8 (in this case, by linearization of the ternary ABAALShEA— }
electron operators by the Hartree—Fock schiémds a re- 1=+ (PE)x+,(A:PE)
sult, we obtain an equation relating the functi@2) to three

new Green’s functions of minimal order with respect to theiS the magnon mass operatbto within a factor that de-
main operators: pends only weakly o ande in the regions of the magnon

branches; see Sec. 5.4

(1+npx-,(a,p)
1_57(p1§)X7v(qrpv§)

(32

Gra(MK', 0" B)=(S{ [0 g Gkt )i » (24)

Gd+(kvq1k,vq,lpv?'j)=<<CI(+TCk+q—ple—rp|C|:—/+q/le’T>>:3 ' gi(pv'é): u
(25)

2J%(S?)
E—2)(s) —egitu,

(33

Gd,(k,q,k’,q’,p,E)=<<cl}ck+q,plbplclf,Hmcm));. (26) s an energy-dependent effective “coupling constafit;h,
is the electron distribution functiomg, is the phonon distri-

By composing the equations of motiof23) for the bution function; the quantity

Green’s function$24)—(26) and performing their decoupling
(in the present case, by averaging of the electron and phonon

operators and also the operators of thprojections of the Y (QPF)=— EE — ki~ Mkra+pl (34)
local sping at the first step with the use of the inequalities N% 2-Akg+p)Eyy
1/25<1, U/2)JS<1, and £/2)S<1, we obtain two more
Green’s functions: in the limit p=0 is known as the “polarization operator” of
PR ot [Nt the conduction electrons in the random phase approximation
Gra+ (MK, 0, E) = (S plcy g Curi e (27 and is the susceptibility of Hartree—Fock electrdh&2®
Gfd—()\vk,vq,lprE):<<S:bp|C:/+q’le’T>>E' (28) N.—n
~ ~ kT k+ql
for which the equations of motion after the decoupliiiy Xo(G:8)=X=x,(9.08) =~ NEK F-AK) (39
this case, by averaging of the electron operators and of the
operators of thez projection of the local spinswith the The expressions obtained, E¢®1) and(26)—(35), com-

conditions 1/8<1, §/2JS<1 (11) and v,= V-p (7) taken  pjetely determine the susceptibility that we sé&R). Using
into account, no longer contain new Green's functions.  re[ations(18)—(22) and (29), we can write an expression for

Thus we obtain a closed system of six integral equationgng coherent and incoherent components of the susceptibility
for the Green’s function$22), (24)—(28), the solution of of quasilocal electron&l8) in the form

which can be written in the following, now integral form:

~ 1ol @Q"E) = Xdeot Q) S0, -0 » (36)
S ukak.a ® e QP il O30
_ Xainco @ Q" %) = Xaincot(E) 8q, o' » (37)
My~ N +q)
_ E-A(K,q) T where
- j 2J2<SZ> M ~ ~ ) (29)
§_2J<Sz>_80f (q,S) XO(Qrs) X;c;h(QaE)
where ) g2 Q)
A(k,q)=23(S)+2U(s) +eqq+ E(k+q)—E(k) (30 Ua 2J%(S?)

is the energy of the Stoner single-particle electronic excita- of
tions with a spin flip? (39
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waya the weaker conditiom T/2J({S?)<1). In the one-dimensional
XdincoH &) = No > case(a lattice with perioda) the corresponding expressions

a 4 are particularly transparent:
X 2J2<SXZ§(q’8) ' 6o ©) = £ 0 Tk E) [ cog ga)] (44)

Ay B - - acl — €ac0 S - )

1-u E_2J<SZ>_80f M(q,€)|xo(d,2) < >
(S°) sin(kea)
(39 eopdl ) =eop0t T ray o gy [1-cotqa)]. (49

For a uniform external field@=0), i.e., for the case .
when the wavelength of the electromagnetic wave is much The energy gapgac and eqpo in the magnon spectra
greater than the crystal lattice constant, the quantities of int44) and(45) are determined by expressio@l) and (42).

terest will then be functions of energy..,(0%) and The third root of the cubic equation mentioned above
Xaineor(E)- corresponds to a fictitious mode that arises as a result of the

technique used to find the poles of the functi@®). This
o mode lies inside the Stoner continuum and should not be
5.2. Spectrum of elementary excitations considered in view of the applicability condition of this tech-

The poles of the coherent component of the magnetidique[ e~ eacop(d)]-
susceptibility(38) [or of the Green’s functiof29)] give the
energy spectrum and damping of spin excitations of the
systemt*182! The Stoner continuurtf:?3=2% which is the
spectrum of single-particle electron spin excitatifiyag in ) )
a region of nonzero values of the imaginary part of In an analogqus way one can obtain expressions for the
vo(Q,8)], is of only formal interest in the case of a random- poles of_the functioni32). Taking(33) and(34) into account,
ized system such as we are considering here—the weak€ obtain
magnon—phonon interaction does not lead to any qualita- — +
tively new effects. This part of the spectrum will be studied facs(P) = Cacd AT P) £ vy,
in Part Il of this paper. Here we consider the two additional  &4,-(0,p) =&qpo(d+P) £ v (46)
(i.e., “split off” from the Stoner continuur poles of the
Green'’s function29), which represent the energies of acous-
tic and optical magnon branch&¥’ For q=0 andé=0 the
values of the energy for which in the denominator(29) o 2(sH 5 , _
vanishes are the roots of the quadratic equation M(q.8)= TED |€qpl T(LH+Np)F 4 (a,p/E)

5.3. Mass operator

and below the Stoner continuum, to leading order inS1/2
Eq. (32) becomes

2_ Z z Z z
e°—(2J(S*+ )+ ggs T gg) T 2I(S%e ot + Se0q) FNE_(qpE)],
+ =0. 40
corfod 0 ~ (B—23(S)—£0r T vp)
In the approximation linear ifH the expressions for F.(q,p,e)= . (P —te(ap)]’ (47
these roots have the form ac=t op=R
Expanding(47) in partial fractions and using the identity

Z V4
€ac0= gH M (42) (x+ia) t=P(x 1) —iws(x), where the symbol$® and &
(§*+5%) stand for the principal value and the Dirac delta function, the
(9qS*+grs?) real and imaginary components of the functidi(q,z)
£opo=2J(S*+5%) + ugH W (42 =M’'(q,e)+iM"(q,e) below the Stoner continuum can be
written in the form

A power series expansion of the denominator(29)

_ 2(s?) &2
aboute ;oo ande gpp at §=0 shows that (q)>=q? for g—0. In M’ _ P = 120(14n))[F
the case when the inequality— A|>T, where (9,¢) N % |E gl A(1+n)[Fop:(a,p,€)
AEA(k’O):2J<SZ>+2U<SZ>+80d’ (43) _Fac+(qyp18)]+n;I)[Fop—(Qupys)
holds in the region of the magnon branches s .ox(a), —Fac_(q,p.)1},

the analysis of the situation simplifies substantidfg will

be seen below, this is possible f/(s?)(U—J)<1). Tak-  Faqop+(d.P,&)
ing (e—A) out from under the summation sign in the de-
nominator of(29), linearizing the expression remaining in =
the sum with respect td/(e—A), and solving the cubic [£0po(dTP) —€acd A+ P) ][ &~ &aqop=(d,P)]’
equation obtained in the case=0 for the poles of the 2m(s) &

Green's function(29) with the use of relationg40)—(42), ~ M"(q,e)= ——— P>, |Eq,/H(1+ N[ Py (0,P,8)
one can obtain, to leading order #T/J(S?), rather simple N P

expressions for the dispersion lawg.o(q) and eqyy0(q) of _ /
acoustic and optical magnons in the whole Brillouin zone Pac:(4:p.8) ] Np[ Pop-(0:P.2)
(for the acoustic magnons this procedure remains valid under —®,..(9,p,e) 1},

£—2)(s") F vp—eos

(48)
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q)a on = (T, P, &7 4 2
« P)—(q pzjz z>— 8a<§(Q):8acO(q)_ <S<Z+>SZ>2 Gci 5 q2a2, (53
= - 8O(q+p)_8Vpo(q8_Efp) 5[8_8ac(op)t(qap)]. (49) <Sz>2<sz>2 gZ
” " € ope(d) = Eopo( @) — ga’. (54)

(S*+s%? 0L+ 6p
5.4. Resonance energies )
) The “unperturbed” energies of the inhomogeneous fer-
In the energy regmns_below .the poles pf the mass OPergpmagnetic and exchange resonanegs(q) ande opo(q) in
tor, vv_herfa the latter is a differentiable function&dnde, the (53) and(54) in the one-dimensional case are determined by
contribution from the mass operat(82) to the roots of the oy hressiongd4) and(45). The effective masses of the acous-
equationD (&) =0 for the poles of the functio®9) [D isthe  ic and optical magnons, as follows frof4) and (45), are
denominator in29)] can be found to leading order §from

X given by
the equation
aD(g,z) . mSES) B (55
€ m. =——— -,
e L8adop(d) ~ €agopo(d)]—M(0,) xo(d,e) =0. % sinkra) Ta
(50 (SN S+sH 72 56
The derivative ofD should be taken a§=0 and at the Mon™ (SHysin(kea) Ta2’

“unperturbed” values of the poles= ¢ ,¢opdd), Which are

also to be used in the same approximation for the argument Thus expression53) and (54) determine the corre-
of the functions in the produd (q.e) xo(d.¢). Calculation sponding corrections to the effective mas&s and (56):

of the derivative in(50) gives to leading order in 18 N mh{s?2¢ 12 2 5
2(s%)? Mac™ aTsin(kga)| 6.+ 6p’ (57
ac(Q)=€acd Q) + WM(Q'%@(Q))’ (51) o ah(H2E 12 2 s
2(SH)(s?) Mop™ aTsin(kga) 0,C+ 0o’ 8

£ope(0) = €0p0(q) + G M(d,&0p(Q))- (52

+5%)
) 6. MAIN EFFECTS IN THE MAGNON SPECTRUM
It follows from (51) and (52) that the correction to the

magnon energy due to the magnon—phonon interagtien It follows from (18)—(20) that the spectrum of the sus-
the “mass operator® of the magnonsagrees with the func- ceptibility ™ (&) decomposes into two components with
tion (32) up to a numerical factor that is individual for each different properties: @oherentcomponenty_,, and aninco-
magnon branch. herentcomponentx;;oh. The first is formed by excitations
Expressiong51) and(52) are equations and thus still do of the spin subsystem with a quasi-wave vector that is coin-
not contain the magnon energies in explicit form. Howevercident with the wave vecta® of the electromagnetic wave,
they do permit one to obtain an uncomplicated estimate fowhile the second is formed by spin excitations with arbitrary
the energies in the region of small quasimomenta. wave vectors. The quantity.,,, is determined by the aver-
Let us estimate the value of the mass operatof5ibh age value of the factors of the magnetic moments of ttie
and(52) in the region of small values of the magnon quasi-and f subsystems over the crystalyy, while Xincon IS de-
momenta, after representing the sum in expres¢ddh for  termined by the fluctuations of thegefactors, (s -
g<<qg in the form of a product of the value of the function in It follows from expression$§38), (39), (44), and(45) that
the summand at some poirtof the region of summation the poles ofy.,, (q,e) give a magnon spectrum(q) con-
times the number of terms of the sum. Then we obtain fousisting of anacousticand anoptical branch, while the resi-
important new parametersZ .(q)|?°~0.259%a%, Ae,q, dues of)(f,;c‘oh(q,s) determine the total contribution to the
Aggpe, andv,, which characterize the dimensionless nor-susceptibility from all magnons with energyi.e., they char-
malized amplitude of the spin—lattice interactitee Ref. acterize the density of magnon staté&e) (see also Part I
20) and the width of the magnofacoustic and opticaland  of this papey.
phonon bands, respectively. Being interested only in orders The interaction of thel andf electrons leads to an ef-
of magnitude, we replace the second of these parameters Iigctive renormalization of the factors of both magnetic
the Curie temperaturé., the fourth by the Debye tempera- subsystems41) and(42).
ture 6y, and we denote the third by.. Considering the The main effects of a weak spin—lattice coupling in the
measure of the differences in the dispersion |44 and  magnon spectrum are determined by expressiday (49),
(45), we can assume that is approximately S*)/{s*) times  and (51)—(54). The form of (51) and (52), as can be seen
larger thand., but both these quantities are small comparedrom a more detailed investigation of the poles of the func-
to J. Substituting expressio@7), thus simplified, into(51)  tion (29) in the approximations—A|>T [A is given by
and (52), we obtain quadratic equations fekq.:(q); one  expression43)] by a method analogous to that used in Sec.
of the roots of each of these equations lies in the region 0%.2, is also preserved in a region of the spectrum containing
the poles of the mass operator and must be rejected under tpeles of the mass operat¢46)—(49). Here the real part of
conditions of the approximation adopted here. The remaining48) determines the renormalization of the magnon spectrum,
roots of equationg51) and (52) give to leading order in while the imaginary part49) determines the damping of the
1/2s, T (i.e., 6c and 6g), 6p, g, & andH: magnons. Both effects depend on temperature. The damping
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of magnons at zero temperature is due to the spontaneousufficient to introduce an amplitudg, , in (5) formally, with an indication

emission of phonons, and at finite temperature by their ab-of th(_a_most general prop_erties of such a functfamithout referenct_a to the _

sorption as well. The effect at zero temperature, as follows SPecifics of the magnetic system under study. More-detailed information

from (49), (53), and (54), has a threshold character: only about¢g , |s_ neeQed for a quaqtltatlve est|mate (?f spln—lat‘tlce cgupllng
! i v ) effects[obtained in Part Il of this paper, which will be published in the

those magnons with a quasimomentum exceeding the valuenext issue of this journal, J. Low Temp. Ph@8, No. 10(2004].

IThere are two variant terminologies encountered in the literature: some

Z Z
_1 arcsi m(S*+5) 0p (59) authors call the Stoner excitations single-partiéi#, while others call
Goac a 2T sin(kga) them electron—hole pairs or individual Stoner excitatithale shall stick
with the first of these variants.
for the acoustic branch and the value 3We use the terminology adopted in Ref. 16.
1 (S S+ 0p

Qoop= 7 Arcsing— o ———— (60
a 2T<S >Sm(k':a) 1V. M. Loktev and Yu. G. Pogorelov, Fiz. Nizk. Temp6, 231(2000 [Low
for the optical branch are dampétbr simplicity we have Temp. Phys26, 171(2000].

; : : . . 2E. Dagotto, T. Hotta, and A. Moreo, Phys. R&d4, 1 (2001).
given the expressions obtained for the one-dimensional casei M. De Teresa, M. R. Ibarra, P. A, Algarabel, C. Ritter, C. Marquina, J.

(44) and (45)]. Blasco, J. Garcia, A. del Moral, and Z. Arnold, Nat(tendon 386, 256
It should be noted that the existence of threshold quasi-4(1997).
momenta(59) and(60) has a direct relation to the Cherenkov G- Zener, Phys. Red2, 440 (195]).

27 . . : A. B. Beznosov, B. |. Belevtsev, E. L. Fertman, V. A. Desnenko, D. G.
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Spin—charge separation is considered to be one of the key properties that distinguish low-
dimensional electron systems from others. Three-dimensional correlated electron systems are
described by the Fermi liquid theory. There, low-energy excitatigussiparticlesare

reminiscent of noninteracting electrons: They carry chargesand spins 1/2. It is believed that

for any one-dimensional correlated electron system, low-lying electron excitations carry

either only spin and no charge, or only charge without spin. That is why recent experiments looked
for such low-lying collective electron excitations, one of which carries only spin, and the

other carries only charge. Here we show that despite the fact thatxtmtly solvableone-
dimensional correlated electron models there exist excitations which carry only spin and

only charge, in all these models with short-range interactions the low-energy physics is described
by low-lying collective excitations, one of which carribsth spin and charge© 2004

American Institute of Physics[DOI: 10.1063/1.1802958

The spin—charge separation phenomenon arising fromstill properly defined, the discontinuity of the momentum
interactions between electrons in low-dimensional condensedistribution at the Fermi surface disappears as a consequence
matter models has attracted considerable interest since tlué the zero residu@® Systems displaying such breakdown of
discovery of hight. superconductivity in low-dimensional the Fermi liquid picture and exotic low-energy spectral prop-
cuprates-? Other possible experimental realizations of spin—erties are known as Luttinger liquid$.The theoretical un-
charge separation appear to exist in organic conduttarsd  derstanding of two-dimensional electron systems is far from
in mesoscopic and nanoscale metallic systéragy., quan- being complete. They frequently manifest the absence of or-
tum wires and carbon nanotubes. Physicists believe that thaering, and, hence, mean-field-like approximations fail.
fundamental differences between low and higher dimensionMany of the normal state properties of two-dimensional
can be traced back to the reduced phase space in the formaigh-T. superconductors are very different from normal met-
which results in the breakdown of the Fermi liquid descrip-als and cannot be reconciled with a standard Fermi liquid
tion. Localization of the electrons in the presence of even d@heory. A marginal Fermi or Luttinger liquid picture, similar
small amount of disorder, thermal fluctuations destroyingto that for one-dimensional conductors, which uses a spin—
long-range order at any nonzero temperatfifrenly short- charge separation, has been proposed to explain some of
range interactions are presgnand quantum fluctuations these feature¥
tending to suppress a broken continuous symmetry are An approximate description of one-dimensional corre-
among the other features of low-dimensional correlated eledated electron models in the framework of the bosonization
tron systems. For “standard” three-dimensional electron sysapproach supports the Luttinger liquid picture. The latter is
tems an interaction between electrons is described in theharacterized, among other features, by a spin—charge sepa-
framework of Landau’s Fermi liquid theofy. ration: The charge and spin contents of wave functions move

A Fermi liquid consists of the Fermi sphere and a rar-with different speeds and are related to different low-lying
efied gas of weakly interacting “quasiparticles” defined via excitations of correlated electron systems. It is believed that
poles in the one-particle Green’s functions. for any one-dimensional correlated electron system the low-

Quasiparticles evolve continuously from free electronslying electron excitations carry either only spin and no
when the interaction is adiabatically switched on and, hencesharge, or only charge without spifi.However, the range of
have the same quantum numbers and statistics as nonintepplicability of the Luttinger liquid bosonization theory is
acting electrons. In one space dimension the Fermi liquidimited to the continuous models and weak enough interac-
quasiparticle pole disappediits residue vanishesnd is re-  tions: The latter have to be smaller than the Fermi velocity
placed by incoherent structures, which follow from the glo-(related to the bandwidth of electronisy the consideration
bal conformal invariancé® These structures involve nonuni- of only low-energy electrons close to Fermi points, for which
versal power-law singularities. Although the Fermi surface isone can linearize their dispersion l&W.In recent experi-

1063-777X/2004/30(9)/4/$26.00 729 © 2004 American Institute of Physics
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ments that implied the observation of spin—charge separatidper of sites,J; ;, are (half)integer numbers, different from

these conditions were often not satisffed Nonetheless, for each other for each set. This solution is valid in the domain

many one-dimensional correlated electron models withof parameters & M,<M, and O<M,=<L. For the Hubbard

strong interaction between electrons the powerful Bethe ammodel one hasu,j=sink;, ¢;AXx,y)=2 tan {4(x—y)/U],

satz method can be applied, in the framework of which col-p, J(X,y)=2 tan 2(x—y)/U] (U is the constant of the Hub-

lective electron excitations also have different velocities.  bard local interaction between electrons situated at the same

is often stated that a spin—charge separation persists in thsite of a ring but with different spin directions; the hopping

description alsdsee, e.g., Refs. 1, 8, and fustifying in that  integral between neighboring sites is equal t® Bor the

way the applicability of the Luttinger liquid picture to any supersymmetrid—J chain (for J=2t=2) these functions

one-dimensional correlated electron systems with metalli@re

behavior. In our work we prove exactly that that conclusion

is incorrect: We show that in none of the known Bethe ansatz

solvable models do thg cgrrelated—e_lectron Dirag seas, _and, e1Axy)=2tan [2(x—y)],

hence, low-energy excitations pertain to only spin-carrying ’

and only charge-carrying quasiparticles: For those models <p2v2(x,y)=2tan‘l(x—y)(kaztan‘12pj).

one Dirac sea is necessarily formed by quasiparticles that ) .

carry both spin and chargeUnfortunately, this relatively | N€ €nergy of the state witid, electronsM, of which have

simple statement has never been clearly stated in publishéHe'r spins down, is equal to

papers devoted to the Bethe ansatz solvable correlated elec- 2 M

tron models, and this has led to many misunderstandings. E=Eqy+ 2 E SiO(Ui,j), 2
The exact solution by means of Bethe’s ansatz of numer- =1=1

ous models of one-dimensional correlated electron systemghere E, is the energy for M;=0, ed=—pu—H/2

provides deep insight into the ground state of systems, cOm= 2 cosk;, and for the repulsive Hubbard chain we have

plete classification of states, thermodynamic properties, et¢9(x)=H, for the attractive Hubbard model

The best-known examples of strongly correlated electron

models solved by the Bethe ansatz are the one-dimensional £(X)= — 2u—4 Re1—[x+1(U/4) T

Hubbard model and supersymmetrieJ model*! With this 2 H ’

method the Hamiltonian is diagonalized in terms of a set of

e and for the supersymmetrie-J model one uses

parametergquantum numbejsknown as rapidities. A sys-

tem with internal degrees of freedofsuch as spinrequires

a sequence of nested generalized Bethetaasfor wave

functions. Each internal degree of freedom gives rise to one _ )

set of rapidities, i.e., in the case of electrons, which carrﬁerean(x)_:(”/2)/7T[X2+(”/2)2]’_:“ is the chemical poten-

spin, one has two sets of rapidities. Rapidities parametriz82l, andH is an external magnetic field. Solutiofeach set

the eigenfunctions and eigenvalues of a stationary “Schrdf Ui ; corresponds to only one eigensjadéEgs.(1) param-

dinger equation. Independently of the symmetry of the wavétrize all eigenvalues and eigenfunctions in the dorﬁ%;’rﬁ

function and spin, the energy eigenstates are occupied a@=M2=M1/2, 0=M;=<L. Actually, Egs.(1) are quantiza-

cording to Fermi—Dirac statisti¢hard-core particlosThere ~ tion conditions for the rapidities. This can be 'recognlz'ed,

are many other solutions of the Bethe ansatz equations f&-9-» for theU =0 case of the Hubbard chain, which pertains

rapidities, which describe bound states of electrons with 40 the one-dimensional free lattice electron gas. “Separa-

complex structure. tion” means that the Bethe ansatz eigenstate is determined by
In the Bethe ansatz description in the ground statel WO sets of quantum numbers. However, Eds.imply that

at low temperaturéeach internal degree of freedom contrib- it is impossible to really separate their contributions: They

utes with one Fermi sea. The Fermi velocities of these Fernfire obviously coupled to each other. .

seas are in general different, giving rise to what is often also ~ Consider the case of the repulsive Hubbard chain. The

called spin—charge separation. However, the question arisegfound state and low-energy excitations pertain to real ra-

Do these low-lying excitations really carry only charge or piditiesu; ; (Ref. 11). What are the charges and spins related

only spin, as in the Luttinger liquid picture? To answer thistO those quantum numbers? Suppose one changes the num-

question, let us consider the Bethe ansatz equations for tweer Of rapiditiesu,; , keeping the number af, ; fixed. Such

sets of rapiditiesl;;, (j=1,...M;, whereM, is the total a process yields a change of the 'Fotal magnetic moment,

number of electronsandu,; (j=1,... M,, whereM is the while the_ to'FaI number of elec_trons is not changed. I-_|ence,

number of electrons with down spinsThe Bethe ansatz such excitations carry only spin, but not charfjehe redis-

equations for correlated electron chains with periodic bound(fibution of rapidities with their number fixed can produce
ary conditions can be written in the forkh: only particle—hole excitations, which, by definition, carry no

spin and chargébut can change the eneigyThe simple

pl(uyj)=2tan *2u,;,

eI(X)=—2+2may(x) — 2u.

.0 é le o way to see this without the involvement of other kinds of
2mdij=Lp; (ui,j)_m:1 “ @i,m(Ui j U m), 1=1,2, spin and/or charge-carrying excitations, related to the change
1#] of the number ofu,, is to consider the state withl,;=L

(1) fixed (i.e., at half-filing, which belongs to the domain
with p?(ulyj)=kj (where k; are quasimomenta pg(x) 0=M,=M,/2, 0=M,=<L), where the low-energy dynam-
=¢11(X,Y)=0, ¢; j(X,y) = —¢ji(¥,X), whereL is the num- ics is known to be connected with only spin excitatidhs.
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Let us now change the number of rapidities; , with only charge-carrying and only spin-carrying parts is incor-
the number ofu,; being fixed. Such a process produces arect.
change ofboth the total chargeand the total magnetic mo- The same conclusions follow from the study of low-
ment of the system. Thus, this kind of excitation carries bothenergy properties of the supersymmettieJ chain. Here
spin and charge. Again, to avoid connection to the other setlso one kind of low-energy excitations carries both spin and
of rapidities, one can consider the state wih=0, which ~ charge. Again, namely these excitations determine the corre-
also belongs to the domainskOM ,<M,/2, 0<M,<L. Itis lation function exponents in the conformal limft.
very difficult to believe that the fact that an excitation carries ~ Hence, the statement that for any one-dimensional cor-
spin depends on the number of such excitations. related electron system the low-energy excitations carry ei-

We emphasize that namely the above-mentioned twdher only spin or only charge is invalid.
kinds of low-lying excitations are considered in the confor- ~ Why, then, does the Luttinger liquid description manifest
mal limit of the Bethe ansatz solvable theories to computed Spin—charge separatiofi®ote that Luttinger liquid bosons
correlation function exponenté and namely those results of formally do not carry either spin or charge, because they are
the Bethe ansatz considerations are used to compare with tRérticle—hole excitations of related correlated electron sys-
Luttinger liquid (bosonizatioh approactf. This is why it is ~ tems and, by definition, cannot carry spin and charge but can
namely these two kinds of low-lying excitations that are the@Nly change energies and momeht@ne can see that the
most important ones for the repulsive Hubbard chain. Luttinger liquid approach and the Bethe ansatz approach use

Hence, low-lying excitations of the repulsive Hubbard differentsets of quantum numbers. As we have shown abov_e,
chain are related to eigenstates, some of which carry Omg;e Bethe ansatz eigenstates and elgenvalue_S are determined
spin while others carry both charge and spin. These states ab¥ WO Sets of quantum numbers, one of which is the total

often called spinons and unbound electron excitations, rdaumber of electrons and the other the total number of spins

spectively (sometimes, unbound electron excitations aredoWn- Contrarily, in the Luttinger liquid approach one clas-

called holons, which is, unfortunately, misleadingrhe sifies states with two sets of quantum numbers, one of which

SO(4) symmetry of the Hubbard Hamiltoni¥himplies the is again the total number of electrons but the other is the total
presence of excitations which carry only charge and no spir{nagnegc moment of the electrq(n;ot t_he _number of Spins.
They are spin-singlet bound states of electrons, e.g., Iocaﬂown!)' Then, naturally, the Luttinger liquid approach mani-

pairs. However, for the repulsive Hubbard chain these stategfstts sgnt;]chargetsepalrat:)oln, unl('jkT th? Iow-eln;argy :Jer:awor.
have large energies and do not affect the Iow—energ)(/) € bethe ansalz solvable models of correlated electrons;

thermodynamics! These statefocal spin-singlet paijsare see above.

. . . Then one is faced with an obvious contradiction. The
low-lying states for the attractive Hubbard chain, and to- . . . .
. I . Bethe ansatz is the exact solution, and it does not manifest
gether with unbound electron excitations determine low-

energy properties of that mod®iThese low-energy excita- spin—charge separation, as we proved above. The Luttinger

tions of the attractive Hubbard chain carry only charge anAIqlJId approach(an approximate onedoes manifest spin—

. : . charge separation for the same models of correlated elec-
both spin and charge, respectively. Again, namely these Whons e.g., for the Hubbard model. Where, then, can the Lut-
kinds of low-lying excitations for the attractive Hubbard ' ' ' '

. ) . _ tinger liquid approach be used? This can be seen, e.g., from

cham are |mportantf because they dgtermme the correlatlotrﬁe conformal limit of the Bethe ansatz solution of the Hub-

function exponents n the cqnformgl it bard chain, where one linearizes the energy of low-lying ex-
The fact that excitations involving a change of the nUM-(jiations about Fermi points. In this limit for small it is

ber of rapiditiesu, ; for the Hubbard model carry both spin qsgiple to rewrite the Bethe ansatz réuftin such a way

and charge does not depend on the valu®l &f0. Itis often 4t states will be classified not by the total number of elec-
misunderstoot’ that the eigenfunction of the repulsive Hub- trons and number of spin-down electrons but by the former
bard chain withU —cc is reminiscent of the one of spinless gnq the total magnetic moment. Such a result naturally coin-
fermions multiplied by the wave function of the Heisenbergjges with the Luttinger liquid on&® However, this ap-
spin-1/2 chairt’ In fact, this limit U— of the repulsive  proach is only correct in the limit of weak electron—electron
Hubbard chain has been the only argument used to prove thgteractions and linearized dispersion laws of low-energy ex-
spin—charge separation for Bethe ansatz solvable models; citations. Simply by using the corrections of higher order in
Ref. 8. However, a careful inspection of the expressions foy, one can see that it is impossible to reformulate the Bethe
the energies of charge-carrying excitatitng this limit  ansatz conformal limit of the Hubbard chain in terms of
shows that they carry also spin 1(@ne can see this by separatectontributions, which pertain to changes of the total
taking the derivative of the energy with respectt@nd then  number of electrons and the total magnetic moment. Hence,
putting H—0). It turns out that charge-carrying excitations one can conclude that the approximate bosonizatian-

(the wave function of which is reminiscent of spinless fermi-tinger liquid procedure can be correctly applied to exactly
ons for the U—< repulsive Hubbard model pertain to the (Bethe ansaizsolvable correlated electron models only for
spin-polarized phasghe critical field of the quantum phase weakelectron—electron correlations; otherwise the results of
transition to the spin-polarized phase for the 0 —« case the Luttinger liquid approach contradict known exact Bethe
is zerd?). But namely in the spin-polarized case the fact thatansatz results.

charge-carrying excitations carry also spin is especially clear, Experimenty~> have actually observed low-lying excita-
see above. Hence, the claim that in the- repulsive Hub-  tions, characterized by two different energy scales. However,
bard chain one has factorization of the wave function intonothing permits one to conclude from those experiments that
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one of these excitations carries only spin while the othef E-mail: zvyagin@ilt.kharkov.ua

carries only charge. Also, for the main issues of the Luttinger

liquid-like theory for the two-dimensional correlated electron

system& it is not necessary that real spin—charge separation

occurs. One needs only the presence of two low-lying exci-
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Low-temperature magnetic susceptibility and specific heat of an antiferromagnetic Heisenberg
chain with open boundary conditions are calculated with the help of the exact Bethe

ansatz method. These characteristics behave with temperature in a different way from those
of a periodic chain. ©2004 American Institute of Physic§DOI: 10.1063/1.1802971

Low-dimensional quantum spin systems, as one of thg@arametrizing the eigenfunctions and eigenvalues of the sta-
most interesting phenomena in condensed matter physicipnary Schrdinger equationl. The Bethe ansatz equations
have attracted much interest of theorists and experimentalist8AE) for the set of rapiditie@\}}“:l, whereM is the num-
during last years. For example, recent experiments on twaber of down spins, is:
dimensional2D) and 1D antiferromagnetic spin systems re-

veal very interesting behavior of nonmagnetic impuritiés. (M"'(ilz))ZL Nj+iSy Aj+iS

In 2D Heisenberg antiferromagnets nonmagnetic impurities Nj—(i/2))  Nj—iS; Nj—iS,

may give rise to divergent magnetic susceptibflitn 1D M ] .

spin chains nonmagnetic impurities cut chdinghe behav- o MM AN 0
ior of the latter is different from the behavior of bulk spins. =1, Nj= N =i NjEN i

The exact Bethe ansatz description of open quantum chains 1#]

was initiated by Gaudif.The thermodynamic characteristics j=1,...M. The energy is

of an essentially anisotropic XXZ spin-1/2 open chain were

studied by the Bethe ansatz in Ref. 6. It was shown there that 1

low-temperature characteristics of the XXZ chain may di- E= Z[_ZH(L_ZM)+2h1+2h2+(L_1)‘]]

verge at low temperatures. The ground state magnetic sus- "

ceptibility of a Heisenberg chain with open boundary condi- —ZJE (Ar2+1)1 @
tions was calculated in Ref. 7, where it was shown that edge = j ’

contributions to the susceptibility diverge in the ground state
as a function of a homogeneous magnetic fidld On the  whereH is the value of the homogeneous magnetic field and
other hand, it is known that irrelevant boundary operatirs  2S,| =(J/h;, ) —1. Hereh,, are boundary magnetic fields,
the renormalization group sensasually give only sublead- which act only on the spins at the sites 1 dandespectively.
ing contributions to any physical quantities. The BAE for an open chain differ from those for a closed
Very recently two groups studied the low-temperaturegeometry by the following: (i) there are not only differences
behavior of characteristics of an open spin-1/2 chain withbut also sums of rapidities on the right-hand sides of the
isotropic Heisenberg antiferromagnetic interactions betweeBAE for the open cassiji) the effective length of a chain is
nearest spins perturbatively, using bosonization and renodoubled;(iii) on the left-hand sides of the BAE for the open
malization group-like approach@sowever, there were no case there are multipliers connected with nonzero boundary
exact results for such characteristics. Motivated by theséields.S,, play the role of effective “boundary spins.” These
facts, in this work we study the low-temperature characteris*boundary spins” depend on the values of the boundary
tics of a Heisenberg spin-1/2 chain. fields hy . For h;; =0 these boundary spins are infinite,
Let us study the behavior of the Heisenberg antiferrodeading to effective twists ofr at each edge. Ahy) ==*J
magnetic spin-1/2 chain of length with open boundary these effective “boundary spins” change their signs. This
conditions and with the Hamiltoniafit=J=;"1S,-S,;1, situation is related to the effective addition or removal of one
whereJ is the exchange constant, using Bethe’s ansatz. Thsite to or from the chain, respectively, with finite zero-field
principal difference between Bethe ansatz studies of periodimagnetic susceptibility. It leads to the onset of complex roots
and open chains consists of reflections at the edges of th&f the Bethe ansatz equatiofi¥) in the ground state: For
open chain, which not only produce permutations but also-1/2<S;; <0 there appear bound states parametrized by
lead to negative values of the quantum numkeapidities complex rapidities\j=(i/2)[1—(J/hy,)] localized at the
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edges. Finally, foth;; —*% we haveS;; ——1/2, effec-
tively removing one site, number 1 & respectively, from
the system.

A. A. Zvyagin and A. V. Makarova

where Eq=—[2(HL+h;+hy)—(L—1)J]/4 is the energy
of the ferromagnetic state. THeomplementaryset of ther-
modynamic equations for the dressed energigg\)

Consider how these differences affect the thermody=T In[p,,(A\)/ps(N\)]1= 7,(\) IS

namic characteristics in the limit of large and M (with
M/L fixed). In the framework of the string hypothe¥lsve
look for the solution of Egs(1) in the form of strings\;
=NjmTi[(m+1)/2—v] with v=1,...m, valid with the ac-

curacyO(exp(—L)); then taking the logarithm we get for the

BAE:

1 T
Om 1N+ oL [Om.2s,(\]") + Om,as, (A ) ]= Tlim

© M
Zi 2 2 [OmaAT=A)+ Oma\ A,
n-L
&)
where 6,(x) = 2 tan }(x/n),
min([m],[n])
Omn(¥)=" 2 Omr1en-2(X), (4

=1
[x] denotes the integer part &f
Omn(X)=(1=mn) Om—n|(X) +20)m—n+2(X) + ...
+26m+n-2(X) + O n(X), (5
and the integers

o]

1<l p<|L+Mp—22 min(mn)M,
n=1

Hm—J367, (N)=TIn[1+ 7x(\)]
E [An m(N=N)+ A, n(N+0)]
*In[1+ 7, *(\")]. (9)

The thermodynamic BAE for densities are linear integral
equations. There are two kinds of driving terfmet depen-
dent onp, and p.,,: terms of order 1, and terms of order

L™Y). Hence, we can divide the densities ag(\)
=p®M)+L"- 1p(1)()\) (and the same for the densities of
holeg. Then one can separate the BAE for the densities into
two sets: one of scale 1 for the majof orderL) contribu-
tion and the other of scale ! for the finite contribution(of
order 1. The former describes the thermodynamics of bulk
spins, which is equivalent to those for the chain with periodic
boundary condition$. The latter reveals the contribution
from the edges. In what follows we shall concentrate specifi-
cally on that contribution only. Since.,(\), pm(\), and
pmn(\) are even functions, one can rewrite the thermody-
namic BAE following Ref. 11 agin what follows we drop
the superscriptl)]

HM—=36/, () =TIn[1+ 7M1= T2 Aqm(A—\")

appear because the logarithm is a multivalued function. We

look for solutions to the thermodynamic BAE for largie
keeping corrections of order df !, too. In this limit we
introduce distribution functions(densitie$ for particles,

pm(X), and holesp,,n(x), corresponding to strings of length

m:

[

1
PN+ 5 2 [Ama(A=N)+Anp(A 1))

1 o
*[pa(\)=PN) 8] = 51 2, [Ama(A=N")

T AnANHN)FPN) (S 2s,1F Om2s,]) (6)
where p(\)=1/[4 coshg\/2)], the asterisk~ denotes the
convolution,

Am,n(x):a\mfn|(x)+am,n(x)

min(n,m)—1

+2 >

=1

am+n72|(x)a (7)

and a,(x) =2m/[ 7(4x>+m?)]. The internal energ§ and
the total magnetic momemt * are given as

- fdwr;m(x)pm(x),
m=1 0

z L . *
M =§—LmE:1 m | dhpm(V), ®)

*In[1+ 7, *(A")], (10
and
Pn(N)=— 2 Amd N =N)*[pa(N)=p(\")
X (Smat Om2t Om2s,1 T Om2s,) ] (11

where we have introduced additional terms to avoid double
counting due to the symmetrization of functiofwith X\
=0) and to take into account the term wih,=\ 4 in the
right-hand sides of Eqg1l).

In what follows we shall concentrate on the low tem-
perature, T<<J, dependences of the magnetic susceptibility
and specific heat caused by the free edges themséglees
for hy) =0 and everlL). Equations(10) and (11) are very
similar in structure to those which describe the thermody-
namics of a Kondo impurity in a met&. The principal dif-
ference, however, is that the contributions of order 1 to the
magnetization and the energy of the open spin-1/2 Heisen-
berg chain, see E¢8), have no terms that do not depend on
the dressed densities, while such terms are present for the
Bethe ansatz description of the Kondo probfErfollowing
known methods of consideration of the low-temperature cor-
rections, we find the contribution to the free energy of the
Heisenberg chain foH <T, caused by free edges:
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H In[InTy/T]| mate calculation8,the expressions for the low-temperature
Fedges — g tani H/2T] Ty /T 2IPTo/T entropy and specific heat are different from those obtained
using the approximate bosonization method. We point out
T 12 that it is precisely terms cubic in |l To/T| that appear for

H=0 in the low-temperature corrections of the behavior of

T3 TR
—amnle . N the free energy of the Kondo impurifyand the bulk free
whereTo=am\m/eJ (a is a constant This implies the ex- a0y of 2 Heisenberg spin-1/2 chainyhile there are no
pressions for the low-temperature magnetic susceptibility of

isenb hai d by f p inear terms in those dependences.
an open Heisenberg chain, caused by free edges In conclusion, using the exact Bethe ansatz method we

1 ( In|In TO/T|> 13 have calculated the low-temperature characteristics of free

Xedges™ - edges of an open Heisenberg antiferromagnetic spin-1/2
8TlInTo/T] 2linTo/T] chain. We have shown that the magnetic susceptibility and

One can see that the magnetic susceptibility of open edges @fy-temperature Sommerfeld coefficient of the specific heat
the chain diverges aB— 0. However, this divergency is dif- of free edges of an open chain are divergent, unlike similar
ferent from the usually presumed Curie-likeTlbehavior.  characteristics for bulk spins of the chain. Note that similar
Logarithmic terms appear due to the interaction in the3U  pehavior of low-temperature magnetic susceptibility of

stant behavior of the magnetic susceptibility of bulk spinsgpserved

(and those of a periodic chaiat low temperatures.
The low-temperature entropy of the Heisenberg chain
caused by free edges is calculated as

E-mail: zvyaginilt.kharkov.ua

2
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SHORT NOTES

Current oscillations and N-shaped current—voltage characteristic in the manganite
Sm,_,Sr,MnO,

I. K. Kamilov,* K. M. Aliev, Kh. O. Ibragimov, and N. S. Abakarova

Institute of Physics of the Dagestan Science Center of the Russian Academy of Sciences, ul. M. Yaragskogo
94, Makhachkala 367003, Russia
(Submitted September 4, 2003; revised February 18,2004

Fiz. Nizk. Temp.30, 978—-980(September 2004

Samples of Sm_ ,Sr,MnO; with x=0.425 and 0.450 are investigated experimentally at
temperature of 77 K in pulsed and static elec&i@nd magnetiid (up to 10 kOg fields in the
mutual orientation$l|[E andH L E. N-shaped current—voltage characteristics and high-
frequency(up to 3 MH2 oscillations of the current are observed. 2004 American Institute of
Physics. [DOI: 10.1063/1.1802972

The discovery of colossal magnetoresistai@MR) ments were made at a temperature of 77 K, which was moni-
phenomena in manganites has stimulated research on chargeed by a copper—Constantan thermocouple.
transport processes in systems manifesting deeply interre- The current—voltage characteristics of the samples were
lated magnetic, lattice, and electron subsystems. measured both in the constant-current and pulsed modes of
The nonlinear current—voltagé—V) characteristics of the voltage generator witR:>R', whereR; is the resistance
manganites and of heterostructures based on them and algb the sample and; is the output resistance for current
the processes of current relaxation after application of a voltextraction, connected in series with the sample. The duration
age to them have been studied in Refs. 1-10. Nonlinear |—\@f the triangular pulse for which the 1-V characteristic was
characteristics with sub- or superlinear behavior andn€asured did not exceed 126, and the duration of the
S-shaped |-V characteristics have been obselvef: 1t square pulses was not more than @88 with a rise time of
was shown in Ref. 5 that the establishment of a stable valug-1 #S or better. _ _
of the electric current corresponding to an applied voltage is ~Figure 1a shows the ascending and descending branches
of a relaxational character with long characteristic timgs ~ °f the 1=V characteristic for a sample wit=0.425, mea-
to 10 min. We note that the majority of the I-V character- SUred in the pulsed mode. These are curves with initial
istics studied display hysteresis, i.e., the ascending and d&MIC regions that go over to superlinear, with a character-

I 1 ~ n = —
scending branches of the |-V characteristic do not coincid jstic slopel~U", wheren=1.4-1.6. Then at voltages

The physical mechanisms underlying the nonlinearities in-" 1'_5 Vthe I-V ctharacter_lf_,tlc Eas anhN'SZ??ESE%”’ which
clude the influence of the leakage current on the magneti gain goes over 1o a positive rangkihere ) as

. . o4 . . the voltage is raised.
nonuniformity of the systerh®? inelastic scattering of Depending on the maximum value of the aoplied volt-
charge carriers in macroscopically active layers at a contact P gc . bp
. - 4 . : age, the ascending and descending branches of the |-V char-
junction;” and electric modulation of the double-exchange

rocesses in ferromaanetic svstémath the formation and acteristic do not coincide, i.e., they exhibit hysteresis in an
proc g Y 0 amount that depends not only on the voltage but also on the
motion of charge density waveés'

, ) ._value of the load resistance. For a suitable choice of load
The goal of Fhe_present study was 10 Investlgate the Ntesistance the current pulse exhibits oscillatitffig. 1b), the
fluence of electric field on the current transport in mangan'amplitude and frequency of which depend on the value of the
ites for the particular example of SmMSEMNO; with X 5 hjie yoltage. These oscillations of the current in an elec-
=0.425 and 0.450 at 77 K in magnetic fields up to 10 kOe iNyjc fie|q E have the following characteristic features:the
the casestl|E andH LE. _ frequency decreases and the amplitude increases with in-
According to x-ray data, the Sm,SEMNO; ceramics  creasing field; Roscillations also appear on the second posi-
studied are orthorhombic perovskites with a uniform granusjye pranch of the 1-V characteristic out to high values of the
lometric composition, having good cleavability and a POros-oltageU (20—30 V), and they demonstrate properties char-
ity of around 20%. The results of a detailed experimentalcteristic of chaotic systentperiod doubling, quasiperiodic-
study of the heat capacity and electrical resistance of sucfy, stochastic behavior or broadband noise,)efeigure 1b
samplegwith x=0.450) over a wide temperature range weregives the frequency values corresponding to the maximum
reported in Refs. 11 and 12. The dimensions of the samplesmplitudes, according to their Fourier analysis. The shape of
with x=0.425 and 0.450 were X1.7x0.7 and 2.%X1.2  the |-V characteristics is not affected by a change in the
X 0.7 mm, respectively. Current contacts to the ends of thelirection of the current in the sample—it is the same in both
samples were made using silver paste. All of the measuredirections. The shape of the current oscillations does change
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0.8 a dc electric fields. We emphasize that all of the measurements
were made at a constant temperatlire 77 K, which was
monitored by a thermocouple, and the power dissipated in

06 the sample did not cause Joule heating. In magnetic fields the
<Et I-V characteristics for the samples of this composition, like

.04 those forx=0.425, attest that the CMR reaches 35% and
- also demonstrate that the threshold for N switching decreases

0.2 slightly with increasing magnetic field strength. As is seen in

Fig. 2, the CMR decreases somewhat upon N switching, but
i | | ! at the minimum and on the second ascending branch of the

0 0.5 1.0 ULE\)/ 2.0 25 I-V characteristic the CMR reaches the same or a noticeably
1.0 ’ b higher value. In transverse magnetic fields E the behav-
5 ior of the 1-V characteristic is completely identical to the
0.94l4 , 61035 Hz case of longitudinal fieldsl||E. We note that a slight anisot-
< ropy of the CMR is observed: the influence of a longitudinal
£ 0.8 73242 Hz magnetic field is stronger, and the CMR effect on all parts of
- 3 the |-V characteristic is larger in longitudinal fields than in
07 341796 Hz transverse fields. The value of the CMR on the parts of the
' 598144 Hz |-V characteristics where the~U® law holds is either
0.6 ILI ' 1025390 Hz constant or decreases slightly-8%) as the voltage is in-
o 20 40 60 80 creased to N switching.
t, ms Upon repeated thermocycling of the samfieore than

FIG. 1. Ascendi dd ding branches of the 1V characteti 30 times over the range 77—300 K we observed a qualitative
. 1. Ascending an escending branches 0O e |-V charac IC . P
and oscillations on the current pulse for different values of the appliedChange in the shape O,f the 1-V CharaCt_e“StIC and a shgrp
voltage U [V]: 2.48 (1), 2.64 (2), 2.72 (3), 2.8 (4), 3.02 (5) (b) for a  growth of the hysteresis on the ascending and descending
Sm,_,Sr,MnO; sample withx=0.425 at 77 K. branches of the |-V characteristic.
If there are no built-in hetero- or sandwich structures nor

_ _ _ ) _ any point or other contacts with nonequilibrium properties,
slightly, but the basic relationships are independent of thghen for interpreting the results on the observation of the
biasU. During N switching a drop in current occurs at the N-shaped 1-V characteristic in manganites one can invoke
start of the current pulse, with characteristic times of thethe Am+ model proposed in Ref. 13, in which the resistivity

order of several microseconds. is calculated according to the Drude formula
For pulsed longitudinal HIIE) and transverseH L E)

pulsed electric fields the CMR effect, calculated according to
the formula py—pg)/py, reached 35%. It was noted that p=—, (1)
the magnetic field decreases the amplitude of the oscillations
and shifts the threshold of the N switching to smaller electric ) o )
fields. where e is the charge of the electrom* is its effective
Figure 2 shows the IV characteristics for a sample with'assn is the density of current carriers, and the relaxation

; ; ; 1 1, -1
x=0.450 in longitudinal magnetic fieldd|E, measured in t'm‘if is represented in terms of the sum ™= 7"+ 7y,
+7n ., whererg, 7, and 7, are the characteristic times

for scattering on static disruptions of the translational sym-
metry of the system, phonons, and fluctuations of the local
5 654321 magnetic moments, respectively. The final expression with
allowance for the activation energy has the form

p=€T(pgrt pont pm)- 2

Significant inelastic scattering of charge carriers at cer-
tain values of the threshold electric field can lead to sharp
growth of the resistance owing to the change in relaxation
time, especially when the secoridolaron and third (de-
scribing spin disordgrterms in parentheses in formu(@)
are taken into account, which can lead to an N-shaped |-V
characteristic.

Upon further increase of the voltage, which increases the
6 energy of the charge carriers for overcoming the polaron and

u,v spin barriers, the |-V characteristic reaches a new current
FIG. 2. 1=V characteristics of a Sm,S,MnO; sample withx=0.450 at growth region. Here it cannot be ruled out that the magnetic

T=77 K and various values of the longitudinal magnetic fieldkOe]: 0 uniformity of the systems iS_ being inﬂ_uenced by the Ieakage_
(1), 1.38(2), 2.25(3), 4.5(4), 6.7 (5), 8.5(6). current or by other mechanisms leading to a sharp change in
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The nonlinear dynamics of the nuclear magnetization in ferromagnets is studied with the use of
numerical methods. An analytical solution for the nonlinear equations of momentum is
obtained. It is shown that at a large value of the dynamic frequency shift an overlap of the
nonlinear resonances and chaotization of the nuclear spin system can oc2004CAmerican
Institute of Physics.[DOI: 10.1063/1.1802991

(NMR) in ferromagnets is marked by large values of the T\ OnT @~ T @ 1)
dynamic shift of the NMR frequency, leading to nonlineari- 0

ties in the equations describing the dynamics of the nuclear | m,
m,=— wn—wpm——w my+ wim,,
0

It is well known that the nuclear magnetic resonance _ m,
mx my)

magnetizatiort:? Because of this, a situation characteristic of Y
nonlinear resonance can arise in the nuclear spin system,
wherein under conditions of continuous pumping a detuning  M;= —w1my,
of the resonance relation between the NMR frequency ang|,qre
the frequency of the external influence occurs as a result of
the change of the projection of the nuclear magnetization x _91_ h HY.—0 HZ—
m,. On the other hand, this difficulty does not arise if a eff T Ml 2 Hlef = -
periodic series of pulses is used instead of a monochromatic
pump. In that case the presence of a series of pulses with a
large number of harmonics at frequencies that are multiples
of the frequency) of the phase oscn_latlons and the nonlin- _is the NMR frequency, and is the frequency of the
ear character of the motion can bring about an overlap Ozf;lternatin field
resonance$,which is a criterion of the onset of dynamic 9 S L . )

S . o . We consider the following initial conditions:
stochasticity in classical Hamiltonian systenfswhen this
criterion holds, one can justify going over from a dynamical m,(0)=mg, m,(0)=my(0)=0, w,=w,+w,
Hamiltonian description to a stochastic description and to the
use of statistical averages for investigating the behavior of
the system. This question was investigated in Refs. 7 and 8 under these conditions systefh) becomes
in a treatment of the stochastic saturation of the nuclear spin

Awp(m,)

Aw,(Mm,)=w —w—z—a),
n(My) n pmo

Awp(My) = w,— w,.

system, and the following expression was obtained for the o= w (1_ ﬂ)
coefficient of stochasticity: <P mg) Y’
m
m; 5 m; myz—wp(l——z) m,+wim,, m,, M,=—w;m,.
kK=010p,7T\/1- =010, T°\/1- —, Mo
my ma 2)

Taking into account the presence of two integrals of the mo-

/o

where E=myw,/y,, one can obtain from systerf2) a

wherew,= nvy,h, nis the gain,y, is the gyromagnetic ratio
for the nuclear spinsh is the amplitude of the alternating tion,
field, w, is the dynamic frequency shifDFS), m, is the mS=m§(t)+m§(t)+m§(t),
value of the nuclear magnetism, is thez projection of the
magnetizationys is the pulse duration, anfl is the repetition
period’® It is known that stochasticity arises in a system for
k=145

The goal of this study is to model numerically the equa- _
tions describing the behavior of the nuclear magnetization iff/0Sed equation fom, :
ferromagnets at large values of the DFS in the cdsed o

mz=wl\/mg—m2—( P

2
E=

~(@n=@)myD) +wp =~ om(t)

2
(m;—mg)*. ()

andk<1.

Let us first consider the case of monochromatic pump-
ing. The system of equations for the nuclear magnetization Equation(3) can be integrated analytically. For this we in-
for the time intervals<T,<T,; (whereT, and T, are the troduce the notatiom=mg, x=m,, b=(a)p/2mow1)2 and
longitudinal and transverse relaxation timéas the form rewrite Eq.(3) in the form

z

2m0(l)1
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fmz(t) dx _
a Ja?—x’-b(x—a)*

In the integration(4) we obtain after some awkward ma-

nipulations
arcsir( \/—('B_ a)(a— 5)) ;
(a=a)(B=9))’

(B=95)
2\/(7—3)(5—3)(a—5)':

(a—v)(B—é)}_z\/ (B=9)
(B—7)(a=9) (y=B)(6—B)(a—9)

o arcsir( (ﬁ—mzm)(a—é))_ (a—y)(ﬁ—é)}
(a=my(1))(B=68))" (B—¥)(a—9)

HereF(...) is anelliptic integral of the first kind; 1 o, 3, 7,
and & are roots of the equatioa®—x>—b(x—a)*=0:

a=a—\n—n,~ s,
B=a— 1+~ 7,
y=a+\m—\n—ns,
o=a+\ns=\Vm—\n

where
m=4a?—2p,+ B+ Bs,
2= 8a?— 4B,— B~ 183,

B 96a®—48ap3,
4\J4a?—2B,+ B+ 1185

73

with
~1+6a’h
A=
8, 1+ 24a%b
? 3b(1-18a%b+6v3a?b+ 13a°b?— 128a°0%) 1%’
3b
B3

 (1-18a2b+6v3a’b+ 13a%b%+ 128a°H3) 13

Expression5) contains the solutiom,(t) of the differ-
ential equatior(3) in the argument of the elliptic function of
the first kind. To obtain a solution in explicit form it is nec-
essary carry out transformatidb). After standard manipu-
lations we obtain

i e

. B—46 B ' (B_'Y)(a’_‘s)

my(t)= - nz(A—twl_ (a—y)(ﬂ-é)) ’
B—6 S B ' (B—vy)(a—9)

(6)

where si...) is the Jacobi elliptic sin&; ! and

B (B=5)
B‘Z\/(y—m(a—m(a—a)’
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1.0000F
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FIG. 1. Calculation ofm, by numerical integration of equatidid) for the
parameters valuas;~10° s™%, my~1, 0y~ 10% s™! in the case of a mono-
chromatic influence.

r{ /(B—a)(a—5)>_ (a—y)(ﬁ—5)>
arcsi ; .
(a—a)(B—9)]" (B—y)(a—9)

Expression(6) is the most general analytical solution,
but in a numerical analysis it is easier to use numerical inte-
gration (3).

As we have said, as a consequence of the change of
m,(t) a detuning of the resonance relation betweaen
—wpm,(t)/my and the frequency of the alternating field
occurs, leading to a restriction on the deviationnoffrom
thez axis. The maximum angle of deviation determined from
qualitative arguments has the fofm

b—o ’6 w1 1/3
m— < arcsil 2_(1)p .

Figure 1 shows the results of a numerical integration of
equation(3) for the following parameter valuesny~1, w,
~1f st w;~10° s L,

As is seen in Fig. 1, the componemt(t) executes os-
cillations about its equilibrium position, attesting to the
smallness of the anglé,,. When the condition

@ [, m,\2 m,
2(,()1 mo mo
holds we can obtain the solution f@8) in a simpler form:

M, (1) =My(1— 2wy /wp|sNVw,w,/2t; - 1)]). 9

After using the expression for the Jacobi elliptic functions
with a negative parameter we obtain

A=BF

)

>0 (8

FIG. 2. Inequality(8) as a function of two variable(m,/my; w,/w;).
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FIG. 3. Solution(10) as a function of the two variables, /w; and w,t. t,107%s

FIG. 5. Results of a numerical integration of equati¢h®) for the param-
eter valuesw;~2x10° s7%, w,~10° 57, m,(0)/my=~0.99, T~10"°s,
andk~2.8 in the case of a polychromatic influence.

Is(Va,w,/2t:1/2)|
my(t)=mg| 1— 2w, /o, i J;c:t-l/z) ,
1@pl,

where di...) are the Jacobi amplitudéSt is seen from Eq. m,

(10) that the amplitude of the deviation of from thez axis m, = wp( 1- —) my,
is determined by the ratioa?, /w,. On the other hand, so-
lution (10) is valid if condition (8) holds. It is easily seen _ m, * t

from (8) that this condition depends on the rating/m, and my=— wp( 1- m_) M+ Moy >, f(?— n), (12
wplw,. Treating (8) as a function of two variables, 0

(10

G(m,/mg;w,/w,), we can determine the domain of appli- _ ”* t
cability of solution(10) (see Fig. 2 m,= —mywln; f(?—n),
m, wp
0<—2<0.95, —*>300. (11  Wwhere
Mg w1

Such initial values fom,(0), aswill be shown below, can be 2 f
obtained only after polychromatic pumping. In other words, "=~
solution(10) corresponds to the case when a monochromatic  |ntegration of the system of equatioft?) can be done
field acts on the system after a polychromatic pump hagnly by numerical methods. The results of a numerical inte-
acted and SuffiCiently |al’ge deviations wf from the z axis gration for values of the Stochastic“,y<1 and k>1 are
have been attained. presented in Figs. 4 and 5, respectively.
Solution(10) is shown in Fig. 3 in the form of a function Choosing typical parameter values for a ferromagnet,
that depends on the parametgy/w, and the variablev;t. w]~2X10° 574, wp~ 10° s 1, m,(0)/my=~0.99, and T
Another situation arises in the case of polychromatic~ 1076 s we obtaink~2.8, and in the other limiting case
pumping, i.e., when a periodic train of pulses of duration w;~5x10* s, w,~2%x 10" 571, we obtaink~0.14.
and repetition period acts on the system. In this case the ~ As is seen in Figs. 4 and 5, f&t<1 a polychromatic

o

t T 2 ot Q_Z’iT
?—n —?n:_My cogn{lt), =5

system of equation?) takes the forrfh influence is qualitatively no different from a monochromatic
one, while fork>1 dynamic stochasticity arises in the sys-
1.00 tem as a consequence of the overlapping of resonances.
0.99 *E-mail: Ichotor@yahoo.com
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Size-induced structural transformations in argon clusters with a fivefold symmetry axis
O. G. Danylchenko,* S. I. Kovalenko, and V. N. Samovarov
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of Ukraine, pr. Lenina 47, Kharkov 61103, Ukraine

(Submitted June 7, 2004

Fiz. Nizk. Temp.30, 986—-988(September 2004

An electron-diffraction study of the structure of free clusters of Ar is carried out in the interval
of mean sizedN~600-1500 atoms/cluster. The existence of an amorphous

(polyicosahedralphase in large rare gas clusters witk=600—800 atoms/cluster is observed for
the first time. It is shown that with increasing number of atoms in a cluster a transition to a
multilayer icosahedralordered phase occurs in a rather narrow size interval.2@4 American
Institute of Physics.[DOI: 10.1063/1.1802992

Nanoparticles can have a number of unusual propertiethe methodological complexities of determining the cluster
due to their structural features. Clusters with a structure havsizes.
ing fivefold symmetry are of significant interest. Such clus-  In this report we present the results of a study of the
ters, built up on the basis of icosahedral structures, werstructure of free clusters of argon in the homogeneous nucle-
detected a comparatively long time ago in metals and solidiation regime. The experiments were performed on an appa-
fied rare gasek? ratus consisting of an electron diffraction unit, a supersonic

In the case of aggregations containing several tens ofluster beam generator, and a liquid hydrogen cooled con-
atoms a molecular-dynamic modeling of a freezing drop of alensation pump for removing the jet gas. A detailed descrip-
Lennard-Jones liquid predicts that an amorphadyicosa-  tion of the Whol_e apparatus is presented in Ref. 4. The aver-
hedra) structure will be realized. Such a structure is formedage cluster siz&l was varied by varying the gas presség
by the conjoining of a number of elementary 13-atom icosaand gas temperaturg, at the entrance to the supersonic
hedra. The simplest way of conjoining involves the forma-nozzle. The lowest value af, used was 100 K. It should be
tion of twin icosahedra with arbitrarily oriented fivefold noted that such a low nozzle temperature has not been used
axes. The short-range order of the structure that forms i electron-diffraction studies of cluster beams. The value of
identical to polytetrahedral, which corresponds to an amorN in the caseT,= const was set by the value 8, which
phous state of the substance. was varied up to 0.2 MPa. To eliminate heterogeneous nucle-

According to thermodynamic calculatiohs, polyicosa-  ation a high initial vacuum 10~ torr) was produced in
hedral structure can persist in aggregations consisting of nahe apparatus. The method of determining the average cluster
more than 30—-35 atoms, since at a larger number of atormsize is described in detail in our previous pap€he diffrac-
they become energetically unfavorable. As a result of a comtion region was set off to a distance of around 100 mm from
parison of the electron-diffraction data with the calculatedthe exit section of the nozzle, to a place where the tempera-
interference functions in Ref. 3 it was concluded that a polyi-
cosahedral structure is realized in argon clusters with fewer
than 50 atoms, corresponding to a linear size of the cluster
~15A.

As the number of atoms in the twin clusters increases,
the stresses that arise due to the lowering of the density of
surface atoms cause the polyicosahedral structure to become
unstable. According to calculations, maximization of the sur-
face density of atoms in clusters containing several hundred
atoms is achieved in a multilayer icosahedron, where the
fivefold axes penetrate the whole formation. One is actually
talking about an ordered system of inter-embedded icosahe-
dra, where the total number of atoms can reach a thousand.

Up till now it has been gssum_ed that the transition from 10 1‘_5 2‘_0 2‘.5 3‘.0 3'_5 4‘_0 4'_5 50
the amorphous to the multilayer icosahedral structure is re- At
alized in the early stages of cluster growth, when the size of S
the cluster is only a few tens of atoms. The size interval Ofg. 1. pensitometer traces of free Ar clusters with differsh{atoms/
the transition has not been investigated in detail because afusted: 800 (1), 1350(2).

Intensity, arb. units

0
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ture of the clusters had reached a constant valug(38 teristically low for the a cubic phase. In addition, the shape
+5) K. of the peaks is well approximated by a Lorentzian, and that,

To enlarge the data set obtained during a single experias we showed previously in Ref. 5, is characteristic for an
ment the diffraction patterns were registered photographiicosahedral structure.

cally out to values of the diffraction vecte=5A"1. The Thus we have observed experimentally for the first time
background component of the electrode diffraction patternghe existence of an amorphodgolyicosahedral phase in
was removed by the method described in Ref. 5. large clusters with 600—800 atoms/cluster, which for Ar cor-

The results of studies done fdi< 1500 atoms/cluster €SPOnds to a linear size of the aggregations of 30-35 A, and
are illustrated in Fig. 1. Curvé is a densitometer trace of the transition of the polyicosahedr@morphousphase to a

clusters whose average size is approximately 800 atomdultilayer icosahedralordered phase is realized in large
cluster. Even in the case of the maximum possible error iffluSters in a rather narrow interval of cluster sizes.

the estimate oN the observed diffraction pattern pertains to The results obtained might serve as the subject of a the-

aggregations containing at least 500—600 atoms/cluster. (E:I(iattlcgl‘ ':;?a;meglt izg;gien;f;hzn'S.Qsa(t)i;:f;rmgajfhn :ndrestz:
characteristic feature in this case is the presence of two prg- Y g€ poly goreg ' goreg

nounced “halos” on the densitometer trace rather than indi-t'ggistimr:gi?ti befeiln?e: oft?malll t\i/\(/jlntlc?;a?eira:l (iﬁnlmﬁr);esl- tln
vidual diffraction peaks. The intensity distribution shown in acdation, 1 1s ot interest to elucidate the factors that stimu'ate

the figure(curve 1) is typical for a liquid or amorphous state the rather sharp disorder—order phase transition in systems

of a monatomic substance, in particular, of a metal with thewnh a fivefold symmedtry axis.
fcc lattice® For example, the ratio of the position of the
second “halo”s, to the position of the first hal, is equal ~ “E-mail: danylchenko@ilt.kharkov.ua
to 1.7, which agrees with the value of this quantity for fcc
metals in the amorphous state, while the heigiht of the
first halo is approximately twice as high as the heiglhtof 1I. Farges, M. F. de Feraudy, B. Raoult, and G. Torchet, Adv. Chem. Phys.
the second, as is also characteristic of an amorphous state. 70, 45 (1988.
Thus there is no doubt that the observed diffraction pat_zYu. I. Petrov,Clusters and Small Particle$n Russiar, Nauka, Moscow
tern is due to an amorphous structure of the clusters. (1986.

. X . . . T . 3. Farges, M. F. de Feraudy, B. Raoult, and G. Torchet, J. Chem. P8ys.
Also shown in the figure is the intensity distribution of 5067(1983.

the electrons diffracted on cluster beams wir=1350  *S. I. Kovalenko, D. D. Solnyshkin, ET. Verkhovtseva, and V. V.
atoms/clusteftcurve?). In this case the curve of the intensity (Elrg%ﬁ”ko' Fiz. Nizk. Temp20, 961 (1994 [Low Temp. Phys20, 758

is typical for a multilayer icosahedral structirdhis is at- 50. G. banylchenko, S. I. Kovalenko, and V. N. Samovarov, Fiz. Nizk.
tested to by the anomalously large height of the first peak, Temp.30, 226 (2004 [Low Temp. Phys30, 166 (2004].

the presence of an inflection point on it in the region oL, |. Tatarinova,Structure of Solid Amorphous and Liquid Substar{tes
s=2.25 A-1, and the fact that the heights of the peaks lying RuSSialh Nauka, Moscow(1983.

in the region of the fcc peak®20) and(311) are uncharac- Translated by Steve Torstveit
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