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An investigation of the dispersion of excitations in a quantum liquid, superftdg is carried

out. An attempt is made to systematize the published experimental data that indicate a
substantially different nature of excitations with wave vectors corresponding to different parts of
the dispersion curve of liquiHe. Neutron spectroscopy data are analyzed in relation to a

certain physical hypothesis concerning the formation of such a spectrum, and it is found that the
majority of the known experimental facts can be explained in framework of that hypothesis.
Particular attention is paid to a comparison of the experimental data obtained on the DIN-2PI time-
of-flight spectrometefat the IBR-2 Reactor, Dubnavith the results obtained at foreign

research centers. @004 American Institute of Physic§DOI: 10.1063/1.1808151

1. INTRODUCTION scattering of neutrons on superfltfide confirmed the form
. ] o of Landau’s dispersion curve. However, the physical nature
By 2001, sixty years had passed since the publication of the excitations on different parts of that curve remained an
Landau’s papérin which he proposed a form for the excita- open question. A commonly held view was that the super-

tion spectrum in superfluid liquidHe and constructed a fluid “He can be described completely in terms of the con-

theory of helium Il based on that proposed form. Neverthe—Cept of a gas of single-particle excitationguasiparticles

less, que;stpns cgncigrn_lgghtflg naturz c_)f tge spectrum of _e'ﬂ'aving a unified dispersion relation. In such an interpreta-
ergy excitations in fiquid helium and in Bose systems Intion, Bose systems are essentially different from Fermi sys-

general have been attracting interest ever since. In his ﬁr%ms(e g., from liquid®He), where one considers different
paper on the theory c_)f superfluidity.-andau, applying the 'Q/pes of excitations(single-particle, single-pair, multipair,
quantum hydrodynamics he had developed, proposed the ec'ollective.5 We note that such a differentiation between he-

istence of two types of collective excitations. One type in-. . .
) ) - . __lium isotopes is not completely understood from a general
volves the potential motion of the liquid and comprises ) :
theoretical standpoint.

simple sound quanta—phonons whose energyg a linear . .
function of the wave vecto®. Landau attributed the other By the end of the 1950s it had become possible 1o do

type of excitations to the vortical motion of the liquid, and _T_)k(‘pe;_lments on '”e|aSthf nﬁlutrsndscattenr&g in ||qu|g h?:“rl{lrrk
for that reason they would come to be named “rotons” by & first experiments of this kind were done at the Cha

Tamm. It was assumed that the energy of the rotons dependiver National Laboratory in Qang@éand somewhat later
quadratically on their wave vector and has a daps(Q) in othesrglabora_torles,_ including in the USSRt JINR, _

= A+ (h2Q%2u), whereu is the effective mass of the ro- Dubng.®~ The dlsp_er§|on curve e_xtracted f_rom those experi-
ton. Thus it was assumed that there exist two independefients for the excitations in liquitHe was indeed a single
branches of excitations. An attempt to calculate the velocityfurve quantitatively similar to the form postulated by Landau
of second sounéwhich had been measured to high accuracy(Fig- 1). The neutron-scattering experiments determined the
by Peshkof) on the basis of the proposed picture convincedvalues of the energy transfer corresponding to the maxi-
Landau in 1947 to abandon these ideas and propose the préBUm of the scattering peak at given wave vector transgers
ence of a unified dispersion curve for energy excitations irand the dispersion curve was constructed from those points.
liquid heliun® in the well-known form with a linear initial Those data are insufficient to assess the nature of the excita-
segment(phonon$ and a characteristic roton minimum. In tions under study, since, depending on the form of the exci-
another paper of 1947 Bogolyubdwising a model of a tations, the scattering peak can have different width, inten-
weakly nonideal Bose gas in the presence of a Bose condesity, and shape, and these parameters of the peak can depend
sate in the system, obtained for the above-condensate exclifferently on the external conditions. More-detailed studies
tations a dispersion curve of the same form—with a linearof the neutron scattering peaks in liqfide showed that the
initial segment. Somewhat later, experimental papers on theharacteristics of the peaks as a function of temperature and
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1.6 heat bath, which is held at a certain finite temperature in
equilibrium with the liquid, and this contributes to the ther-
modynamic quantities characterizing a many-particle system.
1.21 maxens The nature of the nonequilibrium and thermal phonons is
L completely identical, and the only different is in their manner
& of excitation and, hence, their energy. At low frequencies,
€08 & such thatw <1, wherer is the time between collisions, the
o rotons . o : :
Iy collective sound excitations are described by hydrodynamic
equations. In the intermediate regiom £~ 1) there is a sub-

0.4r stantial rise in the damping of the collective excitations. In
L the high-frequency regiorwr>1 once again there are
. . . . . weakly damped waves of the zero-sound type, which must
0 0.5 1.0 15 20 25 3.0 be described using kinetic equations. Such a picture is ob-

Q,A'1 served in liquid®He (Ref. 16; it is typical of many other
liquids, including classical oné$.Analysis of the experi-
ments in*He, in particular, those which are discussed below,
shows that in this respect there are no essential differences
between liquid*He and other liquids.

pressure are substantially different for the long- and short- ~ The phonon region of the dispersion curve will be un-
. . . — ~ -1

wavelength parts of the dispersion curve. At present the inderstood to mean that part fro@=0 to Q~0.7 A™*. The
elastic neutron scattering studies of the spectrum of excitadPper boundary of this region is not strictly defined, and the
tions in helium by different groups of authors have producednterval fromQ~0.35 A~* to Q~0.7 A~* can be regarded
a large volume of experimental data indicating that the exci@s a transition region from the phonon to the maxon-roton
tations pertaining to the phonainitial) and maxon—roton Part. The minimum value of the wave vector transfer that is
parts of the dispersion curve are of different natures. Thus ifealizable in neutron experiments @,;,~0.1 AL
seems that it is necessary to revisit Landau’s 0rigina| We recall that what is measured in experiment is not the
hypothesis that there are two different types of excitations, dynamic structure facto(Q,w) but the doubly differential
although now, as will be discussed below, the roton part ig1eutron scattering cross sectidfo/(dQdE), which is re-
not associated with vortical motion. lated toS(Q, ) by the well-known relation

At this new level the papers by Glyde and Griffisee, d2o o
e.g., Refs. 10 and 1ldvanced the hypothesis of a different JOdE N yp—s k—SeXp(Q,w),
physical nature of the phonon and maxon—-roton parts of the h Ko
dispersion curve. In their opinion, the long-wavelen@iho-  whered(} is an interval of scattering solid angle: is the
non part of the spectrum is determined by collective excita-scattering energy interva is the number of atoms in the
tions of the zero-sound type, the existence of which wasystem, andsr is the neutron scattering cross section of a
proposed earlier by Piné$,and the maxon—roton part is bound atom.
determined by single-particle excitations. A unified curve is A neutron with wave vectok, and energye, acquires a
formed as a result of a “hybridization” of these two brancheswave vectok and energ\E in a scattering event. By chang-
of excitations. A similar but somewhat refined concept of theing its direction of motion and gainin@r losing energy in
formation of a unified spectrum as a result of the interactiorthe scattering process, a neutron transfers to the sample a
of the dispersion curves of collective and single-particle ex-momentum”zQ and an energy =# w:
citations was proposed in Ref. 13. In the present paper we hQ=1ko— ik
systematize the published experimental results indicating the 0 '
existence of excitations of different natures on different parts  Aw=E,—E—«¢.
of the dispersion curve ifHe and analyze them on the basis
of a qualitative model of the formation of the outwardly
unified dispersion curve proposed in Refs. 13 and 14.

FIG. 1. Dispersion curve of excitations in superfldide under saturated
vapor pressure af<1.5 K.

After a preliminary processing, which takes into account
various methodological corrections, one can obtain an ex-
perimental dynamic structure fact8g,{Q,w) which is a su-
perposition of one-phonon, multiphonon, and multiple scat-
tering of neutrons:

In Ref. 1 Landau had this to say about these excitations: Sexd Q) =S1(Q, ) + Sipi{ Q, @) + Sypi( Q, ).
“in respect to the excited levels of the potential spectrum, We are interested in the one-phonon component, which
the potential internal motion of the liquid is none other thancorresponds to the creation of a single excitation in a neutron
longitudinal, i.e., sound, waves. The corresponding ‘elemenscattering event and which carries information about the
tary excitations’ are therefore simply sound quanta, i.e.properties of that excitation. It is the compon&i(Q,w)
phonons.” Sound in quantum liquid&He in particular, can that will be subject to fitting below with the use of different
be excited by an external source. These small nonequilibriurmodels, followed by a detailed analysis of the model param-
oscillations against an equilibrium background in quantumeters. When we speak of the position or width of the “scat-
liquids have been well studied experimentafiyCollective  tering peak” below we shall have in mind the corresponding
sound excitations also arise on account of the energy of thitting parameters of the model description®fQ, ).

2. EXCITATIONS IN THE PHONON REGION OF THE
DISPERSION CURVE
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Let us turn to an analysis of the experimental results of 0.7 T,
neutron experiments in this region. We consider the data on L Q=0.391 A" v
the position of the maximum of the scattering pedk), its v v v
full width at half maximum(FWHM), denoted 2, and the 0.8 ,
relative intensityZ of the peak and the behavior of that quan- S - Q=0.328 A 1
tity with changing temperature, pressure, and value of the ® o5l —a Q=0.306 A:1 A —aala
wave vector transfer. Before turning to that analysis, let us 3 N Q=0.280A 4 ——vte
consider the form of the dynamic structure facs§Q, ) or i
the shape of the neutron scattering peaks. 04 Q=0.2404"" , —o—ole
Shape of the scattering peaks = Q=0.217 A 1 —a—gtw

For a strongly interacting many-particle system the dy- 0358 T2 16 20 24

namic structure facto5(Q,w) cannot, of course, be calcu-

lated exactly. To describe the shape of the scattering peak, an

expression for the dynamic structure factor is approximatedIG. 2. Temperature dependence of the energy of excitations in Iftléd

by some rather simple function Containing a set of adjustablé‘ different values of the wave vector transfer in the phonon region of the
. . . dispersion curve under saturated vapor pres&ure.

parameters. The functions used for this purpose include the

Gaussian and Lorentzi$hand a “damped harmonic oscilla-

tor” (DHO) function(see, e.g., Refs. 19 and )20 should be

emphasized that the use of any of these functions is only

means of describing the experimentally observed peak, anzﬂa" discuss the behavior of this component in more detail

one can only say that some approximation or other rnatCheSelow when we consider the maxon-roton region of the dis-
the general properties of the dynamic structure factor Whidﬂ)ersion curve

follow from requirements of symmetry and other fundamen-
tal principles. In this respect the DHO function has the ad-
vantage that it takes into account scattering processes involNposition of the dispersion curve  €(Q)

ng both -losses .an(i kgTalrl;s fOflfngigy, (\jNh'ZCX begomes The position of the maximum of the scattering peak de-
Important at energies (Refs. 11, 21, and 32Accord- termines the form of the dispersion curve in the coordinates

ing to Refs. 19, 20, and 23, in the phonon part of the disper-g_Q' wheree is the excitation energy an@ is the wave

sion curve the exp_er_imental peaks are describe_zd well enougmector transfer. Accurate neutron data as to the shape of the
by a single DHO fitting function. However, &3 INCIEAses,  dispersion curve and its initial segment have been obtained
in the region of the transition to maxons @t>0.37 A » by many authors over a wide range of temperatures, from 0.5
description by a single function becomes insufficient. For,j 4 g K, and at pressures of up to 2.5 MR&e Refs. 7,
adequate description of the shape of the peak it becomefs_zo, 23-30, etg.Among the most recent results the most
necessary to introduce a superposition of two approximatingommete and precise data obtained by the authors in the
functions®*2°It should be noted that we have previo#8I§/ phonon region are given in Refs. 20 and 31.
attempted to describe the experimental scattering peaks with  Fjrst of all, it should be noted that the inelastic scattering
the use of the simplest model, a superposition of Gaussiafeaks at momentum transfers corresponding to the phonon
functions. In doing so, we neglected a number of methodpart of the dispersion curve are sharp and well-defined in
ological effects. Refinement of the experimental and datapoth the superfluid and normal phases. The most character-
processing techniques showed that the indicated effects ca&tic feature of the phonon part of the curve is the tempera-
substantially distort the final result. This led us to carry out Sure independence of its parameters and, important]y, the in-
new analysis of the spectra on the basis of a description ddensitivity to the transition from the superfluid to the normal
the neutron scattering peaks in the form a DHO function andtate (see Fig. 2 (The slight “dip” of the & values in a
to reconsider the results. They were published in Ref. 1%arrow temperature region aroufig which was observed in
together with a detailed exposition of the procedures used iRef. 7 and to a certain degree in Ref. 20, lies at the limits of
processing the spectra. In addition, additional precision measxperimental accuragy.Only with growth of Q (for Q
surements of the spectra in the phonon—maxon transition re=0.35 A%, according to the data of Ref. Rdoes the up-
gion were carried out, the results of which are presented ivard shift in energy of the dispersion curve at the transition
detail in Ref. 20. to the normal state become noticeable. We note straightaway
Let us mention one more circumstance: if two or morethat such behavior of the phonon region of the dispersion
componentse.g., of the DHO typecan be discerned in the curve differs sharply from the maxon—roton region, the po-
scattering peak, then, strictly speaking, it is necessary to anaition of which depends on temperature and changes substan-
lyze each of these components with respect to the parametesially at the transition from the superfluid to the normal state.
indicated above. However, in the region under study the sedpith increasing pressure the slope of the phonon part of the
ond component, which can be discerned @r0.37 A 1, dispersion curve increases, but as before it remains indepen-
is so weak that it actually has no effect on the values of thelent of temperature and the phase state of the liquid. Thus
parameters o&(Q), 2I', andZ of the main component in the position of the phonon part is determined exclusively by
comparison with the corresponding values for the total scatthe density of the liquid helium, which, as we know, varies
tering peak. Therefore the accuracy of determination of theveakly with temperature.

T,K

garameters of the weak component does not permit one to
alyze their dependence on the external conditions. We
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%%8 e . I T obvious by virtue of the difference in the velocities of zero
200F . . ) ) e L] sound and first sound. The zero-sound velocity is indepen-
240f08. 200 00° eee [ o TOSK T dent of temperature and higher than the velocity of first
: . : : = sound, and the velocity of first sound should be temperature

0.2 0.3 081 A—1O'5 0.6 0.7 dependent, as is in fact observed. Such an “anomaly” is
’ characteristic not only fofHe but also for many other lig-
FIG. 3. Anomalous dispersion curve of excitations in the phonon region inuids, in particular, foHe (Ref. 16 and also for liquid Rb,
I(igl;idz“;ZE( Z;]dt?]r S;tl:tra(;ﬂi vaprirl_presﬁim differgrtltTﬂEK]f: ﬁ-S(D), 1-|53 fNe, and H (see the bibliography of Ref. 17This attests to
the frt-sound velocity aT [K[: 2.22 (1), 153(2), 05(3) (2. The mial & UNified physical nature of the excitations observed aiQow
parts of the dispersion curve in the coordina@gQ) for a number of N these liquids and of the unified nature of the “anomaly” in
temperature& The horizontal lines correspond to the velocity of first the sound dispersion law. Theoretical estimates of the value
sound. The arrows indicate the value@f for the corresponding tempera- of the anomaly iffHe were made in Ref. 13, and the values
ture (b). obtained were close to the experimental values. Remarkably,
the transition from the superfluid to the normal state does not
have any qualitative effect on this picture. With increasing

Anomalous dispersion pressurgi.e., density of the systenthe described regulari-
The velocity of sound wavest=&/Q) obtained from ties of the anomalous dispersion are also preserved com-

: . : . letely: only quantitative changes are seen, since the veloci-
the inelastic neutron scattering experiments are usually co

pared with the velocityC, of hydrodynamic first sound ies of both first and zero sound in liqufthe increase with
1 , -
which is well known from other experiments.lt is clear pressure and, hence, so does slope of the cu(@. Ex

that Co=C, for Q=0. A comparison of the velocities at perimentally the behavior of (Q) under pressure was first

nonzero but small values @ shows thaCo>C, under the studied in detail in Ref. 30Fig. 4). This qualitative picture is

same thermodynamic conditions. This phenomenon is regonﬂrmed by the data of more recent paprg., Ref. 32

ferred to as anomalous dispersion. As is seen in Fig. 3, the _
values of the excitation energy obtained from neutron experic/ 0" of the scattering peaks
ments at fixed lie noticeably higher than those correspond-  The experimental determination of the intrinsic width of
ing to a linear dispersion law(Q)=C;Q. With increasing the neutron scattering peaks is rather complicated, since it
Q the deviation from the linear dispersion law increases ainvolves taking the resolution function of the spectrometer
first, reaches a maximum, and then begins to fall. At a certaiinto account in an adequate w&y**For this reason it should
point Q. the experimental dispersion curve crosses theébe kept in mind that there may be systematic deviations be-
straight linee(Q)=C,Q. The wave vectoQ. correspond- tween the results of different studies. The curves of the
ing to the crossing point depends on temperature, increasinrgWHM of the scattering peakIXT) according to the data
from Q.=05A"! at T=05K to Q.=0.8A 1 at T  of Ref. 20 for several values @ are presented in Fig. 5.
=23 Kandevento 1.1 A'atT=4K. (Thisis well seenin These curves are smooth, described well by an exponential
Fig. 3b, where the data are presented in the coordir@ges function, and up toQ~0.35 A~! their character is un-
versusQ.) Figure 3 once again shows that the position of thechanged upon the transition &fle from the normal to the
phonon part of the dispersion curve is independent of temsuperfluid state. The dependence d&f @n Q at different
perature. temperatures on the phonon part of the dispersion curve has
The explanation for the observed “anomaly” is perfectly been studied, e.g., in Refs. 20 and @8g. 6). Within the
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FIG. 7. Relative intensityZ(Q) of the one-phonon neutron scattering in
liquid “He as a function of temperature for different values of the wave
FIG. 5. Temperature dependence of the WiWHM 2T) of the one- vector tran_sfelQ_ in the phonon region of the dispersion cufl&he h(_)ri- _
phonon neutron scattering peak at momentum transfers corresponding to tIqgntal straight lines reflect the temperature dependence of the relative inten-
phonon region of the dispersion cury@®) and (l)—data of Ref. 20(A)— sity of the peaks.

data of Ref. 29. The dotted curves are approximations by exponential rela-

tions obtained from the experimental data beldow2 K.

maxons the character of the curves changes. Characteristi-
cally in normal helium the linear region &(Q) extends to
experimental accuracy they are close to linear. However, dtigher values of) (see Fig. 8
momentum transfers in the region of the transition from the In concluding this Section we note that the experimental
phonon to the maxon—roton part of the dispersion curve onetudy of the phonon part of the spectrum in liqdide is of
observes a pronounced change in the character of the$endamental value for the theory of superfluid many-particle
curves(see Fig. 6. Bose systems, since, as we have said, there are different
explanations for the nature of the linear part of the spectrum.
Bogolyubov’s resuft is often interpreted as a microscopic
Relative intensity of the scattering peaks basis for Landau’'s phenomenological dispersion relation.

Figure 7 shows the temperature dependence of the inteJne authors do not believe that such an interpretation is jus-
sity Z in the phonon part of the dispersion curve for severafified- As may be seen from the work cited at the beginning
values ofQ, according to the data of Ref. 20. It is seen in the®f this Section, Landau understood “phonons” to mean lon-
figure that the intensity is practically independent of tem-ditudinal acoustic vibrations of the liquid, and there is no
perature and of the state of the liquid heliumormal or doubt about the presence of such collective excitations. Such
superfluid. Here, as in the width of the peak, theransition ~ €Xcitations exist in a liquid completely independently of
begins to be manifested only at momentum transf@rs whether it is superfluid or normal, whether or not there is a
>0.35 A=, In the phonon region th&(Q) curve is close to Bose condensate in the system, and whether the liquid con-

linear (Fig. 8),2° but in the transition region from phonons to SiSts of Bose or Fermi particles. The Bogolyubov quasiparti-
cles have a completely different nature, being single-particle

(atomlike excitations, the dispersion relation of which at
large momenta asymptotically approaches that of free par-

0.3 a ticles, analogous to those which Landau introduced at a phe-
- a
@ T=1.92K
0.2t -'- . - e 0.30
% A
= 1 - o
- ] ey
i I 2 T=2.22K »T=8 10K
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FIG. 6. Width 2T of the one-phonon neutron scattering peak as a function of 0 01 02 03 914 05 06 07
the wave vector transfer Q according to the data of different papers at Q, A
different temperatures, 7=1,92 K: (l)—Ref. 20, (md)—Ref. 29, ((I)—Ref.
32, (H)—Ref. 35). T=1.7 K: (A)—Ref. 36, (A)—Ref. 29, (A)—Ref. 32, FIG. 8. Relative intensity (Q) of the one—phonon neutron scattering as a
(A)—Ref. 35. T=1.4 K: (@)—Ref. 36, (O)—Ref. 32. The dotted straight function of the wave vector transf€) at different temperatures in the pho-
lines are linear approximations of the characteristic parts of the experimental non region of the dispersion curé®The dotted straight lines are linear
curves. approximations.
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nomenological level in his theory of the Fermi liquitl.
These quasiparticles are actually true particles, the dispersion ~ 200f
relation of which has been modified because of their interac-

tion. The number of Bogolyubov quasiparticles, unlike the 150}
number of Landau quasiparticles in the theory of the normal €
Fermi liquid, does not coincide with the total number of ;100_
particles of the liquid because of the breakdown of the phase &
symmetry and the presence of single-particle and pair con- — 50

densates in the Bose system.

This raises the question of what type of excitations form
the phonon part of the dispersion curve 4de. Are they or
excitations by quanta of collective coherent vibrations of the . . ' L . L . L
medium, or are they single-particle excitations similar to 0 02040608 1012 14 16 18
those considered by Bogolyubd\Phe coexistence of two & mev
branches of excitations, each with its own intensity, is als&IG. 9. Dynamic structure factor of superfluitHe near T, at Q
possible. The set of experimental data presented atiove =0.55A"": (O)—data of Ref. 26(®)—Ref. 23. The solid curve is an
any case, for the main compone)rnt'm particular, the tem- approximation using a “damped harmonic oscillator” function.
perature independence of the shape of the initial part of the
curve and its insensitivity to the phase transition and the
similarity of the phonon part to the picture typically seen in
many other liquids, gives a definite indication that the linearin energy. We note that because of the low intensity of the
part of the spectrum dHe, as Landau assumeds formed  aqditional component, the parameters of the main component
by collective acoustic vibrations, quanta of first sound in they, respect to width, position, and intensity do not differ ap-
hydrodynamic region, with a transition to zero-sound quantgyeciably from those of the combined peak within the error
with increasing energy. The possible role played by singlext measurement. Therefore, for analysis of the main compo-
particle excitations analogous to Bogolyubov's is discusseghant pelow we shall simply analyze the parameters of the
below in the connection with the maxon-roton part of thecombined peak. Figure 11 shows the temperature depen-
dispersion curve. dence of the excitation energies for typical valueQdh the
maxon-roton region. Unlike the phonon part, the shape and
position of the maxon-roton part of the curve varies quite
noticeably with temperature. With increasing temperature the

Let us turn to a discussion of the maxon—roton part ofexcitation energy of the maxon part increases, while that of
the dispersion curve, which pertains to excitations with the roton part decreases, so that the maxon-roton part be-
>0.7 A1, The properties of excitations in this part of the comes more bendy. Figure 4 illustrates the fact that the
spectrum differ substantially from those in the phonon part.change of the dispersion curve with increasing pressure oc-
curs completely differently in the maxon—roton part than in

the phonon part.
The possibility that an additional broad component is

present in the structure of the scattering peak here has been
discussed in a number of papers, starting with the work of

Woods and SvensscA At the present time it has been es-

tablished that, starting with the transition region from 1.6
phonons to maxons, a single approximating function is insuf- 1.4
ficient for adequate description of the shape of the scattering

peak. Experimentally this was found as a result of precise 1.2
measurements of the phonon—maxon part of the dispersion 1.0
curve on IN6 spectrometer in Grenobleand the DIN-2PI a:
spectrometer at Dubr&?° According to those studies, at 5.0‘8-
Q>0.37 A~! additional intensity appears on the high- 0.6

3. EXCITATIONS IN THE MAXON ROTON REGION OF THE
DISPERSION CURVE

Shape of the scattering peaks

T

T

energy wing of the neutron scattering péake, e.g., Fig. 9 0.4
which can be interpreted as the appearance of a component
due to excitations of another type. The intensity of that com- 0.2r

ponent is higher the closer the temperaturf o i \ L : ' :
0 02 04 06 08 10 1.2

-1
Position of the dispersion curve  &(Q) Q,A

As an illustration of the position of the neutron scatter-FIG. 10. Position of the dispersion curves of the mé® and additional
ing peaks for the two distinguished components, the data dfd) components of the dynamic structure factor of liqdite under satu-

Ref. 20 are presented in Fig. 10. The dispersion curve of th@t.ed vapor pressure and for momentum transfers correspondmg to the tran-
Sition region from the phonon to the maxon parts of the dispersion curve at

main component_ i.S denoted by a solid line. The (_jiSpe_rSior& temperature of 2.10 K according to the data of Ref. 20. The vertical bars
curve for the additional, much weaker component lies highebn the points for the additional component correspond to the peak witth 2
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FIG. 11. Temperature dependence of the energy of excitations in ﬁmd FIG. 13. Relative intensitZ(Q) of the one-phonon neutron scattering of

for different values of the wave vector transfer in the maxon-roton region Ofliquid “He at saturated vapor pressure as a function of temperature in the

the dispersion curve at the saturated vapor pressure. maxon—roton region of the dispersion curve for different values of the mo-
mentum transfeQ [A~1]: 0.59 (O—Ref. 20, 1.15 (B—Ref. 20, 1.925
(A—Ref. 29.

Width of the scattering peak

The possibility thgt two or more components coexist in The widths of the peaks of the weaker component are
the maxon-roton region complicates the introduction of a

single intrinsic peak width. If one nevertheless considers th represented by the vertical bars in Fig. 10; they are much

scattering peak to be integral and determines its FWHM for‘_?arger than the peak widths of the main component.

mally, then one obtains the temperature curves of the peak ) )

width shown in Fig. 12. This width will to high accuracy be Re'ative intensity of the scattering peaks

that of the main, narrower and more intense component. Itis As we have said, the intensity of the main component

seen in the figure that as the temperature of the transitiopractically coincides with that of the central peak. The rela-

from the superfluid to the normal phase of liquitle is  tive intensity Z(T) for maxons and rotons, which varies

approached, the character of the temperature dependencevwpéakly at lower temperatures, increases sharply-ag K,

the peak width in the phonon—maxon region changes and nand the increase continues, even more rapidly, in the normal

longer corresponds to the exponential dependence obeyedgiiasg(Fig. 13. TheZ(Q) curve, as we see, differs from that

low temperature. in the phonon part of the spectrufiig. 7). The dependence

A very clear illustration of the different nature of the of the energy of the peak on the wave vector tranféQ),

phonon and maxon—roton excitations is given by the depershown in Fig. 14, has a characteristic maximum in the roton

dence of the width of the integral peaks on the wave vectoregion and is also different from(Q) for the phonon part.

transfer(Fig. 6). This dependence is sharply different @r  The intensity of the additional, broad component is much

<0.7 A~! (where T increases linearly with increasin@) less than that of the main componéftg. 15.

andQ>0.7 A~ (where 7T is practically independent @). It should also be noted that the data given above on the
parameters of the additional component in the maxon—roton
region are taken from Ref. 20, in which the measurements

1.2
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FIG. 12. Temperature dependence of the peak WigftvHM 2I") of the 1
one-phonon neutron scattering in ligdide in the maxon—roton part of the QA

dispersion curve at the saturated vapor pressure for different values of the

momentum transfef [A~]: 1.925 (B—Ref. 29; 1 (O—Ref. 20, 0.6 FIG. 14. Dependence of the relative intensit§Q) of the integral neutron
(Y—Ref. 20, 1 (A—Ref. 23. The dotted curves are approximations by scattering peaks in superflufiie at saturated vapor pressure as a function
exponential relations obtained from the experimental data bdlev K: of the wave vector transféd (according to the data of Ref).5The dotted
Q=1A"tand 1.925 A1 (1), Q=0.6 A™1 (2. straight line is a linear interpolation of the initial part of the curve.
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70 . o . at low temperatures up to 2 K, and only ako2 K does a
/ e« o ° noticeable variation of the energy position of the peaks begin
60f A : (Fig. 17). In the normal phase the position of the dispersion
2 gl ;/’ . curve differs substantially from the classical low-temperature
5 1 curve (see Fig. 1 With increasing pressure the position of
£ 40f / the dispersion curve varies in a rather complex manner: it
:‘; increases in energy on the maxon part and decreases on the
< 30r / o roton part(Fig. 4. The width 2" of the neutron scattering
N 2ol / peaks is apparently independent of the wave vector transfer
/ I Q (Fig. 6). Below 2 K the temperature dependence of the
10f A b oo O width of the scattering peaks is described well by an expo-
. ° . L . . nential function; at higher temperatures approachingXhe
0 02 04 06 08 10 12 transition the increase of the width with increasing tempera-
C),A_1 ture becomes stronger; then, after transition to the normal

FIG. 15. IntensityZ(Q) of the main(®) and additionalC]) components of phase, the temperature dependence becomes much weaker
the one-phonon neutron scattering peak of ligtkte at saturated vapor (F'Q- 12. Tth dependgnce of the intensigy Of.the Sca.t'
pressure in the transition region from the phonons to maxons at a temperd€ing peaks is characterized by a broad, flat minimum in the
ture of 2.1 K according to the data of Ref. 20. The dotted straight linemaxon region and a large maximum in the roton redieig.
corresponds to the linear dependenceZ¢®) in the phonon part of the 14). The temperature dependence of the intensity is rather
dlsper5|0n curve. P

weak up to 2 K, but above that temperature it increases no-
ticeably upon the transition to the normal phafey. 13.
The dynamic structure fact@®(Q,w) is not described by a
aingle function of the DHO typéFig. 9). At Q in the region
from 0.37 to 0.8 A’ the authors of Ref. 20 could distin-
guish a second, weaker compongrigs. 10 and 1 appar-
ently the second component exists at higher value® pof
particularly in the roton regioff It is important to note that

were made up t@=1 A~. The existence of a second com-
ponent at larger values of the wave vector transfer has be
noted at a qualitative level in many studiese, e.g., Ref.
38), but it has not been reliably discriminated analytically.

4. DISCUSSION AND ANALYSIS OF THE RESULTS the second component is reliably distinguished only at rather
Summarizing the experimental results reviewed here, w&igh temperaturegabove 2 K. Sharp, well-defined neutron
can reach the following main conclusions. scattering peaks at momentum transfers corresponding to the

1. The whole set of data indicates the substantially dif-Maxon—roton part are characteristic only for the superfluid
ferent physical nature of the main component of the excitaPhase of'He and are not observed above theoint nor in
tions on the phonon and maxon—roton parts of the dispersiofther liquids.
curve of superfluid liquidHe. Let us analyze the experimental facts adduced above. We

2. The excitations forming the phonon partQtfrom 0  note that the nature of the main component of the maxon-—
to 0.37 A~1 are characterized by the following features. Thefoton excitations is essentially due to the breaking of the
position of the dispersion curve(Q) corresponds to group phase symmetry of the state and to the presence of the Bose
velocities of the excitations higher than the velocity of firstcondensate. In Ref. 10 it was conjectured that, unlike the
sound(Fig. 3. The position of the dispersion curve is inde- collective phonon branch, the excitations of the maxon part
pendent of temperature and is unaffected by the transition dfave a single-particléatomlike) nature, i.e., they are essen-
the liquid “He from the superfluid to the normal stafeig. tially individual atoms whose dispersion relations have been
2). With increasing pressure*le density the dispersion modified as a result of the interaction with the surrounding
curve is shifted upward in excitation energlig. 4. The particles. We note that the single-particle excitations are also
width 2I" of the scattering peak is a linear function of the of a collective nature, but their “collectivity” differs consid-
wave vector transfe® (Fig. 6), while the temperature de- erably from the collective character of photon excitations,
pendence is described by an exponential function whoswhich are quanta of coherent vibrations of the many-particle
character is unchanged at the transition of the helium fronsystem as a whole. As we have said, it was single-particle
the normal to the superfluid phadg. 5). The intensityZ of ~ excitations that were considered by Bogolyubov in his fa-
the neutron scattering peaks depends linearly on the value #fious paper on the theory of a slightly nonideal Bose“gas.
Q and is almost independent of temperat(Fegs. 7 and 8  The dispersion relation of Bogolyubov quasiparticles is sub-
The shape of the neutron scattering peaks is described wedtantially determined by the presence of a Bose condensate
by a single DHO function to within the accuracy of the ex-in the system, and it is therefore natural to identify the
periments. A well-defined phonon part is characteristic nofmaxon—roton excitations with precisely these quasiparticles,
only of the superfluid phase but also exists Tor T, and is  which should have an analog in a strongly interacting sys-
also observed in many liquids, including nonquantum onestem. The variability of the number of single-particle excita-

3. The main component of the dynamic structure factortions in a superfluid Bose liquid, unlike the single-particle
S(Q,w) at momentum transfer® from 0.37 to 2.5 A1, excitations in a normal Fermi liquid, where their number is
which pertain to the maxon-roton part of the dispersionequal to the number of particles, is due to the presence of
curve, is characterized by the following properties. The posingle-particle and pair Bose condensates in the system.
sition of the dispersion curve is independent of temperature If the single-particle excitations in real liquid helium are
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identified with the quasiparticles considered by Bogolydbov 1.5
in the approximation of a slightly nonideal Bose gas, then a
somewhat strange situation arises: a superposition of the lin-
ear parts of the spectra of excitations of different natures:
guanta of coherent acoustic vibrations and single-particle ex-
citations. We note that experiments have given no indication
of the presence of such a superposition. It should be noted
that there are no very weighty theoretical grounds for requir-
ing that the dispersion relation of single-particle excitations
have a linear acoustic character at small wave vectors. In-
deed, the linear dispersion relation in Ref. 4 was obtained in
the framework of a certain approximation that is a simplified . L . L .
version of the self-consistent field approximation. In the Y 0.5 -1 1.0 1.5
present paper we have taken into account the mean field QA

produced by particles of the Bose condensate, determined @fs. 16. Possible picture of the splitting of the dispersion curves of two
the anomalous quasi-meda,a_;) (ax is the annihilation modes of excitations in superfiuftHe.

operator of a particle with momentuk), on the grounds that

it is small in the case of a weak interaction. It has been

showrt* that when this particular mean field, which does not@!! iquids, is attenuated with increasing wave vector and,
vanish for arbitrarily weak but not identically zero interac- 2PParently is practically indiscernable@e-1 A% The dis-

tion, gives rise to a qualitatively new effect—the presence Opersion curve of the single-particle mode has a gap character

a gap in the spectrum of single-particle excitations. This erand crr]oss“es th_e O,I,'Sﬁerj_'on curve of the CO:?C“Xe nl10de.
fect has a clear physical meaning—the gap determines t tsulg t;i crotszlnt% tt € |_sp_e|:r5|ort1 cutrves S]fitr']g' d_6). ¢ .
minimum energy that must be expended in order to tear ghou € note at a simiiar structure of the dispersion

particle out of the Bose condensate of interacting particlegurve of the energy excitations in superflfide was dis-

and thereby create an above-condensate single-particle eX&gssed previously in Ref. 1@Fig. 17. In addition, there

tation. The value of the gap is determined by the anomaloughOUId exist modes of pair excitations: particle—hole, two-

. : . particle, and two-hole, and modes of different multipair ex-
quasi-meana,a_), the particle number density, of the o .
: : . . citations. Those modes should be considerably weaker than
single-particle Bose condensate, and the interatomic intera

. fhe main modes in superfluid helium and may not be ob-
tion constantUJy,.

. . . rved in experiment. It shoul noted that the present-
We note that the discussion of the possibility of excna-Se ed in experime should be noted e present-day

. ; . . . level of measurement accuracy does not permit an analysis
tions of a gap character in superfluid helium has a long his

. of the internal structure of the additional components of the
tory. Back in one of the early papers on the theory of the

i f the liquid, B o th lusi neutron scattering. It follows from the above picture of the
energy “spec rum o , € liquid, came 1o the conclusion pectrum that two branches of excitations should exist at
that an “energy gap” was present between the normal and a

th ited stat iew that iticized by Lafdau mall values of the wave vector, i.e., in the phonon part of
€ excited states, a view that was criticized by La the dispersion curve: one with lower ener@pllective and

the grounds that that result would mean that low-frequency, . wh higher energy(single-particle. In neutron-

;C%uitlcg'br,a“og? C?UId .not Frqpa?aée.;n_tthe liquid. Wg ?ﬁtt cattering experiments, as we have said, @r0.37 A™?
at Landau's objection Is eliminated 1I 1t 1S assume aonly the collective, zero-sound mode is well defined. How

excitations with an energy gap exist together with the acoUSean one account for the fact that the single-particle peak is

g, mevV

Bogolyubov’s approadht was shown that, instead of a spec-
trum going linearly to zero, a gap appe&ts* Solutions
with an energy gap in the self-consistent field model are
discussed by Griffitt and were also obtained in Ref. 14.
Nevertheless, in view of the apparent agreement of Bogoly-
ubov’s dispersion curve with the experimental dispersion
curve in superfluid liquid helium, the “acoustic” character of
the single-particle excitations with small momenta in Bose
systems can be regarded as an established“act.

Thus the arguments presented and the experimental data
analyzed above suggest the following picture of the structure
of the spectrum of energy excitations in liquide. )

excitations, then their intensity cannot be arbitrary. In par-

! 1

|
There are two typemode$ of elementary excitations in 0 0.5 1.0 1.5 2.0 2.5
superfluid*He, which correspond to pronounced peaks in the Q, A7
dynamic structure factor for neutron scattering in different
parts of the dispersion curve: a collective mddero sound,
which goes over to first sound at very low frequenf@sd @  mode of excitations is strongly damped@t-1 A~2. The single-particle
single-particle mode. The collectiyeero-sounfimode, as in  (SP mode of excitations is strongly damped 9 0.7 A~

FIG. 17. Possible picture of the trend of the dispersion curves of two
branches of excitations in superflufiie (Ref. 45. The zero-soundZS)
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ticular, the intensity of any peak cannot grow while the in- In this paper we have examined the existing experimen-
tensity of the other peaks remains unchanged. This followsal data from the standpoint of a certain physical hypothesis
from the sum rule for the dynamic structure factor: concerning the formation of the spectrum of elementary en-
5 ergy excitations. The majority of the existing known experi-
” _NQ mental facts can be explained in the framework of that hy-
0 2m pothesis.
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It is shown from an analysis of x-ray structural and IR spectroscopic studies that when impurity
particles are introduced into liquid or solid helium, the clusters formed in the cold part of

a gas jet have a pronounced spatial separation of impurities with different volatility. In particular,
in the condensation of partially dissociated diatomic molecules the atoms are highly
concentrated near and on the surface of the clusters. Segregation of this kind is preserved in the
condensate in liquid helium, which consists of clusters stuck together into a porous

structure; in solid helium clusters are isolated. The presence of high concentrations of atoms in
the surface layer at the boundary with condensed helium explains the specifics of
condensate behavior observed by methods of optical spectroscopy, ESR, and thermometry. An
experimental strategy is developed for detecting the formation of an impurity—helium

solid. © 2004 American Institute of Physic§DOI: 10.1063/1.1808152

INTRODUCTION to the release of the energy of the absorbed photon in it, is
ds.uﬁ‘iciently sensitive for studying the spectra of molecules.

_The unique phenomena taklng_ place in liquid and_soh At the same time, the fact that a particle trapped in a droplet
helium have been observed experimentally largely owing to

. ) X I .~ “cannot undergo a transition from one droplet to another pre-
the unique purity of the object—the solubility of any foreign . .
) o T o C vents coalescence of the impurity and thereby ensures that
impurities in liquid helium is vanishingly small. At the same

. . . I the particles under study are reliably isolated. By now this
time, the interaction of a quantum liquid or quantum

L ) . I o method has been used to study the spectra of a large number
crystal—liquid or solid helium—with impurities that have

been added is of fundamental interest. It is reasonable thél)tf molecules, and interesting effects characterizing the inter-

. . : e action of a quantum liquid with quantum microinclusions
such studies have been done primarily with “natural” impu- o .
. . o . " have been observed.The limitations of the method include
rities. For example, investigation of the behavior of the light

isotope®He in liquid “He permitted H. London in 1951 to the fact that the spectra are influenced by the restricted size

state the principle of deep cooling, which is realized in :so-Of the droplets and, especially, the impossibility of varying

called dilution refrigerators, and a group of physicists fromthe temperature and pressure.
Kharkov in the 1970s to discover the quantum diffusion ef-
fect in solid helium! Studying the mobility of charges in
condensed helium has led to the discovery of the so-calle
“bubble” arising around an electron due to its Small concentrations of an impurity can be created in
delocalizatio and the “snowball,” a concentration of he- solid or liquid helium, for example, by laser ablation of a
lium around a heavy positive ichRecently the behavior of target immersed in the helium, but for the majority of the
helium under conditions of restricted geometry has been theonceivable applications the impurities must be introduced
subject of much research interest; such conditions are realrto condensed helium externally, from the gas phase, and
ized in porous structures of the aerogel type, which can alswith the substance under investigation highly diluted by he-
be treated as a sort of impurity. It is of great interest to studyium to avoid coalescence of the impurity as the gas is
the interaction of helium, especialljHe, with surfaces, cooled. It should be kept in mind, however, that cooling he-
which demonstrate the structurization of the boundary layer§um, say, from 300 K to a few kelvin requires removing an
of a quantum liquid: energy of around 450 K per atom, while at the same time
The diversity of phenomena observed in the interactioreach helium atom evaporated from the liquid carries with it a
of condensed helium with various inclusions has stimulatednaximum of 7 K. In other words, in the steady-state case the
attempts to introduce truly foreign microparticles into it. As a counterflow of evaporated helium must be 60 times greater
rule, the concentrations of impurities that can be introducedhan the flow directed toward the liquid helium. This means
into helium have been extremely low, sufficient only for op- that under conditions close to uniform there cannot be any
tical studies of allowed transitions in the atoms. An impor-appreciable flows at all. Just such a situation existed in the
tant exception is the method based on the capture of impurfirst experiments, where a Dewar containing liquid nitrogen
ties into freely expanding cold helium droplets. Although theor helium was connected to a volume filled with the con-
concentrations of particles that can be introduced into heliundensed gas® recently the authors of Ref. 9 turned to a simi-
here are also small, the method of detection of the spectrdar techniqué. In such an experimental arrangement some
which is based on registration of the decrease in size of theemperature profile is established in the gas through heat
droplet due to evaporation of part of the helium atoms owingconduction, and coalescence of the impurity begins at those

JET METHODS OF INTRODUCING IMPURITIES INTO LIQUID
HELIUM
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places where the temperature is close to the dew point. Until
the clusters of impurity molecules forming there reach a cer-
tain size they are unaffected by gravity and move up and
down in a nonuniform temperature field under the influence
of Brownian motion and convective flows. The critical size

at which the clusters begin to acquire a predominant direc-
tion of motion downward, to a region of lower temperatures,
can be estimated on the basis of the Boltzmann distribution
in the field of gravity:

N KT
" mgAh’

1)

whereN is the number of molecules in the cluster,is the
mass of a molecule, ankh is the characteristic height of the a b
condensation region. For a substance with a molecular
weight of 20 withAh=1 cm and a temperature= 200 K FIG. 1._ Schematic Qiagrams of the jet techniqueg wi_th @r&nd closed

- . (b) helium cycles in the measurement célli—liquid-nitrogen-cooled
we find that the number of molecules in the cluster td\be source with a small aperture on the bottom for forming the jet;
~10° and the characteristic spatial dimension of the clustep—electrodes for rf electrical dischargg:—cell filled with superfiuid he-
to be around 30 nm. Since even after the critical size idium; 4—main helium bath of the pumped cryostat—capillary for con-
reached the precipitation of the clusters demonstrates rathgi)lling the Ieve_l of supe_rflu_id helium in the cell. The directions of the flows

. . of gaseous helium are indicated by arrows.

slowly, they are able to grow in size and freeze together into
flakes long before reaching the region of really low tempera-
tures, and for that reason the structure of the condensate does
not depend strongly on whether the condensation takes plaéémperature creation of materials with a high density of
in liquid nitrogen or liquid helium. The rate of the gravity- stored energy; this was the motivation for the studies men-
controlled process of impurity precipitation in the liquid, the tioned. In addition, the presence of such products made it
size of the flakes, and the density of the condensate forme@ossible to employ not only visual but also other, quantita-
all depend on the size of the precipitation region and the gative means of investigation, such as electron spin resonance
pressure but, as the experiment of Ref. 9 showed, liquid heESR), optical spectroscopy, thermometry, etc.
lium can be filled rather rapidly with a porous condensate It is of fundamental importance that under conditions of
similar in structure to an aerogel. flow the question of the coalescence of impurity particles

To achieve a steady gas flow toward the surface of th@cquires a kinetic character—is there or is there not sufficient
liquid helium, this flow and the counterflow of evaporating time for clusters of a given size to form during the flight to
helium must be spatially separate. This was first realized byhe surface from the place where the temperature of the par-
us in Ref. 10, where gaseous helium containing a small imticles in the flow becomes low enough for coalescence to
purity of the particles to be studied was admitted into theoccur. In particular, it is sufficient to take the impurity con-
cryostat through a small aperture, ensuring a high initial vecentration so low that its molecules do not collide with each
locity of the jet. The existence of a directed gas jet all theother at all during the time of flight, and the impurity reaches
way from the aperture to the superfluid helium surface lothe helium surface in the form of individual atoms or mol-
cated several centimeters below was proved by the presen@§U|eS. For estimation we take the temperature and density of
of a rather deep, stationary dimple on the liquid surface, andhe helium in the jet to be such that the termolecular reaction
the jet itself was visualized by the bright recombination ra-of coalescence of impurity particles approaches its bimolecu-
diation when an electric discharge acted on the mixtargp ~ lar limit, and its cross section is equal to the gaskinetic one.
about 1 mm in diameter was brought to the surfadde  In that case the particles are incident on the liquid helium as
temperature of the jet, measured from the structure of thésolated molecules if their concentration obeys
rotational electronic—vibrational band of recombination ra-
diation of molecular nitrogen, remained sufficiently high all n< ,
the way to the surface of the liquid heliuthThe formation ovAh
of such a well-organized flow at extremely high gas densitiesvhereW is the velocity of the jetg is the gaskinetic cross
was rather unexpected, and the cause of this effect should Isection, and is the thermal velocity of the impurity mol-
sought in the gasdynamic features of the propagation of acules. For a jet propagating at the speed of sound, coales-
“warm” dilute gas in cold and dense helium. Whatever the cence will clearly not occur at impurity concentrations much
reason, this technique, the basic scheme of which is illustower than 18° particles/cm, while at lower jet velocities
trated in Fig. 1la, permitted the time of the gas transport tahe admissible impurity concentrations are proportionally
the liquid helium surface to be shortened by many orders ofower. In principle, instead of using a mixture prepared be-
magnitude. This made it possible, through the preliminaryforehand one can introduce the impurity into the helium gas
application of an rf electrical discharge to the gaseous mixjet immediately before it enters the superfluid helium, e.g.,
ture, to bring energetic labile products such as atoms, freby laser ablation from a solid target, as was recently imple-
radicals, and metastable excited particles to the surface amdented in Ref. 12 in a technique analogous to that described
stabilize them in the liquid helium, i.e., it permitted the low- in Ref. 10.

2
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As we have said, the condensation of a jet in liquid
helium leads to significant heat release, and in a cryostat in
which the low temperature is maintained by pumping of he-
lium vapor this requires a high-powered pump. For example,
for a warm helium flow of 18 atoms per second the power
released in cooling it to helium temperatufesd this is the
main heat releage@mounts to almost 1 W, and so 0.01 mole
of helium per second must be pumped out of the cryostat to

Intensity

maintain a steady temperature. At a temperature of 1.5 K, A 4 4 A

which corresponds to a saturated vapor pressure of helium : Vo '

equal to 4.7 mbar, a pumping rate of 60 liter/s is required. PN SR R A T P S 1. 1l o
Although the main counterflow of evaporating helium 10 12 7 147 16 18 20

occurs from the main bath of the cryostat, evaporation from = N22_(; de;— Ne —

the superfluid-helium-filled cup is also rather intense. There-
fore, the main part of the jeapproximately 60-80%was  Fig, 2. piffraction pattern of a sample obtained by condensation of an
reflected from the liquid helium surface, carried along by theN,:Ne:He=1:1:200 mixture’> The four top curves corresporifiom top to
ascending flow. The probab”'ty of trapping of an |mpur|ty by bottom) to a hold of the sample in liquid heliurt#.2 K); the lower curves

Lo ) . P . . correspond to a dry sample®t 13 K (fine line) andT=16 K (heavy ling.
liquid helium is increased significantly by using a t(:"Chmql“leThe positions of the diffraction peaks are indicated by arrows. The three

which we proposed recentfywherein the flow and counter-  arrows pointing downward indicate the positions of the peaks of the cell
flow of helium are physically separatsee Fig. 1h In that  material beryllium. The background scattering observed is mainly due to the

case the thermal coupling of the main helium bath with theiquid helium.
cell in which the condensation of the helium jet occurs is

achieved through the thermal conductivity of the material Ofticular, x-ray studies done in collaboration with co-workers

the walls of the cell. When electrolytic copper was used, they princeton Universif{f unambiguously indicated that the
temperature difference of the helium bath and the superfluidlyngensate contained impurity particle clusters having a
helium inside the cell did not exceed 0.01 K during the con~4iher regular internal structure and dimensions of around 3
densation. The superfluid helium inside the cell served as g, Recently analogous experiments were done at Cornell
cryopump for the condensing jet; its level was maintainednjyersity using a similar method of condensati@review
constant by removing helium through an additional capillary.qf those studies was given by D. M. Lee at the Nobel Lau-
Under steady-state conditions outflow through this capillaryieates Conference in 200¥ Those experiments reproduced
determined the flow entering the liquid helium. In this tech-many of the results which we had obtained previously, but at
nique the ascending flow in the cell was absent altogethefhe same time it was found that the propagation of sound in
and the entire jet was trapped by the liquid helium. In addithe condensate precipitated in superfluid helium is the same
tion, the closed cycle for the helium used in the condensatioRs in an aerogel impregnated with liquid helidfn.
made it possible to work with specially purified helium and  The fact that the condensate obtained in liquid helium
even with®He. In every other way the condensation condi-consists of impurity clusters was not unexpected, since the
tions were the same as for the technique with an open heliuroalescence of impurity molecules could occur already in the
cycle. gas phase, during their transport to the helium surface. In-
Of course, the coalescence of an impurity can continugjeed, both in our studies and in recent investigations done by
inside the liquid helium. The interaction of individual mol- an analogous technigtfe®the impurity concentration was
ecules and small clusters in a quantum liquid is one of theyt least 2—3 orders of magnitude higher than that correspond-
most interesting questions in the problem under discussionng to criterion(2). Finally, the most recent stutfdone by
In experiments using the jet technique extraordinarily highthis same technique obtained spectroscopic proof of the for-
concentrations of stabilized atoms, a specific influence ofmation of clusters in the lower part of the jet. And although
superfluidity on the stability of the samples, and unusuallythe authors of Refs. 16—18 continued to use the term
long lifetimes of electronically excited metastable atoms*impurity—helium phase” that had been introduced in Ref.
trapped in the condensate have been observed. This has Igd, it is clear that we are dealing with a completely different
us to the idea that a peculiar impurity—helium solid phaseobject. It is worthwhile to clarify at the start whether impu-
exists inside the heliurt. It was assumed that it consists of rity condensation in superfluid helium from a jet directed
individual particles or small clusters that are frozen togetherinto it is simply a convenient way of creating an aerogel-like
each surrounded by a helium monolayer solidified owing toporous structure inside the liquid or whether the structure
its localization in the van der Waals force field. Of course,that is formed has specific properties. This question is one of
such a state can only be metastable, and the calculated baire main topics of the present paper.
rier for the process of pair coalescence of two impurity cen- It is convenient to begin our analysis of the problem with
ters surrounded by a helium shell is only 28 K, which isan examination of the results obtained in the condensation of
insufficient to bring about long-term stability,although ina  binary mixtures of impurities. Figure 2 shows the x-ray dif-
three-dimensional lattice the barrier should be about threéaction patterns of the condensate of a mixture of nitrogen
times as high, thus ensuring the necessary metastability. Weand neon in helium, NNe:He=1:1:200. This experiment
have attempted to observe this impurity—helium phase, butyas done by us in collaboration with a Princeton group at the
unfortunately, all of our attempts have proved futile. In par-synchrotron radiation source at Brookhaven National Labo-
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ratory (USA) during the time when the work reported in Ref. since the Ne-M interaction is stronger than the Ne-Ne inter-
16 was being done. The spectrum of the condensate clearbttion.

shows that the two peaks of nitrogen corresponding to its  Similar effects were later obsen/édn the precipitation
cubic lattice structure are both present. Analysis of the shapef mixtures of B, and N,: in the condensate found inside

of the peaks, analogous to that performed in Ref. 16, showkquid helium the diffraction peaks from both deuterium and
that under the assumption of a perfect crystal lattice theyitrogen clusters were clearly observed.

correspond to clusters containing about hiblecules. In Let us now analyze the consequences of the model of
nitrogen clusters containing 0.1% neon distributed randomlyguccessive coalescence in the jet in the case when the impu-
such peaks should be observed for clusters consisting d¢fty particles studied are partially dissociated diatomic mol-
10* molecules, while a 1% impurity content in the clustersecules, such as H D,, and, primarily, N, as it is for their
should suppress the diffraction a|togetm|east no Signs of condensates that the most interesting results have been ob-
diffraction are detected at a 10% Ne content it IRef. 20.  tained, which led to the hypothesis of an impurity—helium
The intensities of the peaks were close to those obtained if°lid- The polarizability of atoms is always much less than
the condensation of pure nitrogen, which indicates that therfat of molecules made up of them, and the nitrogen atom is

should not be many clusters of mixed elemental compositionV&!l modeled by a neon atom, since their polarizabilities are
Thus in the condensation of mixtures containing equaFIose' In particular, a hypothetical cluster of unrecombined N

amounts of nitrogen and neon, compact inclusions ar@toms should be formed approximately at the same tempera-

formed which consist of at least 1@itrogen molecules and tures asa clus_ter of Ne atoms. This means th_at n _the con-
densation of nitrogen that has been partially dissociated by

contain less than 1% neon impurity atoms. It is hard to imag- . . .
n rf electrical discharge, clusters consisting of molecular

ne tha.lt s_uch_a §egre_gat|on by elemental_compogmon C.Omﬁitrogen form first, and then N atoms condense on their sur-
occur inside liquid helium, where any foreign particles stick

togeth ith bability cl i itv. Theref face. The segregation effect should be just as strong as in the
ogether with a probabiiity close 1o unity. Therelore, one . q impurity neon, since the local concentration of atoms

must assume that.under th_e cqnd|t|0ns of.our eXPermenty, o condensate should be determined most likely not by
either clusters of nitrogefwhich is less volatile than nedn i content in the initial gaseous mixture but by the maxi-

have time to grow in the gas before it reaches the temperay, ;m admissible concentration in respect to the mutual re-
ture region where coalescence of neon begins or else a soligympination of stabilized atoms. This conclusion seems to us
solution of nitrogen and neon that forms has time to decom;g pe extremely important, and we therefore deemed it nec-
pose during cooling. In the absence of a jet, on account ofssary to find a way of rejecting even the improbable possi-
repeated annealing during the Brownian motion of a clustetjlity of phase segregation during the metamorphoses of the
phase separation is extremely probable. However, under thgyo different substances of the condensatgde liquid he-
conditions of our experiments, since the saturated vapofum. For this it was necessary to suppress the motion of
pressure at which condensation begib8 P3 is reached at  microparticles of the condensate in the condensed helium,
40 and 14 K for nitrogen and neon, respectively, and the.e., to carry out the condensation in solid helium.
directionality of the motion of the particles inside the jet
makes the kinetics of their temperature variation monotonicyNTRODUCTION OF IMPURITIES IN SOLID HELIUM
this can scarcely come about. The high concentrations of h i isolati hni o .
stabilized atoms observed in our experiments are direct prooé. In the matrix isolation tec_: nique itis sta}ndard practice to
of phase separation during growth of the cluster—upon sepa-IIUte t he subs’gance to be .|nvest|gated with a rare gas and
deposit everything as a solid on a cold substrate. However,

ration into an individual phase the atoms would undoubtedly O : : o . _
recombine. such an approach is inapplicable for isolation in helium, sim-

. . . ly because helium is the only substance that does not have
The x-ray scattering cross section on nitrogen molecule%

q ‘ bl d the total ber of triple point and a region of coexistence of the gaseous and
and neon atoms are comparablé, and the fotal number of eagy); phases. It would seem that an even more difficult prob-

in the observation zone should be equal. Nevertheless, the, 1, overcome is that the position of the interface between
diffraction peaks of neon, if present at all in the spectrum Ofy,e 5olid and liquid helium at a fixed pressure is determined
the condensate dt=4.2 K, are very weakOnly on heating  p the temperature field, and nothing can be “grown” on it
to T=13-16 K, when the mobility in neon is frozen out, do 55 is ysually done in the growth of a sample in the common
the peaks corresponding to the fcc structure of crystallingnayix isolation technique. Nevertheless, we have managed
neon appear, the amplitude and width of which are close t¢; Jevise a method of growing impurity-doped helium
those for nitrogen.A natural cause of such behavior is the crystals®®2*The principle of the method is clear from Fig. 3.
deposition a significant fraction of the neon on the surface of A helium crystal was grown in a vertical cylindrical ves-
already formed nitrogen clusters during sedimentation in th%e| made of Sapphire which was p|aced in a volume of su-
gas. For equal volumes occupied by the elements, the thickgerfluid helium. The vessel is connected at the top to a high-
ness of the shell of the cluster, which determines the width opressure (26-30 bar helium feed system. If helium is
the diffraction peak from the shell material, should(ee is  removed from the bottom of the vessel at a constant rate,
easily estimateda factor of 6 smaller than the diameter of then, since the friction of the crystal against the unwettable
the core, which determines the width of the peak from thewalls of the vessel is small compared to the forces arising
core material. At the same time, the formation of the firsteven at very low pressure gradients, the crystal as a whole
neon layers on the surface of a nitrogen cluster should begibegins to move downward. Then on account of the helium
at a higher temperature than the formation of neon clusterglow into the cell from the feed system, the crystal simulta-
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FIG. 4. Absorption spectrum of a helium crystal doped with a carbon mon-
oxide and neon, CO:Ne1:122° The dashed line indicates the position of
the most intens&, line in the case when CO is isolated in parahydrogen.

the case of isolation by parahydrogen the observed linewidth
is less than 102 cm™?, and the same width can be expected
in solid helium. Figure 4 shows the spectrum of CO upon
condensation in solid helium of a CO:Ne:Hé&:12:80000
a b mixture. Since 12 Ne atoms can be placed simultaneously
FIG. 3. Schematic di ¢ the techniaue for introducin i o int around the CO molecule, in the case of a random distribution
cold HeliﬁmegTiEs;ZgL?g ?ubez_ezomieﬁﬁ;rmgf aluminum oxides. Of particles in the condensate a significant fraction of the CO
3—outlet capillary,4—copper flangess—inlet capillary with vacuum ther- Molecules should be isolated from the other molecules by at
mal isolation and a small aperture on the lower ehthigh-pressure tank,  least one layer of neon atoms. This would be sufficient to
7h—pr9?;:rte ri%‘:'a:é"n‘f:t‘:c?% SEJJ?&?ZQZ'LE‘ZQS;?JZ,?JVS' Tg:tL”ese;s decrease the linewidth by many times in comparison with
Zin?\[l)vlz,l is );playe?of quui();(sugerﬂuid heliump,s is solid he)lligm.’ ’ solid CO and to increase the intensity by the Sa_me faCtor‘
However, the band that was detected does not differ in any
way from that registered in the condensation of a CO:He

neouslv arows upward to the original position. Thus themixture _and. is similar in shape t.o the band observed .in sqlid
y 9 b g P CO, which is known from the literature. Thus even in this

sample remains in place, while its content is shifted down- I :
case clusters of the less volatile impurity component are se-

ward at a rate determined by the outflow from the cell. Sinci ively f d duri d i The si f the CO
the incoming flow is fed through a small aperture and a smal ectively Tormed during condensation. 1he size ol the
clusters is rather large—for the oligomers (GOh< 10, the

amount of a target impurity is admixed to the helium, the :
high-power jet that arises rapidly conveys the impurity to-center of the line should be found at another frequency, and
the corresponding structure should be seen on its envelope.

ward the surface of the solid. Such - i like th d i faietin liquid
Figure 3a shows a typical geometry of the sample uch an experiment, unlike the condensation of a jet in liqui

growth process on an experimental apparatus created Q{alium,evidently proves that segregation by composition oc-
Kyoto University in Japaf® By suitably choosing the ex- curs in the clusters before the impurity enters the condensed

perimental conditions—the pressure in the cell, the heliunhe“um'
flow rate, and the power heating the jet-forming aperture—
one can achieve stability of the position of the upper edge of TRUCTURE OF THE CONDENSATE
the helium crystal to an accuracy of 0.2 mm for one hour.  The foregoing analysis showed that the key feature of
Over that amount of time a doped crystal more than 20 mnthe condensate obtained in the introduction of a jet of gas-
thick can be formed. eous helium containing an impurity into liquid and solid he-
To demonstrate the segregation effect in a jet over dium is the spatial separation of impurities of different na-
solid helium surface we chose conditions close to those itures in the clusters formed. Particularly interesting
the experiments on impurity condensation in liquid helium.consequences are observed for a molecular impurity that is
The size of the inlet aperture was such that the nominal vepartially dissociated under the influence of an electrical dis-
locity of the jet at the nozzle exit was close to the soundcharge, for example. In that case the weakly polarizable
velocity; since the gas density was three orders of magnitudehemically active atoms are concentrated in the peripheral
higher, the aperture diameter was chosen equal ta®20 regions of the cluster, and if the cluster does not consist of a
While the typical degree of dilution of the impurity in the very large number of molecules and if their degree of disso-
initial mixture in liquid helium experiments was 1:100, here ciation is not too high, then the atoms will be distributed near
it was 1:100000. The CO molecule was chosen as the impuand on the surface, as is shown schematically in Fig. 5. As
rity; a high-resolution FTIR spectrometer was used to regiswe have said, the concentration of atoms in that region is
ter the vibrational transitionu(=0, J=0—v=1, J=1), limited exclusively by their recombination, and that is the
which takes place in vacuum at a frequency of 2143tm maximum local concentration that can be obtained by low-
As we know, in solid carbon monoxide the transition in ques-temperature stabilization. Indeed, the atoms are practically in
tion has the form of a comparatively broad (2.5¢mband  direct contact with superfluid helium, and the criteria of ther-
centered at 2140 cnt; in the case of matrix isolation of the mal stability (against thermal and thermal-wave explogjon
CO molecules by neon the linewidth is around 0.1°¢émin  which were considered in Ref. 26, are always met for them.
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in studies of the condensation of impurities in superfluid he-
lium and of the impurity—helium solids.

The question of the existence of an impurity—helium
solid phase as originally understd8anerits particular atten-
tion. Although physical arguments about the metastability of
a structure consisting of frozen-together solid helium clusters
arising around heavy microimpurities in helium are com-
pletely reasonable, the degree of this metastability is unclear.
At the same time, none of the experiments known to us has
FIG. 5. Idealized structure of the clustéggain of an impurity condensate been set up in such a way that this phase can be formed. The
in condensed heliunin the case of an impurity consisting of two compo- ghservation of the sticking together of two SRolecules

nents taken in equal amounta) and an impurity consisting of partially . . Lo . L
dissociated diatomic moleculéb). It is assumed that the clusters contain inside a cold Iqu|d helium dr&ﬁ does not lend optimism.

1000 molecules; the layers are indicated by dashed circles. However, the experimental techniques that have now been
developed permit one to propose a strategy for searching for
such a phase. The simplest would be to use the technique of
introducing impurities into solid heliufi®* after conditions

Therefore the concentration of stabilized atoms will be de_for stabilization of individual molecules in it have been

termined by their thermal stability, i.e., by the lifetime with 2Chi€ved. For this, one should work with impurity concen-

respect to recombination at a given temperature. tratllonslensdurlng ﬂ;r? z_ibtsence O]; k_)ln?hry (':Ot”ItSIOtES of wfnpunt;q(
If in accordance with the x-ray diffraction dafait is ~ MO'€cules durng theirtransport in the jet to the surface o

assumed that clusters forming the condensate consist of 104p€ condensed helium and their subsequent motion through
molecules, then it is easy to deduce that even at a degree Bi€ [ayer of liquid helium to the surface of the crystal. After
dissociation of tens of percent the atoms are stabilizedat it would be necessary to the melt the helium by lowering
mainly on the surface of the cluster. They can therefore bd1€ Pressure by, say, 1 bar and then raising it again to the
assumed, with all the consequences of that assumption, to ¥&!ue necessary for secondary solidification. A typical effec-
physisorbed on a surface consisting of the parent molecule_tg’e pressure exerted b)_/ the impurity on t_he first helium shell
and immersed in superfluid helium. In particular, one shouldS hundreds of bar, while at the same time, for the second
observe a specific influence of the helium environment or@Yer of helium atoms this pressure is only a few Harhis
the optical spectra due to restructuring of the helium envimeans that if the external pressure is close to the pressure of
ronment upon excitation of the ato?h?® It becomes clear Solidification of helium, then not one but two or more layers
why the spectra that we observed previously, correspondin¥ill be found around the impurity in the solid state. The
to luminescence at the transitié® —“S of the metastable impurity—helium solid phase obtained by the method just
nitrogen atoms, depended on the type of heavy rardx@s described should have a higher stability against the pairwise
Kr, Ar, and Ne admixed in the condensate and had a shapéticking together of impurity particles, since they are sepa-
resembling the spectra of atoms isolated in liquid and solidated by large distances in(four or more layers of heliui
helium?® An unusually large local concentration of atoms We tested this procedure during completion of the work re-
which is independent of the degree of dissociation of thePorted in Ref. 33. The main complications—the choice of an
initial molecules over wide limits explains the shape of theadequate method for tracking the state of the impurity mol-
ESR spectra of NRef. 30, H, and D(Ref. 31 atoms stabi- €cules with a sensitivity of 18 molecules/cr or better as
lized in superfluid helium. The high local concentration of Well as purification of the high-pressure helium to 1 ppb
nitrogen atoms realized even at high dilution of the nitroger(10™ '%) are in principle solvable.
by heavy rare gases makes it possible for the known mecha- BY the way, in Ref. 19 it was concluded, on the basis of
nism of thermoluminescence to appéaxt+N— N3 ; N3 a comparison of the kinetic energy of a particle entering the
+N—N,+N*(2D), which we had previously rejected on liquid helium with the work against the forces of surface
the grounds of the low probability of encounter of three Ntension in the creation of a bubble inside the liquid, that the
atoms in the case of a random spatial distribution of atoms ogmbedding of individual molecules from the jet into the lig-
different types. This can explain the superlong time of theuid is practically impossible. However, the nitrogen mol-
green afterglow of the nitrogen-atom-containing condensatéecules and atoms considered in Ref. 19, like the majority of
in liquid helium and the annealing effett. other particles, form structures of attracti¢tsnowballs”)
Thus despite the presence of a powerful gas jet directedround themselves in liquid helium; in these structures the
toward the surface of condensed helium, the coalescence aftraction of the helium shell to the impurity is compensated
an impurity contained in it occurs practically at dew tem-by the mutual repulsion of the He atoms in the sheff
perature, but at the same time, as experiments show, the rafeich a character of the interaction with the environment is
of cooling is high enough to prevent recombination of thealso indicated directly by the form of the calculated helium
atoms trapped in the condensate before they reach the liquitensity profilé® around the N atoms and clusters of molecu-
helium. The analysis carried out allows one to narrow dowrar nitrogen, which demonstrates compressing of the helium
exactly what is the object being studied in the optical, ESRaround the impurity. Therefore, even in the framework of the
x-ray diffraction, etc. detection of the condensate obtained ircrude approximation used, in the co-condensation of helium
liquid and solid helium. With this key one can reinterpret theand an impurity there should beraleaseof energy rather
numerous data that have been accumulated over many yealsan anexpenditureand, in contrast to the conclusion of the
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The effective thermal conductivity of superfluid mixturesbfe in “He with an initial
concentration of 9.8%He is investigated in the temperature interval 70—500 mK. The results,
together with previously available experimental data on the thermal conductivity, viscosity,

and mass and spin diffusion, are analyzed in the framework of the kinetic theory of the
phonon—impuriton system of superfluid mixtures. It is shown that the experimental results

for all the kinetic coefficients can be described from a unified viewpoint if the corresponding
impuriton—impuriton scattering times are used as adjustable parameters. The role of each
relaxation process in the complex hierarchy of relaxation times is determined as a function of
temperature and concentration. It is found that even in concentrated mixtures a substantial
contribution to the establishment of equilibrium is made by three-phonon processes. The
phonon—impuriton relaxation times are calculated by integrating over the phonon energy

in the entire region where such processes are allowe@®0@ American Institute of Physics.
[DOI: 10.1063/1.1808153

1. INTRODUCTION of various kinetic experiments were analyzed from the stand-
point of the understanding that had been achieved, and a
Kinetic processes ifHe—*He superfluid mixtures are complex hierarchy of relaxation times was establisteszt
governed by the interaction of elementary excitations—the review?).
phonons, rotons, antHe impurity excitationsimpuritons. In the 1980s the kinetics of the phonon—impuriton
These interactions were first considered by Khalatnikov an@ystent® was investigated only in only dilute mixtures e
Zharkov; who calculated the corresponding relaxation timesin “He. Since the concentration of the mixture substantially
and the main kinetic coefficients He—*He mixtures: the  determines practically all the relaxation times, one can ex-
thermal conductivity, diffusion, and viscosity. The appear-pect noticeable changes in the kinetic behavior of the mix-
ance of experimental data on the absorption of first sound atires as the concentration is increased. A feature specific to
low temperaturés® stimulated further development of the concentrated mixtures is the higher Fermi degeneracy tem-
theory. Baym, Saam, and Ebner used those data in construgierature of the gas of impuritons. The temperature region
ing a detailed kinetic theory dHe—*He superfluid mixtures investigated in experiments often lies in the intermediate re-
at temperatures below 0.6 K, when the roton contribution cagjion between the quantum and classical limits, where there
be neglected. The thedy’ gave a quantitative explanation are no analytical expressions for the relaxation times. In con-
of the acoustic experimeritddone with mixtures ofHe in  centrated superfluid mixtures at low temperatures a first-
“He with a molar concentration—~5% °He. Subsequent ex- order phase transition—phase separation—occurs, where-
perimental studies of the kinetic processes in more dilut&ipon the concentration of the dilute phase changes with
mixtures of*He in *He showed a noticeable difference be- changing temperature.
tween experiment and theory, this difference growing with  Recently the kinetic properties of concentrated mixtures
decreasing concentration of the mixtures. of ®He in “He have been studied experimentally with steady-
Further progress in the understanding of relaxation prostate heat fluxes of different strength acting on the
cesses in dilut€He—*He superfluid mixtures was achieved system‘>*3This made it possible to obtain information about
following precision measuremeritsf the relative change of the relaxation of the temperature and concentration of the
the velocity of first sound in dilute mixtures 8He in “He,  mixtures, to determine the boundary at which the thermal
which stimulated further development of the kinetic theoryconvective instability begins, and to measure the effective
by Adamenko and TsygandK. It was shown that the pres- thermal conductivity. In the present study we continue our
ence of anomalous dispersion in the phonon spectrum sulexperimental research on the effective thermal conductivity,
stantially alters the phonon—impuriton relaxation in the mix-focusing our attention mainly on the interpretation of the
tures and leads to a new two-step mechanism of phonoresults in the framework of the modern kinetic theory of the
relaxation in the presence #fle quasiparticle$’ The results  phonon—impuriton system cHe—*He superfluid mixtures.

1063-777X/2004/30(10)/7/$26.00 763 © 2004 American Institute of Physics
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e 1 -1
kT
is the derivative of the Bose—Einstein energy distribution
function for the phonons;

We analyze the temperature dependence of the other kinetic d
coefficients—the viscosity and mass and spin diffusion, and N’ = de
also the characteristic relaxation times governing the respec-

tive processes.

2. CHARACTERISTIC RELAXATION TIME IN THE 1= (t;bls.i_tgcl)*l (5
PHONON-IMPURITON SYSTEM OF THE MIXTURES

is a combination of the scattering tirhg for phonons orfHe

Establishment of equilibrium in the impuriton subsystem
5 P y quasiparticles and the absorption tirhgg of phonons by

of the mixtures occurs on account of the scatteringrdé . )
quasiparticles on each other. The characteristic impuritonAMPUrtons.

impuriton relaxation time for the nondegenerate region is. "€ iMes (sJ; for the scattering of phonons by impu-
usually written in the form{see Ref. 11 ritons were determined in Ref. 4 as a function of the phonon

momentunmp and the scattering angle. Here it was found that
A the relaxation times are proportional f #; this corre-
7Ty @) sponds to Rayleigh scattering of the long-wavelength “light”

. ) . , phonon on the “heavy®He point quasiparticle:
wherex is the molar concentration He in the mixture, the

constantA is determined from the corresponding experimen- an
tal data, and the exponent lies in the rangesth5<1. (tsalz'—i, 1=1,2,... (6)
For the degenerate region the impuriton relaxation time xcp

was determined in Ref. 4: . . , . .
wherec is the velocity of first sound ifiHe, n, is the num-

T)\? ber of “He atoms per unit volume, and the values of the
T | 2) constantsa, are given in Ref. 11. They correspond to the

. ) Ith-order terms in the expansion of the phonon-impuriton
where T is the Fermi degeneracy temperature, and thejision integral in Legendre polynomials. Here 1 corre-
concentration-dependent parameterand  are fit from a g5 to the transport of a change in the density of phonons,

comparison with the acoustic data. ~ which characterizes heat conduction, and also the transport
We note that formulagl) and(2) express the relaxation ¢ o jasiparticles, which characterizes mass and spin diffu-

time in_ the impuritpn subsystem, which determines the.sheagion_ The polynomial with =2 corresponds to momentum
V'SCOS“Y of the, mixture and, as a consequgnce, the \{'SCO%anging of the system and causes shear viscosity. The re-
absorption of first sound. We denote this time by, it |554ti0n times with =3 do not correspond to any fixed dis-
characterizes the process of impuriton scattering on an iMginative coefficient in the hydrodynamic regime but are re-

puriton, accompanied by momentum changing. __sponsible for relaxation in the phonon—impuriton system in
In the phonon subsystem the establishment of equiliby,q Kinetic and transition regimes

rium occurs in a more complex way. Since the phonon spec-
trum has decay instability in the initial region at not too high
a total pressure, three-phonon processes are allowed. T
leads to the rapid establishment of equilibrium along a cho
sen direction(longitudinal relaxation®! In the subsystem of
thermal phonons with average velociy= 3kgT the longi-
tudinal relaxation time is equal to

Processes of phonon absorption and emission by impu-
ritons are taken into account {#) because in the integral of

) over momenta a divergence arises at the lower limit. This
is due to the rapid growth of the phonon mean free path with
decreasing momenturtby a p~* law). The absorption and
emission of phonons byHe quasiparticles limits the mean
free path of the long-wavelength phonons, and the corre-

7,=2.6-10" 10T 9[g]. ©)) sponding timet s has the form

Total equilibrium in the phonon subsystem of pde cp |2
is determined by the transverse phonon relaxation with a 4p 1+(2 " T)
characteristic timer, that is always much greater thap. In to= 32,2 "8 7
3 4 R . . abs~— 3 iP 733y C 2 J¢ 2
He—"He superfluid mixtures, the processes of interaction of P4 1+( p n cp .
phonons with impuritons play an important role in the estab- 2mkgT ho3%

lishment of total equilibrium. As was shown in Ref. 10, un-

der such conditions a two-step relaxation mechanism is realwhere P5 is the osmotic pressure of the gas of impuritons;
ized: the energetic phonons on account of Rayleighp,=m,n, is the *He density (m, is the mass of théHe
scattering relax toward the impuritons, and all the remainingatom); \; is a parameter of the mixture, determined by the
phonons, over a time, , relax toward the energetic phonons. energy and effective mass of tfde quasiparticlesryss,, is

The resultant phonon—impuriton relaxation time is the viscous relaxation time of the impuritons, which governs
s the absorption of first sound in the mixture and the shear
Jt(t+7) n’y*dy viscosity. The hierarchy of relaxation timék)—(7) is given

Tph3™ ) in Ref. 11. Here the absorption relaxation time is the charac-
teristic time of the net difference of absorption and emission

wherey=¢/kg is the phonon energy in kelvin, processes.

[T +7) tn'yHdy
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3. EFFECTIVE THERMAL CONDUCTIVITY

3.1. Features of the technique and the experimental results

-3 L
For measurement of the thermal conductivity the method L

of a steady heat flux emitted by a flat heater placed in the « i
lower part of a cylindrical measurement cell is used. The 510-4:
layout of the measurement cell, which was 2.4 cm in diam- = ;
eter and 4.7 cm high and had thin stainless steel walls, is ;
described in detail in Ref. 12. The establishment of a steady- 10‘5s
state temperature distribution is established after the heat
flux is turned on is registered by two identical resistance

1 1

. . 10 N 1 1
thermpmeters. .The_measure_ments were made in two series of 0.080.1 0.2 04 06 08
experiments with different distances between thermometers: T K
10 and 27 mm. The upper part of the cell had a clamped-on
thermal contact with a cold source—the platform of a dilu-FIG. 1. Temperature dependence of the effective thermal conductivity of a

tion refrigerator, the temperature of which was measured b}?’ﬂe—“He mixture with an initial concentration of 9.8%He. The arrow
’ ndicates the phase separation temperature. The data of the present study for

3 i
a°He m_eltlng curve th_e_rr_nometer. _ two distances between thermometgrsni: 10 (®) and 27(A); the data of
A mixture with an initial concentration of 9.8%1e was  Ref. 14(#). The solid curve is a calculation according to formuf@s-(11).

investigated in the temperature region 70—500 mK. Below dhe dotted curved and2 are, respectively, the phonon and impuriton con-
temperature of 235 mK in the absence of the heat flux thdiPution to the effective thermal conductivity.

mixture was separated into a lower, superfluid phase and an
upper, normal phase with a concentration close to pdee

In this case both thermometers are found in the lower, super-
fluid phase. In the presence of a heat flux fie atoms K

move to the colder upper part of the cell, their concentration , ) .

in that part grows, and, according to the phase diagram, sep&h€reCv=Cs+C, is the heat capacity per unit volume of

ration sets in at a higher temperature. Measurements wef8€ Mixture, written as the sum of the heat capacities of the

made at a constant temperature of the platform of the dilulMPuriton gas and thermal excitationgy=D, /Dy is the

tion refrigerator and upper flange of the cell and at differentn€rmodiffusion ratio of the mixtureDy, and Dy, which
values of the heating power. Special attention was paid ryvere introduced in Ref. 1, are the coefficients of mass diffu-
ensuring the absence of convective phenomena, i.e., it wason and thermodiffusion at constant temperature anzd con-
verified that a linear dependence existed between the valEntration, u, is the speed of second sound;,

. _ 2 o_ H
of the applied heat flux densit® and the temperature gra- _—S T_/Cvpn, 8_83_((78.3/(9713)1'”3 is a parameter of the
dient VT that appeared: impuriton subsystem which depends on the enti$pgf the

. impuriton gas and the number of impuritons per unit volume
Q=KkefVT. (80  n3, p,=p3t+pn is the total normal density of the mixture,
pnt is the density of the normal component of the thermal
excitations of the mixture;

(dP3/dT)yp
(dP3/dx)1p

2

u &
keff: k3+ kD:k3+ DmU_ZZCV 1
2

2
kT) , 9

The coefficient of proportionalitk.s in (8) is the effec-
tive thermal conductivity of the mixture. The temperature
dependence di.; obtained in the experiment is presented in . VX
Fig. 1, where for comparison the results of measurements of k7= _Tﬁ =
the effective thermal conductivity made at higher tempera- ) _ i
tures(above~0.65 K)* are also shown. It is seen in Fig. 1 1S @ parameter relating the concentration gradient and tem-

that the data of the present study are in good agreement wilffrature gradient. o -
the results of Ref. 14. The thermal conductivitykp due to phonon diffusion

Since in3He—*He superfluid mixtures in the presence of and the true thermallcond.uctivit% of .the_impuritor_] gas in.
a heat flux both a temperature gradient and a concentratid@mula(9) can be written in the gaskinetic approximation in
arise simultaneously, heat is transported both by the diffusiof’® form
of phonons and by the true heat conductioritéé quasipar-

ticles; this, according to Ref. 1, is described by an effective kD:§CphC27ph31 (10
thermal conductivity. The existence of an effective thermal
conductivity that is determined both by the ordinary dissipa- 1

— 2
tive heat conduction and also by mass diffusion and ther- 3_§C3U3T33k' (11)

modiffusion of impurities is a unique feature dfle—*He

superfluid mixtures. wherev ;= [(3/2m’3‘)((9P3/r?ng)]”2 is the average velocity of

the impuriton8 (m3 is the effective mass of the impuritons
In this study we have calculated the effective thermal
conductivity ke with the use of Eqs(9)—(11). The relax-
The total thermal conductivity of the phonon—impuriton ation time 7,3 that appears in E¢10) was determined by
system offHe—*He superfluid mixtures can be written in the formulas (4)—(7), and the timers, in Eq. (7) was found
form of a sum of the impuriton part and a part due to thefrom independent experimental data on the shear viscosity
diffusion of phonong? (see Sec. b We note that in contrast to Refs. 4 and 5, where

3.2. Comparison with theory
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TABLE I. Dependence of the parameterwhich determines the timey , Analysis of the behavior of the resultant relaxation time
on the*He concentration. Tona in the phonon—impuriton system showed that at high
X%3He 13 50 98 temperatures the main process is the scattering of phonons
a K-s 7.2x10° 12 7.8x10° 12 9x 10™12 on impuritons, with a characteristic timg.. The longitudi-

nal relaxation timer; in the phonon subsystem at high tem-
peratures is close te.., and its contribution increases with
decreasing concentration. As the temperature is lowered the
@bsorption of phonons by impuritons, with a characteristic
time 7,,,, becomes the dominant process. However, in that
pcase, as analysis of formu(@) shows that the longitudinal
relaxation of phonons must be taken into account even at

the relaxation time was calculated for thermal phonons of th
average energy,,=3kgT, the timery,; was determined by
integration over energies from 0 to the value 10 K at whic
the phonon spectrum becomes nondecaying. - _
Since the conditions of the experiment correspond to th&!9h concentrations (ﬁH‘?' _ _
intermediate region between degenerate and nondegenerate '€ &Tow in Fig. 1 indicates the phase separation tem-

states, for which no analytical expression fag, has been perature of the initial mixture. Within the limits of experi-
obtained, here we used the following empirical expression; Mental error no noticeable anomaly in the behavior of the
effective thermal conductivity was observed. Here it was

o a (12 taken into account that at temperatures below phase separa-
STy T tion the concentration of the mixture studied decreased with
decreasing temperature in accordance with the phase dia-

where the constard played the role of a fitting parameter
and was determined from the experimental data. Analysi
showed that good agreement with the experimental values of

the effective thermal conductivit§Fig. 1) is achieved in the 4. DIFFUSION

whole temperature region fa=9x10 '?K.s. An analo- s 4 o
gous approach has also been taken for the results of In "He—"He superfluid mixtures the mass transport pro-

experiments in which the effective thermal conductivity of CESSES areé very specific, since the flux of impurities here is
weaker mixtures ofHe in*He was measured. The parameter9°Verned by not only the concentration gradient but also the
a in formula (12 depends weakly on concentratidaee temperature gradlent, and therefore the d!ﬁUSIon is due to
Table ) and is independent of temperature. heat conductlon. In the general case of grbltrary tgmperature
Calculations showed that the main contribution to theand concentration this process is described, as is shown in
effective thermal conductivity of the mixture comes from the R€f- 15, by an effective diffusion coefficient having the form

phonon parithe dotted linel in Fig. 1). The corresponding us, kr\2 ks U3y
values of the timergy Which determine the thermal conduc- De= Dm?( - k_*) —
tivity of the gas of impuritons and the other characteristic 2 T
relaxation times are presented in Fig. 2. As we see from thwhereu§N=n3/pn(&P3/¢9n3)T,n4, with u§=u§N+ ugs.
curves, the impuriton—impuriton scattering process is the  Analysis of formula(13) shows that the coefficient of
fastest process in the hierarchy shown, and that means thafass diffusionD,, and the effect diffusion coefficier .4

equilibrium is established more rapidly in the impuriton sub-practically coincide D .z~D,,) at high temperatures and low

ram.

c, mE (13

system than in the phonon subsystem. concentrations, when the thermal excitations give the domi-
nant contribution to the thermodynamic property of the mix-
ture.
10-3 In the other limiting case—low temperatures and high
10-4 concentrations—the effective diffusion is determined by the
thermal diffusivity x5 of the mixture:D ¢z~k3/C3=x3.
-5
10 6 4.1. Mass diffusion
10~
° For the phonon—impuriton system &fHe—*He super-
=10 fluid mixtures the coefficient of mass diffusidn,,, calcu-
1078 lated in Refs. 9 and 16, has the form
107° 2 on
J— ph
10-10 Dm:§83n3 X Tph3s (14)
11 L | 1 1 L i i
10 0.08 0.2 04 06 0.8 where p,y, is the phonon part of the density of the normal
T.K component; the phonon—impuriton relaxation timgs was

FIG. 2. Characteristic times of the different relaxation processes in theused In CaICUIatmg the diffusion part of the effective thermal

phonon—impuriton system as functions of temperature for a mixture with af-onductivity. The mean energy of the impuritoes, can be
initial concentration of 9.8%He: the longitudinal phonon relaxationtimg ~ expressed in the general case in terms of the osmotic pres-

(1); the Rayleigh scattering time, for phonons on impuriton€?); the time - gyre of the gas ofHe quasiparticles:
Taps@Ssociated with the absorptigéemission of phonons by impuritoné3);

the total phonon-impuriton relaxation time,,; (4); the impuriton— _ 3/[dP;3
impuriton relaxation timersy , which determines the effective thermal con- 8325 W . (15
ductivity of the gas of impuritong5). 3/ T
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FIG. 3. Temperature dependence of the coefficient of mass diffusion calcu-
lated from the experimental data on the effective thermal conductivity: 9.8%F
SHe (present studyi); 5% °He (Ref. 19;2), 1.32%°He (Ref. 19;3). The
solid curves were calculated according to EL3).

IG. 4. Temperature dependence of the spin diffusion coefficient for differ-
ent®He concentrations: 3%Ref. 21;1); 5% (Ref. 20;2); 9.8% (interpola-

tion; 3); 13.4% (Ref. 22;4); the arrows indicate the phase separation tem-
perature of the initial mixtures. The solid lines we calculated according to

. . . . formulas(16) and(17).
We note that the definition of the mass diffusion coeffi-

cient for superfluid mixtures, written in forril4), differs

somewhat from the corresponding formula for the classicagrned by®He—phonon andHe—°He collisions such a de-
case. As was shown in Ref. 15, the difference is due to thecription is inadequate. Since for concentrated mixtures the
fact that in*He—"He superfluid mixtures impurities diffuse main contribution to the density of the normal component is
in a gas of thermal excitations, which transport mass only ifrom 3He quasiparticles, the coefficient of spin diffusion, as
accordance with the coefficient of thermal expansion, WhiChNaS shown in Ref. 16, is determined 50|e|y by processes in

is anomalously small in liquid helium. In classical mixtures the impuriton gas and can be expressed as follows:
all components of the system contribute to the mass trans- 5=
€3

port o » . Do=3 — Tax. (16

For determination of the the coefficieDt,, according to 3 m;
Egs. (14) and (15) the values of the losmotic pressure from The impuriton—impuriton relaxation timerss, was
Ref. 17 and the values of the effective mas} taken from 4.0 4'in Ref. 16 as a fitting parameter.
Rgf. 18 were usgd. '!'he temperature depgndence of the coef- 'y a5 demonstrated in Ref. 16 that good agreement with
ficient of mass diffusion obtained for the mixture under studyy,e eynerimental data can be obtained if in calculations using

is given in Fig. 3, which also shows the values of the coefq 5 (16) the relaxation timersy is taken in the form
ficient of mass diffusion calculated in an analogous way

from the experimental data on the effective thermal conduc- —— 8]
tivity, which were obtained previousiy for mixtures with Tax =y 2Ll
concentrations of 1.32 and 5.0%de. It is seen in the figure . .

. . where B is a constant independent of the temperature and
that the value oD, decreases with decreasing temperature.

In the limit T— 0, when the contribution of thermal phonons concentration. .
) . Here we have used the approach developed in Ref. 16.
is absent, the value dd,, should go to zero in accordance

. Figure 4 shows the temperature dependence of the coeffi-
with (14), and the processes of temperature and concentra- TR : 3 i
tion relaxation are then determined by the true thermal con(-:Ient O.f spin d|ffu5|onps for different *He concentrations
ductivity of the impuriton subsystemkg=ks. according to the experimental datq of Refsé 20—22 anq also
the values ofD for the concentratior{9.8% “He) investi-

gated in the present study, obtained by interpolation of the
results of Refs. 19—-21. The solid curves in Fig. 4 correspond

Information about diffusion processes tHle—*He su-  to a calculation according to formulé$6) and(17) with the
perfluid mixtures is usually obtained in NMR experimentsconstant8=7x 10" 2. This means that the behavior of the
(on the nuclei of theéHe atoms, which have spin 2/2and  relaxation timerss is described by formulél6) over a wide
the values of the diffusion coefficient thus obtained arerange of concentrations and temperatures. All of the experi-
called the spin diffusion. The most detailed datalnover  ments represented in Fig. 4 pertain to an intermediate region
a wide interval of temperatures and concentrations were olbetween the quantum and classical regimes for impuritons.
tained in Refs. 20—22, where it was established thain- A comparison of formulagl14) and (16) shows that in
creases in value with decreasing temperature andDLialt the investigated temperature and concentration range the
depends linearly on the concentration. The analysis in Refvalue ofD, is several orders of magnitude smaller than
21 of the experimental data for dilute mixtures®dfe in*He  This difference is explained by the following circumstance.
(less than~3% *He) pertains to the high-temperature re- Usually mass diffusion requires the presence of at least two
gion, where the dominant contribution is given by rotons. different components, and in the absence of one of tliam

In the low-temperature region, where the influence of theour case phonons at— 0) the diffusion process itself in the
rotons is negligible and the main kinetic processes are goramework of the model of Ref. 1 loses meaning. It follows

17

4.2. Spin diffusion
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from formula(14) that D, —0 for T—0. Under these con-
ditions the mass transport occurs in the process of equilibra-
tion of the temperature and is described by the true thermal 10‘4:
conductivity of the impuriton gas. However, in the general [
case of arbitrary temperature and concentration, as was gq
shown in Ref. 15, the mass transport is governed by the &
effective diffusion coefficient. We note that in classical bi-
nary mixtures one often considers the interdiffusion coeffi-
cient, which does not vanish when the concentration of one 105 ., . . .
o_f the compqnents goes tc_J zero. In _such a case that coeffi- 0.08 0.1 0.2 04 06 08
cient determines the diffusion of an isolated impurity atom, T, K
which is directly related to its mobility.

At the same time, the coefficient of spin diffusi@y at FIG. 5. Temperature dependence of the shear viscositiiet*He super-

é - : fluid mixtures with®He concentrations: 5%Ref. 23:@®); 7% (Ref. 23;H);
low temperatures tends toward the va 3350 which is 6.2% (Ref. 24;A). The solid curve was calculated according to &) for

actually the coefficient of self-diffusion of impuritons. Thus g mixture with a concentration of 7$Hie.

as the temperature is lowereD,,, decreases whil® in-

creases, and therefore at low temperatures these coefficients

differ strongly. However, at high enough temperatures andhere are the experimental data on the viscosity obtained in

low enough concentrations{ 5% °He) the coefficient® , Refs. 23 and 24 for concentrations of 5.5, 6.2, and*H#.

andDg are practically equal: These data, within the experimental error, are well described
— by a single curve in accordance with formul@4) and(22).

Dm%Ds%__*_Tph& (18

6. CONCLUSION

as is confirmed by experiment. Analysis of the experimental datéobtained in the

present study and by other authoom the effective thermal
5. VISCOSITY conductivity, viscosity, mass and spin diffusion in superfluid
mixtures of°He in “He over a wide range of concentrations
The viscosity of the phonon—impuriton system of thehas shown that at low temperatures they can be adequately
mixture consists of two parts: the viscosity due to the transdescribed from a unified viewpoint in the framework of the
port of momentum by phononsy,, and the impuriton vis-  kinetic theory of the phonon—impuriton system of superfluid
cosity 773, when momentum is transported Bile quasipar-  mixtures. The kinetic properties of the impuriton subsystem
ticles: of superfluid mixtures can be described in the framework of
_ a Fermi gas model all the way to concentrations~aft0%
7= Mpnt 73, (19 3 .
He. As a result, the role of each of the relaxation processes
where the phonon part of the viscosity has been calculated i, the complex hierarchy of relaxation times was determined.

Ref. 5: In characterizing the impuriton—impuriton scattering
2 processes we note that the different relaxation times corre-
ﬂphzgczpnpthhg. (200  spond to different dissipative coefficients. The behavior of

the shear viscosity in the low-temperature region is deter-
An expression for the impuriton part of the viscosity wasmined by the impuriton—impuriton relaxation timeyg,,.
obtained in Ref. 4: This time determines both the tinhg,;and the absorption of
na=Pa(x.T)7 1) first sound in the.njixtgre. The impuriton part of the (.affecyive
30 s s, thermal conductivity is determined by the relaxation time
where the relaxation timess,, is one of the main parameters 7, , while the contribution due to the diffusion of phonons
governing the absorption of first sound on account of the firstiepends substantially on the ting., and, through it, on
viscosity® 33, The relaxation times governing the mass diffusion are
Estimates show that in view of the smallnesspgf, in  practically the same as those that govern the effective ther-
formula (19), 7,, makes up only 3.5% of the total viscosity, mal conductivity, which is due to diffusion of phonons. The
and this contribution can be neglected, i.¢573. The  behavior of the spin diffusion is governed by the impuriton—
*He—He relaxation timers,, in formula (20) was deter-  jmpuriton relaxation timerss. Figure 6 shows the tempera-
mined as an adjustable parameter by fitting to experimentalire dependence of these relaxation times. The fact that they
data on the viscosity of mixtures containing 5 and 7.0%are somewhat different from each other is due to the different
*He.*® Analysis showed that good agreement with experi-physical nature of the kinetic coefficients under consider-

ment is obtained for ation and to the fact that the impuriton—impuriton scattering
5 5% 1012 probability depends strongly on the momentum of the impu-
733,,:?,2—[5]. (22)  ritons and the scattering angle.

From a physical standpoint this difference is due to the
The temperature dependence of the shear viscosity fdact that the different dissipative processes are due to the
the mixture under discussion, calculated according to foriransport of different physical quantities. The thermal con-
mula(21) with the use 0f22), is given in Fig. 5. Also shown ductivity relates to the transport of energy, the viscosity to



Low Temp. Phys. 30 (10), October 2004 Zadorozhko et al. 769

This investigation was supported in part by the Ukrai-
nian Government Foundation for Basic Resea(Bhoject
02.07/00391, Contract F7/286-2001

*E-mail: zadorozhko@ilt.kharkov.ua

1. M. Khalatnikov and V. A. Zharkov, Zh. Esp. Teor. Fiz32, 1108(1957
[Sov. Phys. JETB, 905 (1957)].
2B. M. Abraham, Y. Eckstein, J. B. Keterson, and J. H. Vignos, Phys. Rev.
Lett. 17, 1254(1966.
3B. M. Abraham, Y. Eckstein, J. B. Keterson, and M. Kuchnir, Phys. Rev.
10710 . . . Lett. 20, 251 (1968.
0.06 0.080.1 0.2 04 06 08 *G. Baym and C. Ebner, Phys. Re64, 235(1967.
TK 5G. Baym and W. F. Saam, Phys. Rav71, 172 (1968.
’ G. Baym, W. F. Saam, and C. Ebner, Phys. R&8 306 (1968.
FIG. 6. Temperature dependence of the relaxation times associated with E- Ya. Rudavskiand V. K. Chagovets, Fiz. Nizk. Tem@0, 1031 (1983
impuriton—impuriton scattering for a mixture with with an initial concentra- E[SOV- J. Low Temp. Physl0, 538(1983]. )
tion of 9.8%3He: 44, Which governs the true thermal conductivity of the - N. Adamenko and V. I. Tsyganok, ZhkBp. Teor. Fiz87, 865 (1984
gas of impuritons(1); 733,, which governs the shear viscosit9); 733, [Sov. Phys. JETRO, 491 (1984].

9 . ;
which governs the spin diffusiof8). The arrow corresponds to the separa- - N- Adamenko and V. I. Tsyganok, ZhkEp. Teor. Fiz88, 1641(1989
tion temperature. [Sov. Phys. JETBL, 978 (1985)].

101, N. Adamenko, E Ya. Rudavski, V. I. Tsyganok, and V. K. Chagovets,

JETP Lett.39, 487 (1984.
_ _ _ 111, N. Adamenko and EYa. Rudavskii, Fiz. Nizk. Templ3, 3 (1987 [Sov.
the transport of momentum, and the spin diffusion to the J. Low Temp. Phys13, 1 (1987,

. . 12 3

transport of the nuclear spin dHe. From a mathematical é- 2- éﬁdOL‘.’Zh'F‘.o' L\L KTaI k0’9E3j(6a7' F;ggavim V'TK' Chgr?w;és'zggd
standpoint the corresponding scattering frequencigd, (2009] eshin, Fiz. Nizk. Temi29, 367(2003 [Low Temp. Phys29,

—1 -1 . . . K . ,
T35, and 735 are different eigenvalues of the impuriton— 13a. A. zadorozhko, T. V. Kalko, E Ya. Rudavski V. K. Chagovets, and
impuriton collision integral. An exact calculation of these G.A. Sheshin, Fiz. Nizk. Temj29, 829(2003 [Low Temp. Phys29, 619
frequencies is difficult at present because of the lack of reli,(2003]- _

3 . . . T. S. Sullivan, V. Steinberg, and R. E. Ecke, J. Low Temp. PB@s343

able data on théHe—°He interaction potential. (1993.

We also note that in concentrated superfluid mixtures of5|. N. Adamenko and K. ENemchenko, Fiz. Nizk. Temi22, 995 (1996
%He in*He, especially at low temperatures, the dominant role [Low Temp. Phys22, 759 (1996]; K. E. Nemchenko, Fiz. Nizk. Temp.
; ; it ; 24, 941(1998 [Low Temp. Phys24, 708(1998].
in the eStabHShment of eqUI.“bIjlum is played by prq(_:esses OIGI. N. Adamenko, K. E. Nemchenko, A. V. Zhukov, Chung-In Um, T. F.
phonon absorption and emission. In the other limiting case, gegrge, and L. N. Pandey, J. Low Temp. PH&L 145 (1998.
that of relatively high temperatures and low concentrations?j. G. M. Kuerten, C. A. H. Castelijns, A. T. A. H. de Waele, and H. M.
(below 1%°He), the relaxation of phonons in the presence oflSGiJman,dCryog‘iniC% 419| E(1985- . A .
: : ; ol A. A. Zadorozhko, T. V. Kal'ko, EYa. Rudavskii, I. A. Usherov-Marshak,
|mpur|t01js OCCUII'S INIth a SUbSt.antlal mﬂuence of the three V. K. Chagovets, and G. A. Sheshin, Fiz. Nizk. Ten28 107 (2002
phonon interaction! The analysis done in the present paper [Low Temp. Phys28, 73 (2002].
shows that the contribution of these processes must be takétw. R. Abel and J. C. Wheatly, Phys. Rev. Let, 1231(1968.
into account for mixtures with high concentrations as weIIiA- C. Anderson, D. O. Edwardst al, Phys. Rev. Lett17, 367 (1966.
(up to 10%°He). This is actually the first evidence that the > E; OPfen K. Luszczynski, and R. E. Norberg, Phys. REZ, 192
anomalous character of the initial part of the dispersion curve?g g Harrison and J. Hatton, J. Low Temp. Ph§s43 (1972.
is preserved for concentrated superfluid mixturesHi in  23S. A. Kuenhold, D. B. Crum, and R. E. Sarwinski, Phys. Leté42 13
“He (1972.

' 24 i

The authors thank V. N. Grigor'ev for a helpful discus- < KoMg and . Pobell, J. Low Temp. Phy39, 465(1992.
sion of the results of this study. Translated by Steve Torstveit




LOW TEMPERATURE PHYSICS VOLUME 30, NUMBER 10 OCTOBER 2004

Drag of superfluid current in bilayer Bose systems
D. V. Fil*

Institute for Single Crystals of the National Academy of Sciences of Ukraine 60 Lenin Ave., Kharkov 61001,
Ukraine

S. I. Shevchenko®

B. Verkin Institute for Low Temperature Physics and Engineering of the National Academy of Sciences
of Ukraine, 47 Lenin Ave., Kharkov 61103, Ukraine

(Submitted March 15, 2004

Fiz. Nizk. Temp.30, 1028—1037October 200#

An effect of nondissipative drag of a superfluid flow in a system of two Bose gases confined in
two parallel quasi-two-dimensional traps is studied. Using an approach based on the

introduction of density and phase operators, we compute the drag current at zero and finite
temperatures for arbitrary ratio of particle densities in the adjacent layers. We demonstrate that in
a system of two ring-shaped traps the “drag force” influences the drag trap in the same

way as an external magnetic flux influences a superconducting ring. This allows one to use the
drag effect to control persistent current states in superfluids and opens up the possibility

of implementing a Bose analog of the superconducting Josephson flux quid00&® American
Institute of Physics.[DOI: 10.1063/1.1808194

1. INTRODUCTION of drag may take place. This drag is nondissipative and is
connected with a redistribution of supercurrent between two
The existence of nondissipative supercurrents is a comsyperfluid (superconductingcomponents. In contrast with
mon feature of superconducting and superfluid systemsne drag in a normal state, the superfluid drag has the largest
Among various applications of superconductivity, consideryajye at zero temperatures and decreases with increasing
able attention has been paid to the use of superconductingmperature. The existence of nondissipative drag in super-
circuits as very sensitive magnetometessiperconducting  qig systems was pointed out for the first time in the paper
guantum interferometer devigeét present there is renewed by Andreev and Bashkinln that paper a three-velocity hy-
interest in such systems in view of the possibility of usmgdrodynamic model of 8He—*He mixture was developed. It

superconducting circuits with weak IinI§s as eIemt_anFs thas been shown that the superfluid behavior of such systems
quantum computerglosephson qubitsin view of the simi- can be described by including a “drag” term in the free

Iaerg}{/ tﬁ‘:‘?\{ﬁ:r;osr;p;r%";dsa?;g s;%ifg?gru%orlsénsgsﬁﬁan E)é'nergy. This term is proportional to the scalar product of the
Eits y P 94 superfluid velocities of the two components times the differ-

Supercurrent in superconductors is coupled to the vect ence between the effective and bare massedefatoms.
P P P he nondissipative drag effect in superconductors has been

potential of electromagnetic fields. It allows one to control S
persistent current states by external fields. Obviously, there i tudied in the paper by Duan and \ﬁﬂ'.'hose authors argtie
at the value of the drag can be obtained from the energy of

no such channel for control in uncharged superfluid Bosé

systems. In this paper we study another possibility based of€"©-P0INt fluctuations. It was shown that this energy con-

a nondissipative drag effect. tains a “drag” term analogous to that obtained in Ref. 5 in

The drag in normal systems has been investigated exXN€ Nnydrodynamic approach. The theory of nondissipative
perimentally and theoretically by many authdsee, for in- drag in a bilayer system of charged bosons was developed by

stance, the reviewd). Attention was mainly focused on the Tanatar and Désand by Terentjev and Sh(_evcherfko.
study of bilayer electron systems in semiconductor hetero- ~ The existence of nondissipative drag in a system of two
structures. In such systems an interlayer drag effect takedne-dimensional wires in a persistent current state was pre-
place. The effect is caused by electron—electron scatteringicted by Rojo and Mahahit was also shown by Dudh
processes and it reveals itself in the appearance of a drdfat nondissipative drag is responsible for the emergence of
voltage in one layer when a normal current flows in the adan interlayer Hall voltage in bilayer electron systems in the
jacent layer. If the former layer is in a closed circuit, the dragfractional quantum Hall regime.
voltage induces a drag current flowing through the circuit. ~ On the basis of previous studies one can consider non-
The effect is accompanied by dissipation of energy and takedissipative drag as a fundamental property of systems with
place only at finite temperatures. Roughly, the drag voltagénacroscopic quantum coherence. For a system of uncharged
increases by 2 law (the deviation from this law observed bosons this effect is especially important, since the “drag
experimentally is connected with a phonon contribution to force” plays a role similar to the role of the magnetic vector
the interaction between the carriérs potential in superconductors. It opens up new possibilities
In superfluid and superconducting systems another kindor observing the effects caused by phase coherence in such

1063-777X/2004/30(10)/8/$26.00 770 © 2004 American Institute of Physics
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systems. One of the goals of this paper is to point out thisield operator] is the layer indexr is the two-dimensional
analogy. In particular, we show that the nondissipative dragagius vector lying in the layer, ang, are the chemical
effect allows one to realize a superposition of flux states in Potentials. To be more specific, we consider the case of point
superfluid ring with a Josephson weak link. interaction between the atomsVqy(r)=Vay(r)=y3(r),
Great attention is now being paid to the study of U'tfa-vlz(r):vﬂ(r): ' 8(r), with y>0 and|y’| < y. Assuming

cold alkali-metal vapors confined in magnetic and opticalhe barrier between the two traps is quite high, we neglect the
traps, where Bose—Einstein condensation of atoms has beginneling between the layers.

observed! Advances in technology allow one to manipulate  Eor further analysis it is convenient to use the density

the parameters of such systems and make ultracold atomig,q phase operator approdsee, for instance, Refs. 13,)14

gases a unique object for the study of various quantumThe gpproach is based on the following representation for the
mechanical phenomena. Bose field operators:

In this paper we study the effect of nondissipative drag .
in a system of two quasi-two-dimensional atomic Bose gases W |(r)=exdi¢|(r)+ig,(r)]Vp+p(r), 4

confined in two parallel traps. To describe such a situation . _ _ »
W)= Vpi+p(ryexd —ie(r)—=ig(r)], &)

we take into account that the densities of atoms in the drive
and drag layers can be unequal. In previous stidiesly wherep, and ¢, are the density and phase fluctuation opera-
ors, p;={(¥,"(r)¥,(r)) is thec-number term of the density

the case of two layers with equal densities of the particles

was considered. Another important factor is the temperaturé. o : .
peratorione can see that it is just the density of atoms in the

ayerl), andg(r) is thec-number term of the phase opera-

In atomic gases it is of the order of or higher than the energ

of intralayer interactions. Previously, the dependence of non-"7"" . . . . :
dissipative drag on the temperature has been treated on‘ﬁr (in the approach considered, the inclusion of this term in

qualitatively®® Here we study the temperature dependencé e phase operator allows one to describe states with nonzero

- verage superflows
guantitatively. We also evaluate the drag for concrete mechd N . I
nisms of interlayer interaction in atomic Bose gases. S_ubs_tlt_ut|ng_qus(4), (5 mEo Hamlltoman(l)_and ex
panding it in series in powers @f andV ¢, , we arrive at the

expression

The geometry of a Bose cloud can be modified signifi- H=Ho+H;+Hy+.... (6)
cantly by varying the configuration of external fields forming | (6) the term
the trap. When the confining potential is strongly anisotropic
and the temperature and the chemical potential are smaller
than the separation between the energy levels of spatial
guantization in one direction, the Bose gas can be treated as
a two-dimensional one. Recently, low-dimensional atomic
gases have been realized experimentally.

Bose clouds of a ring shape can be created by usin
toroidal traps. A configuration of two toroidal traps situated
one above the other is convenient for the study of the drag
effect. It follows from the discussion below that if one ex-
cites a circulating superflow in one trap it inevitably leads to
a redistribution of this superflow between the two traps, and
superfluid currents appear in both rings.

The main features of the drag effect can be understood
from the study of a system of two uniform two-dimensional is linear in the phase and density fluctuation operators, and
Bose gases situated in parallel layers. The Hamiltonian of théhe term

system can be presented in the form B2[(V} 2
pi(r)) .
H2=f er[E —[4—pl+p.(w.<r>>2

2. MODEL AND APPROACH

hZ
Ho:f dzr[EI [ﬁpl(V%(r))er%puz—mm}

+ 7’9192] (7)

Hoes not contain the operator part, the term

ﬁZ
H1=f d2r|2I Hﬁ(wm(r))“wﬁv’parm}

sz
><f)|(r)+Em[Vg(r)]V@v,(r)J} (8

1 .
H=3 (E-mN)+; 3 ElL, & mem
| =12 HIV BT B0+ V311171 (1)
where i
S +5([an(r)]V?m(r)—[V?m(f)]Vﬁl(r))}
E|=f d rﬁ[V‘Iﬁ (r)IV¥(r) (2

. S Yo A “ /A “
is the kinetic energy, + S L(P1()?+ (p2(r)?1+y pl(r)pz(r)J 9
is quadratic in théV ¢, and p, operators.

E:Tf=f d2rd?r" U, (W (r )V (r=r")
If the chemical potentials are fixed, the Hamiltonidg

X W (r )W (r) 3

is the energy of the intralayet€1') and interlayer (+1")
interaction, andN,= [d?r¥ " (r)¥(r). Here ¥ is the Bose

is minimized under the conditions
ﬁZ

ﬁ(Vqﬂn(r))2+ ypi+ 7y ps_1—m=0, (10)
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V(pVe(r))=0. (11) 1 1 . E

T . o =5\ = e\ [bik—b (—k)],
Fulfillment of Egs.(10), (11) means that thél, term in the 2i VpSK €k
Hamiltonian (6) vanishes. One should note that, as follows (16)

from Eq. (10), the densities of the components are indepen-

dent of th dinat v when the bh dient where the operatorb,”, b, satisfy the Bose commutation
ent ol the coordinates only when the phase gradients remag | ations. Heres is the area of the systena,=#2k?/2m is
space independent as well.

. I . the spectrum of free atoms, aig, = e (e+27yp,) is the
The quadratic part of the Hamiltonian determines theSpectrum of elementary excitations gt=0 andV ¢, =0.

spectrum qf elementary exc¢at|ons. Her.eaft(.er we will ne- In the case considered, the substituti@), (16) reduces
glect the higher-order terms in the Hamiltoni&h). These Lo

; . s the Hamiltonian(9) to the form
terms describe the scattering of the quasiparticles, and they
can be omitted if the temperature is much smaller than the . 1
critical temperature [,~#%2p/m). Hf% kb (kbi(k)+ 5 (B~ €0

3. DRAG CURRENT N
_ + 2 gl by (K)ba(k) +by(K)by(— k) +h.c], (17)
The current density operator 3

. where
~ if A e s
Ji= 5 (V)T =0 V], (12 42
. . ) E(K)=Ex+ —kVe,, (18
rewritten in terms of the phase and density operators, has the m

form \/7
P1P2
=9'€ _— (19
k=7 €k EvEor

. h
j|=a Vort ol V(e + @) 1Vei + o (13

Expanding(13) in powers of the density and phase fluctua- "€ Hamiltonian(17) contains terms nondiagonal in the
tion operators and neglecting the terms of order higher thaf0S€ creation and annihilation operator and can be diagonal-
quadratic, we obtain the following expression for the meariZ€d using thau-v transformation

value of the current density:
by (k) = uy4(K) a(K) +uy 5(K) B(K) +v (k) @™ (—K)

h h +
==Vt 5= (V@) +(VEn). (14 Fui)B" (=h), 0

In deriving Eq.(14) we have taken into account théb,) (see Ref. 1bwhich reduces the Hamiltonigfi7) to the form

=(p)=0. 1
To compute the averages ((ib4) we rewrite the quadratic Ho= ; [&(k)( a’(k)a(k)+ >
part of the Hamiltonian in terms of the operators of creation

and annihilation of the elementary excitations. In the absence 1
of the interlayer interactiony’ =0) this can be done by the +Eﬁ(k)(ﬁ+(k),8(k)+ >
substitution

It is convenient to present the-v coefficients and the
A P - [ €k ' itati ies i
bi(r)= \ﬁz gkr [b(K)+b; (—K)], (15) energies of the ele_mentary excitations as series in powers of
S% Eix gx- Theu-v coefficients read as

— €g|- (21)

A O
(wAM ume: alo-&0 | o o)
Uza(K) Uzp(K) 9 B, .
E1(k) = &(K)
(Ula(k) Ulﬁ(k))
v2a(K) vop(K)
Ok E2(K) +Ex(—K)] - O
| M+ EEOIE(K) = &= K)IE(—K) +E(K)] E1(K)+E(—K)
B % gilE1(K) + Ex(—K)]
E1(—K) +E(K) [E2(K) + E(— K T[E(—K) = &(= K J[Ex(K) + Ex(—K)]

+0(gd), (23)
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where
N (- L
K 2 [[E1(K)—EA(K) P [Ex(K)+EA(—K)?)
(24)
le_g_i( 1 1 )
g 2 [[E1(K)—EA(K) P [Ex(—K)+E(K)TP)
(25)

The spectra of the elementary excitations are found to be

Ek)=E1(K) +gE

1
(k)= E(k)  Ex(K) +E(— kJ
+0(gy), (26)

1
E(K—&K) | &(— k)+52(k)}
+0(g)- (27)

eﬁ<k>=€2<k>—gﬁ[

One can see that the small parameter of the expansion
gk/|E1(K) — E5(K)|<1. The last inequality takes place for all
k, if v max(p;,0,)<7y|p1—p,- Since in most cases of inter-
est the interlayer interaction is much smaller than the intra-
layer one, for bilayer systems with different densities in the
adjacent layers one can neglect tﬁ(agﬁ) and higher-order

terms in Eqs(22), (23), (26), (27).

Using representatiofil5), (16), we obtain from(14) the

following expression for the current density:

h h +
,|:Ep|v¢|+m—5; k(b/" (k)by(K)). (28)

Substituting Eq.(20) with coefficients(22), (23) into Eq.
(28), computing the averages, and expanding the result in
powers of the phase gradients, we obtain the following ex-

pression for the currents:

. h
Jl:E[(psl_pdr)vﬁol"_/)drVQDZ]’ (29

. h
Jz=5[(psz—pdr)V¢z+pdrV¢1]- (30
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Here N, =[expE,/T)—1]" ! is the Bose distribution func-
tion. One can see that in the absence of the interlayer inter-
action (@,=0) the value ofpy, is equal to zero, and E¢31)
for pg is reduced to the well-known expression for the den-
sity of the superfluid component at finite temperatures. If the
interlayer interaction is switched on, the value @f, be-
comes nonzero. Then, even in the absence of the phase gra-
dient in the drag layer the superfluid current in this layer
emerges as a response to the phase gradient in the drive
layer.

Equations(31), (32) were derived under assumptipn
#p, (and, consequentlyE;,#E,,). The casep;~p, re-
hSUires more rigorous consideration, since in this case the
mixing of the modes is strong even for a weak interlayer
interaction. One can find that the expressi¢d$), (32) re-
main finite atp;—p,:

_ _ 1 INg
lim pg;= lim Ps2:§2 EE
p1—P2 p1—P2 K k
1 « Ooex[dNy _ 3Ny
~5a ==l I (33
28 k Ek (9Ek c?Ek
1« Gee Ny
im pg=-c> —3 | 1+2Ny—2E,——
g, A4S B IEy
L 2pa M 34
§ kaEﬁ ’ ( )

whereE, is the energy of the elementary excitationspat
=p, and y'=0. Using the exact expressions for the spectra
and theu—v coefficients, we find for the case of two layers
with equal densities and in the weak interlayer interaction
limit y' <y that the quantitiepg; andpy, are determined just
by Egs.(33), (34). This allows us to conclude that Eq81),

Equations(29), (30) are given in the approximation linear in (32) are valid for an arbitrary ratio between the densities.

V¢,. Here the terms of higher order in the phase gradients
can be neglected if the phase gradiénts are much smaller
than the inverse healing Iengt551~\/myp|/ﬁ (this corre-

Let us first consider the case of zero temperature. We
define the drag current as the current in the drag légsy.,
layer 1) in the absence of the phase gradient in this layer. At

sponds to velocities of the superflow much smaller than the-— g the drag current is equal to

critical velocitiesv ¢~ yp; /m). In Egs.(29), (30) the quan-
tities pg; and py, with an accuracy up to thgﬁ are deter-

mined by the expressions

aNzk)( 1 1 )
IE ) | (B Ez)®  (Eqx—Ezi)?

Ny 1 (—1) ”
OEf \EntEox  En—Ex |’

(31

. Y\ my \ &
jar— Car 7) (W)aplmpz, (35)
where
o0 Xl/2
Car fo dex+ LVx+p1lpo(Nx+ 1+ \x+pyIpy)®

(36)

The factorCy, is an increasing function of the ratig /p; (at
p2/p1—0 the factorCy approaches zero, at,=p4 it is
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One can ask to what extent the two-dimensionality of the
system studied may influence the results obtained. It is
known that in 2D systems fluctuations of the phase of the
order parameter are large, and at nonzero temperature the
off-diagonal one-particle density matr{xff*(r)\if(o» goes
to zero in the limit/r|—cc. This implies the absence of long-
range order in the systems®B# 0. But since the asymptotic
behavior of the density matrix is described by a power-law
dependence on (not an exponential ongat temperatures

j dr(O)‘ relat. units

iar(T) /i gd0)
o

o
> o

0.2L S T lower than the critical(the Kosterlitz—Thouless transition
- -_____ --------- temperature the superfluid density becomes nonzero. The
I t N drag of the superflow between two 2D Bose gases, consid-
0 1 2 3 ered in this paper, is connected with a finite value of the

/2Py superfluid density, and that is why it decreases with increas-

FIG. 1. Dependence of the drag current on the temperatyse /at, =5.0, ing temperature. The denSity and phase operator approach,
1.0, 0.2(solid, dashed, and dotted curves, respectivalyrmalized to its ~ uUsed in this paper, is not based on the existence of the Bose—
value afT=0. The dependence 9§(0) on the ratiop,/p, normalizedtoits  Einstein condensate. Moreover, the power-law asymptotic
value atp,=py is shown in the inset. behavior of the density matrix can be easily derived in this
approach with inclusion of thermal excitations described by

equal to 1/12, and it approaches 1/4atp,— ). Thus, the the HamiltonianH,. But at the same level of approximation

drag current increases with increasing density of particles i’ do_ not- find any crucial influence of the two-
the drive layer. dimensionality on the drag phenomena.
At finite temperatures the drag current decreases. At
small T one can use the long-wave approximation for the
spectraE oy in the temperature-dependent part of E282) 4. THE VALUE OF THE DRAG IN ATOMIC BOSE GASES
and evaluate this part analytically. This yields the following

relation: Let us present some estimates for the value of the drag in

5 atomic Bose gases. For simplicity we specify the cage

}_ 37) =p,=p and T=0. It is convenient to introduce the drag
factor f4,=pa/(p—pq), Which gives the ratio between the

currents in the drag and in the drive traps in the absence of a

phase gradient in the drag trap. Taking into account phat

1—

16(3) P1 ( T
Car p2\27p1
But, actually, this approximation is valid only at very low

temperatures. The results of numerical evaluation of(&2). h . : /o for f
are shown in Fig. 1. This figure demonstrates thatTat ;gr, ;‘:;I‘;;Zt e approximate expressip= pq,/p for fur-

~2vyp, the temperature decrease of the drag current is muc h | & d d the int i "
slower. Based on the results presented in Fig. 1, we also € value offq; depends on the Interaction parameters

conclude that the temperature reduction of the drag curreg.nd Y .'Tk:e par;met.tery“cant?e.exr;ressg? in terms of the
becomes smaller with increasing density of particles in th Imensioniess efiective “scattering lengta.

Ja(T)=]al0)

drive layer. 2 2 mh2
In a Bose cloud confined in a trap the density is nonuni-  y= T~a. (38

form. This results in a modification of the spectrum of el-

ementary excitations. One may argue that this modification a quasi-two-dimensional trap the effective scattering
reveals itself in only minor changes of the value of the draglength is connected with the 3D scattering lengtland the

It can be shown that the main contribution to the sum in Eqoscillator length in the directionl,= JA/mw, by the rela-
(32) comes from excitations with wave vectors of the ordertion a=al/l,, which is valid fora<l, (Ref. 16. We intro-

of or larger than the inverse healing lengjs'. In systems duce an interlayer dimensionless effective “scattering
with healing lengths much smaller than the linear size of thdength” @’ that is connected with the interlayer interaction
Bose clouds the spectrum g &; %, ¢, is well described  parametery’ by the relation

by the quasi-uniform approximation. Therefore, in such sys-

tems the local drag current is given by the same equations _, _ ZVZT’ﬁZ.a, (39
(29—(32) as in the uniform case, with the only modification Y m '

that the densitieg,, p, in these formulas should be under-
stood as functions af. In particular, we predict that for two
Bose gases confined in harmonic traps having the sa
Thomas—Fermi radiugand this radius is much larger than 1 2 (3)2
the average healing lengththe spatial distribution of the fdr=1—2 =
. . . . a
superflow in the drag trap a=0 will replicate (with a drag
facton the spatial distribution of the superflow in the drive Equation(40) is valid for |a’|<3a, but one can expect that it
trap. At finite temperatures one can expect a reduction of this approximately correct d&’'|~a (we emphasize that in
drag factor near the edge of the Bose cloud, where the demany case the stability condition requires that the inequality
sity is low. [a’'|<a be satisfiegl

Substituting Eqs(38) and(39) into Eq. (34), we obtain the
m%rag factor in the form

= (40)
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To estimate the value ofd’| we should specify the
mechanism of interlayer interaction. Let us first consider an 1.0
interaction corresponding to the “tail” of the van der Waals
potential: 0.8
C
vdW 6 « 0.6
(r)= T 2 dR (41) ~

HereCg is the van der Waals constant athds the interlayer 0.4
distance. The Fourier component of the potentd) is 02

Vig(k) = f a2V e = — ——Z KK, (kd),  (42) , . . 1 ,

4d 0 05 10 15 20 25 30

whereK,(x) is the modified Bessel function of the second
kind. Taking into account that the van der Waals interactiorFiG. 2. The density-dependent factors in the effective interlayer scattering
is short ranged, we can evaluajg as y'= VdW(kHO) length versus the parametibg,= V82 mpd2a. Solid curve—/F gy (van
=— wCq/(2d%). This yields|&, |~ Vr2Cem/ (47:%d%). der Waals interaction dashed curve~F4_4 (dipole—dipole interaction
This result can be obtained in a more rigorous way. Our
approach is easily generalized to the case of an arbitrary
central force interlayer interaction potential. To do this, one  The quantitied, anda can be controlled in experiments.
should redefine the quantity, as The first of these is controlled by changing the profile of the
confining potential in the direction, and the latter, by tuning
ge=ViAK) e [ _P1P2 43) the mag_netic field to thg value close to the Feshbach reso-
KT 2R E g E g nance field:’~*° Near this resonance the scattering length
and substitute this definitiofinstead of Eq.(19)) into the
formulas for pg; and pg, obtained in the previous Section.

changes sign, and a situation with rather small 3D scattering
lengtha (much smaller than the value bf, which, in turn,

Using Eq.(34), one can present the drag facttor T=0 and

p1=p>) in the form

has to be smaller that/2) can be realized. Using this pos-
far= 16,2 1672 h%a \[ J

X [Vlz(%x)]
T (x2+ 1)

Off resonance the typical values of the 3D scattering
(44) length lie in the interval 3—5 nm, and fdr,<<d/2 andd
~10 nm the estimatéd=al/l, is not applicable. In the

sibility, one can tune the quantif§t close to the value of
with gg= V8+2mpa. Substituting Eq(42) into Eq.(44), we

|a,qwl and obtain the drag factdi,~7x10 2.
find
Cem 21 v
7 V7 Fvaw(ddo). (49)

fdrzl—z(m

Here the function
F _¥ J “d y° K2 46
vaw(X) = = o Y ary2 2(xy) (46)

ultra-2D limit (I,/a<1) the interaction parameter can be
evaluated by using the formifa

_Awh® 1
7T m [in(pa®)]’
For typical densitiesp=10F-10"°cm 2 this vyields a
=0.2—-0.4, and the drag factég~(2—3)x 1C°.
At d=100 nm the drag caused by the van der Waals

interaction becomes negligibly small. But in this last case the
dipole—dipole interaction may give an essential contribution

describes the dependence of the drag factor on the density 1o the drag. Let us consider the situation where the dipole

Comparing Eqs(46) and (40), we obtain the following ex-

moments of the atoms are aligned in the direction perpen-

pression for the modules of the effective interlayer scatteringjicular to the layers. Then the interaction potential has the

length:

ar Csm
2 an2d® VFyaw(ddo). (47)

The dependence of the factgF,q, on the parametatqy is
shown in Fig. 2. One can see from this figure thadgg

|§\,/dW =

form
r2—2d2
(r) D? (Z-FTZ)‘B—’ (48)

where D is the dipole moment. The Fourier component of
the potential(48) reads as

<1 (which corresponds to the low density limihe factor 0-0(}) = — 2D 2kekd (49)
VFvw In EQ. (47) is close to unity, and we arrive at the 2 m '
expression fold, 4, given above. Substituting Eq(49) into Eq. (44), we obtain

Due to the short-range nature of the van der Waals inter- 1/p2m\21 [
action the interlayer effective scattering length decreases fdr:1_2<m = \/;Fd—d(dQO)a (50)
4

quickly with increasingd. Therefore, the interlayer distance
Fa a)=3¢ | “ay e 2, (5
o ~(1+y9)

d should be rather small to achieve an observable value Qfhere
the drag. Using a typical value ofCgz (Cg~
X 10 %" ergcmP) and taking d~10 nm and m=87 a.u.
(Rb), we obtain the estimat@,y,|~10"1.
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One can see that E@50) is reduced to Eq(40) under the Relation(55) is more instructive in the sense that it dem-
definition onstrates an analogy between the drag effect in superfluids
D2m [ and the exciting of a supercurrent by an external magnetic

EE 2 \@ JF4_a(dqp). (52)  field in superconductors. To illustrate this analogy let us con-

sider two ring-shaped traps and fix the phase gradient in the
The dependence/F4_4(dqo) is also shown in Fig. 2. In drive trap(trap 2 in the notation used belowThen the free
contrast to the previous case, the valugpf , approaches €nergy as a function of the phase gradient in the drag trap
zero in the low density limit. But ailgy™>0.1, which corre-  (trap I can be presented in the form

sponds top>10"2d~?/(82#73), one can neglect the de- r
pendence offy on the density and put the factafFy_4 F = const- W—R?sl(‘b“bdr)z, (57)
m

~0.2. For the estimates given below we assume that the
Comlj:I(tJI?ntggO;géln;i::ulg:lpe;)jlé—dipole interactian is the WhereR is the radius of the ringw is its width, b, = ps:
magnetic dipole moment of the atoms. The magnetic dipoles Par:
can be aligned in the same direction if a constant magnetic 1
field is applied to the system. Takimd=100 nm, D= ug b= 7 fﬁ dIVe, (58
(the Bohr magneton andm=287 a.u., we obtaifia;_4/~3 ™ Je
x 1074 _In the case wheg is tuned E% the valugfy_q|. one (hereC is a contour around the rings the winding number
can achieve a drag factég~2x10">. for the phasep;, and

For Bose atoms with large magnetic dipole moments this b
value can be much larger. A good candidate atom isETr ( par 1
=6ug). The possibility of realizing a Cr Bose—Einstein d)d,=~—2— diVe, (59
condensate is discussed in Ref. 21. For=52 a.u., st £m Jc
D=6ug, and d=100 nm we obtain the valuda;_|
~6x10 % and, hence, the maximum drag factdy,
~4x1074,

is the winding number for the phage times the drag factor.
In deriving (57) we, for simplicity, neglect the dependence of
the densities on the coordinate inside the traps.
Since the value o must be an integer, the minimum of
5. THE "DRAG FORCE” AS AN ANALOG OF THE VECTOR the free energy ald®,|<1/2 is reached fo=0. In this
POTENTIAL case the phase gradient in the drag trap is equal to zero, and
In Sec. 3 we compute the drag current directly. The saméhe superfluid current in the drag trap flows in the same di-
results can be obtained from an analysis of the dependence ction as in the drive trap. If®q]>1/2 the free energy
the free energy of the system on the phase gradients. The fréeaches its minimum at nonzef, and a phase gradient is
energy of the system can be found from the common therinduced in the drag trap. Then, together with the drag cur-

modynamic relation rent, a counterflow current appears in the drag tcpend-
ing on the value ofb, the total current in this trap can be
F=Ho+E,ect T > > In l—ex;{ _ gk(k)) } parallel or antiparallel to the current in the drag frajust the
A=a,p K T same situation takes place in a superconducting ring with

(53 nonzero magnetic flux inside the ring. Thus, in two-ring
Here the quantityd, given by Eq.(7) is the classical energy Bose systems the quantitpy plays the same role as an

of the system, and external magnetic fluxmeasured in units of flux quanta
superconducting circuits.
1 To realize this situation experimentally one should create
Erermy 2 2 [E(K) — & (54 10 1€t . . .
2\ 55 % a circulating superflow in the drive trap. This can be done by

. . . elliptic rotating deformation of this trap. The rotation can be
is the ener f the zero-point fl ions. ;
S the energy of the zero-point fluctuations switched off when a superflow has been created. The value

Substituting the spectr@6), (27) into Eq. (53) and ex-
panding the final expression in powers of the phase gradf-)f the drag current can be found from measurement of the

ents, we find the following expression for the free energy: angular momentum OT the d_rag trap..At present a ”“mb?r of
methods for measuring this quantity have been realized

, h? 5 5 experimentally??~?> The methods are based on the study of

F=Fo+ f d%r S lPsi(Ve) ™+ psa(Ves) the dynamics of collective excitations, on the investigation of
5 ) interference phenomena under hyperfine state transitions,
—palVe1—Ve,)°]+higher order terms, (S5 ang on the observation of the dynamics of expansion of the

whereF, does not depend on the phase gradients, and th@ose cloud. _
quantitiesp; andp, are determined by expressiofi) and _ To extend the analogy with super_conductors, let us con-
(32). One can see that the answ28)—(32) obtained in Sec. sider the case where a drag trap of ring geometry contains a

3 by another method can also be found from E&%) using  Josephson weak link. Then the free energy as a function of
the relation the phase shif\¢ across the link reads as

= 56 mhAw_ [Ae
W=as (Ve (56) F=const-E; cogAe) + ———="pa| 5+ Py

2
, (60)
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where E; is the Josephson energy. AE;>(E;),
=hWpg, /(2wRm) and |®4|=1/2, 3/2,... the dependence
F(A¢) has two degenerate minima. E;/(E;).—1<1
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The changes in the passage of charge carriers through a superconducting metal—-semiconductor
contact with a tunnel-thin intermediate insulating layer upon the transition of the metal to

the superconducting state are analyzed. The transition of the metal to the superconducting state
leads to a decrease of the forward current and an increase of the reverse current of

thermionic emission in such a contact. For a tunneling mechanism of carrier transport a decrease
in thickness of the intermediate insulating layer and in the degree of doping of the
semiconductor leads to an increase in the nonlinearity parameter of the current—voltage
characteristic. ©2004 American Institute of Physic§DOI: 10.1063/1.1808195

INTRODUCTION with a tunnel-thin intermediate insulating layer for the case
of an isotropic superconductor with a wide energy dap

Metal-semiconductor contacts are among the basic elez g i the density of states. The energy band diagram of such
ments of modern integrated electronics, and investigation of ~qntact is shown in Fig. 1, whetg, is the height of the

the influence of superconductivity on the passage of curreffyantial barriereV, is the diffusion potentialeV, is the
in such contacts is a topical problem. There is also interest ifjgerence of the energies between the Fermi level and the
the p035|blllty of regulating the propertles of a poFentlaI b"?‘r'bottom of the conduction bandor a degenerate semicon-
rier by changing the degree of doping of the Sem'cond“Ct'”gjuctoreVn>0), A is the superconductor energy gap param-
material. Electron transport processes in superconductorgia, and/=V, +V, is the voltage applied to the contatiy(
semiconductor contact structures are usually analyzed in thg, 4 V, are the voltage drops across the intermediate layer
framework of a tunneling mechanism, which is dominantgq across the space-charge region, respectivéhe pas-
under conditions of low temperatures and sufficiently thmsage of charge carriers is analyzed ,for ratype semicon-

. . -3 .
potential barriers=® The current-voltagél—V) characteris-  q,ctor in the approximations of diode thedtie energy will
tics of such contacts are similar to the corresponding charagse measured from the bottom of the conduction band of the
teristics of metal-insulator—superconductor structuite®  gemiconductorE,=0). Calculations were done for the case
role of the normal metal is played by the heavily dopedqs o isotropic superconductor characterized by the presence

semiconductor and the role of the insulator, by the spacess 5, energy gap in the density of states.

charge region of the semicondugtorhe differences are due If the height of the potential barriep,>kT and if the

solely to the shape of the potential barrier of the spacep;ssage of current does not disturb the thermodynamic equi-

charge region. The advent of materials with a significantlyjirium in the emission region, then the total current
higher temperatures of the critical transition to the SUPErcong,rough the contact will be determined by the difference be-
ducting state has led to a greater role of the above-barrig(yeen the fluxes of carriers from the surface to the metal,

mecha_nism of passage of thg c_harge carriers, which must ky%m, and from the metal to the superconducthy, (Ref. 7).
taken into account in determining the total current through

the contact:® Furthermore, in real metal—semiconductor

contacts an intermediate insulator layer is typically present at E4
the metal-semiconductor interface, the properties of which

are determined by the nature of the materials in contact and U
the technology used to fabricate the confiEhe presence of !
such an intermediate layer determines the structure of the s | tun eV,
potential barrier of the contact and can lead to a substantial = 'r oV I- S Er
change in both the value of the current passing through the EFm 2Al \

interface and its dependence on the applied voltage. Inthe =777 7 7]
majority of cases the intermediate layer formed in the fabri- \

lth U2

cation of a metal—semiconductor contact is not more than  d ]
1-10 nm thick, so that it can be regarded as a tunnel-thin
insulating layer.

In this paper we discuss the process of charge carrier
transport through a superconductor—semiconductor conta€tG. 1. Energy diagram of a superconductor—semiconductor contact.

- X —

Superconductor  Insulator Semiconductor
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The number of electrons passing from the semiconductowhere
into the metal in the energy interval fros to E+dE is
proportional to the number of filled states in the semiconduc- = : 00="—
tor, Ng(E)f(E)dE, the number of unoccupied states in the 3h(U;—Uz—eV) 4m
metal, Nn(E—eV)[1-f(E—eV)]dE, and the probability p,~1 is a numerical coefficient.

of passage of an electron through the potential barrier,  The first exponential factor in expressiot) determines

8m(2m*)¥d eh( ng |2
8082m* !

Psm(E): the transparency of the trapezoidal barrier of the intermediate
_ _ _ layer and the second, that of the space-charge region of the
Jsm*Psm(E)Ng(E)NE—eV)f(E)[1-f(E—eV)]dE.
s Psm( EJNS(E)Nimgl VBRI V)] (1)  semiconductor in the approximation of a uniform impurity
distribution.

Analogously, one can write for the flux of electrons from
the metal into the semiconductor

Ims*Pmd E)Ns(E)Npn(E—eV)f(E—eV)[1—-f(E)]dE. o ABOVE-BARRIER PASSAGE OF CHARGE CARRIERS

Determination of the thermionic component of the cur-
rent, ly,, through a superconductor—semiconductor contact

notation:Ng(E) =[ 47 (2m*)¥¥ E—E.)*?]/h® is the densit - : .
of states S|$1 )the co(nduct)ion( bané) of the semicondu)::torreduces to finding the number of carriers passing above the
maximum of the potential barrierE=eV,=¢,+eV,

NnE—eV)=N,(E—eV)ns(E—eV) is the density of

states in the conduction band of the superconducting metal; evz.
Nn(E—eV)=[47(2m*)¥(E—E,+eV)*?]/h® is the den- Voltage interval eV<e,
sity of states in the normal metalpy(E)=|E—eV,
+eV|[[(E—eV,+eV)2—A?] Y2 is the superconducting
structure of the density of states in the metal; af(E)
=[1+expE—eV,/kT)] ! and f(E—eV)=[1+expE—eV,
+e\//k'|')]‘1 are the Fermi distribution functions in the semi- E—eV, E—-eV,+eV
conductor and metal, respectively. In calculating the current ex;{ KT >>1' eXF(T
it is usually assumed that the probability of passage of the

charge carriers is independent of their direction of motion: Which case we have for the difference of the Fermi distri-
. eV E—eV,
—exp — 5| | — — -

In expressiongl) and(2) we have introduced the following

For ¢,—eV=KkT for the whole range of possible ener-
gies of above-barrier electroris=eV, the following rela-
tions hold:

>1,

P..(E)=P,{E)=P(E), and the density of states in the Pution functions
semiconductor and in the nonsuperconducting metal are

slowly varying functions equal to their value at the Fermi ~ f(E)—f(E—eV)=
surface:Ng(E) =Ng(0) and N, (E—eV)=N,(0). The ex-

pression for the total current densityis obtained after in- To determine the influence of the superconducting tran-
tegration over all possible energies: sition of the metal on the |-V characteristic of the contact we
take into account those charge carriers with energies close to
| :&[ f“’ P(E)ny(E)[(f(E)— f(E—eV)]dE the maximum of the potential barrier, which give the main
e eV, +A—eV s contribution to the thermionic component of the current.
Keeping only the first term of the series expansion of the
eV,—A—-eV - . . .
+J P(E)nS(E)[(f(E)—f(E—e\/)]dE], function ng(E) about the maximum of the potential barrier
0 eVpy=oppt+eV,—eV,, we obtain

(3) -1/2

2
where G,,=eAN,(0)N,(0) is the conductance of the con- et eVl)

tact in the nonsuperconducting state, andepends on the 1o yansparency coefficient for the above-barrier electrons
geometry of the interface. EquatidB) determines the total g yetermined solely by the contribution of the intermediate

number of carriers that are capable of crossing the interfac%yer and, according to%), in the energy regioE~ eV, we
in the superconductor—semiconductor contact at a temperﬂéve' ' ' ’

ture T<T,.
For determining the energy dependence of the probabil-  Pn(V)=Pgexp{—x[(U;—eV;)¥2—(U,) ¥} (5
ity of transition of the charge carriers through the potential g 4 rule A<g,, and therefore after integratingd)

barrier shown in Fig. 1 we can use the expression obtaineg,, eV, to = with the values obtained fd?,,(V) andn (V)

fhor Fl(hE)fin the WKB approximatior?,which in our notation  tayen into account, we find for the thermionic current density
as the form

ng(V)~|1-

32 _pA%T2 ®b eV
P(E)=Poexp{—x[(U;+eV,—eV,;—E) lin=A*TP,(V)ng(V)ex i) P T
evb E 1/2
_ —E)3 — - eV
(Up+eV,—E) z]}exp{ Eoo( evb) _exp(_ le . ®
1/2 _ 1/2
_E In (evb) +<evb E) H (4 In Eq. (6) we have used the notatiorkT/e)G,=A*T?,
eV |\eVy eV, which follows from requirements of consistency of expres-
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sion (6) for A—0, d—0 with the known expression for the 1.10
thermionic emission current in an ordinary metal—
semiconductor contaét; 1.08
eV ©p eV g 1.06
— R — A*T2 _ b R s
lih=1s ex;{ kT) 1/ =A*T exp( T exp( KT 1}, <
(7) 9: 1.04 |

where A* =4mrem*k?/h® is the Richardson constant for

e e 1.02
thermionic emission. ¢,=02eV .
1.00 \ A A A s 4
Voltage interval eV> gy, -1.0 -08 -06 -04 \—/0V2 0 02 04

In this voltage interval the maximum of the potential _ _
barrier of the Schottky regioeVb: ept+eV,—eV, is found FIG. 3. Dependenge of the current raltjg(S)/1,(N) on the applied voltage
below the Fermi levee V., of the semiconductor. For carriers (A/#»=0:25) for different values oé,d/e1Lo: 0 (1), 0.1(2), 0.5(3).
n )
with energyE~eV, we have, foreV— ¢, >kT

E—eV, E—eV,+eV &.d

< s eV,;=2(p,+eV,) —

ex% T )<1, exp( T >1 1= 2(¢p n)SlLo
and ol &,d [(1+ szd)z eV 1’2]
e1lo e1lo ppteVy ’

f(E)—f(E =1 ev 1
(E)—f(E—eV)=1—ex i =L
Using the value oP(E) obtained forE~eV, [Eq. (5)], after ~ Where
evaluation of the integrdB) between the limite V, andeV,
we obtain a nearly linear dependence of the current on the L=
applied voltage in the interva V> ¢y,

oV is the thickness of the Schottky barriér is the value ofL
14 ) ﬁ”

(€)

28082( (pb+ eVn— eVZ) 2

e’n,

at eV=0, eV,=(3ny/87)?*h?/m* for a degenerate semi-
conductorg, ande, are the dielectric constants of the inter-
[(eV)2—A2]Y2—[ (g, +eV,)2— A2)]H2 mediate layer and thg semiconduc_tor, respectively, @nd
X T . (8) and_m* are the de_nsny and effective mass of the charge
carriers in the semiconductor.

The influence of superconductivity of the metal on the  Figure 3 shows the dependence of the ratio
thermionic emission current at a fixed value of the voltsge 14(S)/11(N), calculated according t®)—(9), on the voltage
across the contact can be estimated from the value of the€ applied to the contact for different values ofd/e4L.
ratio of the current in the superconducting stat€S) to the  With increasing thicknessl of the intermediate layer the
current in the normal staté,(S)/1(N). For “intimate” ratio 1(S)/1n(N) decreases for forward voltages and in-
contact @l=0) the ratiol ,(S)/1,,(N) is determined by the creases for reverse voltagesirves2 and3 in Fig. 3). The
value ofA/ ¢, and is independent of the applied voltageg.  dependence of,(S)/1H(N) on V and d derives from the
2). In the casa+# 0 the parameters of the I-V characteristic dependence on the applied voltage of the he&¥j of the
should be determined using the known relations for the reSchottky potential barrier, which determines the energy of
distribution of voltage in a metal—-semiconductor confact: the above-barrier charge carriers. With increasing forward
voltage the the value ap,+ eV, increases, the influence of
the superconducting structure of the density of states in the

l(=A*T?Py(V)

5 metal becomes weaker, ahg(S)/1(N)— 1.
The difference in the changes of the forward and reverse
4. currents upon the transition of the metal to the superconduct-
= ing state can even lead to a change in sign of the rectification
= 3] in the metal-semiconductor contact at large values of the
% ratio e,d/e,Ly. Experimentally the change in sign of the
£ ol rectification in metal-semiconductor contacts has been ob-
- served for YBaCu;O;_,—Si structures at a high degree of
1 b-5—0—0—0——o—o—o—a—0-80 doping of the silicon (small values ofLy)® and for
YBa92Cu3O7,X— NdGaQ-SrTiO; structureglarge values of
. . ) . £5).
0 0.2 04 0.6 0.8 1.0 ?
Ay Nonlinearity parameter of the 1-V characteristic
FIG. 2. Dependence of the current rakjg(S)/1,(N) on the parameter ratio The nonlinearity parametee=d Inl/dV characterizes

Al gy, (d=0). the degree of current growth with increasing applied forward
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1.2 P(V)=Poexp— x[(U1+ ¢p—eV)¥?= (U, + ¢y
1.0 _
N (Pb+ eVn eV2
1 —eV,)¥ exp(—— . 11
0.8 kil Eos (1D)
()]
= 06} .
% ) 2 Voltage interval —AseV=A
0.4}F 3 By taking the transparency coefficieRt,(V) out from
0.2l under the integral sign if3), one can determine the |-V
characteristic of the contact for the voltage interval\

: L L <eV=A, where the influence of the superconducting state
0 0.1 0.2 0.3 0.4 0.5 ) . )
V.V on the tunneling current is the most substantial. The calcula-
' tion is done by making the change of variablesE—eV,
FIG. 4. Influence of the superconductivity of the metal on the nonlinearity — A + eV in the first andx=—-E+eV,—A—eV in the sec-

parametera for the thermionic component of the curredt—d=0; 2— ond integral of formula3). For A>KT the relation
g,dleLg=1,A=0; 3—e,d/eLy=1, A/ ¢,=0.25. )

X+A eV
exp o=
I kT

f(E)—f(E—eV)zexp(—F ~1

voltage and is one of the main parameters of a metal— _
semiconductor contact. For a metal-semiconductor contadtolds for the first and
ateV>KkT we obtain, after differentiation di6),

B x+A\[ eV
e dV; dinPy(V) dinnyV) f(E)~f(E-eVi=exg — 7|/ 1-exp {7
a: — — L
KT dv dv dv holds for the second term @8), and after suitable manipu-
e dv, KT KT lations we obtain
ST av 1_at?_aA?) ! (10 - _Gaoy A eV eV
where wn= g (V)ex T ex T —ex T
dVZ_ 82d 71. dVl_ 82d 82d 71_ * X+A X
v IMer) v e ter) Xﬁ,mex k)9 12
dinP,(V) dVy; dinngV)  dVy The integral in(12) can be found in tables of Laplace
av_ gy av gy transforms™
3 (ul—ev1)3/2—ug’2} = (x+A)exp —x/KT) A A
=ey|=(U;—eV,)¥2— : f dx=A exg —=|K4| =],
R PR A 0 VX(xi 28/KT) 7/l
epteV)? -1 whereK(A/kT) is the modified Bessel function of the sec-
ay= €| (eptevy) A - : ond kind of order one. FoA>kT we can use the following

, asymptotic expression for the Bessel function:
Figure 4 shows the dependence of the parameten

the applied voltage. The calculation was done for the interval A _[7kT vz oxd — A
of voltagesU,>eV; ata,=0.5, ¢,=0.2 eV, A/ ¢,=0.25, HkT 2A KT
sod/e1lo=1. Ford=0 the transition of the metal to the ., ..o o peiitution, obtain for the current densigy
superconducting state does not lead to changes in the param-
eter a. With increasingd the influence of the superconduc- eV
ex ﬁ
: (13

A 1/2 A
— 2
tivity grows, causing a slight decrease in the parameter lun=A"T P(V)(ZKT) ex% B k_T)
(curve3in Fig. 4).

eV
TUNNELING THROUGH THE POTENTIAL BARRIER REGION _eXp( B ﬁ)

In determining the tunneling component of the current
through a superconductor—semiconductor contact it is nece¥0ltage interval - ev>Aa
sary to take into account if8) the energy dependence of the  |n the voltage intervaeV>A the tunneling current is
probability of transition of a charge carrier through the po-determined by charge carriers with energy<eV,, for
tential barrier region. For heavily doped semiconductors afvhich atA>kT the following relations hold:
sufficiently low temperatures|y>kT) the current through
the contact is determined by the tunneling of electrons hav- ex;{ E_evn> <1 exp{ E—eVn+eV) =1
ing energies close to the Fermi levéeld emission. If the kT ' kT
Fermi energy is small compared with the effective barriery,q
eV
1 exp{ kT”'

height, i.e., ifeV,>eV,, then in the region of energies
E~eV, we obtain for the transparency coefficient of the

barrier (4), after suitable manipulations, f(B)—f(E-eV)=
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2.0 (16) can be compared with the known experimental results of
a study of “super-Schottky” diodes. It is clear that the pres-
1.8} 3 ence of the intermediate insulating layer at the

superconductor—semiconductor interfaces is one of the main
obstacles to achieving maximal values of the nonlinearity
parameter of the |-V characteristic in such diodes. At the
same time, for superconductor—semiconductor contacts
based on cuprate metal oxides the tunneling processes are
complicated to a considerable degree by the anisotropy of the
properties of the high-temperature superconduétbt.

0 05 1.0 15 2.0
g.d/e.L CONCLUSIONS
2 1

_ We have analyzed the influence of an intermediate insu-
FIG. 5. Curves of the parameter for a superconductor—semiconductor Iating |ayer on the thermionic and tunneling components of
tunnel contact for different ratiosT/Eyy: 0.1 (1), 0.5(2), 1 (3). . .
the current in a superconductor—semiconductor contact. The
transition of the metal to the superconducting state causes a
decrease of the forward current and an increase of the reverse

lun=A*T?P(V)

After evaluation of the integral3) between the limits current of thermionic emission in a metal-semiconductor
eV,+A—eV and eV, we obtain a close to linear depen- contact. In the case of “intimate” contact, at intermediate
dence of the tunneling component of the currgpf on the  layer thicknessl=0, the ratio of the above-barrier current in
applied voltage: the superconducting and nonsuperconducting states is inde-
2 2912 pendent of the applied voltage and increases with increasing
eV\ |[(eV)"—A“] . . )
1—exp{ — _) e —— ratio A/¢,. In a superconductor—semiconductor tunneling
kT kT contact the nonlinearity parameter of the 1-V characteristic
(14) a=dInl/dV decreases with increasing relative thickness of
The asymmetry of the tunneling 1-V characteristic of athe intermediate insulating layer and increasing degree of
superconductor—semiconductor contact is due to the depedeoping of the semiconductor.
dence of the transparency coefficidfV) on the applied
voltage. ForA—0, d— 0 relation(14) reduces, up to a pre- “E-mail: kuznetsov@uninet.kiev.ua
exponential factor, to the well-known expression for the tun-
neling current in an ordinary metal—semiconductor contact:
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The exchange coupling of magnetically ordered lay®&®Ls) through a nonmagnetic metallic
spacer is calculated. The induced magnetization in the spacer, taking into account the

influence of an external magnetic field, is calculated, too. This calculation shows that the energy
of coupling of the MOLs through the nonmagnetic metallic spacer is a long-periodic

function of the spacer thickness and magnetic field, i.e., the exchange coupling between the
layers varies from ferromagnetic to antiferromagnetic &t versadepending on the spacer
thickness and magnetic field. Also this calculation shows that in nonferromagnetic spacer

the induced magnetization can undergo many complete rotations, depending on distance to the
boundaries with the MOLs. Moreover, absolute value of the induced magnetization decays
nonmonotonically with distance from the interfaces inside the spacer. It is shown that the character
of the decay of the absolute value of the magnetization from the interfaces into the interior

of the spacer is influenced by magnetic field. 2004 American Institute of Physics.

[DOI: 10.1063/1.1808196

In the last decade much effort has been dedicated to theaterial® Magnetic polarization of a nonmagnetic material
study of the magnetic coupling in nanoscale multilayer sysby a magnetically ordered material is usually called the prox-
tems, because ultrathin magnetic films exhibit unusual magmity effect. The experimental study of the proximity effect
netic configurations and couplings not found in bulkis described in some workRs!! For example, the magnetic
systems:? In particular, in trilayer systems of the polarization of a nonmagnetic Au spacer in multilayer sys-
ferromagnet—nonmagnetic spacer—ferromagnet ty@g., tems of the ferromagnet—nonmagnetic spacer—ferromagnet
Fe/Cr/Fe, FelCu/Fe, ejdong-periodic oscillating exchange type has been measured with the help ofssloauer spectros-
coupling as a function of spacer thickness has been fdthd. copy using probe atoms in an Au spateA small induced
This means that the coupling changes from antiferromagnetimagnetic moment in Cu at a Co/Cu interface was detected in
to ferromagnetic with spacer thickness. For deeper undeiRefs. 13 and 14 using circular dichroism and in Ref. 15 using
standing of indirect exchange coupling through a nonmagNMR. The oscillating exchange coupling between two ferro-
netic spacer one needs to investigate the magnetic propertiesagnetic layers separated by a nonmagnetic metal spacer is
of a nonmagnetic spacer in a multilayer system. Moreoverexplained in some theoretical works, usually using RKKY
investigation of the magnetic properties of a nonmagneticoupling!® Moreover, oscillatory exchange coupling be-
spacer sandwiched between ferromagnetic layers is very intween two ferromagnetic layers separated by a nonmagnetic
portant not only because of oscillating exchange couplingmetal spacer layer is associated with oscillation of the mag-
but also because the contact of a ferromagnetic layer with aetic moment in the nonmagnetic spacer lay€r.® The
nonmagnetic spacer must change the electronic state of threagnetic moment induced in a nonmagnetic metallic spacer
nonmagnetic spacer. Also, many experimental and theoretbetween two ferromagnets with magnetizations turned at an
cal works are dedicated to the study of such trilayer systemarbitrary angle is calculated theoretically in Ref. 17. As is
as antiferromagnet—nonmagnetic spacer—antiferromagnethown in Ref. 17, the induced magnetization rotates along a
Such systems attract much research interest because they @amplex three-dimensional spiral and can undergo many
be used in magneto-resistive devices, for example, in magzomplete rotations.
netic field sensors, magnetic heads in memory devices, etc. In this work we propose a phenomenological method of
In view of the aforementioned problems some studies havealculating both the oscillating exchange coupling of mag-
been devoted to investigation of the distribution of magneti-netically ordered layers through a nonmagnetic metallic
zation induced in a nonmagnetic metal spacer sandwichespacer and the induced magnetization in a the nonmagnetic
between two ferromagnetic layers. Of great interest is thespacer using a spin-density mofadimilar to the Ginzburg—
question of the possibility of inducing magnetization in aLandau modef! In comparison with Ref. 17 the approach
material which in the normal state is nonmagnetic but whichproposed in our work allows one to calculate the magnetiza-
can be polarized if it borders with a magnetically orderedtion induced in the spacer and the oscillating exchange cou-

1063-777X/2004/30(10)/7/$26.00 783 © 2004 American Institute of Physics
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interface of the spacer with the first MOL is situated in the
xy plane, the interface of the spacer with the second MOL is
situated in the=L plane parallel toxy. Following Ref. 20, X X

let us define the order parameter for the spacer as the two- o o _
component function FIG. 1. Direction of magnetization of the spacer at the boundary with the

first MOL, z=0 (a), and with the boundary with the second MQi= L (b).

pling taking into account the influence of external magnetic z a z b
field. The approach can be used whether the magnetically M
ordered layers are ferromagnetic or antiferromagnetic. To M /
consider the system “magnetically ordered layer— ! 0, i
nonmagnetic metallic spacer—magnetically ordered layer” i L i
(MOL-NMMS-MOL) in magnetic field, let us consider the ! ;
case when external magnetic figidis parallel to thez axis | =y _—:__,
and directed perpendicularly to the plane of the spacer. The . R

- q’l) M
lzb_ CDZ ’
in terms of which the magnetic moment density of the spacewherea; = (4 w;— B8)/A; b=s/A; h=uoH/A.
is written as For simplicity we suppose that the external magnetic
. field H changes the directions of the magnetizations of the
M=ot &, ) 2 o

MOLs in the same way, i.e., the polar anglg= 6,(H) for
where g is a phenomenological parameter afdare the  the MOL magnetizations is the same, and the difference in
Pauli matrices. We suppose in our approach that the state dfeir orientation is described only by change of azimuth
the MOLs does not depend on the distribution of the ordemanglee. We choose the constants in the boundary conditions
parameter inside the spacer and is characterized only by thé) taking into account that the magnetic moment density of
directions of homogenous magnetization. Using the approactie spacer at the interfaces must be parallel or antiparallel,
of Ref. 20 and the functional method of the Ginzburg—respectively, to the direction of magnetization of the MOLs
Landau type for the order parameigrwe write the follow-  on variation of the sign of the exchange coupling. Also we
ing Lagrangian function: suppose that the exchange coupling between the magnetiza-

tion in the spacer and the magnetizations of the MOLs is

-

%iﬁ(i/ﬁ V=t {,/;)—w( ) |dr. ©) appreciable only within the interfacial regiona<€L), i.e.,
Herew is the energy density written to forth-order accu- conditions (6). We assume that the magnetization in the

that MOLs influence the spacer only through the boundary

racy in powers of the functiogy: spacer at the boundaries with the MOLs is parallel to the
s magnetization of the MOLs. The case when the orientation is
_ + + S+ N2 antiparallel can be considered analogously. In accordance

W) =AVYVY+ LYt 5 (4 )

with the above-said, one can write the boundary condition

B ¥a using a spherical coordinate systdsee Fig. 1 and Pauli
roH (Y7 G2), @ matrices, in the form
whereA, B, ands are phenomenological parameters of the
spacer. Mg sin o= uo(PF Do+ PF D),
From Eg.(3) in a trivial manner we obtain .
93 0= —ipg( @I D=5y, g ©
J
i1 2 = AN~ B S0 )+ o ©) Mo COS0o=puol @1 b1~ &3 P2)l—0
for the order-parameter function, which depends on time and Mg Sin 6 cosp= uo(PT Do+ PP )|,

::r?::girr:gtes inside the spacer. The boundary conditions have Mo Sin g sing=—iuo(®* P~ D5 D) ,—1,  (10)
Mg €0S8p= (D] @1~ P D) |-,

W] ,—o=const, ¢|,—, =const, (6)
where Mg is the magnitude of the magnetization at the
boundaries, which plays the role of a phenomenological pa-
rameter of our problem. The magnitu¢i| is chosen the
same on both interfaces, equalNty~ uq/Vqy (WhereVy is
the unit cell volume near the interface of a spacer layer of
thicknessa, Vo=L,La), taking into account the assumption
of the strong polarizing effect of MOLs on the magnetization
&I the spacer in the immediate neighborhood of the interface.

It's easy to see using direct substitution, that

where the pointg=0 andz=L are the coordinates of the
interfaces(see Fig. 1L The solution of Eq(5) is sought in
the form

_ [ ¥a(rexpliogt)

""(wz<r>exp<iwzt> ' @
By inserting Eq.(7) into Eg. (3) one obtains the system

of nonlinear equations which determines the dependence

1 and i, on the space coordinates

[A g+ ag gy —b(| i[>+ o] ?) ¢y +hepy =0 B,€%1d e kizgont

Aot apif—b(| o]+ 4ol ) ho— hifp=0’ ® = B,€ %2e <2rgkazg 2t | (D
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where k;, §,, and w; are real magnitudes, ang=(x,y)
satisfies the system of nonlinear equati¢®sif the follow- folen) =
ing relations between parameters are fulfilled:

1, enseg
0 ’ (17)
y 8N>8|:
whereeg is the Fermi energy of the magnetized electrons.
(12 According to Eq.(17), the total number of magnetized
electrons in the spacer is written in the form

—(k3+k3)+a,;—b(B2+B3)+h=0
—(k3+Kd)+a,—b(Bi+B3)—h=0'

To make the solutionill) satisfy the boundary conditions, it LL o
is necessary that No=2 ——% > j 2mkdk, (19
2m)*N Jo
o _ _ .
W= W= ® Bi=+vVmg 0057 whereL,~L,>L are the dimensions of the spacer in te
Ky= K=K (13) plane, andgy is the largest possible value of the wave vector
s 0y henN is fixed. « is calculated as
8~ 61= ¢g _ “o Kk when . K
B,={mgsin >
er—B—Mys [@+2Nm\? woHL |2
@+2Nm KNT A T2 ) T\ A(e+2Nm))
ki+ kz—T, (19
where the conditions It is easy to obtain from Eq.13) that
_ Mo 1

N=0,1,., my= (14) nL=-—2> «3, (20)
2T
N

Mo

are fulfilled, too. Then the solution satisfying the system ofwhere n=Ng/(LiL,L) is the density of magnetized elec-
nonlinear equationés) and the boundary conditiot8), (10)  trons in the spacer. The components of the specific magneti-

is transformed to the form zation of magnetized electrons in a plane with an arbitrary
_ ot (kp+ ) coordinatez inside the spacer, when E() is taken into
= Jmoe e account, have the form:
0 + 2N HL
cos—oex%—i ¢ fo z . ¢+ 2N
2 2L A(p+2N) Myn=Mgsiné,co — ¢
X
0 + 2N HL '
sin=exp i ¢ ___Ho z . C[@+2Nm |, (21
2 2L A(o+2N) Myn=Mgsinf, sin 3 z
if ¢#0, H>0, N=0, *1,... M, = M cosf,
Y= mpe et (et The averagex component of the specific magnetization of
0y (N7 pHL the near-interface spacer layer of thicknassquals
COSZ OB TN T T 2aNT? M=l faM - S(<;>+2qu )
X = sinfyco§ ———z
6 p(,(Nw ,uOHL] ) ! WY J TOTR L
sin—exp i{—— z
2 L~ 2ANm7 ey o] 2N
. sinf, sin ———a
if =0, H>0, N=+1, *2,... (15) xyMo SN o SIN =
dz= . (22

By inserting the solutior{15) into relation(12) one obtains ¢+ 2N

2 The averagey component of the specific magnetization of

) ¢+ 2N § -
en=pB+Mgs+Axk“+A T the near-interface spacer layer of thicknassquals
2 a ) [@+2Nm
_4[ moHL (MyN>—LXLyf M sin 6, sinl —z)
+A ot 2NT (16) 0 L
where sN=ﬁw._ Let_ us assume th_at Eq15) desc_ribes the LL,L,Mgsiné, CO%LZNWa
states of quasiparticlgsvhich we will call magnetized elec- dz= — L 23
trons that behave according to Fermi—Dirac statistics. Ac- B ¢+ 2N '

cording to Ref. 22 let us define the total number of magne- -~ o
tized electrons in the spacer magnetically polarized by thd N® average component of the specific magnetization of
MOLs, Ny, as a sum over all possible states of the distribun€ near-interface spacer layer of thicknessaccordingly
tion function. For simplicity we consider the case when€duals

T:O, becau_se the most interesting magnetoresistive proper- (M40 =LyL,Mga costo. (24)
ties of multilayered nanostructured systems appear at low

temperatures. Then the Fermi—Dirac distribution functionin the limiting case whem<L, the average absolute value
has the form of the magnetization of near-interface spacer layéf,)
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=M )*+(My)?+(M,\)?, equalsL,LyMoa. With the
help of Eqg.(17) one can find the magnetization of the near-
interface spacer layer of thickneas

LL|\/|
OE f 2mkdk.

(2m)? R
Taking into account Eq.(20), one can find thatM
=MpnL,L L. Using the ratioMy=uq/(LsL,a), one can
write

(29

MonL
== (26
hence:
Ma
ol @0

We denoteng=M/uy andn=a,/L, whereag=Ma/ug is a
phenomenological constant.
Taking into account Eq$19) and(20), we obtain a tran-

scendental algebraic equation for finding the Fermi energy

8|:.

—B—mgs
A

E218

e+2N7\?
2L

moHL )
\A(p+2NT)] |

where the allowed values &f are found from the inequality
«2=0. N belongs to

(28)

V. Yu. Gorobets

0.105

0.100

0.095

/¢,

0.090

0.085

i L 1 1 !
0.080 0.4

e/

FIG. 2. Dependence of the Fermi energy on the angl®ashed lineH
=800 Oe, dotted lineH=400 Oe, solid lineH=0 Oe. {,=A(372N)??,
(=gp—B—mgs, L=23 A.

where(e)/(LyL,) is the energy per unit area of the spacer.
By comparing the experimental data for the exchange
coupling energy between MOLs and the maximal exchange
coupling energy between the lay&s°for different types of
trilayer systems with the results of numerical calculations
using the given model, it was found that if the density of
magnetized electrona equals the tabulated point for the
corresponding metal spacer, then the paraneetet A and
the parameteA may occupy the region 16° erg cm?<A
<10 %" erg-cn?. For example, Eq(28) was solved numeri-
cally for the following values of the spacer parameters:
A=0.15x10 P ergcn?, n=5.9x102%cm 3, @y=m/2,

© o (e u a=1A. The curves of the Fermi energy as a function of the
€| —floor 57 om ; — ceil 27 on spacer thickness, magnetic field, and the anrglevhile the
remaining parameters are fixed, are shown, are performed in
(CEE 171 ¢ M2 Figs. 2, 3, and 4, respectively. It is obvious from the plots
ceﬂ[ _2_+E} ﬂ°°r|_ﬁ+ﬂ } (29 that the Fermi energy has oscillating dependence on
the spacer thickness and on magnetic field. These oscillations
where are a purely dimensional effect analogous to that described
2 2 Ref. 22.
eg— B—MgS eg— B—MgS H
m1=v2L \/ F i o \/( F 'i 0 ) —('u; ) , The results of numerical calculation ¢&)/(L,L,) for
the parameters of the spacer, taking into account calculated
(30 . . . .
numerically Fermi energy, are shown in Figs. 5 and 6. It is
er— B—MyS er—B—mpS\2 | uoH |2 obvious from Figs. 5 and 6 that both)/(L,L,) andeg also
=v2L A + ( A ) —( A ) ; have oscillating behavior depending on the spacer thickness
(31
ceil is the function that gives the maximal integer closest to
a given real number, and floor is the function that gives the 0.30-
minimal integer closest to a given real number. The average 0.951-
energy of the spacer is defined by the standard formula '
.0.20
2’7TK8N (k)dk. (32 ol
015+
After simple transformations, E¢32) transforms to: 0.10
(&) A {(SF—B—mOS)Z
=(B+mgs)nL+ — _— L
L, (Bt mes) > A 0.05 ST
0 5 10 15 20 25 30 35 40 45

e+2N7\4
2L

Mol
A

.

i

[rcesam) -l
\A(p+2NT)] 2

LA

FIG. 3. Dependence of the Fermi energy on the spacer thickness. Solid line

(33

¢=0, dashed linep=m; H=0.
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FIG. 4. Dependence of the Fermi energy on magnetic field. Solid lineF!G- 6. Dependence of the exchange coupling engrgy magnetic field.
=0, dotted lineg= 1, L=23 A. L=23A.

and magnetic field{e)/(LyL,) and e also have minima The components of the magnetization at a point with an
when ¢=0 or o=, depending on the spacer thickness,arbitrary coordinate inside the spacer have the for(@1).
magnetic field, and other parameters. That is, the energyFhen, taking into account the Fermi—Dirac statistics and the
optimal configuration is the parallel or antiparallel mutual distribution functiong17), the mean value of the magnetiza-
orientation of the projections of the magnetizations of thetion components at an arbitrary point with coordinate-

MOLs on thexy plane. side the spacer has the form:
As is seen from Fig. 7, the exchange coupling of the ’
MOLs through the metal spacer has a long-periodic oscilla- (M ZWKdKMxN

tory dependence on the spacer thickriesse., the exchange

coupling changes from antiferromagnetic to ferromagnetic
depending on the spacer thickness. As is seen from Fig. 5, { (My)= 2 2 )22 f 2mrdkMyy.
the given theoretical calculation shows that]

=(e)(LyLy)|p=»—(e)(LyL,)|,—0 descends faster than (34)
L2 with increase oL. Moreover, the period of the oscilla- (Mz)= 2 2 )2 72 ZWKdKMZN
tions of J is not constant but increases with increasd.of o
Both of these theoretical results agree quantitatively with It is simple to transform Eq34) to the form:
results of Ref. 29see Fig. 5. As is seen from Figs. 8 and 9, My 1 o+ 2N7
the theoretically obtained values of the first three periods of = Mysing, cos(—z)
oscillation of the exchange coupling equal 10, 12, and 15 A, Ly 277 L
r_espectively. The experimen@ally obtai_ned periods of oscilla- er—B—mes [ o+2Nr\2
tion of the exchange couplinéaccording to Ref. 2Pare X A = oL
equal to 11.0, 13.6, and 15.2 A with accuratyl A.
HL \2
_(’U“O— , (35)
A(¢p+2N7r)
5_
0_
o £ 1.0}
L gk
o
5 0.8+
(3]
= -10 ® 0.6}
= 151 k=
- £oa4al
-20( 1 ] ) 1 I 1 1 ] 0.2t
10 20 30 40 50
LA ot L
i | 1 1 1 1 1 1
FIG. 5. Dependence of the exchange coupling enérgjs)/(LxLy)u:,, 0 5 10 15 20 25 30 35 40 45
— (&) (Ly Ly)| _o on the spacer thickness. The solid line is the theoretical LA

calculation, “O” the results of the experimental wofR.It was found by
comparing these theoretical and experimental results that they are shifted B3iG. 7. Dependence of the angle at which the energy of coupling of the
6 A MOLs is minimal as a function of the spacer thickneds=0.
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FIG. 8. Magnetization componeM, (divided by the magnetization at the F|G. 10. Absolute value oM (divided by the magnetization at tre=0
z=0 boundary as a function ofz. Solid line H=0 Oe; dotted line boundary as a function of z. Solid line H=0Oe; dotted line

H=2000 Oe. The spacer thickness is 23 A. H=2000 Oe. The spacer thickness is 23 A.
(My) 1 . [e+2Nm and decays from the spacer’'s boundaries inside the spacer
=—Z Mg sin 6, sin z : :
Ly 2795 L symmetrically about of the middle of the spacer.
g 2
X[SF B—MoS ( ‘P+2N7T) DISCUSSION OF RESULTS
A 2L , : .
In this paper the exchange coupling of magnetically or-
moHL 2 dered layers through a nonmagnetic metallic spacer was cal-
| o) | (36) : in-densi imi inzburg.
A(@+2Nm) culated using a spin-density model similar to the Ginzburg
Landau model. The induced magnetization in the spacer,
(M) — M cosfanl 37) taking into account the influence of an external magnetic
L, ° o field, was calculated, too. This calculation shows that the

The absolute value of the magnetization at a point with coEnergy of coupl_lng of th? MOLS thr(_)ugh the nonmagnt_ahc
ordinatez inside the spacer is calculated as metallic spacer is an oscillating function of the spacer thick-
ness and magnetic field, i.e., the exchange coupling between
M) = V(M )2+ (M )2+ (M,)2. (38)  the layers varies from ferromagnetic to antiferromagnetic
y
and vice versaupon variation of the spacer thickness and

The plots of the dependences(d,) and(M,) on the co- L . .
ordingtez inside thepspacer are< pé>rforme<,-d |yr2 Figs. 8 and 9_magnet|c field. Here the magnitude of the exchange coupling

Here the boundary conditions are chosen so that Wheﬂecreases .With spacer thickness faster 't.‘aﬁ.a”d the pe-
2=0, the magnetization of the spacer is directed alongthe rlod_of 05C|Ilat|0n_of _the exchange coupling |s_not constant
axis, and wherz=L the magnetization of the spacer is di- but increaeses _Wlth increase of the spacer thickness. 'I_'hese
rected along thy axis. The magnitudéM ), as is seen from results match with those of Refs. 29-31 which were obtained

Eq. (37), is constant at all spacer thicknesses, according téor cu gnd Au spacers .and for Co and Fe MOLS' Also, th!s
our model. As is seen from Fig. 10, the average value 0f;alculatlon shows that in a nonferromagnetic spacer the in-

; - ; ; ; duced magnetization can undergo many complete rotations
M| is maximal on the spacer’s boundaries with the MOLs ™", S . . .
M P with variation of the distance to the boundaries with the

MOLs. Moreover, the absolute value of the induced magne-
tization decays nonmonotonically with distance from the in-
terfaces inside the spacer. It is shown that the character of the
decay of the absolute value of the magnetization from the
interfaces into the interior of the spacer is influenced by mag-
netic field.

The author is grateful to Prof. V. G. Baryakhtar for fruit-
ful discussion of the results and to Prof. A. V. Svidzinsky for
discussion of basic aspects of the model used in this work for
calculation of the induced magnetization of the spacer.
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Spectrum of dynamic magnetic susceptibility of a randomized f—d magnet
with spin—lattice coupling. Il. “Opening” of the spin excitation bands
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The transformation of the magnetic absorption spectra of a narrow-band ferromagnetic conductor
containing localf and quasilocatl magnetic moments under conditions of weak spin—lattice
coupling and spatial randomization of tgefactors of the quasilocal and local spin subsystems is
investigated. It is shown that randomization of théactors(e.g., as a result of the

introduction of an impurity leads mainly to the “openingli.e., to the appearance in the

magnetic absorption spectriimf acoustic and optical magnon bands formed in the system while
not affecting the position and shape of the narrow magnetic resonance lines comprising the
spectrum of the impurity-free crystal. The effects of spin—lattice coupling, besides the “opening”
of the phonon and magnon bands, lead to a shift and a temperature smearing of the narrow
resonance lines. The relative corrections to the effective magnon masses generated by the
spin—lattice coupling in a #-5d metal amount to~2x 10~ for an acoustic mode and to

~4x10 % for an optical mode. €2004 American Institute of Physics.

[DOI: 10.1063/1.1808197

1. INTRODUCTION val of the corresponding spin excitations—the acoustic, op-
tical, and Stoner regions of the spectrisee Ref. 1 and Sec.
2 of the present paper

The absorption spectrum of the electromagnetic field

In Part | of this papérit was shown that the exchange
interaction of quasilocadl and localf electrons leads to an

effective renormalization of thg factors of both magnetic with wave vectorQ is determined by the imaginary compo-

subsystems, while the spin—lattice coupling at zero temperqiems of the coherent and incoherent spectral components of
ture alters the shape of the magnon bands and leads to dam[

Re total dynami tibility.14), (1.36), and (1.37):
ing of magnons with quasimomenta exceeding some thresh—e otal dynamic susceptibilil.14), (1.36), and(l.37)
old value. At a finite temperature all of the magnons are  X5cof Q,&) and Xazincor €)- 1)

damped as a result of the absorption of thermal phonons. Applying the technique used to calculate thed contribu-

Sion (1.38) and (1.39) to the remaining Green’s functions
IE:I.16) (of thed—f, f—d, andf—f typeg, summing the re-
sults, and taking the limitv— 0 in the variablée=¢ +i«,

we obtain the following approximate expressions for the
imaginary parts of the functiond) at zero temperature:

investigate further the spectrum of the transverse dynam
magnetic susceptibilityy " ~(Q,Q’,z) of Eq. (1.14Y and
analyze the magnetic absorptifthe imaginary parts of the
coherenty,.,{Q,e) and incoherenyy,; o) components
of the susceptibilityy™ " (Q,Q’,z) of a narrow-band mag-
netic f—d conductor in the entire spectral region with allow- Xacod Q.8) =A{(g;S*—g¢s?) 8(e —e,¢(Q))
ance for a weak spin—lattice coupling. We shall use the same

notation as in Ref. 1. QL ad Q.2)Naa(2) 1+ (91 + 9 (S?)
X(s)[ (e —eou(Q))

2. MAGNETIC ABSORPTION +E2Q%L o Q,8)Ngp,(e) 1} + St Q,8),

2.1. General formula (2
The magnetic susceptibility of a system of interactihg Xaincor €) = AL(¥2(SH)2+ Yi(s)?) [ Nagl(£) + €20, e) ]

and f electrons is determined by the sum of four partial 2 2 en )z 5

contributions(of the d—d, d—f, f—d, andf—f type9 from (71 + ya) (SN Nope(e) + €O e) I}

the four Green’s functiond.16). A technique for calculating +Steor(€)- 3

such contributions is set forth in Ref. 1 for the example of

the Green’s function of thd—d type. The result is given by Here

formulas (1.38) and (1.39) for the coherent and incoherent 2 (st
-~ . . T pg(S?)

components of the susceptibility, respectively. The contribu- A= W

tions from the remaining Green'’s functiofisl6) differ from Va

(1.38) and (1.39) in the approximation considered, $&1, is the amplitude constant of the magnetic susceptibilityis

only by numerical factors which depend on the energy interthe atomic volume,

4
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1 is the electron density of states per spin-atdfk) is the
Nagope(e) = NE o(e —&aqope(d)) (5)  electron energy(l.31); O¢{Q.£) andOg{e) are functions
a whose maximum valuegvith the corresponding normaliza-
is the density of states of the acoustar) and optical(op)  tion (20), (29)) do not exceed the values of the functid®)

magnons, normalized per lattice site, or, at least, are of the same order of magnitude as that func-
1 tion; and, it is assumed that the conditi¢sf)(U—J)=zT
Nagop (&) = NE 8(e—eagop+(0p)) (6) holds ( is the coordination number of the crystal latfice
P Since the wave vectdD of the electromagnetic wave is

is the combined atomic density of states of magnons anuite small Q<m/a) and since the largest contribution in
phonons(we are neglecting the wave vect@r of the elec- the summation over phonon quasimomenta is given by val-

ionl = [2i )
tromagnetic wave in comparison with the most probable valies ofp close topg,, the function|Zq 5|* in the correspond
ues of the phonon quasimomenig so that we use [Ng Sums in(2), (8), (9), and(10) is replaced by a constant

Eac(opy (0.p) instead ofe xe(opy (Q.P); Oacrop€) is a func- [see Eq(A8)]:

tion whose maximum values do not exceed the values of the Q%?| pal® Q%2
function (6) or, at least, are of the same order of magnitude |=Q,p|2* 4 sm7 ~"2 (14
as that function;
, 5 The origin of the contributions to the magnetic absorp-
L (Q,e)= a(s*)Saqop) [e—¢ Q) tion in different spectral regions and the main details of the
adopt < (S +5%) adop0 derivation of expression&) and (3) are discussed below.
~Mgop(Q.8) P+ M 0(Q,8) 17 1
(7) 2.2. Narrow absorption peaks
is the form-factor function of the acoust{optica) absorp- Taking relationg1.51)—(1.54) into account, we can write
tion band, where the expression fox .., (Q,) in the regions of the acoustic
and optical magnon branches in the form
M/ (Q 8)_ §Q3-<SZ>Sac(op)}2 f Naqop)v(E)dE 1
aqop) ) Z Z! _ ' _ _
(459 e E Xeon (QUE) =CONSgopz——— = (15

(8) ~ €adop) g( Q%)

£Qa(sh) s, 2 and determine the position of the poles from the zeros of the
" aq op) . . .
Magqop(Q. €)= BGGE Naqop»(€), (9)  denominator of the function ifL5):
o : D 2(s*)S
P denotes the principal value of the integr@k=(s?), S, D(Q,e)=¢c—¢ )— adop) 1 ). (16)
=(S%; ais the crystal lattice constaffor simplicity we are (Q acopo(Q (S*+s%) (Q
considering a simple cubic lattige Then for the poles of the susceptibilif,, (0%) which lie
2 ~ outside the region of the poles of the mass operst(Q,z)
St Q.e)~ THB (gs+a)? N(Q.e) [see Eqs(l.53) and(1.54)] we obtain, with allowance for the
(o] ’ f gd ~ . . -1 -1 . .
Ua 1+[m(U—-J)N(Q,e)]? relation X+ia) "=P(x *)—iwd(x), the corresponding
spectral contributions t€2) in the form
+§2Q2056&Q,8)] , (10) X2cotf Q,8) = CONSf0p) (& — Eagop e Q). (17

2.3. Magnon-phonon bands
where 9 P

1 In the region of the pole$l.46) of the mass operator
N(Q.e)== 8(e—A—20aTsin(ka))n,; . 11 (1.32) the imaginary part of the susceptibilityt5) is gener-
(Q.2) N zk: (e Q nka))n Y ated by the imaginary parts of the mass operéitd®). Us-

) ing relations(6) and(14), it is easy to see that the redl48)

Styeor(£)~ ”MB(szr ¥?) and imaginary1.49) components of the mass operator can be
neo v 4T written in the form(8), (9), so that, to leading order in 3/
J N(E)N(E—A+8)n,(E) _ we obtain the imaginary part of the susceptibility in the form
1T+[m(U-J)N(E)n,(E) ]2 X;c;)h(Q-s):Conssc(op)szzLac(op)(Qis)Na({op)v(s)'(18)
+ 204 €) (120  whereLop(Q,¢) is given by expressioii7). As follows
from (6)—(9), the function (18) has a peak of height
are the absorption bands in the region of the Stdsimgle- ~ ~1/M ac(opf Q€ ac(ope(Q)) N @ narrow energy interval
particle excitations { is the electron hopping integral, ~Macop(Q:€ac(opr(Q)) centered at the poing ,c(opy(Q)
n;(E) is the Fermi distributiop and an extended region of relatively slow variation at the
level ~M;C(Op)(Q,s)/(6aC(op)+ 6p)? in the remaining do-
N(E)= iz S(E—E(K)) (13) main of definition of the functiortMZ,,,(Q,¢). Here and
N % below 0,= 6, Oop= 0.
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2.4. Single-particle excitations - (Qe1-0.3 2§Ec24<32>8ao(op) 2
In the Stoner spectral regiore ¢ A) the susceptibility aqop) &) =5 (S*+5%)
Xeon (Q,2) can be written approximately in the following N EVdE
form with allowance for relation$l.29)—(1.35), (1.38), and XPJ acop) (0L E) (24
(1.43): e—E ’
2 . 2¢6E5(5) Sagop |
N " = Z57q\> /~adop)
X:Oh(st)%v_B(gf—’—gd)z Mac(op)(q’(g) 0357T|: <SZ+SZ> Na(IOD)V(qu)v
a
~ 1
X XolQF) 19 Nagopn(0,8) = §; 2 8(&~ 8agop-+(AP)), (25
1-[U—-J-M(Q2)]x0o(Q/%)" P
Separating the real and imaginary parts f(Q,z2) and Ef]:iE IEq,pIZ. (26)
M(Q,Z), neglecting the componen(Q,e) in the absorp- N “p

tion region(the real part of the_ susc_eptibility vanishes at the; follows from (21)—(26) that the terms of the sum ovarin
resonance frequengywe obtain, with accuracy up to the (23) a5 functions of energy have the form of smeared reso-

term nance peaks of height 1/M s oo( 0, € ac(opy(d)) and width
~(mlva)[ we(gi+9a) EQA/ER]? ~Mzcop( O Bacopr(d)), centered on the curves(ope(d),
and relatively slowly varying functions
Xf N(E)N(E—A+&)n,(E)dE, ~M e (opf0:8)/ (Bac(opy™ 0p)? in the rest of the domain of

definition of Mgc(op)(q,s) (in the region where magnon-

phonon pairs are generated in the system by the external

field). To obtain a simplified expression faf (&) With

1+[(U=-J)x5(Q.8)]*’ the use of the magnon and phonon distribution functions, we
(20 replace the terms of the su(@1) by functions of the form

2 n
2co0 (Q.e)
XZcoh(Q,S)%IZ—:(gf_ng)Z Xo e

where x5(Q,e)~mN(Q,&), andN(Q,e) andN(E) are de- Moo (d.e)

termined by relationg11) and (13); Nyy(s)= LN 8(s e = aqop( D)+ 7~ =52

—v,) is the phonon density of states; is the Fermi energy adop)

measured from the bottom of the band of statds The W€ replaceNag(opy(d,) in formula (24) by the sums
correction to20) due to the spin—lattice coupling is nonzero YN 2p8(s = £acopd Q) — ¥p), and we replace=g by its
in an energy interval of lengtEg+ 6y , which is a broader Mean value M= =Z~0.14. Then we finally obtain

interval than that for the functiofR0). Xomeor(€) = cONStg op[ Nagope(8) + SZOac(op)(S)],
where

2.5. Incoherent component in the region of the collective 2<SZ>Saqop)

Oagop(£)=0,14m

modes (S*+ ") (Oaqop T Ob)
According to(1.39), (1.51), and (1.52), in the region of
the magnon branches one has Xj Nagop(E)Npi(e —E)dE,
() = CONShgo S = —— 21 =S
Xincoh(€)=CO Skaop) = E_sac(op)g(q) Naqop)(s)_ﬁ - 5(8_8adop)O(Q))

and the poles of the susceptibility outside the poles of thdS the density of “unperturbed” magnon states, which differs
mass operator are determined by the zeros of the function it from Nag(opx(e) in the main region of values in view of
the smallness of the differences betweepy(d) and
2(s")S € )
D(0,8) =2~ Eagapol @) ~ %M(q,w g el
2.6. Incoherent component in the Stoner region
[cf. with (15), (16)]. In the region of the poles d¥l(q,s) the
imaginary part of the susceptibility is determined by the
imaginary part of the mass operai®49):

Taking the condition £ ~A) into account, we can write
an approximate expression far39) in the form[cf. (19)]

2
~ Nﬂ-M’B 2 2
X;ir:corﬁs)zconsim(op) Xinco(8)~ v, (vs+ 7va)
S MZqop(0:€) ‘S Yo(aF) )
a4 [£=£aqopo(d) —Magop(0,2) 12+ [ Mg op(a,8)]° 7 1-[U—-J—-M(q,3)]x0(0,3)" @7

23
@3 Using the approach taken in Sec. 2.4, we obtain the imagi-

where nary part of the susceptibilit)27) in the form[cf. (20)]
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2 "
4 N TR 2 2 XO(q!S) _ fi
X2incoh(8)“‘ va (7f+’yd)% 1+[(U_J)X6(q18)]2 Ao_ml (31)
(28)

) . .. whereM, is the mass of the atom. For numerical estimates
The further transformation of expressi@8) can be simpli- we use the characteristics of gadolinium, the centfat 3d

fied substantially if the electron quasimomentum takes ONnetal. Substituting intd¢31) the valuesM,= 157 a.m.e. and
only small values, i.e., ikp<kg. In that case the energy of Vo~ 0= 184 K (herev, anddp are expressed in kelvinwe
the Stoner excitationd.30) can be written approximately in - jpiain A;=2.9x10"2 A. Now the spin—lattice coupling
the form A(k,q)~A+E(q) ~E(k) [see(l.31) and (143)].  constante can be calculated using the relation between the
We then obtairfsee(l.35)] magnon stiffness and the hopping integfabn the acoustic
x6(a,e)=mN(A+Eq—e)n,(A+Eq—e), branch[see(l.44)] and the requirement that the renormaliza-
tion of the magnon spectrum in the long-wavelength region
be independent of the microscopic model used for the inter-
actions, in which case the phenomenological approach is
valid. The calculatior(see Appendix A gives

2
TUR 2 2
(vi+va)
Ua

X;incok(g) ~

f N(E)N(E—A+¢)n,(E)dE - o
1+[7T(U—J)N(E)HT(E)]2 ) ( ) _ ZTAO X sm(kpa) (32)

. : . a  2m(s’)?
andN(E) is given by expressiofiL3). The correction t@29)
due to the spin—lattice coupling can be expressed approxi- Itis of interest first to estimate the influence of the spin—

mately as lattice coupling on the intrinsic characteristics of the spin
) system—the renormalization of the effective masses and the
TR magnon damping.
2 (749 gnon damping
Va

‘S M”(a,&)[xo(a,e)]?

’ 2 " 2
7 U= dxola.e) "+ LU= D)xo(a.e)] The magnon stiffness in the acoustic band can be ex-
This correction is of order of magnitude-muj(y;  pressed in terms of the Curie temperatége. Taking into
+v5) €2lv,EE(E¢+6p) and is nonzero in an interval of account the relation between the hopping integral and the
length Eg+ 6, which is broader than that for the function Curie temperaturgsee Eq(B.14)], we can write expression
(29). (32) in the form

_bcAo  C(St(s))
a 0.591S+1/2)(s?)?

whereC is a structure constant.
The abundance of contributions to the magnetic absorp-  For gadolinium 6.=293 K, a=2.98 A, A,=2.9
tion spectrum which can in principle compete with eachx 1072 A, (S?)=3.5, (s?)~0.05S?, and expressiori33)
other requires making numerical estimates of their magnigives¢= 297 K. Then the relative corrections to the magnon
tudes. A key question here is the force constérdf the  effective masses in the acoustic and optical bands on account

spin—lattice interaction due to the relation between the magof the spin—lattice interaction, which for a simple cubic lat-
non stiffness coefficient and the interatomic distance. In theice have the form

narrow-band magnet model under consideration the contri-
; " Am} 27 (s?)4 &

bution Eppp (1.5) to the magnon energy due to the longitudi- ac_ :

nal displacement of the lattice sites is determined by the — m%. ~ xZ3sin(kga) (S*+s%) T(Oc+ 6p)’

gradient of the hopping integrdV,T. To estimate it we write

3.2. Renormalization of the effective masses

3. ABSOLUTE VALUES OF THE EFFECTS

(33

3.1. Spin—lattice coupling constant

the hopping integral in the form Amzp: 2m (S)Ns?)° ¢ (34)
T=T(r)=Toexp —r/a), (30 Mep  X7sin(kea) (S T(0c-+0o)
IS Z z
whereT, is the hopping integral in the equilibrium position (here o~ 0c(S7)/(s%), take the values
of the lattice sitesa is the lattice constar(for simplicity the Amj, £ 0.59%(s?)*(S+1/2) ,
lattice is assumed to be simple cubiandr =|7’ — 7| is the Mt Oc(Oct Op) C{SE+SH)(SH(sD)) < 1077,
modulus of the longitudinal displacement of the ion which is o
the nearest neighbor of site from its equilibrium position Amg, &2 0.5912( S?)(s%)3(S+1/2)
N+ 7. We then have&VT(r)=(dT/dr)e (e is a unit vector m;p = 0c(0:+0p) C(S+5D)(S+(s%)
in the direction of the displacemen}, and the modulus of
the gradient of expressio80) is equal to|dT/ar|=T/a. ~3.6:10°% (39

In the equilibrium state at zero temperature the displace-
mentr can be expressed in terms of the rms amplitAgef
the zero-point vibrations of the atoms with a cutoff fre-
quencyv, (we assume for simplicity that the phonon disper- * _ﬁ_z m(S'+s%) ~155m
sion relation is isotropic® ac” 92T x?Bsin(kea) e

In absolute terms the effective masses and the correc-
tions to them have the values
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Am}~3.47-10 *m,, fc
#e’
h? m(S+sh) (P

e 2T} sinkea) (5) OO 2a(s9° | 1
F LadQ.8)Noo(e)~| 7= )
(S*+5%)6c] O+ 6p
Amg ~2.36 10 3m,. (36) P 6
A(9rS"—94s")6"Q°Lad Q,&)Nag (8)~2-10"  (40)
3.3. Magnon damping for the acoustic region, and
The characteristic magnon damping time is given by the A
expression Q~ e’
h 2a(SN(sH)]2 1
0 5 Ima(q)" (37) L Nops(8)~
a 2 ImE(q) OP(Q!S) Opv(s) <SZ+SZ>0’C 0/C+ aDi
where# is Planck’s constant, and lafq) is the imaginary A(Qe + 0.2 S £202L eIN. (g)~2.10"15
part of the magnon enerdyThe latter, according t¢l.39), (91 +9a) (SH(s) €°Q°Lop(Q,8)Nopu(£) @1

(1.51), and(1.52), is equal to ) . . .
for the optical region; her€ is the speed of light.

2(s")Saqop)  , The maximum values of the magnetic absorption at-
IM &aq0p (q) = WM (A &aqop(a))- (38 tained under excitation of the system by a field with wave
vectorQ~ gg amounts to~1.5x 10"/ for the acoustic mag-
Magnons with quasimomenta not exceeding a critical valugon branch and-10" 8 for the optical magnon branch.
Joac(op): are Not dampediand therefore one is interested in -~ The contribution to the incoherent component in the re-
an estimate of38) near the edge of the magnon band, wheregion of the collective modes is contained in Eg). Assum-
q~ds. The maximum value of the functiodZ, /> ing y;=y4=7y, we obtain
=|sin(pal2)|cog(pal2) is approximately~0.35 [see Eq.
(A.8)]. Using the definitior(1.49), one can conclude that the
imaginary part of the mass operator(88) does not exceed A( 7f2<SZ>2+ 7§<SZ>2)Nacg(8)~4-6' 107442 (42)
the value[cf. Eq. (9)]

Na(8)=~(0c+6p) 1,

for the acoustic region and

(39 Nope(&)~=(6c+ 6p) ™,

2 2\/QZ\/Z ~ —6,,2
where N,c(opy max i the maximum value of the function in AT ¥a)(SHS)INope(£) ~9-10 Py “3)
(25), which is achieved in the three-dimensional case at dor the optical.
value of the magnon quasimomentag.,~ds- The interval Considering a crystal with a nonmagnetic substitutional
of nonzero values dlN,op)(0,€) is equal to the sum of the impurity with concentratiorc and assumingy;=gy=2, we
widths of the magnon and phonon bands. Using the normalebtainy?=4c(1—c). In such a case the maximum values of
ization [Nacopp(Q,)de=1, we estimateN,p),(d.€) by  the magnetic absorption in the region of the magnon bands
the quantity @c+ 6p) ! for the acoustic band anddf  owing to the incoherent componef42), (43) and to the
+ 6p) ! for the optical band. Using Eq39) and the char- spin—lattice coupling(40), (41) become equal atc~8
acteristics of gadoliniunjsee Sec. 3)2 we obtain from(37) X 10 3% in the first case and at~3%x 10 2% in the sec-
and (38) the following estimate for the magnons with Bril- ond.
louin quasimomentungg :

, ~ 0.77E%(S%) Saqop
M aqopmax <SZ+ SZ> aq op) v max:

IM & ol Omad = 10 %0, T.~107 19 s,
3.5. Absorption of single-particle excitations

_ —4 _ — 12
Imeo(Qe)=2-10""0c, 75=3-1077 s. The contribution toy;.,{Q,&) andxzineo(€) in the re-

gion of the single-particle Stoner excitations is given by ex-
3.4. Magnon absorption by collective modes pressions(20) and (29). The functionN(Q,&) can be esti-

To determine the relative importance of the effects apMmated as follows:
pearing in the magnetic absorption as a result of the spin— B X
lattice coupling and as a result of randomization of the sys- N(Q,e)=————————— for A_se<A,
tem, let us estimate the absolute values of the magnetic 4QaTsin(kea)
absorption. For the coherent component the correspondingnd
contribution is contained in2). Using the normalization -

I Naciopp(€)de =1, the values of the constar(2), and the N(Q.,e)=0 for e<A_ or e>A,,
characteristics of gadolinium, including its atomic volume \ynere

v,=33 A® and g factorsg;=gy=2, we obtain a valueA .

~10"2 K for the amplitude constar(®) and the following A =A( 1+2aTsm(kFa)

estimates for the contributions {@): = - X '
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FIG. 1. Diagram of the spectrum of the imaginary pg(0.c) of the . . .
dynamic magnetic susceptibility of the model under consideration for aFIG' 3. Diagram of the spectra of the imaginary pRéto{Q.e) of the

. . . ” ; coherent component of the dynamic magnetic susceptibility of the model in
uniform high-frequency fieldz ,c ande are the positions of thé-function th - : .
- e region of the inhomogeneous magnetic resonémear the bottom of the
peaks of the coherent component of the susceptibfity{0,e); X2incol &) g : 9 . gnet

; ) S A : coustic magnon branghat finite absolute temperatures,(Q) and
is the incoherent component, which is proportional to the density of states o? o o ag

; . ' . . . are the positions of the susceptibility peaks wigolid curve and
acousticN, and opticalNy, magnons in the regions corresponding to the Sacd Q) P PHbIty P ue 9

f . de. - is the band of sindl ficlst it without (dotted curve the spin—lattice coupling. The temperature and wave
requenciessqe and egp; &5 is the band of single-particléStoney excita- e c4or of the field satisfy the inequalities®< 6 and 0<Q<(ggc-
tions with a spin flip and arbitrary quasimomentum.

Assuming thatx~0.3, kra~0.3, Er/2zT~0.1, 2T nance lines in the acoustic region of the spectfmear the
~10° K,* U=J=2zT/(s?), A~10* K, and a value of the bottom of the acoustic magnon barat nonzero temperature
integral in(29) equal to both with and without the spin—Ilattice couplingn the

1 1 former case the resonance line is smepar€tis contribution
~ 5, is subsumed in the total coherent contribution, which is al-
2zT+Eg 1+[(U—J)/Ef] lowed thanks to the spin-lattice coupling—the absorption of
we 0btainSton,(Q,8)~9X 10" °, Stncna(8)~9%x10 %y~ magnons by thermal phonorabove and belows . Q))
Equality of the magnetic absorption in the coherent and inand the emission of phonons by both thermal magnons and
coherent Stoner spectral regions is reachecka®.3%. magnons excited by the electromagnetic fie{dbove

£acl Q))-

4. GRAPHIC REPRESENTATION OF THE MAGNETIC

ABSORPTION SPECTRUM
_ _ _ 5. DISCUSSION
The magnetic absorption spectra obtained abdugs.

(2), (3)] are shown schematically in Figs. 1-3. Figure 1 The results obtained give a quantitative estimate of the
shows the overall picture of all the absorption bands on &pPin—lattice coupling effects in the magnon system and per-
large energy scale. Figure 2 shows the narrow cohererpit one to compare the degrees to which the spectra of elec-
bands of the inhomogeneous resonance in the optical regidfon excitations with a spin flip is influenced by a weak spin—
of the spectrum with and without the spin—lattice interaction lattice coupling and by randomization of tefactors of the
Also shown are the “phonon wing,” which arises on accountd and f subsystems. The latter leads mainly to “opening”
of the spin—lattice coupling, and the absorption band due tdi-€., appearance in the magnetic absorption spegtroim
single-electron transitions with nonzero quasimomentunfands of acoustic and optical magnons that are being formed

transfer. Figure 3 shows the inhomogeneous magnetic res# the system, but it does not alter the position and shape of
the characteristic magnetic resonance lines of the defect-free

crystal. As is seen from formuld®) and(3) and Figs. 1 and
] 2, a weak spin—lattice coupling at zero temperature does not
= : 6=0 affect the shape of the narrow magnetic absorption lines if
the modulus of the wave vect@ of the field is less than the
- : Cherenkov value,cop), as is usually the case inf4 5d
: metals. The main effects of weak spin—lattice coupling re-
. duce to the following.
| : 1. Weak spin—lattice coupling leads to opening of the
s / phonon and magnon bands in the coherent component of the
Y 'J LI\ 'A' absorption(i.e., even in a perfect crystal
€ope(Q)  0po(Q) €se(Q) € 2. The real part of the mass operatb#8) leads to a
_ o shift of the magnon frequencies: the narrow lirig6) of the
FIG. 2. Diagram of the spectra of the imaginary pgsto{Q,e) of the . . .
coherent component of the dynamic magnetic susceptibility of the model iﬂnhomOgeneous ferromagnetlc and exchange. resonances In
the region of thed—f exchange resonance and single-electron épianey  the perfect crystal at zero temperature are split off from the
excitations at zero absolute temperature wathlid curve and without(dot-  continuous bands arising as a result of the “opening” of the
ted curve the spin-—lattice couplinggs,p¢(Q), £0po(Q), ande Q) are the phonon and magnon ban(iéig. 2.

positions of the susceptibility peaka weak “magnon—phonon wing” lies . )
to the right of the main peak with energy,(Q), starting at the point 3. The Imaginary component of the mass oper(altdlg)

zon(Q)); the wave vector of the field satisfies the inequality-Q causes smearing of théfunction resonance lines if those
<oop- resonances fall in the region of nonzero valuesMif(e)

X 200n (@ €)
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(Fig. 3. The latter occurs at nonzero temperature @r Wwe express the cutoff angular frequengy in terms of the

<(oac(op)@nd at any temperature f@>dgac(op). rms amplitudeA, of the zero-point vibrations of the atoms
4. The relative corrections to the magnon effectivewith that frequencysee Eq(31)):

masses from allowance for the spin—Ilattice coupling in a 22

4f—5d metal have values-2x10 * for an acoustic mode e (A5)

and~4x 104 for an optical mode. 2MaAg

5. The value of the maximgm magngtic absorption due  Using relations(A2)—(A5), expressingu,, and S, in
to the influence of the spin—lattice coupling on the coherenterms of the phonon and magnon operators, and neglecting
component of the magnetic susceptibility of ftnd metal at  the magnon anharmonicity, we obtain frdi2) the follow-

zero temperature is comparable in order of magnitude withing magnon—phonon coupling operator, which agrees in
the influence of randomly distributed defects on the incoherform with (1.5):

ent component in a crystal with a concentration~09.03%

for an acoustic mode and 0.3% for an optical mode. 1 N "

6. The characteristic lifetime of magnons near the edge Hmph_\/_ﬁé, €a,p8q+pAq(DpTb—p). (AB)
of the band in a narrow-bandi-f magnet is limited by the
spin—lattice coupling to~10"1° s for the acoustic branch The magnon—phonon coupling amplitude(#6),
and~3x 102 s for the optical branch. Eqp=EZqp (A7)

The authors thank V. V. Eremenko and N. F. Kharchenko ' _ _
for interest and support and A. A. Loginov for helpful dis- decomposes into a product of the reduced dimensionless am-

cussions and important critical comments. plitude
_pa_qa _(q+pa
SIHTSII’]TSIHT .
Hqp=i A
APPENDIX A a.p W (A8)
. : . . sin—=-
Calculation of the coupling amplitudg,  in (1.5) for the 2
model undgr dls.cu_ssmn constitutes a sepqrate_ _problem. Alnd the force constant
the same time, it is clear that a not oversimplified micro-
scopic model in the long-wavelength limit should give a —W@ (A9)
magnon—phonon coupling amplitude for the acoustic mag- &€= a’

non branch in agreement with the result of the calculations in . .
the framework of the well-knowhphenomenological ap- in Wh'f:h’ i turn, we have separated out the magnon
proach. Let us therefore obtain a qualitative representation &andmdtﬁ‘

the behavior of the coupling amplitude in the whole Brillouin W=4|,Sz (A10)
zone using a better-studied path—the model of a Heisenberg
ferromagnet:®® In such a model the dispersion of magnons
in a band of widthW is determined by an expression of the
same form as that obtained in the present paper for acous

The magnon energy(q) renormalized by coupling
(AB) is calculated by the standard method and is expressed in
germs of the bare energyy(q) and the real part of the mag-
non mass operatdr:

magnons:
W 1 eg(d)=20(q)+M'(a,e40)), (A11)
8= (1-79) ¥=3 2 exniqn), (A1) 2 :
7 , & — 1+n,
M (q,s)=ﬁ732 |Zq.pl R TS)
and the Hamiltonian of the spin—lattice interaction has the P e—e4(q,p
form® N
P
T (a p)}’ (AL2
Hepa= = 2 Vi) W MUR(S Sy, (A2) o
7 e+(0,p)=eo(q+p) = vp. (A13)

where I()\.' n) is the_ inte_rsite exchange integral, ang, The notation iNA11)—(A13) is analogous to that used in
=U,—U, is the relative displacement of the atoms. (1.51), (1.48), and(1.46).

Assuming that the exchange integral is nonzero only for
pairs of atoms within the first coordination sphere, we write
its coordinate dependence in a form analogou8):

The width of the acoustic magnon band calculated for
a simple cubic lattice f,=(1/3)cos@,a)+cosqya)
+c0s@,a)]) in the f—d magnet model under consideration
I(N,7)=1(r)=lgexp —rla), (A3) with the Fermi surface approximated by the surface of a cube

_ o . of sidekg=mx"¥a is given, in distinction ta/A10), by
wherer =|5' — 7| is the value of the longitudinal displace-

ment of the ion that is the nearest neighbor of aitieom its _ TzxX®sin(kea)
equilibrium position\+ 5, andl  is the exchange integral in a g(SP+5)
the equilibrium position of the lattice sites. Using the stan-
dard form for the acoustic phonon frequenties

(A14)

We note that for the value of the electron concentration
chosen by us for numerical estimatgs; 0.3, the Fermi qua-
vp=vo|sin(pa/2)|, (A4)  simomentum is close to the Brillouin onkg;~0.7kg, Which
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justifies the approximation adopted above for the shape of 1 1

the Fermi surface. ComparingA11)—(A13) with (1.51), CZNE 11—y, (B6)

(1.48), and (1.46), using (A14), and, for clarity, explicitly g q

separating off the electron bandwidtsee(l.31)], depends on the type of magnetic lattice and is equal to
W, =2Tz, (A15) 1.5164 for the simple cubic structure, to 1.393 for the bcc

structure, and to 1.345 for the fcc structffe.
we obtain the desired expression for the magnon—phonon In the high-temperature region, where the number of
coupling amplitude in Eq(1.5) in the form of (A7), (A8)  spin deviations is large and the magnon—magnon coupling
with the force constant becomes important, the corresponding effects of nonlinearity
Ao x23sin(kea) in the magnon t?per?trthrTI can be taken ilr_1to _acco:;mrt] to a first
=W.— approximation by the following renormalization of the mag-
§=Weg 4m(s’)" (AL0 non bandwidtH1°

The use of the fornfA15) here emphasizes, in compari- 1
son with (A9), the difference of(A16) from the simple W=W 1——2 (1= ygng|. (B7)
electron—phonon coupling. SN

At the Curie point the relative magnetization goes to zero,

and from(B5) and (B6) we obtain
APPENDIX B

W(S+1/2)
The relation between the Curie temperature and the pa- GCZT- (B8)

rameters of Hamiltoniafl.2) is of great interest, but its cal-
culation in the model under consideration is the subject of a  Magnon anharmonicity lowers this value. Substitution of
separate study. At the same time, it is not hard to obtain a(B8) into (B7) gives the following coefficient in the first step
estimate offc with acceptable accuracy for the purposes ofof the iteration scheme for a simple cubic lattice:
the present study, as a comparison with the Heisenberg

model shows. We note that the published valuedgffor 1

systems with double exchange, calculated numerically in the 1= ﬁ% (17 %¢)Ng~0.591. (B9)
dynamic molecular field modélcannot be used in our case,

since the calculation in Ref. 7 was done fos3/W <o, We consider a Heisenberg ferromaghét=41,zS see
while in this papeld/W ~0.1. (A10)] with the simple cubic lattice Z=6) and spinS

Following Refs. 8 and 9, we consider the occupation of=7/2, and we compare the values of the Curie temperature
the magnon states in the temperature regiond-. The  obtained by the different methods. The lowest value, which
relative magnetization we adopt as the base, is given by the spin-wave model in the

®) Bogolyubov—Tyablikov approximatigrf
n
o(6)=1— —— (B1)

S , CW(S+1)

is determined by the number of all spin deviations divided by
the number of crystal lattice sitéfor simplicity we are as- A somewhat larger value is given by the Rushbrooke—
suming that the same spBiis found in each of them Wood formula®®!2 obtained by the method of high-

1 temperature expansions of the magnetic susceptibility:
n(6)= 52> Ng, (B2)
" 0 > lo(z—1)[11S(S+1)—1] (B11)
=—lo(z— +1)—1].
wheren, is the magnon distribution function € 96 °
nq=[exp(eq/0)—1]’1, (B3) The molecular field model leads to a value higher than the

“true” value [(B10) or (B11)] by approximately a factor of
ande, is the magnon energysee(Al)]. . [(B10) or (B11)] by app y

. . 1.5
For 6> &, the number of magnons with quasimomentum

g can be written approximately in the form W(S+1)
c=—% (B12)
6 1
Ne=_ "5 (B4)
€q The value in(B8) exceeds that ifiB10) by approximately a

If relation (B4) is fulfilled for the majority of the mag- factor of three, bl_Jt if the renormalizatiaiB9) is taken into
nons, then the reduced magnetization can be represented @:.count, we obtain the value
ing (B1-B3) approximately in the form W(S+1/2)

0c=0.591—F——, (B13)
1 261 1 € 2C
which is higher than the “true” value approximately by a
The value of the sum ifA5) factor of 1.5.
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Thus the accuracy of determination of the Curie tem-"E-mail: beznosov@ilt.kharkov.ua
perature with the use of expressi(ﬂlg) is approximate'y YReferences to Part | of this StU]dWI” be denoted using the Roman nu-
the same as with the use of the molecular field m¢Bap). meral I.
Substituting into (B13) the acoustic magnon bandwidth
(A14), we obtain for anf—d magnet

/3 i
2% SIrI(kFa)(S+ 1/2) ] (Bl4) 1A. B. Beznosov and E. S. Orel, Fiz. Nizk. Tem@0, 958 (2004 [Low
27wC(S+(s%) Temp. Phys30, 721(2004].
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The equations for the nuclear magnetizations which describe the dynamics of nuclear spin-
systems with strong Larmor and Rabi inhomogeneous broadenings of the NMR line under
conditions of their nonequilibrium are obtained in the framework of the Mims
transformation matrix method; these equations have been obtained previously by the statistical
tensors method. As an example, the properties of the proton single-pulse echo and its
secondary signals in a test matefsilicone oil) coated on the surface of high- superconducting-
oxide powders and in metallic hydride are presented2@4 American Institute of Physics.
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The single-pulse ech(SPB is a resonance response of SPE internal mechanism of formation could be effective in
the inhomogeneously broadened nuclear spin system to tHighium ferrite, but its concrete mechanism was not finally
application of a solitary radio-frequendyf) pulse arising at established.

a time approximately equal to the pulse duratioafter its Later on, the effectiveness of the multipulse mechanism
termination. Though SPE was discovered by Bloom in 195%f SPE formation was experimentally established in this
for protons in water placed in an inhomogeneous magnetimagnet: Moreover, the secondary echo signals of SPE and
field, the mechanism of SPE formation is not yet so clear-cuthe two-pulse echo were also formed by this mechanism.

as for the classical Hahn two-pulse ecfid’E) and it con- It was shown in Ref. 1 that the multipulse mechanism of
tinues to attract research attentibn. SPE formation is effective in some multidomain ferromag-

The point is that the theoretical models based exclunets like Fe and FeV. From this point of view further theo-
sively on strong Larmor inhomogeneous broadenibi3)  retical and experimental investigations of SPE multipulse
do not agree with the experimentally observed signals butmechanism formation in systems with large Larmor and Rabi
instead result in the formation of oscillatory free-inductioninhomogeneous broadenings of NMR lines are of practical
decays(OFIDs).! interest. In Ref. 1, using the formalism of statistical tensors,

SPE formation mechanisms could be conditionally sub-a theoretical investigation of the SPE and its secondary echo-
divided into two classes: the first class comprises the sosignal formation mechanism was carried out, allowing for
called edge-type mechanisms, wherein the rf pulse edges aapth large Larmor and Rabi inhomogeneous broadenings of
like the rf pulses in the TPE method; these include the disthe NMR line when the repetition period of the rf pulses
tortion mechanisand the mechanism connected with the obeys the inequalitff ;<T,<T<T,, whereT; is the spin-
consideration of spectral densities of sufficiently steep riattice relaxation timeT, is the transverse irreversible relax-
pulse edged.The second class includes mechanisms of aration time, andT; characterizes the transverse reversible re-
internal nature due to particular nonlinearities in the dynamiaxation time [;~1/A, whereA is the half width at half
ics of spin systems, for example, connected with a strongnaximum of the inhomogeneously broadened )lirteere-
dynamic frequency shift of the NMR frequency or with a fore, the spin system was in a nonequilibrium state before the
nonlinear dynamics of nuclear spins due to the simulteneouapplication of the exciting rf pulse, and only the longitudinal
presence of large Larmor and Rabi inhomogeneous broadenemponent of the nuclear magnetization was important be-
ings of the NMR line* fore the rf pulse. It was shown that a dephasing of the

In this work we consider in more detail the so-called nuclear spin system was accumulated dunmgme pulse
multipulse mechanism of SPE formation, presented in Ref. lexcitations and restored within a time interval elapsing from
for systems with both types of frequency inhomogeneities othe trailing edge of the last “counting[’(n+ 1)th] pulse in
NMR lines. An important example of such a system is that ofthe multipulse train. This resulted in the SPE formation and
nuclei arranged in the domain walls of multidomain magnetsalso its secondary signals at times which were multiples of
both in the normal metals, due to the metallic skin effect, andhe rf pulse duration after termination of the “counting” rf
in the normal cores of Abrikosov vortices in type-Il super- pulse.
conductors. Earlier in Ref. 3 we have investigated the prop- Let us show further a simple classical derivation of the
erties of the SPE formation in lithium ferrite. It was estab- equations describing the nuclear spin-system dynamics in the
lished that its properties differ sharply from the SPEinvestigated case, in the framework of the usual classical
properties in hexagonal cobalt, where it is formed by theapproach, by solving Bloch equations or by the equivalent
distortion mechanism. It was therefore concluded that thélim’s transformation matrix methotWe will use the latter

1063-777X/2004/30(10)/5/$26.00 799 © 2004 American Institute of Physics
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as it is more visual from the experimental point of view. m,
Let us consider the case when a local static fig|dis F—COSbX 77 2(1 cosy ya“+x°)
directed along th& axis, and a rf field is along th¥ axis of
the rotating coordinate systefRCS.%® The modulus oH ¢4
in the RCS could be expressed by: +sinbx \/a_smy\/a +X,

1 w
Heﬂ=—\/ij2+w§=—1\/a2+X2. (D)
Yn Yn

m ax
Yy .

— = sinbx—— (1—cosya?+ x?

m a2+x2( Y )

Here x=A o, /w_l, where Awj= w;—wq is an isochromate
frequency;a= /7 (or a=w;/w,), where » is the rf field

gain factor andy its mean valuew; =70, """ is the mean —cosbx S|ny\/az+ X2, (4)
value of the rf amplitude in frequency unite; = nw;" " is Vai+

the Rabi frequency of the applied rf field; ang, is the
nuclear gyromagnetic ratio. In addition, let us introduce the a2
following designationsfor the mean value of the 2 pulse area —Z-1- ﬁ(l—cosy\/aer X2).

m a“+x
y=w,At, where At is the rf pulse durationb=w,7 is a
characteristic of the time interval following a pulsed excita-
tion and is measured from the trailing edge of the rf pulseExpressions(4) coincide with the corresponding ones ob-
o designates the center of the resonance line,agnid the  tained in Ref. 1 for the case of single-pulse excitation, and
frequency of thgth isochromate. The transformation matrix with similar expressiorfsobtained by solving the system of
describing the rotation of the magnetization vector aroundloch equations for inhomogeneously broadened Hahn sys-

Herr is:® M= (My;m, ;M) tems.
5 Let us now find the effect of-time rf excitation in the
SytCuCs  —CySy SCY(1-Cy) model of Ref. 1, when before the next rf pulse of a train only
(R)= C,Sy Cy —S,Sy , (2)  the longitudinal component of the nuclear magnetization re-

mains. It is not difficult to prove by successive matrix mul-
tiplication that the expression for the nuclear magnetization
Cy. Sy, Cy, andSa stand for cog, siny, cosé, and sing,  before the final “counting” 0+ 1)th pulse is:
and \If—tan (a)l/AwJ) is the angle between the effective
field Hei and theZ axis; 6 is the angle by which the magne-
tization turns about the effective fieldy; during the pulse
time At: 0= y,Heqt, whereH is given by(1).

Let us consider first the case of single-pulse excitationwhere ueq=(0;0;1).

S,Cy(1-Cyp S,S;  CL+SiCy

2= (C5+SiCo) heq,

Let Then the result of excitation by the “counting” pulse
_ _ and subsequent free precession of the magnetization is de-
Xj:mxj/m, Yi=my;/m; Zj=m,;/m, scribed by the expression

. I L tns1= (R, (R)u,
where m is the equilibrium nuclear magnetization, and at #nt1= (Re) (R) i

equilibrium ue4=(0;0;1). C,S,Cy(1-Cy+S,S,Sy
If before the excitation by the_r'f pulse the nuclear spin =(Cf,,+ 52¢Co)” S,S,Cy(1-Cy)—C,S,Sy |,
system was at equilibrium conditions, and therefarg, C2w+ Sf,,Ca
=(0;0;1), then the result of the rf pulse action is given by
n=(R)ueq- At the termination of the rf pulse the isochro- ()
mates precess freely around tBeaxis; this is described by
the matrix which is similar to the one for single-pulse excitation but
allows for a new initial condition.
Co =S, 0 It follows from the previous expressiof) that in terms
R.=(S, C, O], of the adopted designations
0 0 1

where ¢ =Aw;7 is the angle of rotation of the isochromate %:
around theZ axis, andris the time elapsing from the trailing m
edge of a pulse. Therefore, we have finally:

2 n
a
- W[l—cosy\/azwsz]

a
_ 232
C,S,Cy(1-Cy) +S,S,S; X cosbxa2+X2(1 cosyvya“+x9)
11=(R,)(R) teg= S¢chw(12_cg)_c¢3¢se . (3
C,+S,C
A +sinbx sinyyaZ+x2|, (6)
or in the adopted designations: var+x
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Time, ms FIG. 2. Dependence of the SRE) and its secondary echo signal’s peak

. . . . - . intensities(2) on the rf pulse repetition perio@l at room temperatures in a
FIG. 1. Single-pulse echo and its secondary signals in a liquid solution oiiquid solu(tic))n of MnCLp P P P

MnCl, at room temperaturer=20 us, T=4ms, T,=86 ms,T,=72 ms.

m a2 n recovery and spin-echo train pulse sequences were employed
J_l1- ﬁ[l—cosyx/aiﬂz] in this work for theT,; and T, determinations, respectively.
m astx The dependence of the peak intensitiesrve 2) of the
ax SPE(curve l) and its secondary echo signal on the rf pulse
X | sinbX——— (l—cosy\/az+x7) repetition periodl at room temperatures in a liquid solution
astx of MnCl, are presented in Fig. 2. The optimal inhomoge-
neous width of the NMR line for the observation of echo
+cosbesiny\/52+_xz _ signals was achieved by using an additional iron plate placed
VaZ+x? in the magnet's clearance, as in Ref. 8.

Let us consider in more detail the SPE signal formation

These expressions coincide with those obtained in Ref. jor the example of protons in a test materiallicone oil
using the formalism of statistical tensors. Theéh degree (g, Silicon KF96 coated on the surface of a powdered
multiplier has the simple physical meaning of the longitudi-sample of the highr, superconductofHTSC) YBCO-(SO
nal nuclear magnetization created by thprevious pulses of | yBCO), which is an object similar the one used in Ref. 8
a multipulse train, reflecting the spin system’s memory of thgq study the effect of inhomogeneous broadening of NMR
excitation. The expressions for the SPE and its secondanes due to the formation of an Abrikosov vortex lattice in a
echo signal amplitudes were already obtained in Ref. 1 usingiTgc.
similar expressions for the nuclear magnetization vectors. It figyre 3 shows the SPE record of the investigated
is easy to prove that the approach considered above could Rgmple (S@ YBCO) at room temperature, and in Fig. 4 the
immediately applied to the case of periodic two-pulse excigependence of its peak intensity on the rf pulse peficat
tation, which is of interest for the description of secondary,qgom temperaturga) and at liquid nitrogen temperature
echo signals in the investigated systems. (T=77 K) (b).

Suppose we also kndvthat the effect of SPE and its We note that at the given maximal rf pulse length of the

secondary echo signals formation is present for a large '—'Eépectromete(ZO w9 for the observation of the SPE signal
in isolation but is stronger in the simultaneous presence of

both frequency inhomogeneities, as in the case of multido-
main ferromagnets and type Il superconductors.

Let us illustrate some of the above-mentioned depen-
dences on concrete examples of practical interest.

Experimental results were obtained on a Bruker
Minispec p20 NMR spectrometer provided with a Kawasaki
Electronica digital signal averager at room and liquid nitro-
gen temperatures.

Figure 1 shows the averager record of SPE and its sec-
ondary signals from protons in a liquid solution of MpClI
(water was doped by Mh" paramagnetic impurities by add-
ing a paramagnetic solution of MnCin order to obtain a L‘?S—'
suitable length of the spin—lattice relaxation tiffig for the W
data collectioh under periodic excitation by a pulse train
with a periodT=4 ms. The longitudinal and transverse re-
laxation times are, respectively;=86 ms andT,=72ms [, 3. SPE in silicone oil(SO) mixed with YBCO powder (SO
at room temperatureT(=300 K). The standard inversion- +YBCO) at room temperaturd.=500 ms,T,=150 ms,T,=350 ms.

A, arb. units

Time, pus
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FIG. 5. Two-pulse ech¢TPE) and its secondary signals in SO'rBCO (a).
FIG. 4. Dependence of SPE peak intensities on the pdriotithe single- Dependences of TP&) and its secondary signal peak intensiti2son the
pulse train at room temperatuf@ and at liquid nitrogen temperatufb) in periodT of the two-pulse trairib). The marks show the time position of the
SO+ YBCO. rf pulses forT=300 K.

one should introduce an artificial external magnetic field in- ) ) )
homogeneity(with the help of an additional iron pldbeto the SPE signal peak intensity dnat room temperature. In

allow for condition(1)). At the same time aT=77 K (b), this case its intensity is practically unchanged with increase
the SPE signal is observed in an homogeneous magneti?f T, showing that the contribution of the distortion mecha-
field, but the inhomogeneity of the NMR line is caused bynism is significant in this material, as it is in some metallic
the effect of the Abrikosov vortex latticgVL ) formation. ferromagnets.

The character of the dependence on the repetition period Analysis of the results obtained shows that the SPE
T points to a comparatively large role of the multipulse could be useful not only for a simple determination of the
mechanism in the SPE formation at low temperatures. characteristic relaxation parameters of inhomogeneously

The SO concentration in the sample under investigatio®roadened spin systems, but could provide an interesting ap-
was chosen as small as possible for enhancement of the vdoach to the study of AVL dynamics using the SPE signal

tex lattice effect
For comparision, Fig. 5a shows a record of the TPE and

its secondary echo signals for an $&BCO sample with a 150
larger concentration of coating material for obtaining more
intense signals, while Fig. 4b shows the peak intensity de- 125k
pendences of the TPEurve 1) and its secondary signal
(curve 2) on the periodT of the two-pulse train at room 2
temperature. < 100+
It is seen that dependences of the SPE and secondary 4
TPE signals onT have a similar character, reflecting the & 79F
significant contribution of the multipulse mechanism in the <t
SPE intensity. It is known that secondary TPE signals are 50
formed by the multipulse mechanism in proton-containing
systems? o5 . . . .
0 50 100 150 200 250

Vanadium hydride (Vg9 could be considered as one
more example of a system possessing both types of inhomo-
geneities. _|n th_|5 case the_ inhomogeneities are the result @, 6. The dependence of the SPE peak intensity on the p@riotithe
the metallic skin effect. Figure 6 shows the dependence adfingle-pulse train in vanadium hydride . 7=20 us, T=300 K.

T, ms
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due to the effect of magnetic field inhomogeneity caused by  This work was supported by the International Science
the AVL formation. and Technology Center through Project G-389.

This allows one to use the SPE effect for the study of
AVL stir_nullated dynamics using pulsed and low-frequency<c .. jaba@physics.iberiapac.ge
magnetic field$!
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A model is proposed which describes the formation and reversible rearrangement of the
equilibrium domain structure in bulk antiferromagnets with a rather strong magnetoelastic
coupling. The model is based on the assumed existence of a microscopic ordering of a tensor
nature—the microstress tensor that arises due to magnetoelastic coupling during the

formation of the magnetic moment. It is necessary to take such a parameter into account for
adequate description not only of the macroscopic internal stresses and the spontaneous strains
corresponding to them but also of the microstructure of the crystgl, the domain

structure. The microstresses arising locally in each unit cell are equivalent, from a formal
standpoint, to elastic dipoles, and they create long-range fields whose contribution to the free
energy of the crystal is analogous to that of the magnetostatic energy in ferromagnets and

favors a decrease in the macroscopic strain of the sample through the formation of an equilibrium
domain structure. The corresponding contribution is given the name “destressing energy” by

the authors. It is shown that taking this energy into account in antiferromagnetic crystals allows
one not only to explain the cause of the formation of the domain structure but also to trace

its dependence on the shape of the crystal and the external fiel)0&® American Institute of
Physics. [DOI: 10.1063/1.1808199

1. INTRODUCTION by the presence of anisotropic surface enérgye impor-
tance of the taking of which into account was first pointed
The possibility of the formation and reversible rear- oyt in Ref. 11, and also by the incompatibility of the spon-
rangement of a domam structure in antiferromagnetic Crysianeous strains on the surface and in the bulk of the
tals was predlcted by.l@ more than a half century ado. sample®1® However, such an approach is applicable only
Although its presence is indicated by experiment, the causgg,ger rather strong restrictions on the properties of the sur-
that lead to the formation of domain structure at phase trang, o (for example, its properties must differ substantially
S|t|<_)ns in crystals that do not POSSESS & MACroscopiC Mags, y, hose of the bulkand, furthermore, it does not explain
netic moment but are characterized by appreciable spontanﬁie microscopic nature of the phenomenon.
ous strains have still not been clarified. fs. 12 and 13aproposthe formation of domain
As a rule, the cause of a nonuniform distribution of an- n Re_s. aprop . .
tiferromagnetic vectors and the accompanying spontaneousst.ruCture n ferro!'nagn_ets with rather strong comparison
lattice strains are assumed to be initial nonuniformity of theW'_th the r_nagnetlc gnlsotropy ener)gy_nagnetoelastlc cou-
sample (technological defecis the existence of boundary pling, the idea was first set forth that mterna.l stres;es analo-
conditions of a definite typée.g., rigid coupling between the gous t_o the s_tresses pro_d_uced by d_efén_alg., dlslocat|9ns or
sample and a nonmagnetic substrate, finally, the entropy |nc_|u5|ons) arise {it tranS|t.|ons of this kind, but nothing was
factor. Unfortunately, the models based on these assumptioséid about the microscopic nature of those stresses. And even
cannot explain a number of experimental fatsee, e.g., thoqgh today the microscopic ghgrgcter o-f the spontaqeous
Refs. 2—7 connected with the reversible rearrangement ofStrains caused by magnetoelasticity is not in doubt, the influ-
the domain structure in antiferromagnetic crystals in theence of the internal stresses causing these strains on the
presence of external influencésg., a magnetic field or me- thermoelastit phase transitions in antiferromagnets and
chanical stressgs Furthermore, in the description of the other substances and on the formation of macrosc@pic
phase transition itself the spontaneous strains accompanyifgrticular, domaipstructure in them remains an open ques-
the transition are considered to be exactly like the macrotion.
scopic strains arising when the sample is subjected to exter- Let us discuss in general terms the process wherein mag-
nal loads, without any analysis of their microscopic causeshetic order arises in a so-called Heisenberg magnet. Accord-
The authors have previoudly® made attempts to ex- ing to the established ideas, at the critical temperature at each
plain the causes of the formation of domain structure in aniattice site, i.e., locally, magnetic moments spontaneously
tiferromagnets by their internal properties and, in particularform, their mutual directions agreeing as a result of the ex-

1063-777X/2004/30(10)/11/$26.00 804 © 2004 American Institute of Physics
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change interaction. It is perfectly clear that in the presence af. INTERNAL STRESSES AND THE INTERACTION OF TWO
magnetoelastic couplingncluding interactions of a spin— “MAGNETOELASTIC DIPOLES”
orbit naturg the appearance of spontaneous moments should

: . . . Let us consider a phase transition to an antiferromag-
lead to a change in the value of the interaction potential .. . . S
) . . -netic state with allowance for the magnetoelastic coupling in
between an atom on which a spin moment has arisen, and

i . X
nearest neighbors, i.e., to the formationlatal stresses that .ﬁe crystal. We She.l” assume that in a uniform cry;tal found
can be characterized by a certain paramétet? of a tensor In the paramagnetic state at temperafiee Ty, antiferro-
nature. In the simplest )(/:am/hen orﬁ)ly pair interactions are magnetic order is established, owing to fluctuations, in a re-
taken i-nto accountthis is a second-rank tensor whose sym—glpn of physmally sma}ll volumaV centered at a poiMy; .

his order is characterized by the so-called antiferromagnetic
metry should correspond to the local symmetry of the cryst ector L(r)=Lo8(r —ro), where in the limitAV—0 the
lattice, lowered because of the onset of the spin orderingr, 0 o

Th in besid he “main” mi X d orm function &(r —r) is the Dirac delta function.
us, in besides the “main” microscopic order parameter, i i \nown that the presence of magnetoelastic coupling

which In this case is coqvent|oqally taken as the antlferro1eads to a change in the interatomic interaction potential in
magnetic vector for the given unit cell, one can introduce ahe regionAV, which in turn gives rise to local internal

“additional” (but which nevertheless has completely equalgyasses that can be described by a ted<Hiqr) that de-

standing microscopic order parameter characterizing the Io'pends on the coordinateand is related to the magnetic order

cal stress,e(aconcentrated forcesand which, in the terminol- parameter by the relations
ogy of Kleman!?*3 corresponds to quasi-defects.
It should be emphasized that the local microstresses in- amag(r)zfu_o@) Log(r—ro)ﬁgj”f(ag(r)

troduced here and the global macrostrains employed in the
theory of elasticity, which characterizes the state of the crys- =Ajamboilbomd(r—ro), @)

) ) coupling and reflects the magnetocrystalline symmetry of the
te_rlze the. change of the elastic state of the crystal, and thl%\ttice. In Eq.(1) and below, as always, summation over
microstrains created by them can be regarded as some “d

) . X epeated indices is assumed.
grees of freedom” of the crystal which take part in the mag- According to the theory of elastici'® at distances

netic phase transitions and influence the magnetocrystallingubstantia”y greater than the linear dimensions of the region
structures that form as a result of those transitions. Taking,\; he internal stressed) concentrated at the poing cre-

these degrees of _fr_eedom into _accour_1t is justified when _dc_Jingte a displacement field
so leads to nontrivial results, in particular, when describing
phase transitions in ferro- and antiferromagnetic crystals d e mAG s s
with a degenerate direction of the axis of easy magnetization. Yi(F)= are LVGJ"“ —r)o(r)dr

In this paper we propose a model that makes it possible
to describe in a consistent way the formation and reversible
rearrangement of the equilibrium domain structure in bulk
antiferromagnets with a sufficiently strong magnetoelastic ] o )
coupling by starting from ideas about the aforementionedVN€re the Green’s functioB(r) of an infinite elastic me-
microstresses and utilizing the formalism for description ofdium satisfies the equation
the fields of elastic dipoles which is well known in the theory P 9
of elasticity — Cjkim=— Gnm(r) + 8;,8(r) =0, ©)

The structure of this paper is as follows. In Sec. 2 we I o
analyze from the standpoint of the theory of continuous mein which Cikim is the tensor of elastic constants.
dia the interaction of two regions lying far apéirt compari- In complete analogy with ferromagnets one can say that
son with the size of the regions which antiferromagnetic the tensorg™2{r) characterizes a “dipole” moment of the
order has spontaneously arisen and show that under certaiedium, while the displacement vectdr) characterizes the
conditions it is energetically favorable to have states withpotential of the elastic field created by those dipoles at suf-
different (noncollineay orientations of the antiferromagnetic ficiently large distances.
vectors in each of the regions. In Sec. 3 we consider a mi- We now assume that antiferromagnetic order has arisen
croscopic mechanism based on the assumption that internal two regionsAV, andAV, which are the neighborhoods of
microstresses arise due to the magnetoelastic coupling, amdintsr, andr,, respectively, the distance between which is
we obtain a general expression describing the contribution adlso much greater than the size of these regions of spontane-
the long-range elastic fields to the free energy of theous ordering. The elastic stress fields and the displace-
crystal—the so-called “destressing” energy. In Sec. 4 wement fields(2) induced in the strained regions by the mag-
consider examples of the calculation of the destressing emetoelastic transition interact with each other. The
ergy for samples in the form of thin slabs with different corresponding contributio® 44 to the Gibbs thermodynamic
crystallographic symmetry. In Sec. 5 the model developed ipotential can be calculated as the energy of interaction of two
applied for analysis of the process of formation and rearelastic dipoles®*®

d
:AklananFijl(r_rO)y (2

rangement of the domain structure in antiferromagnetic crys- 5
t._';\ls of differ_ent types. Finally, in the Conclu_sion we summa- q)dd:l J G111~ fz)U;?ag(fl)U?n?g(fz)- )
rize the main results and conclusions of this study. 2 9r 1j0r



806 Low Temp. Phys. 30 (10), October 2004 E. V. Gomonay and V. M. Loktev

We note that independently of the directions of the antifer- A¢214
romagnetic vectors at the pointg andr, the traces of the qhﬁﬁ[ 15(L 1M, e)%,(L1?,e)%~ L2[5—4v
~ ma ~ma ; : 8mu(l—wv)r
two tensorsa™®{r;) and ¢™*{r,), which determine the
spontaneous dilatatiofvolume expansion are equal: N At ZAlz}[(L(l),e)er(L(z),e)z]]. 10
Tra™qr)=TroMqr,)=Tro™m Aaa

Tu.e r:n;eractlgn emirr]gy actqwlr es a tn?ntrlv?lthcontlrlb;{tlog',.rhis contribution can be regarded as the anisotropy energy,
which depends on the mutual orientation ot the €lastic dly, piqp jnfuences the equilibrium direction of the antiferro-
poles and, hence, the local directions of the antiferromag

i ) ¢ the sheddeviato) part of the st magnetic vectors.
netic vectors, from the shegdeviato) part of the slress Finally, the last term contains the scalar products of the
tensor, which we denote as

antiferromagnetic vectors on different sites and thus deter-

i mines their mutual orientation, which is brought about by an
FY=5mqr )— 3T o™ a=1,2, indirect interaction via the elastic subsystem:
where1 the unit matrix. Substituting into expressié$) the Afm D s
Green’s function for an isotropic medidfh D@m= — m[(l—b)(u L)

(5) +6u(LY,L@) (LM e)(L?,e)]. (11

rir
ij(l'): m (3_4V)5jk+ :—2k
(where u=c4, and v are the shear modulus and Poisson’s It is seen from expression®)—(11) that the “dipole—
ratio, respectivelyand assuming without loss of generality dipole” energy(8) remains unchanged, as it should, when the
thatr;=r, r,=0, ande=r/r, we find that sign of any of the vectors is changed(®¥)— —L(¥ and,
hence, unlike ferromagnets, is indifferent to antiphase
(1—2v)Tr(6 M &52) domains? At the same time, at phase transitions accompa-
nied by a lowering of the spatial symmetry, the vedtaand,
15 accordingly, the tenso5™29 can have several equilibrium
+6v(ec'V,5Pe)— 7(e&<1>e)(e&(2>e) orientations differing by a rotation of 60°, 90°, or 120°.
Suppose, for example, that the equilibrium orientations
L™ andL® can differ by 90°(as, for example, in the case
: (6)  of the antiferromagnetic insulators KNjFKCoF;, K,NiF,
and in the underdoped high: superconductors Y-Ba-—
In the case of a medium that is isotropic in both the elasticcy—0O and La—Sr—Cu—)OAnalysis of the terms of expres-
and magnetoelastic respectere and below for symmetric  sjon (8) shows that for certain orientations of the veatdhe
4th-rank tensors we adopt the Voight notaliqh 1;— A1, configuration with a parallel direction of the vectors
=2M44) L@)L3) will have a lower interaction energy, while for oth-
Tr6™a9= (A 1+ 2A 1)L 2 ers the configuration with mutually perpendicular ordering,
LA LA will have.
and the shear part of the stress tensor is eXpressed eXtremely |ndeed, if the vectoe is para”e| to one of the “easy"

simply in terms of the components of the antiferromagneticgirections for the vectok , i.e., gLV, then the difference of

Pa=~ 167 u(l— V)I'E

+Tro™qe(6'V+5?)e)

vector: the energies of the parallel)(and perpendiculari() order-
A ings
1
&<a>:2A4A[L<a>® L()— §L2}Ha§g>
®! 1 _A4214|—4(2_V) -0 (12
O dd™ ¥dd” 5, (1_ ,\r3 )
=2A4A[L5a)l_{(a>_ ék Lz}. @ 2au(l—v)r

and, as a result, the mutually perpendicular orientation of the
magnetoelastic dipoles will be more favorable. This corre-
sponds to Le Chatelier’s principle: if the appearance of anti-
ferromagnetic order in the regiakV, leads to elongation of

D yg=Pis+ Pant Papm- (8)  the lattice alond-(V), then the stresses created in the remote

The first term in(8) describes an energy that does not depend®9ionAV; will also be tensile in the same direction and can
on the orientation of the magnetic moments and therefor@€ diminished by compressive stresses in the case when the

2) « H ” HSE
does not play any role in the establishment of the equilibriun€ctorL?) “turns sideways.” In the other limiting case the
direction of the antiferromagnetic vectors: vectore is directed at the same angle to both antiferromag-

netic vectors ¢ L) =(e L), which corresponds to the
“hard” direction of L. Then

Substituting(7) into (6), we find that the interaction energy
of two antiferromagnetically ordered regiori$antiferro-
magnetic dipoles} consists of three contributions:

4

o= Dk Ags(1=4v)+ A g+ 2A 9
is_m[ ad1=4v)+ A +2A 5] (9)

AZL41+v)

The second term if8) is determined by the orientation of
—————3<0,
Aau(l—w)r

I _ @l —
each of the vectork (®) with respect to the vecta Pga~Paq

(13
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1 ® 1
® e(ro)= 7 [ux(ry) —uy(ra) —Ux(ra) +uy(ra) ], (14
—_— 6 «— which transforms according to the same irreducible represen-
o o o 6 ‘ tation of the local symmetry grodpas does a linear combi-
4 2 nation of components of the 2nd-rank tensQy—eyy. In
. l the general case this quantity can be written as
3 ‘ 1 z
a o 8(ro)=7 2, U(ro*pn)®pp, (15
n=1

FIG. 1. Displacements of the atoms of a square lattice under the influence of . "
local stresses due to the appearance of spin at the atom of speciefillad Wwhere the vectorg, characterize the position of the

circle): the undeformeda) and the deformedb) states. The arrows indicate (=4) nearest neighbors. The tensor conjugate to this quan-

the direction of displacements of the atoms of speci¢8llBd circles from tity determines the change d™29 the interatomic interac-

the initial state to the deformed state. tion potential caused by the magnetic ordering, and can be
regarded as the microstress tensor in the neighborhood of a

. . . ) specified site:
i.e., the parallel orientation of these vectors at different

points of the crystal will have the lower energgenerally micro aV™(ry)
speaking, this does not rule out the formation of antiphase ik (ro)= Tk (16)
domaing. !

Thus, as in the case of ferromagnetic dipoles, in magneFor an antiferromagnet the nontrivial components of the ten-
toelastic crystals with antiferromagnetic ordering there exissor 3™ are related to the orientation of the spin moments
certain directions in which it is energetically favorable for by a relation of the typél), where the components of the
dipoles of different types to appear, corresponding to equivadth-rank tensor j are invariant with respect to transforma-
lent but noncollinear orientations of the spontaneouslytions of the local symmetry group. In the general case the
strained regions. An important difference from the case othange of the local environment of the magnetic atom can be
ferromagnetic dipoles lies in the choice of this orientation.determined by tensors of higher rankshen next-nearest
For dipoles of a vector naturgnagnetic, electricthe great- neighbors are taken into account
est differences arise in the directions parallel to and perpen- We recall that the local stress and strain tensors intro-
dicular to the axis of the dipole, while for elastic and, ac-duced above are essentially different from the corresponding
cordingly, antiferromagnetic dipoles, which are characterizednacroscopic quantities that are used for describing the state
by a 2nd-rank tensor, they arise along the “easy” and “hard” of the crystal in the theory of elasticity. For example, the
axes of the antiferromagnetic vector, the angle betweeguantities specified by expressi6ib) depend on the corre-
which can, in particular, be 45°. lation functions of the distribution at the neighboring sites
and actually assign a tensor characteristic to every point of
the medium. At the same time, the strains in the standard
theory of elasticity are determined as gradients of the mean

In the previous Section the interaction of two magneto-displacement vectors, i.e., they depend on the first and not
elastic dipoles was actually reducéd the continuous me- the second moments of the distribution functions. Further-
dium approximationto the interaction of two spatially sepa- more, the strains corresponding to the local stre$<Bg°
rated inclusions of a strained antiferromagnetic phase in aan in some sense be considered quasi-pléstithe termi-
paramagnetic matrix. That approach is applicable if the temnology of Ref. 13, since they arise in the absence of external
perature of the paramagnetic state is only slightly above thébads and can be removed only through a change of the
critical temperature. In this Section we explore the questiorwhole thermodynamic state of the samfler example, by
of how the formalism used can be generalized to the casrising the temperature of the crysgtdh other words, for the
when the antiferromagnetic vector and the directions corremicrostress tensor one can adopt the same assumptions as for
sponding to it arise in every unit cell of the crystal. the magnetic momentéAmpere “microcurrents’ in mag-

Let us begin with the simplest example of a two- netic media—once formed at the point of the phase transi-
dimensional square lattice in which magnetic ions of specieion, both the magnetic moment and the microstress tensor
A (ro) are surrounded by nonmagnetic nearest neighbors aktain their value; the action of external forces can lead only
species B(,,=rqo+p,, N=1,2,3,4; see Fig.)LSuch a struc- to their reorientation with respect to the axes of the crystal.
ture exists in the cuprate layers of high-superconductors, And just as the existence of a magnetic moment does not
for example, where the paramagnetic copper iond'Q8  lead to the onset of macroscopic conduction currents, the
=1/2) are surrounded by the nonmagnetic ligands.Ofrhe  existence of the microstress tensor does not lead to plastic
appearance of a spontaneous moment directed alon@sxhe flows of the sample as a whole.
axis at site A leads to the displacement of atoms 1 and 3 For a phenomenological description of the elastic state
along the same axiu((r,) = —uy(rs)=up) and of atoms 2 that arises at the phase transition, we turn from the micro-
and 4 along the perpendicular directiony(r,) = —uy(r,) scopic stresse$l6) to the stresses averaged over macro-
=Ug). The total change of the configuration of the B atoms,scopic but physically small volumes of the crystal. Then for
leading to a shear strain, can be characterized by the quantitile case of a magnetic transitipef. Eq. (1)]

3. DESTRESSING ENERGY IN AN ANTIFERROMAGNET
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_ 1 . 1
> FMO(r ) S(r—1))— M) = — (M), 17 Dyg=5 drf dr’ o) opedr’)
g Vo 2 Jjr=r1>p .
&2
. . Xo——=Gym(r —1'), (19
whereuv,, is the unit cell volume and the angle brackets de- aror,

note averaging. , where the Green’s function is defined by H) and the
Expression(17) together with(1) actuallypostulateshe ;v sically small macroscopic lengghis much greater than

ex_istenc)e at magnetoelastic phase transitions of Wehe jnteratomic distances (at which the contributior18) is
primary” order parameters of microscopic origin: a magneticysminan but much less than the linear dimensity of the
one, which in the present case is the antiferromagnetic VeCt%rlastic(and magneti® domains:a<p<dp .

L, and a(magnetgelastic order parameter, characterized by

o T )
the tepspm 1r). In contrast. to this, in the convent_lonal reducing the problem of domain formation at a thermoelastic
description of transitions of this type only the magnetic veC-nhase transition to the analogous problem of the formation of

tors are considered to be primary order parameters, while th§; nains with the opposite direction of the magnetization

spontaneous strains and the stresses that have caused thetp,o in ferromagnetic crystalé.For example, it is known
are conS|dere.d sgcondary, macroscopic quantities. _that the Green’s function appearing in expressit®) decays
The contribution to the free energy of the grystal which asymptotically ass,(r)~ 1/r independently of the symme-
depends on the stresses/) contains terms of different na- "ot the crystal, thus ensuring the long-range character of
tures. The most important for the formation of the orderedy, dipole force€ This leads to two important conse-

state are the local interactions, which in the vicinity of the ances: first, in a system of elastic dipoles the interactions
phase transition are well approximated by a bilinear form, iny,ye 4 nonlocal character and, hence, it is possible for inho-

~ o o
terms of the components of the tensaf*{r), which is  oeneougdomain structures to arise: second, as will be
invariant with respect to the symmetry point group of the oo, belowsee formula(22)], the quantity® g is propor-

Expression(19) has an important feature that permits

crystal: tional to the volume of the crystal and, consequently, its con-
tribution to the free energy of the crystal is comparable to the
n change of its chemical potential due to a phase transforma-
D = f V] 5 0% o9 N o WL Ly (18) 0N
afm 2 7k Sikimim - Mm@y tibm). - (19 We now use expressiafl9) to describe the elastic state

arising in a crystal at a thermoelastic phase transition and
show that(by analogy with ferromagnetisnihat taking the
The first term in(18) models the energy of formation of an dipole interactions into account does in fact allow one to
elastic dipole(with a strength coefficier) while the second  explain the breaking up of an antiferromagnetic crystal of
models the magnetoelastic coupling, which is what gives risginite size into magnetoelastic domains with different orien-
to ¢™*r) on magnetic orderinfsee expressiofl), where tations of the elastic dipoles.
A=35"1\]. Coupling of the type(18) together with the ex- We start by introducing the quantity that determines the
change interaction of a purely magnetic nature leads to “parmacroscopic strain created by concentrated “forc&8™¢
allel” (uniform) ordering of the elastic dipoles and can there-
fore, by analogy with magnetism, be treated as “exchange.” |, (r=-— }f iG- (r—r")+ i
A weaker, but nevertheless important, contribution is Ji 2 Jylar, ar;
that due to the coupling of elastic dipoles, which is described
on the microscopic level by expressiof). Upon integration XG(r—r')
over the whole crystal we note that at sm@if the order of
interatomig distances the interactions between elastic di- . L .
poles are of a substantially nonlinear character and a detaile\ﬁhere the integration is over the entire crystal voluvhelt

description of them requires taking into account the inter!S €asy to see that if the Green’s functiGifr) is given by

atomic potentials, electronic structure of the crystal, etchpre53|od3), then the tensam;(r) (20) satisfies the equa-

However, it is clear from physical considerations that in the!'o"
presence of long-range magnetic order these interactions are 9
responsible for orientation of the elastic dipoles with respect ﬁ—rijk|mU|m(f): mffﬂag(f)- (21)
to the axes of the crystal and the magnetic moments at a
given point, i.e., in essence they determine the elastic anisot- Thus the tenso™?9 has the meaning of the macro-
ropy. Phenomenologically the local orientation of the elasticscopic stresses, while the symmetric ten8antroduced in
dipoles is described by expressi@iB) under the condition Eg. (20) has the meaning of the corresponding spontaneous
that the coefficients\;,, depend not only on the mutual strains arising at the phase transition. We emphasize that in
orientation of the antiferromagnetic vectdrsbut also on  contrast to the standard theory of elastic#f,??is the result
their orientation with respect to the crystallographic direc-of exclusively internal changes in the crystal and not of an
tions, or the magnetic anisotropy. external load applied to it. In some sense the expressions
In view of what we have said, the macroscopic energy ofobtained resemble the expressions for the stress and strain
the elastic dipole coupling can be written in the form of anfields created by point defects, but, unlike the latter, the in-
integral, ternal stresse&™?d considered here arise spontaneously and

domdqr")
ml—’dr’

ar ' (20)

m



Low Temp. Phys. 30 (10), October 2004 E. V. Gomonay and V. M. Loktev 809

exist at all points of the medium and not at isolated indi-effective field inside the crystal will contain a contribution

vidual points in it that form a set of measure zero. both from the destressing field&™?% and from the external
In the case when the tensaf"®is independent of, in  fields:
a sample of infinite size the spontaneous sti@ims also P (529, 4 5

uniform and is given by the formula
Fixed displacements at the boundary of the sample can be
taken into account by the introduction of additional strains

For a sample of finite size the integrals(i©) and (20) 029 ensuring satisfaction of the boundary conditions and the

depend on its shape. Then the distribution of the imemaq:ompatibility conditions. In this case the total strain of the
stresses that brings about the minimum free energy must &Mmple is given by

detgrml_ned from the soltinon of a "self-cons!stent problem u}ﬁt(r)zujk(r)+uf£d(r), (25)
taking into account the “exchange” and anisotropic cou- ) o

plings (18), the dipole interaction&l9), and the contribution Where the first term is given by formul@0) and the second

in the form a thin slab, the internal stress field is uniform onof the theory of elasticity, including the compatibility condi-
scales exceeding the size of the individual domains but lesons. The requirement of compatibility of the total strains at
than the thickness of the slath>dp, . In this case the global the boundary of a sample of arbitrary shape leads to the

a=¢"tomag

strain of the sample equation
A d T_A
u;j?(acrozxjklm<a_ln;]ag> (22) CUI‘|(CLII’|LIa Ctl’)) —ee|(r), (26)
is determined by the averaged tensor over the different types €e(r)=—nX0U(rg)Xnd'[n(r—rg)], (27)
of domains where 6’ is the derivative of the Dirac delta function with
1 respect to the argument(rg) is the normal to the surface of
(MY=— f o™ r)dr the sample at the poing, and the tensog,, plays the role of
Vv the “incompatibility charges” arising as a result of the in-

compatibility of the elastic strains in the bulk and on the
surface of the sample. The particular solution of E§) has
the form

and the coordinate-independent 4th-rank tensor

2

N E—f G (r—r")dr’, (23
jkim jl .
MMl m Jv Ro(ry) — 1Tree(ry)

[r—r4

1
02dqry=— | d 28
which by analogy with magnetism can be called the tensor of Gr) 4 fv 1 @8

« . ” . . )
destres;mg coefficients). . . . Substitution of(28) into (24) allows one to express the di-
In this case the energy of the dipole interaction takes the | . fth . h
rather simple form pole energy in terms of the quntaneous stréiather than .
stresses In the particular case discussed above, that of a thin
Vo an ma slab, this leads to an expression that was obtained previously
‘Ddd=§<¢7jk M ijkim(Tim - (24 by the authors in the model of a sample with a rigid
surfac@'?[cf. Eq. (24)]
The averaged internal stress tengét"®9 describes a
certain effectiveg“molecular” or self-consistentfield that is ® :X 0N~ L0 29
" dd= 75 (MR, (29
created by the phase transition and leads to spontaneous
stra!ns(22). It is extraor.dlnanlly |mport§mt that, both in the \yhere the “destressing” tensor is given by the expression
particular case under discussion and in the general case, the _
dipole interaction energy24) is proportional to the volume N~1=¢+nenTrc—n®(&n)—(En)®n, (30)
of the sample, which is what leads to the possibility of low-
ering the free energy of the crystal through the formation of .
an inhomogeneous structure, i.e., magnetoelastic domains, Njxim= Cjkim™ NjNkCimpp~ NjCkimpNp = NpCipkiNm,

despite a certain increase in energy owing to the unavoidablg,; the domain structure is determined by the average value

formation of dom_am Wa”S'. . .. of the strain tensor over the samp{é).
In the foregoing analysis of the elastic state arising in a

crystal at a phase transition with spontaneous strains, it was
implicitly assumed that no external stresses were present fﬁ TENSOR OF ‘:,DESTRESS'NG" COEFFICIENTS AND THE
the sample(the boundary conditions correspond to a free DESTRESSING" ENERGY IN THE CASE OF A THIN

. . .~ “SLAB WITH A FREE SURFACE
surface of the crystalHowever, the result obtained is easily
generalized to the case when the crystal is subjected to ex- Calculation of the dipole—dipole interaction enerd®)
ternal loadse.g., mechanical stress or magnetic fieddto  in a sample of arbitrary shape relies on knowledge of the
displacements somehow externally fixed on the surface oBreen’s function, the calculation of which is not a simple
the sample(the crystal is glued, has a coherent interphaseproblem in itself. An exception once again is the case of a
intergrain boundary, the surface has enhanced stiffnesy, etcthin slab, for which the tensor of destressing coefficieRfs,
i.e., the boundary conditions have a more general charactantroduced by expressio(23) can be calculated in explicit
For example, in the presence of external stress&Sthe  form.
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We suppose that the normal to the plane of the slab is
specified by the vectar, the coordinates of which are deter- q)dd:E
mined with respect to the crystallographic axes. Then the
destressing tensor is expressed in terms of the components of 1 U
the so-called dynamical matriﬂ)j](lzcijkmin, (see, e.g., +C—t2<ez<7 )
Refs. 14 and 2PDas

1 1 .
—(neMh)2+ — (g, 6M%, )?
C Ci1

. (34

Expressiong33) and (34) allow one to draw some rather
Njkim=DjiNNm. (3D general conclusions about the relative scale of the dipole—
dipole energy as it depends on the sample shape. Since in
many crystals the elastic constants corresponding to trans-
vV . verse modes are considerably smaller than in the case of
<I>dd=§<noma%<oma%>- (32 longitudinal modesg;<c,, the last two terms if33) and
(34) can be much greater than the first. Thus in order to
Importantly, the contribution to the free energy of the achieve the maximum destressing effect the sample should
crystal due to the dipole—dipole interacti®?) is always a  pe cut so that the conditioh™h=0 is satisfied in all of the
positive-definite quadratic form with respect to the compo-domains. Otherwise, whe&™%, ,=0 the destressing en-
nents of the vecto{g™*%). This follows from the positive ergy is small, and, as will be shown in the next Section, the
definiteness of the dynamical matlﬁ)ﬁl, which determines Samp]e can eas”y be brought to a Sing|e_domain state
the spectrum of the long-wavelength acoustic modes. Fui“monodomainized?’) by external influences.
thermore, this contribution is proportional to the volume of
the crystal and therefore, as we have said, can compete with

the contribution due to the phase transition itself for any size
of the sample. 5. DOMAIN STRUCTURE OF ANTIFERROMAGNETS

As an example let us consider an elagtically isgtropic Let us now apply the expressiof@2)—(34) obtained in
medium. It follows from symmetry considerations that in this yhq |55t Section to elucidate the conditions of formation and

case the matri (the explicit form of which can be found (o ersible rearrangement of the equilibrium domain structure
in Ref. 20 has one eigenvector in the direction of the normal,; thermoelastic phase transitions.

n to the surface of the slab, which corresponds to an eigen-  ag the first example we consider an antiferromagnetic
value 1€, and two mutually perpendicular vectom @nd  crysial whose symmetry group belongs to the tetragonal
&) lying in the plane of the slab and corresponding to aNgjass(e.g., underdoped Y—Ba—Cu—O or La—Sr—Cu—O com-

eigenvalue T,,. Taking into account the aforementioned ,,ngg For simplicity we shall assume that the crystal is
relation between the matri®; and the dynamical matrix, isotropic in the plane of symmetryc{;—C,=2Cgg). In the

we can say that the eigenvectors of this matrix determine thg,ge of an infinite crystal there are two equivalent equilib-
polarization of three acoustic modes—one longitudinal and;,m directions of the vectd, lying in the symmetrybasa)
two transverse, propagating in the direction of the normal. "blane of the crystalLlOx (X domain and LIOy (Y do-
view of what we have said, the expression for the dipoley,iry. These directions are determined from the conditions

The destressing energy, accordingly, takes the form

energy(32) becomes that the part of the free energy that is of purely magnetic
1 origin be minimum, and in our treatment they are assumed to
@ddzﬂc—(n&maﬂh)% C—((elir”‘ag(])2 be specified. The equivalence of the domains in the absence
11 44

of external fields means that in the region of uniform order-
ing, the specific thermodynamichemica) potentials of the
: (33 two domains are identicaluy= vy . In the presence of a
magnetic fieldH lying in the symmetry plane the domains
This contribution to the energy is clearly non-negativepecome inequivalent, and their chemical potentials differ by

and, consequently, as in the case of a ferromagnet, in thgn amount determined by the Zeeman energy:
absence of external fields it can be decreased only when the

- A 1
corresponding averaged components of the tef88P van- — v==y(H2—H2 35
ish. We emphasize that, in contrast to the case of a ferromag- Hx—Hy=3 X(Hi—Hy), 39

net, the destressing tensor depends not only on the Shape\%erex is the magnetic susceptibility of the antiferromag-

the sample(in the present case, on the orientation of theaiic nhase in the direction perpendicular to the easy axis of
vectorn) but also on the value of the elastic constants. Con’[he crystal

sequently, the directions af for which the shape effect will In an infinite sample containing domains of both types

be most strongly manifested depend not only on the 9eoMzith volume fractionst and (1— &) the thermodynamic po-
etry of the sample but also on its material constants.

In the general case expressi@R) can be written in a
form analogous t¢33) provided that the normal to the plane O, =V[{ux+ (1§ pny]
of the slab is directed in one of the so-called “pure” direc- Vv
tions of the crystal, i.e., ifi is an eigenvector of the matrix =Dyt o
D. Expressing the eigenvalues of the maftixin terms of 2
the effective elastic constants corresponding to the longitudiwhere @, is a constant that is unimportant for the given
nal ¢, and two transverse,; , polarizations, we find that problem.

+(0™h)?)

tential is a linear function o€:

1
&= §)x<H§—H§), (36
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Clearly in the absence of external fieltl €0) the en- From expressiori39) we also arrive at the conclusion that a
ergy of the crystal does not depend on the ratio of the fraceertain characteristic “monodomainization” field exists,
tions of domains of each type and the formation of a domain

structure is thermodynamically unfavorable, since it involves A (nf(— n2)2 n)2(n2
energy costs for the formation of the domain walls. The im-  Hyp=—=L? 7c U c y, (40)
position of a field leads to stabilization of the more favorable VX 1 66

of the two single-domain states, i.e., the one for which the ) . i o

potential (36) will be minimal [domainX (¢=1) if HlOy  at which the “unfavorable” domain disappears completely
and domainy (£=0) if HIOX]. from the sample. Remarkably, the value of that field depends
should include the dipole—dipole ener8R) in addition to ~ Z€ro to a value comparable to the magnetostriction field.

the term(36). For calculating that energy we determine the ~ The relation between the shape of the sample and its

periments of Refs. 5—7. In particular, for studying the shape
memory effect in the antiferromagnet La—Sr—Cu—-0, which
involves the displacement of the domain walls, a sample in
the form of a thin slab was cut out in such a way that its face
(om0 = Lz[All“LAlZ_A,(l_zg)} was perpendicular to the easy axes, n#Qx or Oy. Then,
a4 2 ’ after several on—off cycles of the field the sample became
. practically single-domain, when the domain structure was no
(0379=Asdl? 2A'=Ay=Agp. (37) longer restored. At the same time, for any other orientation
Clearly if the normal to the plane of the sample is directedof the slab, as was mentioned in Refs. 5 and 6, the memory
along theOz axis (the symmetry group of the sample coin- €ffect was not observe@ must be assumed that the applied
cides with the point group of the high-symmetry phasieen  fields were insufficient for monodomainization of the

<oL“Xa9>=L2[A1%A”+A'<1—zg>}

the quantity sample. In experiments where it was required to maintain
~ma ) equal fractions of the domains even in the presence of a field,
(6™9)n=A5l"n the slab was cut in such a way that its faces were parallel to

will be identical in all the domains. This means that thethe hard directions, i.en,=n,, and that, in the opinion of

external stresses will not depend on the domain fraction dout, as we see, this simply lowered the “susceptibility” of

all, i.e., it will not lead to destressirfy. the magnetoelastic domain structure to an external magnetic
However, if the normal to the plane of the slab is per-field). _ _ _
pendicular to théz axis (the symmetry group of the sample Expression(40) allows one to estimate an experimen-

can be lower than the point group of the high-symmetryta”y observable quantity: the monodomainization field. Let
phasg, then the main contribution to the dipole—dipole in- US consider, as an example, an underdoped Mighuper-

teraction energy depends quadratically on the relative fracconductor La—Sr—Cu—0 in the antiferromagnetic state, the
tion ¢ of the domains: domains in which have a nonmagnetic nature but are rigidly

coupled to the magnetic properties of the sample and can be

@ :EA’ZL“V . 1 2 (ni—ni)z n§n§ (39) rearranged under the influence of an external field. Substitut-
dd=5 2 4cy, Ces | ing into (40) the values,=A'L?~30 MPa(defined as the

. , saturation stress, at which, according to Ref. 21, the sample
As is seen from Eq(38), the destressing energy dependsbecomes single-domain the elastic constants c;;

substantially on the orientation of the slab with respect to the_ 5,5 GPaRef. 22 andy=5%10"7 c.g.s.m.s.u./cth(Ref
crystallographic axes. Since the shear modulgishere is — 5q) ' \ye ohtain the value of the monodomainization field
usually smaller thar,, by a fe_lctor of 3—10_(589’ €.9., Ref. . Hup=15T for a slab cut in the direction of the easy axis
20), the value of the destressing energy will be maximum in 5 which practically coincides with the experimentally
the case when the plane of the slab coincides with a twinning, . /86 alue of 14 T. Importantly, for the other orienta-
plane(l.e:, with the plane of a domain boqndamﬂ[_llO]). A" tion of the slab(at a 45° angle to the easy akithe value of
substanulally lower valug of the energy,q is obtained when the monodomainization field calculated according to formula
the.slab is cut perpendlcular to one of the easy axes for thg40) with ces=54 GPa increases to 60 T. In this case, up to
antlferromag_n_eu_c vectom{l_Ox or Qy)'_ ) external field values of 10—15 T, according to form(38),

The equilibrium domain fractio is determined from ¢ ¢4 ction of the favorable domain can change by not more
tbe condition that the total thermodynamic potentidl,  oh 1096, jie., the domain structure is practically insensitive
=@+ Dyq, be minimum, and itis equal to to the external field. The corresponding curves of the fraction

1 x(H2-H%)[(n2—n®)? n2n2]* of the domain versus the strength of the external field for the
E=5+ A’2L4y i Y 4 S Y (39  two n orientations mentioned are shown in Fig. 2. Figure 3
11 66

shows the angle diagram for the dependence of the of the
It follows from (39) that for any orientation of a change of monodomainization field on the direction ofin the basal

the relative fraction of one domain or the other can lead to glane of the crystal. We note that a relation between the
lowering of the thermodynamic potential of the system, andvalue of the monodomainization field and the shape of the
so the multidomain state is thermodynamically favorablesample has also been observed in ferromagnets, but in anti-
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1.0 -209 0 O oo O 0

0.9 :‘ &X: 0 0o 0 y &Y= 0 _20'0 0
_ 0.
‘T = n || [100] 0 0 og 0 0 o9
o8l (4D
= L n||[110] Then with (41) taken into account, the destressing energy
507 (33 takes the forml
[ 5
© 5 9 1 1
o 2 2_ 2 2
L. 06 q)dd_ EVUO[C_]_]_ g(ny—nx)—i- §—ny

0.5 FIRS SN R R RV T +i(2§_ 1)2n>2(n2+ ing[g(ni_nZ)_l_nZ]Z]. (42)

0O 10 20 30 40 50 60 70 Casq y Cy4 Y Y

H,T Analysis of expressiori42) shows directly that if the

FIG. 2. Relative fraction of the “favorable” domain as a function of normal to the plane of the slab coincides with an easy direc-

the external magnetic field; calculation according to form(#@@) for the tion of one of the domainsn(Ox or Oy), then the main

La—Sr—Cu-O crystal for different directions of the normal to the surface °fcontribution to the destressing energy comes from the first

the samplen ||[100] (curve 1) andn ||[110] (curve 2). . g . .
term. Here in the absence of external fields the state in which
the domain fractions are in a ratio of 2:§€1/3 or 2/3 are

ferromagnets the equivalent orientations of the sample wilfn€rgetically favorable. In the other limiting case, when the
differ by 90° rather than 180°. plane of the sample coincides with the interface betw¥en

As a second example let us consider the formation ofndY domainsn.L (110)], the second term, which favors a
domains in a crystal in which the high-temperatuhigh- structure with equal fractions of domains of the two types
symmetry phase has cubic symmetry while the low- (_§=1/2)_, is nont_rivial. Finally, if the plane of thg slab coin-
temperaturdordered phase has tetragonal symmetry. Such acides with a habit plangn L (011)], then the fraction of one
situation arises, e.g., in antiferromagnetic ordering of the the domains is determined by the ratig,/c,, and can be
crystals KNiF; and KCoR; and also at thermoelastic transi- MUch less than unity. We emphasize that such a ratio of the
tions of the martensitic type. In the last case the cause of thgduiliorium domain fractions can be observed only under the
internal stresses is ordering not of the spin but of the charggondition that the surface of the sample is free. _
subsystem, although the behavior of the elastic subsystem is " 1€ opposite case of a transition with a coherent inter-
completely analogous. phase boundary one should use expresgi@ for the de-

The elastic characteristics of a crystal of cubic symmetrySreSSIng energy; analysis of that expression leads to a result

are isotropic and to a first approximation can be approxi-that is well known in the physics of martensitic phase

mated by the expressior(s) and (23). The low-symmetry transformations—the equilibrium fractions of the domains of
(antiferromagnetic or martensifiphase can be realized in the o types stand in a ratio of 2:1 provided that the inter-

the form of three equivalent domains of tetragonal symmetryP@s€ boundary is parallel to a habit pldsee above We
with principal axes alongx, Oy, and Oz, respectively. note that in contrast to the crystallographic approach adopted
Suppose that only two types of domain, and Y, are in the theory of the martensitic transformations and based on

present in the slab, with volume fractiogsand 1— ¢, re- the requirement of cpherent matchi_n_g of the Iattices“ of th_e
spectively. The internal stress tensor in each of the domain/© Phases, martensitic and austenitic, the model of “elastic
has the form dipoles” enables one to predict the possibility of formation
of a domain structure and to calculate the fraction of the
domains of the different types for different boundary condi-
tions, particularly in the presence of external mechanical
stresses or in the case when the interphase boundary at the

o0 C transition is absent altogethég.g., for a second-order tran-
40F sition).
20F 6. CONCLUSION
PF:O C The elastic dipole model proposed above is based on
= L physical assumptions that can be stated as follows.
I . .
20k 1. At a thermoelastic phase transition, concentrated
L forces—elastic dipoles—arise at every point of the medium;
40k the origin of these elastic dipoles is due to the change in
5 character of the interatomic bonds. Having arisen, these di-
60| poles do not vanish, but they can change their orientation

under the influence of external forces of different natures.
FIG. 3. Angle diagram of the dependence of the monodomainization field 2. The orientation of the elastic deOIGS is determined

on the direction oh in the basal plane of the La—Sr—Cu—O crystal; calcu- Mainly by the magnitude and orientation of the primary
lation according to formul&40). (here, magneticorder parameter.
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3. At large distances the elastic dipoles create straifinal analysis that leads to substantial scatter in the mon-
fields that can be described in the framework of the standarddomainization fields in relation to the orientation and shape
theory of elasticity. of the sample.

The model developed here can give a consistent expla- The expressions obtained in this study for the relation
nation of the causes for the appearance and the conditions fbetween the domain fraction and the value and orientation of
the formation of a domain structure in substances in whiclihe external magnetic field permit one to calculate the field
the primary order parametfthe (antiferromagnetic moment  dependence of the macroscopic parameters of antiferromag-
or electron densifiydoes not create the long-range fields nec-netic crystals, i.e., such as the elongation or magnetoresis-
essary for the formation of a macroscopically inhomoge-tance. The dependence of the monodomainization field of a
neous structure. Such substances include, for example, tis@mple on its shapgén the simplest case, the orientation of
collinear (compensatedantiferromagnets considered in this the plane of the slab in respect to the crystallographic)axes
paper, and crystals undergoing a thermoelastic martensiti@ turn opens up the possibility of an experimental check of
transformation. Furthermore, the formalism developed heréhe hypothesis of microscopic elastic dipoles.
can also be applied for the description of the domain struc- ~ Finally, let us mention another circumstance in connec-
ture in ferromagnetic crystals with strong magnetoelastic infion with the value of the internal stress tenssf®?. As
teractions and a degenerate orientation of the magnetizatigiPeriments show, the value of the mechanical stress at
vector. A special case in light of what we have said aboveVhich monodomainization of the sample occurs in elastic
may be weak ferromagnets and ferromagnetic martensite@"d magnetoelastic materidtsee, e.g., Refs. 5, 18, and)23
where a competition between the purely magndéaomag- S ~30 MPa, while at the same time the value of the micros-
netic) and magnetoelastic factors giving rise to the domairfresses estimated from the value of the spontaneous strain
structure is not ruled out. and the shear modulus equat800 MPa. A difference of an

The expression&l9) obtained for the energy of the mag- order of magnitude can be explained from the standpoint of

netoelastic dipole—dipole interaction are formally analogoud® model proposed above if the quantiy,,, appearing in

to the expressions for the dipole—dipole energy of an orderefXPression18) is treated as an anisotropy constant related to
ferromagnet. This analogy is based on the identical charactdP® p053|_b|llty (;)f .rotat:co.n of the elastic dipole but not to
of the spatial dependence of the Green'’s function of the eladl® _(I:_rhe:'atlc;r(o?r ering o It.t di t by the Ministry of Ed
tic medium, which determines the destressing tensor, and %fation Ijnsdusé;isesc;pgirra? r elr:;natrNF)/? /5(13 4 2"8'3){;/”% in U
the Green's function of the Laplacian operator, which ap_ggrt under the directed research plan of the National Techni-
cal University of Ukraine “Kiev Polytechnic Institute(State

tization tensor. Such an analpgy, even wnhpqt Calculat'OnSRegistration No. 0103U000303rhe authors thank Acad. V.
allows one to extend the basic results pertaining to the con-

" ) . . G. Bar’yakhtar for interest and active discussion of the re-
ditions of formation of the domain structure in ferromagnets :
. . o sults of this study and Prof. V. I. Marchenko and S. M Ry-
to antiferromagnetic and martensitic crystals. For example ; . . g
. ; . : -abchenko for fruitful discussions and critical comments that
in both cases the dipole—dipole energy contains two contri- . . .
butions: one that depends on the order paramééegs, the served as a stimulus for addressing this problem. E.V.G.
ma net.ic momenlsa\f)era od over the sarg le and |gss fo00r thanks A. A. Malyshenko for financial and technical support
nag 9 P _prop during the performance of this study.
tional to the volume of the crystal, and another that is due to
the nonuniform distribution of the order parameter over dis-*E I malyshen@ukrpack net
. . -mail: malyshen@ukrpack.ne
tgnces of _the _order of the_ per_lod of the _domaln structure. TheE_ma”: Vioktev@bitp kiev.ua
first contribution, which is discussed in the present paperThermoelastic phase transitions are those at which the internal stresses
brings about a lowering of the total energy of the crystal on caused by the transition are so small that they can be treated as elastic, i.e.,
account of its breaking up into domains and the decrease they do not Iez_;\q to macroscopic plastic deforr_n_atlon_ of the crystal. As a
h titi The second contribution influence rule such conditions are realized at phase transitions in mageetsmag-
the average quant IQS. ) foutl ' ) u Shets and antiferromagngtand in many cases at martensitic phase transi-
the size of the domains and in the case when the size of theions, e.g., in In—TI, Co—Pt, etc. crystals.
sample is much greater than the size of a domain it is neg"z)Antiphase domains are those in which the order paramétetle case of
gibly small compared with the first contribution. Both in antlferromagnets—Fhe anpferromagnetlc vereme tran;formed into each
. . . . other by a translatiofby time reversal, by spare rotations; see, e.g., Ref.
ferro- and in antiferromagnets there should exist a certainyg). Formally they are analogous to collinear domains in ferromagnets,
limiting size of the samplgthickness of the slgbbelow which go over into each other under the operation of time reversal. Fur-
which the formation of domain structure becomes energeti_thermore, in both ferro- and antiferromagnets there can exist domains that

. . . go over into each other under spatial rotations—these are orientational
cally unfavorable for any ratio of the domain fractiofs. domains. Both types are observed experimentally, but in this paper we

The differences between the dipole interactions in ferro- consider only the orientational domains.
magnets and antiferromagnets is due primarily to the tensotitis easy to see this if it is noted that upon a rotation of the crystallographic
(rather than vectorcharacter of the internal stresses, which 2xes by 90° around th®z axis one hasc—y, y——x, and p;—p,
; " —P3—Ps-

are the order parameter at thermoelastlc transitions. A,S a re)Following the terminology introduced in Ref. 16, the primary or true order
sult, in the. case of thermoelastic crystals the calculatlpn of parameter is one that arises at the transition point and has transformation
the domain structure becomes a much more complicatecbroperties that completely describe the observable change of symmetry at
problem, but a greater diversity of possible domain structuregthihphase_ ”?:nSitin“ and thetaﬁomg“es OLIthe PhySifhéﬂ Dzopt(?“igs- o

. . n the majority of experimentally observable cases the elastic domains in
arls_es' For examplel ?he structure of the Qestressmg tenso#e”o- and antiferromagnets coincide with the magnetic domains, as, e.g.,
unlike the demagnetizing tensor, depends in the general casg the crystals NiORef. 17 and NyGaMn (Ref. 18.

on the ratio between the different elastic constants, and in th&Continuing the analogy with ferromagnetism, we should say that the
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LOW-DIMENSIONAL AND DISORDERED SYSTEM

Fractal character of the spectrum in the vicinity of a local mode in linear chains with
isotopic impurities
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The vibrational spectrum of a one-dimensional disordered chain of atoms with light isotopic
substitutional impurities is calculated numerically for frequencies near a local mode of an isolated
impurity atom. It is shown that in the entire frequency region accessible to the calculation,

the spectrum does indeed have the characteristic features of a fractal. Series of lines clustered
around the lines of an isolated impurity atom or of two and three impurity atoms are

examined. It is shown that in these cases a self-similar structure is preserved at arbitrary reductions
of the scale both outside and inside the concentration broadening regi@0® American

Institute of Physics.[DOI: 10.1063/1.1808200

1. INTRODUCTION main peak and the peaks corresponding to two and three

) . . impurity atoms is investigated over as wide a change of scale
In Ref. 1 we reported numerical calculations of the vi- 5o possible.

brational spectrum of a one-dimensional disordered chain of
atoms with light isotopic substitutional impurities. The re-
sults of the numerical simulation were compared with simple
analytical estimates for the spectral distribution of frequen-z' SELF-SIMILARITY OF THE SPECTRUM OF PAIR
L o ; . .. IMPURITY MODES IN THE VICINITY OF A LOCAL MODE
cies in the vicinity of a local mode of an isolated impurity FREQUENCY
atom, and it was shown that the smoothed density of states in
this region can be found to a sufficient degree of accuracy According to Ref. 3, the vibrational spectrum near a lo-
from considerations based on separating out clusters of twoal mode at low impurity concentrations consists of series of
impurity atoms separated by different distances. The analytidiscrete lines, the more-intense lines of the spectrum being
cal expressions obtained are in satisfactory agreement withoints of clustering of less-intense lines. There, as was
the numerical calculations both outside and inside the regioshown in Ref. 10, those lines that are split off from the local
of concentration broadening of the local mode. mode by a rather wide frequency interval owing to the inter-
The complex hierarchical structure of the vibrational action of defects can be successfully associated to practically
spectrum in the vicinity of a local mode outside the concen4isolated vibrations of impurity clusters of small size. The
tration broadening region was first analyzed in detail by I. M.main series of these lines, clustered at the frequency of the
Lifshits >3 At the time it was assumed that the density of local mode, corresponds to vibrations of pairs of impurities.
states inside the concentration broadening region is a rathéris clear that, the closer the impurity atoms to each other,
smooth functior.”” However, in Ref. 1 we pointed out that the larger the interval by which the two pairs of modes are
for one-dimensional systems the hierarchical structure of theeparated from the main peak. For the model considered
spectrum was completely preserved even inside the concehere, that of an isotopic substitutional impurity, the small
tration broadening region. In addition, the spectrum in thedeviationsA of the square frequencies? of these pair
vicinity of a local mode is self-similar with respect to a modes from the square frequen@f of an isolated impurity

change of scale, i.e., it has a fractal character. are described approximately by the expresSidh
The present paper is devoted mainly to a more detailed 2
analysis of the fine structure of the vibrational spectrum in wi=wl+A(R), A(R)~AR -,
the concentration broadening region. Using numerical calcu- (1—¢%)
lations based on the Dean metHbtive show that all the 1—¢
way to the limit of accessability for the method of solution A= 17 A(R)<wf—1, (D]

used the spectrum does in fact have the characteristic fea-

tures of a fractal. For example, at the vibrational frequencywheree = (my—mg)/mg, my andmy are the masses of the
of an isolated impurity atom the main peak consists of lineshost and impurity atoms, respectively, and the maximum fre-
corresponding to two, three, four, and more-complex combiquency of the acoustic band is taken as unity, so tbfdt
nations of interacting impurities, each of which, in turn, is =1/(1—&2). For a light substitutional impuritymg<<m,
also self-similar. The fine structure of the spectrum of theand therefore & <1 and 0<A<1. From Eq.(1) we obtain

1063-777X/2004/30(10)/5/$26.00 815 © 2004 American Institute of Physics



816 Low Temp. Phys. 30 (10), October 2004 Ivanov et al.

501 a figure, the spectrum consists mainly of pair modes, and the
first three histograms are practically identical in structure de-
P+ spite the scale change by a factor ok 20°. For a concen-

tration c=0.1 the concentration broadening is significantly
larger: A;~4x10"3. Therefore the self-similarity is ob-
served not too deep inside the concentration broadening re-
gion (Fig. 1a,H. Deep inside the region of width; (Fig.
1c,d the spectrum also retains the property of self-similarity,
but it has a different appearance from the previous ones. In
all parts of the spectrum at the given concentration one can
clearly see several modes corresponding to more-complex
4.107 combinations of impurity atoms in addition to the pair
modes. A few of the most noticeable of these modes, corre-
sponding to clusters of three interacting impurities, are indi-
cated by arrows. The relative intensity of such modes in-
creases a®, is approached, so that deep inside the region of
width A, the density of states consists almost completely of
peaks corresponding to combinations of three and more im-
purity atoms.
15.10'% We note that the calculations were also carried out for
d other values of the system parameters, e.g.gfe0.1, and

all the qualitative conclusions reached above remain valid

for them as well.

-1 ;10-12 ' 0 | 1.10712

) o ) 3. VIBRATIONAL SPECTRUM OF A THREE-PARTICLE
FIG. 1. Fine structure of the vibrational spectrum of a disordered chain OfIMPURITY CLUSTER

atoms near a local mode frequency for 0.5 and concentrations=0.1

and c=0.02 (shaded region The density of states, normalized to unity, is Let us consider the spectrum of vibrations of an isolated
plotted along the vertical axis, and the distance from the frequency of an

isolated impurity(the difference of the squares of the frequenciplotted ~ 9rOUP of atom_s consisting of three impu_rity Cen?e_rs- The po-

along the horizontal. sitions of the lines of this spectrum outside the initial acous-
tic bandw3 can be found as the solutions of a cubic equation
obtained on the basis of the results of Ref. 13:

AR+L=AAR. @ (03— 0})*~ (03~ D) A(Ro) +A(Ro) +A(Ry)]

SinceA<1 it follows from Eq.(2) that as the local mode _
is approached, the frequency intervals between successive ~28(Ro))A(RoA(R12) =0, ©)
pair modes decreases. Furthermore, under the condition @fhereA(R) is defined in Eq(1), andRy;, Ry,, andR;, are
constant intensity of the corresponding lines of the spectrunthe distances between atoms 0, 1, and 2 in the given cluster
the overall picture of their distribution does not change wherof impurity atoms.
the scale is changed by a factor &f Thus on the basis of Let us take two impurity atom@® and 1 separated by a
Eq. (2) one can say that the spectrum of pair modes has théixed distanceR,; and bring a third impurity atom toward
property of self-similarity. this pair (for the sake of definiteness, from the side of atom

Figure 1 shows the results of a numerical calculation ofl). Clearly, forR;,> Ry, there will exist two modes slightly
the fine structure of the vibrational spectrum of a disorderedhifted relative to the frequencies corresponding to the iso-
chain for e=0.5 and concentrations=0.1 andc=0.02 lated pair of impurities, and a vibration with a frequency
(shaded region Here and below the results are obtained byapproximately equal t@, . Such a structure of the spectrum
numerical simulation of chains with a length of®1toms.  at Ry;=8 is shown in Fig. 2the caseR,;=9 is also shown
The so-called region of concentration broadening of the locain Fig. 29, where the quantity on the abscissa is the devia-
mode is specified by the value of the splitting of the pairtion (i.e., the differencé\ of the squares of the frequencies
impurity modes that corresponds to the mean distance bef the vibrational frequency from that of the local mode, and
tween impurities in the chain and was previously determinedhe distanceR;, is plotted along the ordinate. The circlets
to beA.=A(1/2c). [The coefficient 2 in this formula comes show the frequencies obtained as a result of the numerical
from the fact that the integral density of states for all the paircalculations for discrete values Bf,, and the solid curve is
modes for which the distance between impurity atoms is lesthe solution of equatior{3) for a continuous variation of
than a certain value is equal te?R; . Therefore, this quan- Rj,.
tity becomes of the order of the total number of impurity ~ As is seen in Fig. 2a, in the case whep, is noticeably
levelsc precisely forR;~1/(2c).] In the casee=0.02 all of  larger than the distance between impurities in the @aithe
the graphs except the last one correspond to the region outiven case, forR;,=10) one indeed obtains the spectral
side the concentration broadeniffgr c=0.02 the concen- structure described aboyéhe vertical dashed lines in this
tration broadening region .~10" 9. As can be seen in the figure show the values of the frequencies of the pair modes
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FIG. 2. Change in the position of the spectral lines as a third impurity atom
approaches a pair of impurities separated by a distRgceThe position of
the spectral lines in the scaleis plotted along the horizontal axis, and the
distanceR,, along the vertical. The circles show the calculated positions of el ' 1 '_10
the lines, and the solid curves show the solution of the equation for a con- -5.10710 0] 510
tinuous variation ofR,,; Ry;=8. The vertical dashed lines show the fre- Aj

quencies of pair levels with the corresponding values of the distandée ] ) )

curves labeled a8 and a9 show the shift of the central lines in the triples foFIG. 4. Fine structure of the pair mode correspondingte4 and located

Ro:1=8 andRy;=9. on the main-band side of the frequency of an isolated impusty @.5, ¢
=O.1,wf=4/3). The quantity plotted along the horizontal is,= w?
— 0%, wherew?=1.3217394506.

corresponding to different values Bfin Eg. (1)]. The shift

of the left ?‘f‘d cgntral lines with decreasiRg, is shown in Fig. 3 as a8, and it is located between the frequencies of
more detail in Fig. 2,b,c. . _ the pair vibrations corresponding ®=15 andR=16 (the

As a third impurity approaches the original pair, whenr— 15 jine is not seen in Fig. 3, as it lies to the left of the
R12<Ry, the structure of the spectrum does not change sulginate interval shown Here, for a concentration=0.1,
stantially: the two extreme modes are located almost symys intensity is considerably higher than that of the neighbor-
metrically aboutw(’ at frequencies corresponding to the clos-jng pair modes. For the initial configuratid®y;=9 the po-
est pair, with the separatioR;,, while the third is shifted  jtion of the corresponding central mode in the trifaé) is
slightly relative to the local mode frequency. Upon further s nd between levelR=17 andR=18 (Fig. 3. We note
decrease OR;, the value of the shift of the central level goes tnat the lines a8 and a9 are shifted relative to the local level
to some constant for a number Bf, values. One can there- i the direction of the initial band.
fore assume that the intensity of such a mode corresponding The small shifts of the levels of a pair when a third
to three impurities will be anomalously high. For a given jmpurity approaches it at distancBs,> Ry, is in fact one of
configuration Roy=8) the position of this mode is indicated the causes of the appearance of fine structure of the pair

levels.

6 _
10 4. FRACTAL PROPERTIES OF THE FINE STRUCTURE OF
MODES CORRESPONDING TO TWO AND THREE

IMPURITY CENTERS

Let us discuss in more detail the behavior of the spec-
trum near individual pair modes. Figure 4 shows the fine
structure of a pair mode which correspondfte 4 and lies

~6-10-8 R=18/0 6.10 -8 between the main band and the local mode, for the case

A =0.1. At such a distance between impurities in the pair and

) o at the chosen concentration, the frequency of this mode lies

FIG. 3. Part of the spectrum in the vicinity of a local levai<0.5¢ outside the concentration broadening region of the local
=0.1). The arrows denote the pair levels correspondin®+ol7 andR

~ —3 i
=18. The frequencies of the shifted central lines corresponding to threé'nOde (A_c~4_>< 10™°). However, as the Scal_e is enlarged, as
impurity atoms forRy;=8 andRy;=9 are labeled a8 and a9. is seen in Fig. 4c, one can examine a neighborhood of the
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FIG. 5. Structure of the pair level inside the concentration broadening refFIG. 6. Fine structure of a level corresponding to three impurity atoms lying
gion. R=20 (the region opposite from the main band wé at distanceRy;=3, Ry,=4 (the level closest to the band with frequency
=1.3333333335883. The remaining parameters and notation are the sam§=1.29466407). The quantity plotted along the horizontalAig= w?
as in Fig. 4. = 7w§. (a,b. The part of the spectrum shown in Fig. 5a but replotted in a

different scale(c).

pair level which is much smaller than the indicated value of.ters since the chains that must be generated for doing
the concentration broadening. However, the self-similarityy, . are’ too long

property of the vibrational spectrum nevertheless continues
to hold. The fine structure of the spectrum of the pair mode
lying inside the conc_entrauon broadening region is also of & CONCLUSION
fractal character. This can be seen for the sample shown in
Fig. 5, which displays the spectrum in the neighborhood of a  We have calculated the vibrational spectra of disordered
pair mode whose frequency is higher than the vibrationalinear chains of atoms near an initial local mode. We have
frequency and which correspondsRe=20 for a chain with  shown that the spectrum in this region has a clear hierarchy
the same parameters. and has the self-similarity property that is characteristic of a

It is of interest to examine the fine structure of the modedractal. We have considered the fine structure of the modes
corresponding to clusters of a greater number of impuritycorresponding to an isolated impurity and to two and three
atoms. For example, Fig. 6a,b shows the spectrum near impurity centers. In all the range of scale variations acces-
mode corresponding to three impurity centers lying at dissible in this study the overall form of the spectrum near these
tancesRy;=3 andR;,=4, forc=0.1 ande=0.5. As we see modes remains unchanged—a central mode with lines of
from this figure, even the fine structure of the modes of thredower intensity clustered around it. Here it turns out that the
impurity atoms is characterized by a high degree of selfinterval between closest frequencies of the fine structure is
similarity upon a change of scale. For comparison, the parproportional to the size of the interval between these fre-
of the spectrum shown in Fig. 5a, corresponding to linegjuencies and the central peak.
clustered around a pair mode, is replotted in another scale in Finally, if one considers the thermodynamic quantities
Fig. 6¢. It is seen that even the parts of the spectrum corrgheat capacity, neutron scatterinthen the broadening of the
sponding to different hierarchical levels exhibit a consider-lines of the local modé&=" will be much larger than the
able degree of self-similarity. This fact, together with thefine structure considered in this paper. However, for kinetic
self-similarity within a single hierarchical structure, is in- processes such as the passage of sound through a chain, the
dicative of a fractal character of the whole spectrum of vi-fine structure can have a extremely important influence. It is
brational modes of a disordered linear chain near a locaherefore also of interest to consider analogous effects for the
mode. electronic spectrum of a chain.

It is not possible to examine the modes corresponding to  The authors thank A. M. Kosevich for a helpful discus-
isolated vibrations of an even greater number of impuritysion.
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The ESR spectrum of a powder sample of the metal-organic complex;gHyIT,) (H,0),SO,

is investigated in the temperature interval 2—30 K. It is found that the orbital ground level

of the C#™ ion in this compound is the Kramers doubjet—y?). The temperature dependences

of the effectiveg-factor components and of the resonance linewislth of individual

powder particles are obtained. Low-temperature broadening of the resonance line connected with
short-range magnetic order in the system is observed. An estimate of the value of the

exchange coupling in the magnetic system is made20®4 American Institute of Physics.

[DOI: 10.1063/1.1808201

Metal-oxide compounds, being magnetically concen-  The resonance spectra were measured in\tael mm
trated systems, often exhibit properties of low-dimensionalwvavelength region, making it possible to obtain higher reso-
magnets because of the features of the spatial surroundindigiion of the spectra with respect to the value of thfactor.
of the magnetic ion, which formed directed interionic bonds.The low-temperature properties of the complex were studied
Information about the ground state of the magnetic ion in dn the temperature interval 4.2-30 K. The precision of the
compound by which one can largely predict its magnetictemperature stabilization and the measurement accuracy
properties can be obtained from the electron spin resonandere 0.1 K in the interval 4.2-15 K and 0.5 K at
(ESR spectrum. In the case of single-crystal objects, studied > 15 K.
by the resonance method are extremely informative. For ~The compound was synthesized in the form of a fine
powder and polycrystalline samples, which are usually opPowder. The ESR spectrum of the sample is a superposition
tained in the synthesis of metal-organic compounds, the poé’-f the spectra of small smg!e—crystal particles randomly ori-
sibilities of this method are essentially limited. As a rule, it is €Nt€d With respect to the direction of the external magnetic
used only for complexes with a magnetic ion of sgBn field and represents an absorption band spanning a rather

=1/2, the spectrum of which does not have fine structur%’v'de’; range of fletlde. In the case t(.)f _axwl[lhsymmet][y of the
and so permits unambiguous interpretation of the results. ocal environment of a paramagnetic 1on the axis ot symme-

: , try of most of the powder particles is oriented perpendicular
The goal of the present study is to determine both th . o
ground state of the Gii ion (S=1/2) in a polycrystalline eto the external fieldH L c. This gives a rather narrow peak at

bipyridine metal-organic complex CugggN,)(H,0),SO, the h|gh—f|e!d| edgg r?f rt]he absgrpuop bar;d,hasl IS .T,hown n
[henceforth called Cu(bpy)@®),SO;] and the exchange Fig. 1 Particles _W|t t_e-lllc orlentauo_n of the local axes
, . o . 2=4 contribute to the intensity of the opposite edge of the absorp-
interactions in its magnetic subsystem. ion band

The crysta.I §tructure of this compound is chgracterlze In these extremal orientations of the particles the values
by the monoclinic space group2/c; the cell contains four

k -~ A of the resonance fieldsl, and H, are determined by the
molecules and is specified by the parameeersl5.136 A, | 5,65 of the effective factorg, andg, , and in the case of

b:12.4§4_A,c=6.999 A,ﬁ:105.97°(Ref. D. This struc- 5| grentzian line shape for the individual powder particles
ture is similar to that of compounds which have investigatedy,q shape of the absorption band takes the form
previously? They are characterized by the presence of chains

of axially distorted octahedra, which are the local environ-

ment of the divalent copper ions and lie in thelirection of Hy H(1+ H”_2H’2)dH’

the cell. The octahedra are joined to each other through api- 1(H)~ jH [(H—H)2+AHZJH' HZ—H') T2
cal oxygen atoms belonging to $@roups. The basal plane

of the octahedra, formed by two oxygen ions belonging to

water molecules and two nitrogen ions of the organic comHere H, , =hv/g, , ug, v is the working frequencyug is
plex, is almost perfectly square. the Bohr magneton, and is Planck’s constant.

(€
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electron density that is characteristic for thé—y?) state
should lie in the basal plane of the octahedron, it follows that
the exchange interactions along the chains formed by these
octahedra will be absent or at least substantially attenuated.
At the same time, the signs of possible magnetic order-
ing manifested in the low-temperature broadening of the
resonance line attest to the presence of an exchange interac-
tion in the system, which must be realized predominantly in
the interchain directions. A calculation of the exchange inte-
gral is difficult because of the complexity of the ligand struc-
ture, but it can be estimated from the expression relating the
exchange fieldH.=zJ with the second momen¥l, of the
line and the linewidttr:

Absorption

] 1

1 1
22 23 24 25 26 27 He=2M,/AH, 2

H, kOe
FIG. 1. ESR absorption band in a powder sample of Cu(bpyQI550; at V\{here; is the number of magnetic nearest neighbors of the
a frequencyy=72.81 Hz forT [K]: 15 (1), 8 (2). The dotted curves are gIVEN 10N, . .
calculated according to Eqd) for the parameter values,=2.26, g, The second moment of the line for a powder sample with
=2.057,AH=13.1 Oe(1); g;=2.27,9, =2.055, AH=19.1 Oe(2). The  a small anisotropy of theg factor can be calculated
weak absorption peak &= 26 kOe is the ESR signal of a standard sample. numericallf proceeding from the interionic distance in the
lattice. For Cu(bpy)(HO),S0; it is found by direct summa-
. ) . tion of the contribution of 19 sites that M,=1.105
This expression was used for computer modeling of the, 1o* o0&, With a linewidth AH=15.7 Oe. the value ob-
experimentally observed absorption band. The fitting wasained in our experiment for the high-temperature part of the
done by the least-squares method over the whole width OAH(T) curve, the exchange field,= 1.404x 10° Oe, cor-
the band; the fitting parameters wegg, g, , andAH, the  egponding to a critical temperature for magnetic ordering of
linewidth of the individual particles of the powder. ~0.094 K. Such a weak exchange interaction can be realized
Temperature variations of the shape of the absorptioith the participation of the hydrogen bonds present in the
band made it possible to track the temperature dependence ferchain directions in the structure of this compound.
these parameters, which are shown in Fig. 2. We see thatthe Thus the orbital ground state of the copper idrf
valges ofg, andg, are almost ingependent of temperature,_y2> in the compound Cu(bpy)(#0),S0, should form a
while the AH plot shows appreciable temperature broadenyasi-two-dimensional magnetic structure with exchange in-
ing of the line, which can be connected with short-rangeieractions in tha andb directions of the cell. The extremely
magnetic order in the magnetic system. _ wide range of critical broadening of the resonance line may
On the high-temperature part of the investigated temy|sq attest to the low-dimensional character of the magnetic
perature range the values of tgefactor areg,=2.26 and gy cture of this compound.
g9, =2.05. According to Ref. 4, satisfaction of the relations e guthors thank Prof. A. G. Anders for interest in this

0,>9, and @,—2)/(g, —2)=~4 means that the local envi- study and helpful discussions.
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It is shown that a strong disorder in the distribution of exchange couplings between magnetic
impurities and hosts in quantum spin chains and non-Fermi-liquid rare-earth and actinide
compounds can be the cause of magnetic orderings in these systems at low temperat204. ©
American Institute of Physics[DOI: 10.1063/1.1808202

Low-dimensional quantum spin systems and heavyvery often, by tuning some parameters such as the concen-
fermion systems are of great interest for physicists becaudeation of impurities, such systems undergo phase transitions
in those systems an interaction between quantum particles ordered magnetic or superconducting stateSometimes
plays an important role. Such an interaction manifests itselsuch phase transitions happen only at zero temperature, i.e.,
in many characteristics of those systems. It is important tdhey are quantum critical transitions. In both of these two
point out that in heavy-fermion systems, as well as in manylasses magnetic impurities play an important role. For ex-
compounds with the properties of quantum spin chainsample, according to two known scenarios the non-Fermi-
guantum spin fluctuations often determine their low-energyiquid behavior in rare-earth and actinide compounds is
properties. caused either by the so-called multichannel Kondo effibet

For low-dimensional spin systems quantum spin fluctuaspin of the magnetic impurity is overscreened by spins of
tions are enhanced. According to the Mermin—Wagneelectrons from several channets by disorder in the distri-
theorem® isotropic Heisenberg magnets have no magnetidbution of Kondo temperatures of magnetic impurities.
order in one and two space dimensions at any nonzero tem- The idea ofilnonscreengdmagnetic moments existing in
perature. In rare-earth and actinide compounds exhibitinglisordered metallic systems and quantum spin chains has
properties of heavy fermioAs and so-called been formulated in Refs. 6—8. It was proposed that the
non-Fermi-liquid$ a hybridization of rare-earth or actinide change in interactions between the impurity sites and the
localized electrons of #or 5f states with conduction elec- host spins can be considered as a modification of the Kondo
tron bands) usually produces the Kondo efféti,e., the temperature. The same characteristic, if@., can be intro-
screening of the spin of a localized electromagnetic impu-  duced for the description of the behavior of magnetic impu-
rity) by spins of conduction electrons. In heavy-fermionrities in quantum spin chairfs°
compounds it also gives rise to spin fluctuations of localized = The random distribution of magnetic characteristics of
spin moments, which are completely screened below somienpurities renormalizes the single universal paramekgr,
characteristic energgthe Kondo temperaturdlk), i.e., the  which characterizes the state of each magnetic impurity.
ground state is a singlet with a finite magnetic susceptibility.  Later it was pointed out that the problem of the behavior
Because of this effect the effective masses of the carriers ad magnetic impurities with random distributions of their
enhanced compared to normal metals. It manifests itself itKondo temperatures in metals can be solved exactly with the
large values of the low-temperature magnetic susceptibilityhelp of the Bethe ansatz'° It was also showtr*?that dis-
of the Sommerfeld coefficient of the linear temperature detributions of effective Kondo temperatures for each magnetic
pendence of the electron specific heat, and of the lowimpurity can cause divergences of the magnetic susceptibil-
temperature coefficient of the resistivity. Such behavior carty and the Sommerfeld coefficient of the specific heat for
be described in the framework of the standard Fermi liquidquasi-one-dimensional organic conductors and quantum spin
theory with a heavy effective electron mass. On the otherchains, where such behavior has been observed
hand, for non-Fermi-liquid compounds the magnetic suscepexperimentally:>~16To explain power-law divergences of the
tibility and the Sommerfeld coefficient of the specific heatmagnetic susceptibilities and Sommerfeld coefficients of
are usually divergent at low temperatures. It turns out thatare-earth and actinide compounds, as well as quasi-one-
there is often no magnetic ordering in heavy-fermion sys-dimensional organic conductors and quantum spin chains, it
tems(they are metals with zero order paramgtétowever, was necessary to use a distribution of Kondo temperatures

1063-777X/2004/30(10)/2/$26.00 822 © 2004 American Institute of Physics
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(the strong disorder distribution, for which the “tails” were in the distribution of their Kondo temperatures has to pro-
large enough which starts with the term P(T) duce a phase transition to a magnetically ordered state. On
«G MNTM ! (A<1), valid till some energy scal& for  the other hand, for heavy-fermion systems and for metals
the lowest values offy .%1%12Such a distribution was re- with single Kondo impurities and impurities with a weak
cently derived from first principles in Ref. 17. disorder in the distribution of their Kondo temperatures there
Let us consider a number of quantum spin chainsgxist critical values of the impurity—impurity couplings.
weakly coupled with each othéquasi-one-dimensional sys- In those cases, if the coupling is smaller than a critical
tem). Then the magnetic susceptibility of the three-value, the total system cannot undergo a phase transition to a
dimensional set of one-dimensional spin chains is determagnetically ordered phase. The weak interchain or

mined by Dyson’s formula impurity—impurity couplings may be due to the magnetic
dipole—dipole interaction, present in any magnetic system; it
Yol T) = x1(T) 1) is weak and long-ranged. Notice that the presence of a phase
se 1-23 x(T)’ transition at low temperature.#0 for rare-earth or ac-

) _ ) _ tinide systems with non-Fermi-liquid behavior obviously
where J’ is the constant of the interaction between spinca)is into question the applicability of the “quantum critical
chains,z is the number of nearest-neighbor chains, gnds point” scenario in those cases.
the magnetic susceptibility of a chain. In a similar way one Summarizing, in this Communication we have shown
can calculate the magnetic susceptibility of an ensemble oat due to a strong disorder in the distribution of character-
weakly intercoupled magnetic impurities in a meial such  jstics of magnetic impuritieéKondo temperaturgsn quan-

a casey, describes the magnetic susceptibility of magneticyym spin chains and non-Fermi-liquid rare-earth and actinide
impurities in a metal with no interaction between them, a”dcompounds, any weak interaction between spin chains or be-
J’ specifies the interaction between impurtijie¥otice that  yeen magnetic impurities in non-Fermi-liquid systems can

the interaction between each impurity and the Hesquan-  produce a phase transition to a magnetically ordered state.
tum spin chain, or a metal for non-Fermi-liquid syst¢riss  on the other hand, for homogeneous spin chains or spin
considered exactly in our approach; it determiggs Obvi-  chains and heavy-fermion systems with a weak disoder of
ously, the denominator in Eq1) becomes zero at the point {he gjstribution of Kondo temperatures there exists a critical

of the phase transition to a magnetically ordered state, angy|ye of the coupling, below which there is no such phase
the critical temperature is determined from the conditionygnsition.
x1(Te)zJ =1.

We know® that for a set of homogeneous quantum spin‘E-mail: zvyagin@ilt.kharkov.ua
chains the magnetic susceptibiligy as a function of tem- YAnother possi_b_le cause .of the nor_]—Fermi—quuid behavior is th(=T presence of
perature has a maximurm with the valued.14|3] (we are e et port Fucuatons f an ot paanetr nlerect ity
considering units in which thg factors and the Bohr mag-  dynamic characteristids
neton are equal to)lwherel is the exchange constant along
the quantum spin chain. Hence, for weak enough interactions
J'<|J|/0.14 the quasi-one-dimensional spin system neverN- D. Mermin and H. Wagner, Phys. Rev. LelZ, 1133(1966.

) \
undergoes a phase transition to the ordered state. The samegig SF:egS';ZC\;aJ& '\/Fleae%/n'M'\gzggh'\;;ffg(i? (12E)200§ 3.
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temperatures. Thus, for small enough values of the interchainr. N. Bhatt and D. S. Fisher, Phys. Rev. L&8, 3072(1992.
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interaction between magnetic impurities with strong disorderuced here with stylistic changes by AIP.
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