
LOW TEMPERATURE PHYSICS VOLUME 30, NUMBER 11 NOVEMBER 2004
XV ural international winter school on physics of semiconductors
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The articles published in this issue pertain to mate
presented in lectures and reports at the XV Ural Internatio
Winter School on Physics of Semiconductors.

The tradition of holding winter schools on semicondu
tor physics in the Urals began in 1966. They were conduc
by the staff of the Institute of Metal Physics of the Ur
Division of the Russian Academy of Sciences with the p
ticipation of other academic institutes and the Ural Univ
sity, and for more than 20 years were produced and dire
by Acad. I. M. Tsidil’kovski� ~1928–2001!. His approach to
the selection of the main subject matter for the schools
to choose the most current research topics at the given
in the rapidly changing face of the physics of electronic p
nomena in semiconductors. He encouraged the participa
of a large number of lecturers and young people from
search centers all over Russia and also Ukraine, Poland,
other countries.

The latest session of this school was held February 1
21, 2004 at Kyshtym in the Chelyabinsk Region. The p
gram was devoted largely to research on low-dimensio
electron systems in semiconductor heterostructures. In a
tion, considerable attention was devoted to semiconduc
compounds doped with transition-element impurities, to
properties of systems possessing high-temperature supe
ductivity, and to structural aspects of the physics of semic
ductor crystals. The participants included leading specia
in various fields, who presented over 20 invited lectures
reviews, authors of original research, and young scientis

The articles published here reflect the main content
the program and in their nature and the character of the p
lems addressed fit the profile of the journalLow Temperature
Physics. They may be divided thematically into three se
tions.

The first section contains papers devoted to the e
tronic properties of two-dimensional and layered structur
Among the main news in this area is the observation of g
quantum oscillations of the magnetoresistance of tw
dimensional electron layers in a microwave field. A revie
of the research on this effect is given by Lyapilin and Pat
kov. They set forth the main theoretical methods and
proaches proposed for describing effects of this kind. I
separate, original paper they develop a possible interpr
tion of the effect. Research results on the electronic pro
ties of low-dimensional structures created on the basis
different allotropic forms of carbon has also been attract
considerable interest of late. Results in this field are sum
rized in the review article by Kulbachinskii, who discuss
the Shubnikov–de Haas effect, weak localization of curr
carriers, superconductivity, and a number of other phen
ena characteristic of such structures. The papers by Yak
et al., Sheregiiet al., and Arapovet al. are devoted to prob
lems of the physics of conduction and galvanomagnetic p
nomena in two-dimensional electron layers of semicondu
8251063-777X/2004/30(11)/1/$26.00
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heterostructures. A topical theoretical question related to
group of problems is to determine the character of the ene
spectrum of the current carriers in double quantum wells,
solution of which is the subject of the paper by Alshans
and Yakunin. The observation of novel optical effects aris
as a result of the excitation of charged excitons—bou
states of three current carriers—in heterostructures base
cadmium telluride is the subject of the paper by Gaj a
co-workers. The paper by Dvurechensky, Nikiforov, Pchely
kov, Teys, and Yakimov is of considerable interest for tho
who study heterostructures; it deals with the technique
growing germanium- and silicon-based heterostructures
molecular beam epitaxy. Also in that section is the paper
Ponomarev and coauthors, basically devoted to the exp
mental aspects of the justification of the low-dimension
character of the conduction in crystals of compounds belo
ing to the class of high-Tc superconductors.

The papers in the second section of this issue pertai
the electronic properties of semiconductor crystals conta
ing impurities of transition elements. New results of optic
studies of a wide-gap compound~zinc selenide! containing
chromium and iron impurities are presented in the paper
Godlewski and coauthors. Other papers are devoted to
effects of impurities on conduction and to galvanomagne
phenomena. The paper by Nesmelova and coauthors is
voted to a detailed discussion of the large set of experime
data obtained on manganese donor impurities in mercury
luride. The resonance scattering of electrons with impurit
is the subject of the paper by Okulov.

Some interesting new results in the physics of dop
semiconductors have been obtained recently in the regio
the low-temperature structural phase transitions. Such res
are the presented in the papers published in the third sec
of this issue. The characteristic anomalies connected with
appearance of a phase transition in lead telluride contain
gallium impurities are discussed by Khokhlov and coauth
on the basis of an analysis of impedance measureme
Gudkov and coauthors report the observation of feature
the ultrasonic parameters, giving evidence of a lo
temperature phase transition, in zinc selenide contain
nickel impurities. Tikhomirova and Babushkin present ma
rial from studies of a structural phase transition in amm
nium halides. Also in that section are papers by Robou
Sheregii, and Kisiel and by Chukalina, Funke, and D
brovskii, devoted to developing a theoretical interpretation
the experimental data on the structure of semiconductor c
tals.

Altogether the contents of this special issue give an id
of the active research in a number of areas of semicondu
physics. It is hoped that the materials presented will be u
ful to the readers ofLow Temperature Physics.

V. I. Okulov
© 2004 American Institute of Physics
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Electronic properties and superconductivity of low-dimensional carbon structures
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and Superconductivity, Moscow 119992, Russia
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A review of research on the electronic properties of low-dimensional structures based on various
modifications of carbon is presented. The following effects are discussed: the Shubnikov–de
Haas effect in graphite intercalation compounds~GICs! of the acceptor type, superconductivity of
GICs of the donor type, weak localization and superconductivity of carbon fibers, the
negative magnetoresistance of a carbon foil obtained by pressing of exfoliated graphite, and the
superconductivity and spectroscopy of new heterofullerides. ©2004 American Institute of
Physics. @DOI: 10.1063/1.1819856#
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INTRODUCTION

In this article we discuss the electronic properties a
superconductivity of various low-dimensional carbon stru
tures such as graphite intercalation compounds~GICs!, car-
bon fibers, foils pressed from exfoliated graphite, and f
lerides.

In graphite and in GICs the sharp difference between
interaction energies between atoms belonging to the s
layer and atoms of adjacent layers leads to high anisotrop
the physical properties. The graphite structure correspond
hexagonal, perfectly planar layers. The carbon atoms in
layer are bound by strong covalent bonds, with a C–C d
tance between carbon atoms in the layerb0 equal to 0.1415
nm. The distance between layers at room temperature id0

50.33538 nm.1 The interaction between them is broug
about by weak van der Waals forces. This crystal struct
permits different atoms and molecules to be intercalated
the interplane space to form a new class of GICs in which
lattice consists of plane layers of carbon alternating with
intercalated substance, or intercalate. These compound
hibit typically metallic properties, have a high electrical co
ductivity, and some of them are superconductors.2,3 A great
many GICs have now been synthesized and are under a
investigation. GICs are used to make infrared polarize
monochromators for low-energy neutrons, waveleng
tunable optical filters, electrochemical devices in optical d
plays, heat-shielding systems, etc.

GICs can be divided into two broad classes: donor a
acceptor. The redistribution of the electron density betw
the intercalate molecules and the carbon atoms in a GIC
the acceptor type gives rise to an additional number of d
calized holes in the graphite layers. Acceptor compounds
formed in the intercalation of such substances as halog
metal halides, and oxygen. Donor compounds are forme
the intercalation of alkali or alkaline-earth metals into
graphite host. Examples of donor compounds are C4K, C8Li,
C8Ca, C4Hg, and others. Acceptor compounds are of m
complex composition, e.g., C16Br2 , C20FeCl3 , C16ICl,
8261063-777X/2004/30(11)/8/$26.00
d
-

-

e
e

of
to
e
-

re
in
e
e
ex-
-

ive
s,
-
-

d
n
of
-

re
s,

in

e

C24
1 HSO4

2
•2H2SO4, C24

1 NO3
2
•3HNO3, and others.4–7

GICs in which the interlayer space is alternately fille
with two different intercalates are also known. These
so-called heterocompounds, typical examples of which
GICs with CuCl2 and ICl or FeCl3 and ICl.6,8 They expand
even further the possibilities of obtaining new materials w
a unique set of physicochemical characteristics.

The intercalation of acceptors entails a significant~by a
factor of 2–3! increase in the distance between graphite l
ers, and the characteristic graphitic order of alternation of
layers can be disrupted. A distinctive feature of GICs is
possibility of inserting an intercalate only between every s
ond or every third, etc., layer of graphite, creating GICs
different so-called stages. The number of stagesN is equal to
the number of graphite networks between nearest interca
layers. The identity periodI c of a GIC is given by the for-
mula

I c5di1~N21!d0 , ~1!

whereN is the number of stages anddi is the thickness of an
intercalate layer.

The kinetics of intercalation is extraordinarily interes
ing. Initially a high-stage GIC forms, and then, by passa
through mixtures of the different stages, GICs of lower a
lower stages progressively form, ultimately reaching the fi
stage~if the given intercalate forms a stage-1 GIC!. As an
example, Fig. 1 shows the time dependence of the rela
resistivity in the basal plane of a graphite single crystal d
ing the in situ intercalation of sulfuric acid. Simultaneou
x-ray diffraction studies showed that each minimum cor
sponds to the formation of a pure stage in the sequence f
5 to 1, after which the irreversible overoxidation of th
graphite host occurs, and the resistivity increas
severalfold.9

The electrical conductivity of GICs has a high aniso
ropy, h5sa /sc , which in pure graphite has the valu
103– 104; in GICs of the acceptor type it increases
105– 106 ~Ref. 5!.
© 2004 American Institute of Physics
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Fullerenes have attracted attention since their discov
by the English scientist Kroto and his co-workers in 198510

They succeeded in synthesizing a number of new allotro
forms of carbon Cn ~wheren is an integer from 38 to 120!,
among which the C60 molecule turned out to be the mo
common and stable. It consists of 20 hexagons and 12
tagons. The namefullereneis in honor of the architect Buck
minster Fuller, who designed the dome of the United Sta
Pavilion at the Montreal Exposition in 1967 in the form
conjoined pentagons and hexagons.

There was an extraordinary upsurge in interest
fullerenes in 1990, when a group of scientists led
Krätschmer and Hoffman11 successfully synthesized soli
fullerene in the form of microcrystals~which have been
given the namefullerites!. Usually the crystals have an fc
lattice, but an hcp lattice is also possible. In the crystal60

molecules are bound by van der Waals forces. The interc
tion of fullerene by alkali metal ions givesfulleridesof com-
position A3C60 (A5Li, Na, K, Rb, Cs).12 Less than a yea

FIG. 1. Relative change in resistivity of a graphite sample during the in
calation of H2SO4 . The minima are labeled by the number of the cor
sponding pure stage formed.
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after Krätschmer and Hoffman’s paper appeared, superc
ductivity with Tc518 K was observed in the potassiu
fulleride.13 The discovery of superconductivity in other fu
lerides soon followed. The highest superconducting tran
tion temperature observed to date,Tc533 K, was recorded
in the compound RbCs2C60 ~Ref. 14! and, under pressure, i
Cs3C60 (Tc540 K).15

In this article we review the electronic properties a
superconductivity of GICs, carbon fibers, foils, and nov
heterofullerides.

PROPERTIES OF GRAPHITE INTERCALATION COMPOUNDS

Supermetallic conductivity

The high conductivity of GICs in the basal plane,sa , is
determined by the composition of the intercalate, the gr
of graphite, and the number of stages of the GIC. The m
famous papers for the creation of GICs with supermeta
conduction are those of Vogel and coauthors.16 The conduc-
tivity rises with increasing intercalate content, reaching
usual maximum for a stage-3 GIC, mainly for compoun
with metal halide intercalates.17 In the so-called heterointer
calation compounds, i.e., GICs with alternating layers of d
ferent intercalates, even the stage-1 GICs have high met
conductivity.6,18As an example, in Fig. 2a we show the co
ductivity in the basal plane,sa ~left scale!, and the hole
densityp ~right scale! for GICs with intercalates of ICl and
CuCl2 and for the heteroGIC C10CuCl2•0.6ICl. It is clearly
seen that the value of the conductivity is correlated with
hole density. Figure 2b shows the conductivity in the ba
plane for GICs of stages 1–5 with a sulfuric ac
intercalate.19

r-
FIG. 2. Basal-plane conductivitysa and hole densityp at room temperature versus the stage numberN: for the GICs C8NICl ~1! and C5NCuCl2 ~2! and for
the heteroGIC C10CuCl2•0.6ICl ~3!. The conductivities of several metals are shown for comparison~a!. The conductivity of the H2SO4 GIC ~b!.
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Phase transitions of the ‘‘order–disorder’’ type

When the temperature is lowered below the tempera
of synthesis of the GIC there is a transition of the intercal
from the liquid phase to a crystalline or amorphous phase
the transition temperatureTc a superlattice commensurate
incommensurate with the graphite lattice can appear. S
superlattices have been observed in GICs with H2SO4 ~Ref.
20!, with AsF5 ~Ref. 21!, and with SbCl5 ~Refs. 22–25!. In
the GIC with H2SO4 the sulfuric acid anions form a hexago
nal superlattice that is commensurate with the graphite lat
but with a greater period. Here the initial hexagonal Brillou
zone of the GIC decreases proportionally, as is shown in
3. In the initial Brillouin zone the Fermi surfaces are coax
cylinders located at the edges~they are denoted1 and 2 in
Fig. 3!. When a commensurate superlattice of the interca
appears, the Brillouin zone contracts proportionally~zone
folding effect!. Then in the new zone the sections labeled3
and 4 appear, giving rise to new frequencies in the oscil
tions of the magnetoresistance, although new groups of
rent carriers do not appear. This follows from a comparis
of the data on the Hall effect and the Shubnikov–de H
effect.

FIG. 3. Cross section of the hexagonal Brillouin zone of a GIC with t
initial coaxial cylindrical Fermi surfaces along the edges1 and 2. The ar-
rows indicate the decrease in size of the Brillouin zone when an interca
superlattice commensurate with the graphite lattice appears.
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The phase transition can be observed by different me
ods ~e.g., NMR!, but the simplest way is to measure th
resistivity perpendicular to the layers~along the C axis!, rC ,
which undergoes a jump at the phase transition.26 As an ex-
ample, in Fig. 4 we show the temperature dependence of
relative change in the resistivity along theC axis ~perpen-
dicular to the layers! in sulfuric acid GICs of different stages
and, for comparison, the curve for graphite. The transit
temperature depends on the stage~in the given case of an
H2SO4 GIC we have Tc'187 K for the first stage,Tc

'180 K for the second stage, andTc'178 K for the third.
Analogous transitions are observed in nitric acid GICs.27

Shubnikov–de Haas effect in GICs

High-quality GIC crystals exhibit quantum oscillation
of the magnetoresistance—the Shubnikov–de Haas~SdH!
effect.7,28 Many GICs of the acceptor type have a cylindric
Fermi surface, which corresponds to a purely tw
dimensional character of the energy spectrum. As an
ample, in Fig. 5a we show the SdH effect at liquid heliu
temperatures for samples of HNO3 GICs of stages 1–4. The
Fourier spectra of the oscillations are shown in Fig. 5b. T

FIG. 4. Relative change in the resistivity along theC axis in graphite and in
sulfuric acid GICs of stages 1–3. The curves are labeled by the numb
the stage.

te
i-

e

FIG. 5. Shubnikov–de Haas oscillations of n
tric acid GICs of stages 1–4~a! and their Fou-
rier spectra~b!. The curves are labeled by th
stage number.



s

nc
o
r

o

li
e

d
d

e

s
th
fo

s

hi
o

d

ger
eter
the
the

sists

he
uter
ec-
ce

tical
that

-
ee

er a
r in

,
ion
del

es

of

sists

of
are

e
d

s
IC

rgy

of
ted
ot
the
t to

829Low Temp. Phys. 30 (11), November 2004 V. A. Kulbachinskiı̆
Fourier spectrum has one oscillation frequency in a fir
stage, two in a second-stage, and three in a third-stage G
The Fourier spectrum of a fourth-stage GIC has a freque
corresponding to pure graphite and a high frequency. Fr
the frequencies of the quantum oscillations of the transve
magnetoresistance one determines the extremal sectionsSextr

of the Fermi surface and the density of current carriers,Posc.
If it is assumed that the Fermi surface consists of smo
cylinders, the carrier densityPosccan be determined from the
formula

Posc5

4( Sextr
k

~2p\!2@di1~N21!d0#
. ~2!

The factor of 4 in expression~2! takes into account the Pau
principle and the fact that in a GIC, two cylinders of th
Fermi surface, with cross sectionsSextr

k , fall within each
band of indexk ~the summation is over the several fille
bands!. Some parameters of nitric acid GICs are presente
Table I.

Energy spectrum of GICs

In 1980 Blinovskii and Rigo proposed a model of th
energy spectrum of low-stage GICs of the acceptor type.29–31

In the framework of that model a stage-1 GIC is treated a
system of equivalent noninteracting graphite layers, i.e.,
system is purely two-dimensional. The dispersion relation
a stage-1 GIC of the acceptor type has the form

Ec,v56
3

2
g0b0k, ~3!

whereg0 is a parameter describing the interaction of neare
neighbor carbon atoms in the layer.

For second-stage GICs, in the subsystem of two grap
layers one considers only the interaction between neighb
ing carbon atoms in the basal plane~the parameterg0) and
between nearest atoms in adjacent planes~described by the
parameterg1). The dispersion relation for the valence ban
and conduction band are written

E1>2EV1
5EC1

5
1

2
$2g11@g1

219g0
2b0

2k2#1/2%, ~4!

TABLE I. Parameters of nitric acid GICs.
t-
IC.
y
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E2>2EV2
5EC2

5
1

2
$g11@g1

219g0
2b0

2k2#1/2%. ~5!

For third-stage GICs the graphite layers are no lon
equivalent with respect to to the intercalate, and a param
d, characterizing the difference in the potential energy of
carbon atoms of the outer and inner layers, appears in
calculations. For a stage-3 GIC the energy spectrum con
of six branches:

E1
c,v5d6uxu, ~6!

E2
c,v56$d 21g1

21uxu22@g1
41~4d 212g1

2!uxu2#1/2%1/2,
~7!

E3
c,v56$d 21g1

21uxu21@g1
41~4d 212g1

2!uxu2#1/2%1/2,
~8!

where uxu53g0b0k; d is a parameter that depends on t
distribution of excess charge between the inner and o
layers of graphite. Three of the branches of the energy sp
trum lie in the conduction band, and three in the valen
band. From a comparison of the experimental and theore
data on optical reflection in GICs it has been established
d'0.2 eV. At that value of the parameterd an excess charge
of approximatelyz50.15 is redistributed to the inner graph
ite layer. A uniform distribution of charge between the thr
graphite layers would correspond toz51/3. We note that in
the case of complete screening of the inner graphite lay
frequency corresponding to pure graphite should appea
the SdH oscillations of a stage-3 GIC.

The Blinovskii–Rigo model is of course a simplification
but it gives a rather good description of the optical reflect
data for low-stage GICs of the acceptor type. In that mo
the Fermi surface of a first-stage (N51) GIC of the acceptor
type consists of two smooth cylinders lying along the edg
of the hexagonal Brillouin zone~it is usually depicted as 6
cylinders, along all of the axes, so that the total volume
the Fermi surface for each zone is 6/352). The Fermi sur-
face of a stage-2 GIC in the case of strong acceptors con
of coaxial cylinders~two in each zone!, and for a stage-3
GIC, in the case of a large Fermi energy, the number
coaxial cylinders can be equal to three, i.e., if three bands
filled ~there are 6 cylinders in all!. The experimental data on
the SdH effect in nitric acid GICs correspond well to th
spectrum~3!–~8!: in a stage-1 GIC there is one hole ban
~one oscillation frequency is observed!, in a stage-2 GIC two
hole bands are filled~two frequencies are observed!, and in a
stage-3 GIC, three hole bands~3 oscillation frequencies! ~see
Fig. 5!. Using formulas~3!–~8! and the experimental value
of the cross section of the Fermi surface for a stage-1 G
~see Table I!, one can calculate the value of the Fermi ene
EF . For stage 1 a Fermi energyEF50.21 eV is obtained; for
stage 2,EF50.42 eV; for stage three,EF50.75 eV.

Experimentally, however, in a number of GICs, even
the first stage, a Fermi surface in the form of corruga
cylinders is observed.6 This means that the structure cann
be considered purely two-dimensional. For such GICs
energy spectrum should include dispersion with respec
the third direction. Such a spectrum has the form6,32

E1,256g1* cosF2Ag1*
2 cos2 F1h2k2, ~9!
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whereF5kzI c/2, h5)ag0* /2. The parameterg1* describes
the interaction of conducting graphite layers in a GIC a
determines the three-dimensionality of the spectrum. T
Fermi surface in the case of such a spectrum will be t
coaxial corrugated cylinders with the following cross se
tions atkz50:

S1,2
k 5

puEFu~ uEFu62g1!

h2 . ~10!

Donor GICs

Donor GICs are formed in the intercalation of alka
metals into graphite. In 1965 a group of scientists led
Hannay discovered superconductivity of KC8, RbC8, and
CsC8 GICs at ultralow temperatures.33 A review of the su-
perconducting properties of donor GICs can be found in
monograph cited as Ref. 3. We note that in a magnetic fi
parallel to theC axis ~perpendicular to the layers! those
GICs have properties corresponding to type-I supercond
ors, while in a magnetic field in the plane of the layer th
are type-II superconductors. The highest transition temp
tureTc50.55 K has been observed in the stage-1 GIC C8K.
Subsequently, in ultradense stage-1 GICs~i.e., those with
significantly more potassium ions per carbon atom than
C8K) synthesized under pressure, the value ofTc has been
raised substantially, e.g., to 1.5 K in C6K ~Ref. 34! and to
Tc'4.2 K in C4K ~Ref. 35!. In amalgams of thallium and in
superconducting bismuth GICs of composition C4nMTl1.5

(n51, 2; M5K, Rb) Tc lies in the interval from 0.7 to 4 K.
For example, Tc52.56 for C4KTl1.5 and Tc54.05 for
C4CsBi1.5 ~Ref. 3!.

ELECTRICAL PROPERTIES OF CARBON FIBERS
AND FOILS

Weak localization of current carriers in a carbon foil

Disordered carbon materials are excellent objects
studying transport and magnetotransport at low temperatu
Such objects include carbon foil obtained by pressing of
foliated graphite.36 First the graphite is intercalated by sulfu
ric acid, for example. Then a thermal shock is created—ra
heating to 900 °C—whereupon exfoliation of the GIC o
curs, the volume increasing by tens of times. Then by pre
ing one can create a foil whose properties will depend on
oxidation time of the graphite by the sulfuric acid, the su
sequent heat treatment, and other controllable factors. Su
foil has interesting galvanomagnetic properties. Lo
temperature growth of the resistivity, which is characteris
of weak localization, and negative magnetoresistance in
magnetic fields are observed. As an example, Fig. 6 sh
curves of the magnetoresistance at different temperature
a carbon foil obtained by pressing of exfoliated graphite. T
negative magnetoresistance in the majority of cases is
scribed quantitatively by either the original theory of qua
tum corrections to the conductivity37,38 or by a modified
theory extended beyond the diffusion limit.39 In the latter
case the change of the conductivity in a magnetic field can
described by the function
d
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Ds~B!52
e2

2p2\

b

~11g!2 (
n50

` cn
3~b!

11g2cn~b!
, ~11!

where b5 2el2B/(11g)2\, and cn(b) are the Laguerre
polynomials:

cn~b!5E
0

`

exp~2~x1bx2/4!!Ln~bx2/2!dx. ~12!

The curves of the Whitman and Schmidt theoretical dep
dence@formula~11!# conform well to the experimental data40

~the fine lines in Fig. 6!, making it possible to obtain the
temperature dependence of the main parameter of
theory—the dephasing timetw of the wave function of the
current carriers~Fig. 7!.

Carbon fibers

There is still another type of carbon material in whic
weak localization of the current carriers is observed—carb
fibers.41–43 Since the structure inherent to graphite is p
served in the fibers, weak localization corresponds to a t
dimensional character of the conduction. Figure 8 shows
temperature dependence of the resistance of two type

FIG. 6. Relative magnetoresistivity of a carbon foil at different tempe
tures. The curves drawn with a fine line show a fit according to formula~11!.

FIG. 7. Temperature dependence of the dephasing time of the wave fun
of the current carriers.
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fibers ~obtained from viscose and coal tar!. The resistance
increases as the temperature is lowered, as is characteris
weak localization~curves 1 and 2!. These isolated fibers
were intercalated and heat treated, after which the local
growth of the resistivity on decreasing temperature persis
but around 4 K the fibers underwent a transition to the s
perconducting state~see Fig. 8, curves3,4!.44–46

ELECTRONIC AND SUPERCONDUCTING PROPERTIES
OF FULLERIDES

Superconductivity of heterofullerides

Recently a method has been developed for synthesi
heterofullerides of the Fe and Cu groups with the compo
tion K2MC60 ~Refs. 47 and 48!. Some of them exhibit super
conducting properties.49 For example, Fig. 9 shows the tem
perature dependence of the magnetic susceptibilityx for
fullerides with M5Fe, Ni, Cu. Also shown in Fig. 9 is the
x(T) curve for the well-known superconductor K3C60,
which was synthesized simultaneously for purposes of c
parison.

It follows from the studies done that fullerides of com
position K2MC60 (M5Ag, Cu, Co) and KM2

21C60 (M
5Co, Ni, Fe) are not superconductors. Fullerides of com
sition K2CoC60, and KCo2C60 exhibited a paramagnetic sig
nal on cooling to 4.2 K.

FIG. 8. Temperature dependence of the relative change of the resistivi
single carbon fibers obtained from viscose~1,3! and coal tar~2,4! in the
initial state~1,2! and after intercalation and heat treatment~3,4!.

FIG. 9. Temperature dependence of the magnetic susceptibilityx of ful-
lerides of composition K2MC60 (M5Fe, Ni, Cu) and, for comparison
K3C60 .
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Superconducting heterofullerides of compositi
K2MC60 have lower superconducting transition temperatu
Tc than K3Co60, and the crystal lattice constanta of the
heterofullerides studied is smaller than that of K3C60, appar-
ently because substitution of the potassium ion by an ion
smaller diameter decreases the lattice constant. Thus the
a correlation between the superconducting transition te
perature and the crystal lattice constant: a decrease ofa leads
to a decrease ofTc .

Electron paramagnetic resonance

Figure 10 shows the typical EPR spectrum of this f
leride, measured in K3C60 at 15 K.50 The asymmetric signa
has two components, which are well approximated
Lorentzian lines~solid curve!. The two components are du
to conduction electrons in the anions C60

32 , C60
32 – O–C60

32 ,
and others. Figure 11 shows the EPR spectra of K2NiC60 and
K2CoC60 at various temperatures. A characteristic feature
these EPR spectra is that the amplitude of the resona
increases with decreasing temperature. Interestingly, thg
factors of the heterofullerides K2NiC60 and K2CoC60 at tem-
peratures of 20 K and below~where the signal is clearly
seen! are equal to 1.999660.0003 and 1.998660.0003, re-
spectively. Theg factor of the heterofulleride K2Fe31C60 at
these same temperatures is 1.996560.0001. These values ar
somewhat smaller than theg factors of K3C60. The two lines
in the ER spectrum of K3C60 gives values of 2.001 and 2 fo
the g factors of the wide and narrow lines, respectively.

For T,Tc one observes fluctuations of the backgrou
signal, while these fluctuations are absent at temperat
aboveTc . It is seen in Fig. 11 that fluctuations of the bac
ground signal are also observed in K2CoC60 at temperatures
of 3 and 6 K, although superconductivity is not observed
that fulleride.

Raman scattering spectra

The Raman scattering spectra of the fullerides K2MC60

(M5Fe, Ni, Co) are shown in Fig. 12, together with th
spectrum of K3C60 for comparison. It has been found51 that
of the ten lines that are characteristic for the spectrum of
pure fullerite@standard notationAg(1,2) andHg(1 – 8)], the

of

FIG. 10. EPR spectrum of K3C60 at a temperature of 15 K.
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FIG. 11. Temperature dependence of the EPR signal from K2NiC60 ~a! and K2CoC60 ~b!.
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modesHg(5,6,7) are missing in the spectrum of K3C60. In
addition, the linesHg(2,4,8) andAg(1,2) are shifted relative
to their positions in the spectrum of pure fullerite C60. The
lines Hg(1) andHg(3) do not change position. Characteri
tically, all of the shifts are in the direction of smaller wav
number. This attests to a lowering of the energy of cert
phonon modes upon intercalation of metal atoms in fuller
Of the seven phonon modes observed in the spectrum
K3C60, there are actually only three intense lines in the h
erofullerides:Ag(1, 2) andHg(1) ~see Fig. 12!. These lines
are present in the spectra of all heterofullerides of comp
tion K2MC60 (M5Fe21, Fe31, Ni, Co). The other four
lines are much less intense thanAg(1, 2) andHg(1). The
position of almost all the lines in the spectra of the heter
ullerides corresponds to the position of those lines in
spectrum of K3C60. A difference is observed in the positio
of Ag(2) andHg(2). Forexample, in the spectra of K2MC60

with M5Fe21, Fe31 and of K3C60 the line Hg(2) has a
wave number of 430 cm21, while in the spectrum of
K2MC60 with M5Ni, Co this line is shifted leftward to
415 cm21. From the position of the lineAg(2) in the ful-
lerides one can assess the charge state of the C60 molecule.

FIG. 12. Raman scattering spectra of fullerides of composition K2MC60

(M5Fe, Ni, Co) and K3C60 . The dotted lines indicate the positions of th
peaks of the main phonon modes.
n
.
of
t-

i-

-
e

A shift of the line Ag(2) is observed not only in the
spectrum of K2Fe21C60 but also in K2NiC60. In the latter
fulleride theAg(2) line is shifted by about 3 cm21 to smaller
wave number. This indicates that the charge of the C60 mol-
ecule in this fulleride is nearly one electron charge high
than in K3C60.

CONCLUSION

In summary, graphite intercalation compounds are lo
dimensional conducting materials that can be classified
synthetic metals. Some of them, like the fulleride allotrop
forms of carbon, exhibit superconductivity. Carbon foils a
fibers are also extraordinarily interesting objects of stu
Suitably treated, they exhibit weak localization effects a
superconductivity. The synthesis of new allotropic forms
carbon, e.g., carbon nanotubes, the properties of which c
not be discussed in this review article, and the recently d
covered superconductivity of diamond52 hold great promise
for research on graphite-based materials.
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Conductivity of a two-dimensional electron gas in magnetic field in the presence
of microwave radiation
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The experimental observations of novel behavior of the kinetic properties of a two-dimensional
electron gas in the presence of microwave radiation are reviewed, and the various
theoretical models that have been proposed for explaining them are described. ©2004 American
Institute of Physics.@DOI: 10.1063/1.1819857#
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1. INTRODUCTION

The transport-related properties of two-dimensio
electron systems~2DESs! in a perpendicular magnetic fiel
were investigated rather widely in the late 1960s and e
1970s.1,2 The studies showed that microwave radiation at f
quenciesv slightly higher than the cyclotron frequencyvc

or its harmonicsNvc (N is an integer! can lead to absolute
negative conductance in a 2DES. Investigation of the non
ear photoconductivity in the microwave range due to
photon-assisted scattering of electrons on impurities was
subject of Refs. 3.

Renewed interest in the theoretical investigation of n
linear transport phenomena arose in connection with the p
lication of new experimental results on very pure 2DE
samples. Recent studies by two experimental groups4–6 have
revealed that the resistance of a two-dimensional electron
~2DEG! with high mobility in GaAs/AlGaAs heterostruc
tures subjected to microwave irradiation at frequencyv ex-
hibits some new behavior of its dependence on tempera
microwave power, etc. In the presence of microwave rad
tion, peculiar oscillations of the longitudinal magnetores
tance arise in two-dimensional systems at large occupa
numbers. Unlike the Shubnikov–de Haas oscillations, wh
depend on the ratio of the chemical potentialm to the cyclo-
tron frequencyvc , the oscillations caused by microwav
radiation depend on the ratio of the radiation frequencyv to
the cyclotron frequencyvc . With increasing radiation inten
sity the minimum values of the resistance approach zero

In this review article we discuss the results of expe
mental studies and various theoretical models propose
explain the new behavioral regularities observed in the
netic properties of a two-dimensional gas.

2. EXPERIMENT

Let us begin with a description of the results of the fi
experimental studies4,6 in which these behaviors were ob
served.

The first experiment4 was done using a very pure samp
of Al0.24Ga0.76As/GaAs/Al0.24Ga0.76As ~a quantum potentia
well!. The parameters of the sample were: quantum w
width 300 Å, sample dimensions 535 mm, electron mobil-
8341063-777X/2004/30(11)/14/$26.00
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ity m52.53107 cm2/(V•s), and electron densityne53.5
31011 cm22.

Let us consider the experimental setup in Ref. 4. T
sample with the 2DEG was in a weak (B50 – 2 kG) mag-
netic field perpendicular to the surface and was simu
neously subjected to an electromagnetic field of the millim
ter range (f 535– 150 GHz). The wave vector of th
electromagnetic waves was perpendicular to the surfac
the sample. The power of the electromagnetic radiation w
from 10 to 20 mW. The experiment was done in the tempe
ture interval 0.5–6 K. The geometry of the experiment
shown in the inset to Fig. 1.

The longitudinal resistanceRxx and Hall resistanceRxy

were measured as functions of the magnetic induction~Fig.
1!. The measurements of the Hall resistanceRxy(B) gave a
close to linear dependence on the induction and were in
sitive to the radiation—this is the well-known nonquantu
Hall effect. For the longitudinal resistanceRxx the presence
of the the electromagnetic field led to substantially differe
dependence on the inductionB. For example, in the absenc
of the electromagnetic field, Shubnikov–de Haas oscillatio
are observed. In the presence of the electromagnetic field
sharp oscillations of the longitudinal resistanceRxx are ob-
served at significantly lower fields and with a different p
riod in 1/B.

Analysis showed that the period of these oscillatio
~with respect to 1/B) depends on the frequency of the ele
tromagnetic waves. The governing parameter is the ratio
the electromagnetic wave frequencyv to the cyclotron fre-
quencyvc . It is stated in Ref. 4 that the maxima of th
longitudinal resistance are observed atv/vc51,2,3,... and
the minima atv/vc53/2, 5/2, 7/2,... .

The longitudinal resistance of the sample measured
the most pronounced minima is equal to zero within the li
its of experimental error. At the maxima it is higher than t
resistance of the sample in the absence of electromagn
waves~sometimes by 5 times or more!.

Figure 2 shows the dependence ofRxx on vc /v for dif-
ferent frequencies of the electromagnetic radiation incid
on the sample. It is seen that the positions of the maxima
minima of Rxx for the different frequencies coincide. Wit
increasing temperature~Fig. 3! the zero resistance parts b
© 2004 American Institute of Physics
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come narrower and eventually vanish, and the height of
peaks decreases as well.

Analogous results on the change in the longitudinal a
Hall resistances were obtained in Ref. 6, in which sample
the form of Hall strips of width 50mm<,<200 mm and
square samples up to;333 mm in size, prepared from
high-quality GaAs/AlGaAs heterostructures with an electr
density n(4.2 K)'331011 cm22 and mobility m(1.5 K)
'1.53107 cm2/(V•s). The measurements were made at
diation frequencies 27 GHz< f <115 GHz, radiation powers
up to 1 mW ~i.e., much lower than in Ref. 4!, and helium
temperatures. The dependence ofRxx on B is presented in
Fig. 4.

In Ref. 6 a different result for the position of the minim
and maxima of the resistance oscillations was obtained
compared to Ref. 4: the minima were observed atBmin

21 /d
5@4/(4j 11)#21 and the maxima, at Bmax

21 /d5@4/(4j

FIG. 1. Resistance versus magnetic induction: heavy lines—in the pres
of electromagnetic radiation in the millimeter range (f 557 GHz) at
T51 K; fine-line curve—in the absence of radiation. The vertical das
lines correspond to integer and half-integer values of«5v/vc . The inset
shows the geometry of the sample, the position of the electrical contac
a typical case, and the orientation of the currentI , magnetic inductionB,
and the electric and magnetic fields of the electromagnetic wave.~This
figure was taken from Ref. 4.!

FIG. 2. Dependence ofRxx(T51 K) on vc /v in the presence of electro
magnetic radiation of different frequencies~for clarity the graphs have bee
shifted with respect to each other along the vertical!. The vertical arrow
shows the additional peak. The inset shows the graph correspondin
a frequency of 57 GHz and weak magnetic fields. Beats can be see
B&0.1 kG. ~This figure was taken from Ref. 4.!
e
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13)#21, where j 51,2,3,... . Hered, the oscillation period
in 1/B, coincides with the valueBf

215(vm* c/e)21 to
within the experimental error.

Figure 5 shows the frequency dependence of the osc
tions of the longitudinal resistance. Approximation of th
data by a product of a sinusoid times a damped expone
shows that the oscillation frequencyF increases linearly with
electromagnetic radiation frequencyf , and the damping pa
rameter of the oscillations as functions ofB21 is independent
of f . An estimate ofm* with the use of the formuladF/d f
52pm* c/e gives m* /m50.067, which agrees with othe
estimates of the electron effective mass in GaAs.

The amplitude of the radiation-induced resistance os
lations also increases with increasing radiation power. At
same time, the shape of the resistance oscillations is inse
tive to the value of the current~Fig. 6!.

It was stated in Ref. 6 that the observed behavior of
resistance is independent of the type of electrical conta

ce

d

in

to
at

FIG. 3. Rxx(B)/Rxx(0) versus 1/B in the presence of millimeter-range mi
crowave radiation at differentT from 0.9 to 3.5 K. The arrows pointing
upward indicate the positions of the minima.~This figure was taken from
Ref. 4.!

FIG. 4. Curves ofRxx(B) andRxy(B) in the presence~1! and absence~2! of
electromagnetic radiation.~This figure was taken from Ref. 6.!
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the shape of the sample, the orientation of the current w
respect to the polarization vector of the electromagnetic
diation, and the value of the current.

FIG. 5. Evolution of the radiation-induced zero-resistance states upo
change in the radiation frequency. a—At frequencies in the range up t
GHz the zero-resistance state appears at 4/5Bf . The triangles denote the
values ofRxx at the magnetic fieldBf5vm* c/e at which the oscillatory
curves have neither maxima nor minima. b—At higher frequencies the z
resistance state appears around 4/5Bf and 4/9Bf . Inset:B* was calculated
from the first five resistance minima according to the formulaB*
5( j 51

5 $@4 j 11/4#B4/(4j 11)%/5, with the result dB* /d f52.37 mT/GHz.
~This figure was taken from Ref. 6.!

FIG. 6. Amplitude of the radiation-induced oscillations as a function of
magnetic induction for different radiation powers~a! and for different values
of the current~b!. ~This figure was taken from Ref. 6.!
th
-

A state with exponentially low conductivity brought o
by microwave radiation has also been observed in Corb
samples with a high mobility of the two-dimensional char
carriers.5 The samples were Al0.24Ga0.76As/GaAs/
Al0.24Ga0.76As quantum wells 25 nm wide, withd-doped Si
layers situated 80 nm above and below the quantum we
The density and mobility of the electron gas were 3.
31011 cm22 and 1.283107 cm2/(V•s) at T55 K. Corbino
samples with an inner diameter of 0.5 mm and an outer
ameter of 3 mm were made on a square of;434 mm.

As is seen in Fig. 7a, in the absence of microwave
diation the Drude conductivity of the sample exhibits sha
Shubnikov–de Haas oscillations with changing magne
field for B>1.5 kG, and vanishing conductivity at the qua
tum Hall effect minima forB>10 kG. Figure 7b shows a
plot of the conductance at a microwave power of 10mW and
frequency 57 GHz. Strong oscillations of the conductan
are seen in the region of low magnetic fields. In a reg
around the strongest minimum of the oscillations~at B
51.05 kG) a state with vanishingly small conductance
observed. The evolution of the conductance under mic
wave irradiation at different frequencies but equal powerP
'10 mW at temperatureT50.65 K is shown in Fig. 8. It is
seen that the strong oscillations and the state with van
ingly small conductance are observed at all frequencies.

To determine the activation energy associated with
minima, curves ofRxx(B)/Rxx(0) versus 1/T were con-
structed in Refs. 4 and 6~see Figs. 9 and 10!. These tem-
perature curves are characteristic of activational proces

a
3

o-

FIG. 7. a—Magnetoresistance of a Corbino sample in the absence of m
wave radiation~the sharp Shubnikov–de Haas oscillations at low magne
fields and the minima of the integer quantum Hall effect at high magn
field!. b—Conductance oscillations under microwave irradiation~at the first
minimum a state with vanishingly low conductance is observed!. ~This fig-
ure was taken from Ref. 5!.
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Rxx}exp(2k/2T), wherek is the activation energy. This re
lation holds in a range of resistances whose upper and lo
boundaries differ by more than a factor of 10. The pertin
energy scales for the given problem include the separa
between Landau levels\vc , the energy\v of a quantum of
the radiation, and the Landau level broadeningpTD , where
TD is the Dingle temperature. All of these energies are low
than the calculated activation energy~not over 20 K in Ref.
4!. We note that there are no other arguments in favor of
activational transport mechanism besides the shape of
Rxx(B)/Rxx(0) versus 1/T curve.

Among the novel effects observed is unusual behavio
the longitudinal magnetoresistance in the low field reg
B<0.02 T. For example, in the experiments of Ref. 4, wh

FIG. 8. Conductance oscillations in a Corbino sample at various frequen
of the microwave radiation~the amplitude of the oscillations decreases w
increasing radiation frequency!. The graphs have been shifted relative
each other along the vertical.~This figure was taken from Ref. 4.!

FIG. 9. Rxx(B)/Rxx(0) versus 1/T at the sequence of minima~unfilled sym-
bols! and maxima~filled symbols! at j 51, 2, 3, 4. The solid lines are an
approximation by the lawRxx(T)}exp(2E/T). The inset shows the value
of the fitting parameterE as a function ofB. ~This figure was taken from
Ref. 4!.
er
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were done on GaAs/AlGaAs heterostructures~with an elec-
tron mobility m5253106 cm2/(V•s) and electron density
ne53.531011 cm22), the amplitude of the magnetoresi
tance oscillations was observed to vanish atB5110 G. As
the magnetic field was decreased further, the amplitude
the oscillations grew again~see the inset in Fig. 2!. This
feature of the magnetoresistance was interpreted as beat
analogous effect was observed in the experiments of Re
which were done on GaAs/AsGaAs heterostructures w
electron mobility m5153106 cm2/(V•s) and ne53
31011 cm22. Vanishing of the amplitude of the oscillation
was observed aroundB5240 G ~see Fig. 11!. According to
Ref. 6, the magnetic field strength at which the amplitude
the magnetoresistance oscillations vanishes is independe
the frequency of the external radiation. The observ
‘‘beats’’ were attributed to ‘‘zero-spin splitting’’ due to the
spin–orbit interaction.7,8

3. THEORY

The experimental observation of ‘‘giant’’ oscillations o
the magnetoresistance of two-dimensional electron syst
under microwave irradiation and the experimenta
observed4,6 vanishing of the electrical resistance and the tra
sition to ‘‘dissipationless’’ states in a 2DES placed in a ma

es

FIG. 10. Natural logarithm of the resistance as a function of inverse t
perature. Herek/2kBt'10 K for the state 4/5Bf at 85 GHz.~This figure was
taken from Ref. 6.!

FIG. 11. Dependence onB of the resistanceRxx of a 2DEG in a GaAs/
AlGaAs heterostructure in the presence~1! and absence~2! of electromag-
netic radiation. The beats visible in the resistance oscillations are show
an expanded scale in the inset.~This figure was taken from Ref. 6.!
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netic field have elicited numerous attempts to explain
nature of these effects and have led to a new wave of th
retical studies.9–16

Let us begin our discussion of the theoretical mod
used in analyzing the results of Refs. 4 and 6 with a mic
scopic model based on consideration of the probabilities
transition between Landau levels under the influence of
diation; this model describes the origin of the resistance
cillations and explains their period and phase. We cons
this class of models from the example of the first papers.10,11

The authors of Ref. 10 begin with a study of a simplifi
model that can be used to establish a simple physical pic
of the problem.

The electronic states of the 2DEG in a perpendicu
magnetic fieldB are the Landau levels«n5nvc , wherevc

5eB/m* c, n is a non-negative number, andm* is the ef-
fective mass of an electron in the semiconductor. Here\
51 and a constant energy shift ofvc/2 has been dropped
When an electron absorbs a photon, it acquires an energv.
In the absence of disorder the conductivity is independen
the distribution of the electrons over Landau levels~the
Kohn theorem!,17 so that the electrons excited by the photo
cannot give an additional contribution to the dc current.
the presence of disorder the Landau levels broaden. We
note the eigenstates in the absence of disorder asca(r ), with
eigenenergies«a . When an electron absorbs a photon it a
quires an energyv. In the presence of disorder the excite
electrons can be scattered by impurities. To second orde
the radiation the frequency at which the electron is scatte
from the initial statea8 to the final positionr is

wa8~r !52p(
a

uca~r !u2d~«a2«a82v!u^aueEx̂ua8&u2, ~1!

where^aueEx̂ua8& is a matrix element of the electric dipol
operator of the radiation field. The additional current dens
due to the radiation is

DJx~R!52eE d«d2Dr @nF~«!2nF~«1v!#

3(
a8

uca8~r 8!u2d~«2«a8!wa8~r !Dx. ~2!

Here R5(r1r 8)/2, Dr5r2r 85(Dx,Dy). For the average
over the disorder~denoted by an overbar! we have

DJx~R!522peE d«d2Dr @nF~«!2nF~«1v!#

3N~r ,«1v!N~r 8,«!M ~r ,r 8!Dx. ~3!

Here N(r ,«)5Sauca(r )u2d(«2«a) is the average loca
density of states, which for high Landau levels satisfies
relation N(«1mvc)5N(«); M (r ,r 8).0 is determined by
separating these factors of the density of states and is
sumed to be independent of the energies« and«1v and is a
function of uDr u alone.

The dc fieldEdc is directed along thex axis. It is as-
sumed that the field influences Eq.~3! only throughN(r ,«)
5N(«2eEdcx). The energy spectrum in the fieldEdc is
illustrated in Fig. 12. For finding the linear response we
e
o-

s
-
f

a-
s-
er

re

r

of

s

e-

-

in
d

y

e

s-

-

pand to first order inEdc and find the longitudinal conduc
tivity sxx . The radiation-induced change in the longitudin
conductivity is proportional to the integral of the partial d
rivative (](N(r ,«1v)N(r 8,«))/]Dx)R .

The density of states is modeled by the express
N(«)5N01N1cos(2p«/vc). For v/vc large in comparison
with N0 /N1 one obtains the result

Dsxx}2sin~2pv/vc! ~4!

with a positive coefficient. This form, which resembles t
derivative of the density of states (]N/]«u«5v arises because
the main contribution is given by the initial states around
center of the broadened Landau level, which are scatte
into empty broadened levels, and the accessible phase s
increases or decreases for positive or negativeDx depending
on the change of the energyv modulo vc ~see Fig. 12!. It
follows from experiment thatsxy is almost a hundred time
larger thansxx and does not change noticeably under ir
diation. Therefore inversion of the conductivity tensor giv
rxx'rxy

2 sxx , the oscillations of which have experimental
observable period and phase.

The analysis in Ref. 10 shows that disorder plays a c
tral role and can be sufficient for obtaining radiation-induc
oscillations. A calculation of the conductivity with the use
the diagrammatic technique~the Kubo formula! including
the radiation and disorder but neglecting electron–elect
interactions will be sufficient for reproducing the effect. Th
calculations of Ref. 10 giverxx,0 in the region of magnetic
fields where the zero-resistance states is observed.

Analogous arguments are made in Ref. 11. It was sho
that the state with negative resistance is also the result
nontrivial structure of the density of states of the tw
dimensional system. The theory of Ref. 11 modeled a tun
junction sample to which the sum of dc and ac voltages
applied~see Fig. 13!.18 The ac voltageVac5D cosvt applied
to the junction models the microwave radiation in the re
experiment.

FIG. 12. The Landau levels are tilted by an applied dc bias voltage. E
trons absorb photons and acquire an energyv. The electrons excited by
photons are scattered by disorder and shift to the right or left by a dista
6Dx. If the final density of states to the left is greater than the density
states to the right, then the dc current increases. In the opposite ca
decreases.
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A calculation of the conductivity with the use of th
model density of states

r~«!5S 11l cos
2p«

\vc
D r0 , ~5!

leads to the following result:

s~T!

s0
5 (

n52`

`

Jn
2S D

\v D F11
l2

2
cosS 2pn

v

vc
D

2npl2
v

vc
sinS 2pn

v

vc
D G1gS m

\vc
,TD , ~6!

wheres05e2Dr0
2, andg(m/\vc ,T) is the contribution of

the Shubnikov–de Haas oscillations, which falls off rapid
at finite temperatures.

The amplitude of the oscillations in Ref. 11 is indepe
dent of temperature. This means that the temperature de
dence that is observed experimentally must be due to
temperature dependence of the density of states. We note
the theory developed in Ref. 11 also predicts an oscillat
character of the magnetoresistance, with a period and p
that agree with the observations.6 Furthermore, it predicts an
N-shaped current–voltage~I–V! characteristic for the zero
resistance state.

The results of the conductivity calculations carried out
Ref. 11 for a more realistic density of states,

r~«!5F112 expS 2
p

vct f
D cos

2p«

\vc
Gr0 , ~7!

FIG. 14. Dependence of the conductivity onv/vc at different values of the
radiation intensity. The parameters are taken from Ref. 10:m550\v, kT
50.25\v, vt f56.25.

FIG. 13. Model of a quantum tunnel junction. A dc bias voltageV and an ac
field Vac5D cosvt are applied to a structureless tunnel junction. The
field models the microwave radiation.
-
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are presented in Fig. 14. We note that the positions of
maxima and minima of the photoconductivity depend on
radiation power; this explains the discrepancy between
results of Refs. 4 and 6.

It follows from the models considered above that t
appearance of new oscillations is due to photon-assi
transport phenomena in the presence of an oscillatory den
of states, which can also lead to negative conductivity
sufficiently high radiation power. There remains the leg
mate question of whether the rather strong interaction
tween the radiation field and the 2DES in a magnetic fi
has been adequately studied.

In Ref. 19 a theory was developed in which the intera
tion of the radiation and electrons is taken into account
actly, while the scattering on impurities is treated by pert
bation theory. The main result for the theory developed
Ref. 19 consists in the renormalization of the density
states, for which the following expression was obtained:

r8~«!5Sr~«1n\v!Jn
2FeE

\
Xj S 1

v
1

v

vc
22v2D G , ~8!

wherer~«! is the density of states in the absence of radiati
andXj is the coordinate of the center of the harmonic osc
lator.

The zero-bias conductivity is described here by the sa
expression as in Ref. 11, but with a different argument of
Bessel function, which exhibits resonance behavior that w
absent in the framework of perturbation theory. For the d
sity of states~in the absence of radiation! with the broaden-
ing of the Landau levels taken into account~5!, the photon-
assisted conductivity gives rise to slow oscillations as
function of the inverse magnetic field:}sin(2pnv/vc),
whereas the usual Shubnikov–de Haas oscillations are
}sin(2pm/\vc), wherem is the chemical potential. It is clea
that the slow and fast oscillations can be observed separa
if the chemical potential is much higher than the temperat
(m@T) and the temperature is not too low in comparis
with the distance between Landau levels:kT/\vc;1. This is
precisely the regime in which the experiments have b
done.

In this regime the contribution to the conductivity due
photons has the form

s2sSdH

s0
5

l2

2 (
n52`

`

Jn
2S eE

\
DXj S 1

v
1

v

vc
22v2D D

3FcosS 2pn
v

vc
D22pn

v

vc
sinS 2pn

v

vc
D21G ,

~9!

wheres05e2Dr0
2; sSdH is the conductivity in the absenc

of radiation, which is none other than the conductivity in t
usual Shubnikov–de Haas effect;sSdH can be determined a
the conductivity atE50; DXj.2A2n11a ~a is the mag-
netic length!.

A straightforward analysis shows that, together with t
oscillations of the first harmonic (n51) there should also be
noticeable oscillations of the other harmonics (n>2) near
v.vc . The observation of additional harmonics was me
tioned in Ref. 4. It should be noted that that paper ma
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some theoretical predictions as to the zero-resistance sta
the vicinity of half filling of the lowest Landau level; thi
state is due to photon-assisted transport processes in the
ence of an oscillatory density of states, which is analogou
the zero-resistance state of electrons in low magnetic fie

An approach based on calculation of the probability
transitions between broadened Landau levels is now the m
generally accepted. However, although it explains many
the observed features of the photoresistance oscillation
does this ‘‘too well.’’ There is no clear explanation for why
weak magnetoplasma resonance20 is observed instead o
photoresistance oscillations in samples with lower mobi
under otherwise equal conditions.

The influence of an rf field on the conduction of a 2DE
in a quantizing magnetic field at low temperatures was c
sidered in 1986.21 The proposed mechanism for the form
tion of the photocurrent is the same as that proposed in
10. In Ref. 21 the scatterers were assumed to be impuri
Using the Kubo formula~the rf field was taken into accoun
in the second order of perturbation theory!, the authors ob-
tained a formula for the dependence of the photocurren
the radiation frequency in the vicinity of the harmonics
the cyclotron frequency. It was found that the sign of t
photocurrent is opposite to the sign of the deviationDv of
the radiation frequency from the nearest harmonic of the
clotron frequency, i.e., the dependence of the photocond
tivity on the frequency of the microwave radiation has
oscillatory character. We stress once again that, accordin
Ref. 21, t photoconductivity equals zero forDv50, in
agreement with the experimental results of Ref. 6 but
with those of Ref. 4. The correction for the rf field to the Ha
component of the current in the approximation used in R
21 is equal to zero. In addition, the authors mention t
absolute negative conductivity~ANC! can be realized nea
the cyclotron resonance~see Refs. 22 and 23!.

The photoconductivity due to photon-assisted scatte
on impurities in multiphoton processes in a magnetic field
the presence of microwave and dc electric fields was con
ered in Ref. 12. It was shown in the framework of the theo
developed there that the value of the maxima and minima
the microwave radiation is a nonmonotonic function of t
microwave radiation power and the electric field.

The authors proceed from the expression for
radiation-induced dissipative current:

j ph5 j ph
~ inter!1 j ph

~ intra! , ~10!

wherej ph
(inter) is the contribution due to transitions of electro

between Landau levels of different numbers as a result of
microwave radiation, while the second term on the rig
hand side of~10! is the change of the dissipative curre
component due to transitions within each Landau level. T
probability of these processes is a function of the total
electric field and ac field of the microwave radiation.

For the transition probabilities between electron sta
(N,kx ,ky) and (N8,kx1qx ,ky1qy) in the presence of a tota
electric fieldE5(E,0,0) perpendicular to the magnetic fie
H5(0,0,H) and an ac fieldEV5(Eex ,Eey,0), polarized in
the plane of the system (ex and ey are components of the
polarization vector of the microwave radiation!, the authors
of Ref. 12 use the formula
in
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WN,kx ,ky ;N8,kx1qx ,ky1qy

5
2p

\ (
M

Ni uVqu2UQN,N8S L2q2

2 D U2

JM
2 ~jV~qx ,qy!!

3d @M\V1~N2N8!\Vc1eEL2qy#. ~11!

HereN is the number of the Landau level,kx andky are the
quantum numbers of the electron,qx andqy are the changes
in them due to photon-assisted scattering on impuritiesq
5Aqx

21qy
2, e5ueu is the electron charge,Ni is the impurity

concentration,Vq}q21 exp(2di q) is the matrix element of
the electron–impurity interaction, which takes into accou
the localization of the electrons in the direction of thez axis,
wheredi is the distance between the 2DES and thed-doped
layer. The functions characterizing the overlap of the init
and final states of the electrons are

QN,N8~h!5PN
~N82N!~h!exp~2h/2!,

PN
(N82N)(h)}LN

(N82N)(h), whereLN
L(h) is a Laguerre poly-

nomial,JM(jV(qx ,qy)) are Bessel functions,

jV~qx ,qy!5
eE
m

uqxex1qyey2 i ~Vc /V!~qxey2qyex!u
uVc

22V2u
,

~12!

wherem is the effective mass of an electron.
In the Ohmic regime for a 2DES withb[2di /L,1 ~the

case of short-range impurities! the authors of Ref. 12 ob
tained the following expression:

j ph
~ inter!}EG expFP fS V

Vc
D G

3H I 1S P fS V

Vc
D D(

L

QL~LVc2V!

@~LVc2V!21G2#2J
1I 2S P fS V

Vc
D D(

L

QL~LVc22V!

@~LVc22V!21G2#2 1...J ,

~13!

where P5pV / p̄V is the normalized microwave radiatio
power, f (v)5v(11v2)/(12v2)2, and I M(h) is a modi-
fied Bessel function.

It follows from the analysis done in the present pap
that the height of the maximum and depth of the minimu
near the cyclotron resonance~and around its harmonics! in-
crease with increasing radiation power. At high powers
height of the maximum and depth of the minimum satur
and begin to decrease. The height of the first one-pho
maximum~depth of the minimum! for L51 andM51 falls
off when the microwave radiation power exceeds a cert
threshold value. In that range of radiation power the maxi
~minima! corresponding to resonances of higher order can
comparable to the maximum~minimum! near the cyclotron
resonance. At large values of the power the two-photon re
nance maxima~minima! can increase faster than those due
one-photon absorption processes. Furthermore, in the v
ity of V/Vc51.5 a relatively weak maximum and minimum
corresponding to the two-photon transition (M52 and
L53) appear. These results, as was noted in Ref. 12, a
with the experimental data.4,6
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In comparatively strong total electric fieldsE.Eb ,
when transitions between high-numbered Landau levels
the main contribution to the photoconduction mechanism
der consideration in the microwave range, the authors of R
12 obtain

j ph
~ inter!} (

L,M
QLRMS jV ,

`uLVc2MVu
eEL D

3F\~LVc2MV!

eE2L GexpF2
\2~LVc2MV!2

2~eEL!2 G ,
~14!

where

RM~z,y!5E
0

`

dxJM
2 ~zAx21y2!

3
exp@2bAx21y22~x21y2!/2#

~x21y2!3/2 . ~15!

It follows from Eq. ~14! that conduction in the presence
microwave radiation in a high electric field also has an
cillatory character, with maxima and minima atV/Vc5L
2d (1) and V/Vc5L1d (2), respectively, for transitions
involving one photon, and atV/Vc5@L2d (1)#/M and
V/Vc5@L1d (2)#/M for transitions involving the absorp
tion of M photons. Hered (1).d (2).eEL/\Vc5E/Ec .
The width of the maxima and minima under discussion
crease linearly withE as D (1).D (2).2.24E/Ec , whereas
their height is proportional toE21.

As was noted in Ref. 12, the model describes the follo
ing features of the conduction in a 2DES acted on by mic
wave radiation and a magnetic field: zero photoconductiv
at the cyclotron resonance and its harmonics; the positio
the maxima and minima of the photoconductivity in the
cinity of resonances with absolute negative conductivity
the maxima; nonlinear dependence of the photoconducti
n
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on the radiation power, characterized by slowing of t
growth, saturation, and even a decrease in the value of
maxima and minima with increasing microwave radiati
power; a shift and broadening of the maxima and minima
the photoconductivity with increasing microwave radiati
power and electric field.

As we have said, the dissipative transport of electrons
the direction parallel to the electric and perpendicular to
magnetic field occurs on account of ‘‘hops’’ of the centers
the Larmor orbits of the electrons due to scattering proces
However, the probability of such scattering with a spat
displacementj of the center of the Larmor orbit greater tha
the quantum Larmor radiusL5(c\/eH)1/2 is exponentially
small. Because of this, such scattering processes will be
ficient, and the microwave radiation-induced change in
dissipative component of the current~i.e., the photocurrent!
significant, only in the immediate vicinity of the resonance
uV2LVcu&max$eEL/\,G%, where G characterizes the
broadening of the Landau levels.12 Thus at smalleEL/\ and
G the intervalsV2LVc in which ANC due to photon-
assisted scattering occurs are rather narrow. One sh
therefore estimate the contribution of other scattering mec
nisms.

In Ref. 13 the dissipative components of the conduct
ity ~mobility! tensor of a 2DES were calculated on the a
sumption that the main scattering mechanisms were
photon-assisted scattering of electrons on piezoelec
acoustic phonons. The energies of the electron states
2DES in crossed magnetic and electric fields~in neglect of
the Zeeman splitting! are given by the expression

«N,j5S N1
1

2D\Vc1eEj. ~16!

In the standard approach~see, e..g., Refs. 1, 3, 24, and 2!
the dissipative currentj D(E) in a 2DES is written in the
form12
~17!
nc-
cat-

f
ect
Here f N is the filling factor of theNth Landau level, given by
the Fermi distribution function;q5(qx ,qy ,qz), vq5sq,
and Nq5@exp(\vq /T)21#21 are, respectively, the phono
wave vector, frequency, and distribution function;s is the
speed of sound,q5Aqx

21qy
21qz

2, q'5Aqx
21qy

2, d ~v! is
the form factor of the Landau level, which at smallG can be
replaced by a Dirac delta function;uVqu2}q21 exp(2l2qz

2/2)
characterizes the piezoelectric coupling of electrons w
acoustic phonons~since that coupling is assumed to be t
most important in these 2DESs at low temperatures!,2 l is the
h

localization width of the electron in the direction of thez

axis, perpendicular to the plane of the 2DES (l !L), and

uQN,N8(L
2q'

2 /2)u25uPN
N82N(L2q'

2 /2)u2 exp(2L2q'
2/2) is the

matrix element determined by the overlap of the wave fu
tions of the electron before and after the hop caused by s

tering, anduPN
N82N(L2q'

2 /2)u2 is proportional to the Laguerre
polynomial.

The value ofI V(qx ,qy) is proportional to the power o
the incident microwave radiation. It characteristics the eff
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of the radiation on the motion of the electron in the plane
the system. For unpolarized microwave radiatio1

I V(qx ,qy)5I VL2(qx
21qy

2), with IV5(EV / ẼV)2, whereEV

is the amplitude of the electric field of the microwave rad
tion and is assumed smaller than some characteristicẼV of
the microwave field. The latter assumption means that
amplitude of the oscillations of the center of the Larmor or
in the microwave radiation field is smaller thanL, and the
emission processes involving the participation of more th
one photon of the microwave radiation are unimportant.

The first two terms in Eq.~17! correspond to the
electron–phonon interactions, while the third and fourth c
respond to such interactions accompanied by absorption
photon. As is seen from~17!, at resonancesV5(N8
2N)Vc the contribution of photon-assisted processes in
dissipative conductivity goes to zero~see Refs. 17, 26!. The
characteristic amplitude can be written as27

ẼV5
&mVuVc

22V2uL

eAVc
21V2

. ~18!

In the immediate vicinity of the cyclotron resonanceV

5Vc the value ofẼV is limited by the broadening of the
Landau levels. Formula~18! becomes incorrect, andẼV can
be estimated asẼV.&mVG/e.

In Ref. 13 the conductivity was written in the form
s(E).sdark1sph, where sdark is independent ofIV ,
whereassph}IV ~this expansion is valid foreEuju!\uV
2LVcu,\V,\Vc).

As a result of calculations under the additional assum
tionsN@1 andLVc /s@1, the authors arrive at the formula

sdark}ḠS \s

TLD S s

LVc
DexpS 2

\Vc

T DexpS l 2Vc
2

2s2 D , ~19!

where Ḡ.1/2A2pNm (Nm is the number of the Landa
level directly beneath the Fermi surface!,

sph
~L!}2JV

d

Ldq FexpS 2
l 2q2

2 DH ~L!~q!NqGU
q52q

V
~L!

~20!

for V2LVc,0 and

sph
~L!}2JV

d

Ldq FexpS 2
l 2q2

2 DH ~L!~q!~Nq11!GU
q5q

V
~L!

~21!

for V2LVc.0. Here

H ~L!~q!. (
N5Nm2L11

Nm

f N~12 f N1L!HN
~L!~q!,

HN
~L!~q!5E

0

Lq

dtt5
expF ~ l 22L2!

2L2 t2G
AL2q22t2

uPN
L~ t2/2!u2,

giving

HN
(L)~q!.3@2A2p~12 l 2/L2!5/2NLq#21.3~2A2pNLq!21
f

-

e
t

n

-
f a

e

-

and HN
(L)~q!.3~Lq!4/32N

for Lq@1 and 1/A2N,Lq,1, respectively.
It is seen from formula~19! that the expression forsdark

contains a small exponential factor exp(2\Vc /T), which
arises because the conductivity in the absence of radiatio
due to absorption of acoustic phonons with energy\sq close
to the distance between Landau levels, the electrons un
going a transition from the almost filled Landau level~just
under the Fermi level,N5Nm) to the next, almost empty
one. However, the number of such phonons forT!\Vc is
small. The frequency of processes involving the emission
acoustic phonons accompanying transitions of electrons f
the upper Landau level is also exponentially small becaus
the low occupation of that level and the Pauli exclusion pr
ciple.

The photoconductivity given by formulas~20! and ~21!
as a function of the frequency of the microwave radiati
exhibits pronounced oscillations, in which a change of s
occurs. At the resonancesV5LVc the photoconductivity
sph50. The dependence of the photoconductivity on the m
crowave radiation frequency, calculated according to form
las ~20! and~21! for LVc /s510, l /L50.1, and various val-
ues of the parameterb5\s/TL, is presented in Fig. 15.

The negative sign ofsph due to photon-assisted scatte
ing on acoustic phonons near resonances forV&LVc and in
the intervalsLVc,V,(L11)Vc is explained as follows.
When V&LVc , transitions of electrons between Landa
levels, which contribute tosph

(L) , are accompanied by th
absorption of acoustic phonons with energies\vq.LVc

2V, which are rather small. In this situation the probabil
of photon-assisted absorption of a phonon decreases
decreasing phonon energy\vq}q. Since the energies of th
phonons absorbed near resonance are small, the differ
between values ofNq with rather small and very close value
of q is inconsequential. Because of this, the frequency
absorption of acoustic phonons with\vq not much greater
than \(LVc2V) exceeds the frequency of absorption
acoustic phonons with\vq&\(LVc2V). In the first case
the displacement of the center of the Larmor orbit of t
electron isdj5\(V2LVc1vq)/eE.0, and so the elec-
tron’s potential energy changed«.0, and such an electron
scattering event therefore gives a negative contribution to

FIG. 15. Dependence of the photoconductivityvph on the normalized fre-
quency of the microwave radiation in the intervalLVc<V<(L11)Vc .
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dissipative current, i.e., it leads to ANC. Contrarily, near t
resonances but forV slightly greater thanLVc , scattering
events withdj,0 predominate.

An analogous model of photoconduction in a quantiz
magnetic field was proposed in Ref. 24. It considers opt
rather than acoustic phonons and ignores processes th
not involve the participation of photons. The conclusions t
the photocurrent is an oscillatory function of the frequen
of the microwave radiation and that absolute negative c
ductivity can occur are still reached even when these sim
fications are made.

4. OTHER MICROSCOPIC MODELS

The theoretical schemes considered above presup
that the observed features of the photoresistance result
bulk effects. A fundamentally different approach to the e
planation of the resistance oscillations is proposed in Ref.
Based on an analysis of the experimental features,4,6 another
possible scenario was put forward, based on the developm
of the microwave radiation-induced drift instability near t
edge of the sample. The author proceeds from the stan
picture of the Landau levels, bending upward near the e
and intersecting the Fermi level. The role of the microwa
radiation in this case reduces to a redistribution of electr
over quantum states near the edge of the system, where
trons occupying higher energy levels and moving along
boundary ~skipping orbits! with an increased velocity~in
comparison with the situation in the absence of radiati!
appear. In sum, we have a typical situation for the devel
ment of drift instabilities in a plasma. For finding the spe
trum of the plasma waves the authors of Ref. 15 used
equation28

v2qV56
vp8

Ae~q,v!
, ~22!

which under the conditione(q,v),0 can give unstable so
lutions ~here e(q,v) is the dielectric function,vp8 is the
plasma frequency in the beam!. The dielectric function of a
two-dimensional system in a magnetic field has the fo
e(q,v)5112p isxx(q,v)q/vk, where the wave-vecto
and frequency-dependent conductivity is29

sxx~q,v!5
nse

2

mvc

v1 ig

ivc
S 2

qrc
D 2

(
k51

`

k
k2Jk

2~qrc!

k22@~v1 ig!/vc#
2

~23!

and r c is the cyclotron radius.
As we see, the dielectric function becomes negative

some frequency intervalsabovethe harmonics of the cyclo
tron frequency~instability regions!. Solving equation~22!
with respect toq at a fixed~real! frequencyv and withvp8
!vp , one can find an expression for the imaginary part
the wave vectorq9(v), which characterizes the instabilit
growth rate. Figure 16 showsq9(v) as a function of mag-
netic field for typical experimental parameters of Ref. 6.

A comparison of Fig. 16 with Fig. 6a shows that th
instability region coincides with intervals ofB in which the
zero-resistance states were observed experimentally~and
negative photoresistance was observed at higher harmo
of the cyclotron frequency; an analogous plot using the d
l
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of Fig. 1 gives the same result!. A feature of the instability
plot in Fig. 16 is that the ‘‘strength’’ of the instability de
creases rather slowly with increasing number of the h
monic, in qualitative agreement with experiment. Further,
curves in Fig. 16, constructed for different scattering f
quencies, show that the growth of the electron mobility p
motes the development of instability, and that also agr
with Refs. 4 and 6. We note that the number of electro
moving along the edge with a velocity that is increased
the influence of the microwave radiation is proportional
exp(2W/T), and that is also in qualitative agreement with t
power dependence and temperature dependence of the
tosignal at the minima ofRxx .

It is also supposed by the author of the model un
consideration that it resolves the paradox associated with
magnetoplasma resonance withq.1/w in the new experi-
ments: whereas in Ref. 20 the wave vector of the tw
dimensional plasmons was determined by the widthw of the
sample, in the new experiments the characteristic wave v
tors are fixed by the conditions of instability and the we
‘‘bulk’’ magnetoplasma resonance is not seen against
background of the giant oscillations arising as a result of
edge contribution. An argument in favor of this picture is t
relatively weak bulk magnetoplasma resonance observe
Ref. 4 instead of the relatively weak oscillations ofRxx .

The author assumes that the arguments he offers re
the basic physics of the phenomena: the existence of in
bility in intervals wheree(q,v).0. The results of Ref. 15
are in qualitative agreement with the dependence of the p
toresistance on the power and frequency of the microw
radiation, temperature, magnetic field, and mobility.

Another approach to the explanation of the observed
cillations of the conductance is proposed in Ref. 16. T
authors of Ref. 16 assume that the magnetoresistance
tures observed in Refs. 4 and 6 are determined by the mi
wave radiation-induced change of the electron distribut
function. Because of the oscillation of the density of sta
due to the Landau quantization, the correction to the dis
bution function also acquires an oscillatory character. T
gives a contribution to the dc conductivity which oscillat
with variation of v/vc . We note that an analogous mod

FIG. 16. Instability growth rate as a function of magnetic field for t
parameters of Ref. 30, velocityV/VF50.8, and two different scattering
frequencies. The numbers on the upper axis label the positions of the
monics of the cyclotron frequency. The arrows indicate regions of insta
ity.
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but in zero magnetic field was considered in Ref. 31.
The authors of Ref. 16 start from the expression for

conductivity

sph52E d«sdc~«!@2]« f ~«!#, ~24!

where f («) is the electron distribution function andsdc(«)
determines the contribution of the electrons with energy« to
the dissipative transport processes. In the lead
approximation16,32 one hassdc(«)5sdc

D ñ2(«), where ñ(«)
5n(«)/n0 is the dimensionless density of states,n05m/2p
is the density of states per spin in the absence of magn
field ~we are assuming that\51), andsdc

D 5e2n0vF
2/2vc

2t tr

is the Drude conductivity per spin.
The main assumption of Ref. 16 is that all of the effe

are due to the nontrivial energy dependence of the none
librium distribution function of the conduction electron
which satisfies the kinetic equation

Ev
2 sD~v!

2v2n0
(
6

ñ~«6v!@ f ~«6v!2 f ~«!#

1Edc
2

sdc
D

n0ñ~«!

]

]« F ñ2~«!
]

]«
f ~«!G5

f ~«!2 f T~«!

t in
.

~25!

HeresD(v) is the Drude conductivity per spin for alterna
ing current. If it is assumed thatuv6vcut tr@1 it is given by
the expression

sD~v!5(
6

e2n0vF
2

4t tr~v6vc!
2 . ~26!

In the right-hand side of Eq.~25! the inelastic processes a
taken into account in the relaxation time approximatio
f T(«) is the Fermi distribution.

The main results of the authors pertain to the case
overlapping broadened Landau levels~the density of states
ñ5122d cos(2p«/vc), where d5exp(2p/vctq)!1, where
tq is the single-particle relaxation time in the absence
magnetic field!. When the smallness ofd is taken into ac-
count, the authors obtain for the oscillatory part of the d
tribution function

f osc~«!5d
vc

2p

] f T

]«
sin

2p«

vc

Pv

2pv

vc
sin

2pv

vc
14Qdc

11Pv sin2
pv

vc
1Qdc

.

~27!

Here dimensionless units have been introduced for the
and ac electric fields:

Pv5
t in

t tr
S eEvvF

v D 2 vc
21v2

~v22vc
2!2 ,

Qdc5
2t in

t tr
S eEdcvF

vc
D S p

vc
D 2

, ~28!

wheret tr is the transport relaxation time forB50, andt in is
the inelastic relaxation time. The magnetic field is assum
to be classically strong, i.e.,vct tr@1.
e

g

tic

s
ui-

;

f

f

-

c

d

The following expression is obtained for the oscillato
part of the conductivity:

sph

sdc
D 5112d2F 12

Pv

2pv

vc
sin

2pv

vc
14Qdc

11Pv sin2
pv

vc
1Qdc

G . ~29!

In the linear response regime (Edc→0) and for not too high a
field of the microwave radiation, Eq.~29! gives a correction
to the dark dc conductivitysdc5sdc

D (112d2), which is lin-
ear in the power of the microwave radiation:

sph2sdc

sdc
524d2Pv

pv

vc
sin

2pv

vc
. ~30!

Formula~29! also permits consideration of effects whic
are nonlinear both in the dc and in the ac electric field. T
evolution of the dependence of the photoconductivitysph on
B with increasing microwave radiation powerP v

(0)5Pv(vc

50) is shown in Fig. 17.
The I–V characteristics of the system at sufficiently hi

radiation power are N-shaped:

Pv.Pv* 5S 4d2
pv

vc
sin

2pv

vc
2sin2

pv

vc
D 21

.

In the limit of largeEdc the conductivity is close to the Drud
value and is therefore positive. The value of the dc elec
field at whichsph changes sign is determined by the con
tion Qdc5(Pv2P v* )/Pv* and is equal to

Edc* 5AEv
2 2Ev*

2F vc
4~v21vc

2!

2v2~v22vc
2!G

1/2

3
1

p
ReS 4d2

pv

vc
sin

2pv

vc
2sin2

pv

vc
D 1/2

, ~31!

whereEv* is the threshold value of the ac field at which th
zero-resistance state is realized.

It should be noted that the results of Ref. 16 on t
whole are also in agreement with the experimen
observations.4,6 The observed temperature dependence of
photoresistance at the maxima agrees well with the predi

FIG. 17. Photoresistivity~normalized to the Drude value in the absence
radiation! for overlapping Landau levels as a function ofvc /v at a fixed
value vtq52p and different values of the microwave radiation pow
P v

(0) : 0.24 ~1!, 0.8 ~2!, 2.4 ~3!.



o

on

a
be

n
ich
.,
um

in

o

r
l

th

ion

iv-

the
ort

eld,
he

the
oes
the

lar-

ists
ve
l-

and
id-
te

b-
the
or-
cal

s-
-

te

nt,
n,

845Low Temp. Phys. 30 (11), November 2004 I. I. Lyapilin and A. E. Patrakov
T22 behavior. Typical parametersv/2p.50– 100 GH, tq

.10 ps give vtq.0.521.0 ~overlapping Landau levels!,
and the experimental data are actually analogous to th
shown in Fig. 17. ForT;1 K and «F;100 K we findt«

21

;10 mK, which is much smaller thantq
21;1 K, as is as-

sumed in the theory. Finally, for a microwave radiati
power ;1 mW and an area of the sample;1 cm2 the di-
mensionless power isP v

(0);0.00520.1, which is consider-
ably lower than the predicted result for overlapping Land
levels~Fig. 17!. The reason for this discrepancy must still
explained.

Obviously the conductivity is ‘‘sensitive’’ to irradiation
only if Kohn’s theorem is violated.17 It is usually assumed
that the cause of this violation is a random impurity pote
tial. The authors of Ref. 14 considered a model in wh
Kohn8s theorem is violated for an ‘‘internal’’ reason, viz
because of a slight nonparabolicity of the electron spectr

«~p!5
p2

2m S 12
p2

2mE0
D , ~32!

wherem is the effective mass, andE0 is an energy of the
order of the width of the forbidden band. The correspond
expression for the velocity

v5
p

m S 12
p2

mE0
D ~33!

is obtained by differentiating the energy with respect to m
mentum.

In the model of Ref. 14 a negativesd arises under linea
polarization of the ac fieldE cosvt. Let us write the classica
equation of motion of an electron in an ac magnetic fieldB
and dc and ac electric fields:

dp

dt
1

p

t
2

e

c
@v3B#5eE1eE cosvt, ~34!

~t is the relaxation time!.
The authors of Ref. 14 seek a solution of~34! in the

form

px~ t !1 ipy~ t !5P01P1 exp~ ivt !1P2 exp~2 ivt !.
~35!

Solving a system of equations forP0 , P1 , P2 on the as-
sumption thatP0!P1 , P2 , v'vcuP2u!uP1u ~but keep-
ing P2 in lowest order!, they obtain for the longitudinal and
Hall conductivities

sd5
ne2

mvc
F 1

vct
2S dm

2mD Vt sin 2u2cos 2u

vct
G , ~36!

s t5
ne2

mvc
F12S dm

2mD Vt cos 2u1sin 2u

vct
G , ~37!

where

dm

m
5

uP1u2

mE0
5

~eEt!2

4mE0@11~Vt!2#
~38!

is a small relative correction to the electron mass due to
radiation and to the nonparabolicity of the spectrum,

V5v2vc1
vcuP1u2

mE0
!vc
se

u

-

:

g

-

e

is the deviation of the frequencies of the microwave radiat
from the shifted cyclotron frequency in the ac field,n is the
electron density, andP15eEt/2(11 iVt).

Here the condition under which the diagonal conduct
ity will be negative has the form

uVu
vc

.
2

vct
S m

dmD . ~39!

This condition is consistent with the assumptionsuVu!vc

anddm/m!1.
In the limit of a pure electron gast→` formulas~36!

and ~37! simplify to

sd52
ne2

mvc

~eE!2

8mE0Vvc
sin 2u, ~40!

s t5
ne2

mvc
F12

~eE!2

8mE0Vvc
cos 2uG . ~41!

We note that the relaxation timet drops out not only froms t

but also from the diagonal conductivity. This means that
momentum relaxation necessary for dissipative transp
processes is provided by scattering on the microwave fi
which is coupled with the translational motion through t
nonparabolic term in the dispersion relation.

Several experimental facts cannot be described in
framework of the model under discussion: the model d
not give the frequency dependence of the conductivity in
entire range of frequencies~in particular, it is difficult to
generalize to the casev'nvc); the result~36!, ~37! for the
longitudinal conductivity contains dependence on the po
ization of the radiation, in contradiction with experiment.6

5. INSTABILITY OF ONE-DIMENSIONAL STATE OF A 2DES

The decisive result in the preceding discussions cons
in the existence of regimes of magnetic field and microwa
radiation power for which the longitudinal conductivity ca
culated in the linear response theory is negative:

sxx,0. ~42!

However, at the same values of the cyclotron frequency
microwave radiation frequency for which the model cons
ered above givessxx,0, experimentally one observes a sta
with zero resistivity or zero conductivity.

It was shown in Ref. 30 that formula~42! is in itself
sufficient for explaining the state with zero dc resistivity o
served in Refs. 4 and 6, irrespective of the details of
microscopic mechanism that leads to the validity of that f
mula. One uses in it the following relation between the lo
dc electric fieldE and the local dc current densityj :

E5 jrd~ j 2!1@ j3z#rh , ~43!

wherez is the unit vector normal to the surface of the sy
tem. It is assumed thatrd( j 2) is a real continuous single
valued function ofj 2 and that there exists a region ofB, v,
andPac in which the spatially nonuniform zero-current sta
is characterized by a negative dissipative resistivity

rd~ j 250!,0. ~44!

It is clear that at sufficiently high values of the dc curre
rd( j 2) should return to its value in the absence of radiatio
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since in that limit the microwave radiation will be a sma
perturbation of the electron distribution function of th
steady state. Thus it follows from continuity that there exi
a valuej 5 j 0 at which

rd~ j 0
2!50, ~45!

andrd( j 2) has the form shown in the inset to Fig. 18. T
main panel of Fig. 18 shows the S-shaped I–V character
that follows from the proposed form of the functionrd( j 2).

We note that the choice of an S-shaped form of the I
characteristic corresponds to the requirement of contin
and single-valuedness of the functionrd( j 2). In the case of
an N-shaped I–V characteristic the functionrd( j 2) would be
multivalued.

Considering the fluctuationd j around the time-
independent uniform state with currentj i and using the con-
tinuity equation

]n

]t
1¹W • j50 ~46!

and Poisson’s equation

E52¹W Ûn, ~47!

we obtain the following expression:

¹~Û¹• j !5
]

]t
@ jrd~ j 2!1@ j3z#rH#. ~48!

Heren is the electron charge density andÛ is the nonlocal
interaction operator, which can be expressed in terms of
Green’s function of Laplace’s equation with suitable boun
ary conditions. Importantly,Û has non-negative eigenvalue
~the authors assume that the screening radius is equal to
and neglect the difference between the electric and elec
chemical potentials!.

Writing j (r ,t)5 j i1d j (r ,t), linearizing with respect to
d j , and taking the divergence of both sides of Eq.~48!, we
obtain

]¹W •d j

]t
5~¹W ~ r̃̂d1 r̂H!21¹W U !¹W •d j , ~49!

FIG. 18. Proposed form of the dependence of the dissipative compone
the local electric fieldEx on the current densityj x . The inset shows the
dependence of the dissipative resistivity on the current density.
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where

r̂h5 r̂hF 0
21

1
0G

is the usual Hall resistivity tensor,

r̃̂d5rd1̂1a j j i ^ j i ~50!

and

a j52
dpd~ j !2

d j2 U
j 25 j

i
2
. ~51!

Since the Coulomb interaction operatorÛ is positive defi-
nite, the stability is determined by the sign of the opera
¹W ( r̃̂d1 r̂H)21¹W in front of it. In order for any solution of
equation~49! not to grow in time, the following condition
must be satisfied:

rd~ j 2!>0, rd~ j 2!1a j j
2>0. ~52!

Obviously, if even one of the quantitiesrd or rd1a j is
negative, then the state with a uniform current distribution
unstable.

It follows from the analysis in Ref. 30 that almost ever
where in the sample the current density has the valuej 0 at
which dissipative resistivity vanishes, but the direction of t
current density must change in such a way that the t
current agrees with the boundary conditions. The distribut
of current density should contain regions of singular poin
occupying a negligible fraction of the volume, where t
current density takes on values different fromj 0 . The sim-
plest possible form of such a singularity~domain wall! is
shown in Fig. 19. It is seen in the figure that any value of
total currentI corresponding to a current density much le
than j 0 can be obtained by a simple change of the heigh
the domain wall: if d is the position of the domain wal
relative to the center, thenI 52d j0 at Vx50. Analogously,
the total Hall resistance is the sum of the positive voltage
the upper half of the sample and the negative voltage in
lower half; this leads to

Vy5rhF j 0S Ly

2
2dD2 j 0S Ly

2
1dD G52rHI

and agrees with the result in the absence of radiation if the
field does not influencerH .

The model considered above explains the existence
domains, but because of the assumption of zero scree
radius it cannot give the characteristics of the domain wa

of

FIG. 19. Simplest possible picture of the current density distribution—
domain wall. Under the influence of the total currentI the system adjusts
through a shift of the position of the domain wall by a distanced; see text.
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A more detailed model was considered in Refs. 26 a
33. Let us start from the basic principles. The relation
tween the electron densityn and electric fieldE is given by
Poisson’s equation

¹W •E5
4pe

«
~n2n0!, ~53!

where n0 is the electron density in the uniform case. T
current density is equal to

j5ŝE2eD̂¹W n1
«

4p

]E

]t
. ~54!

Here the second term is the diffusion current and the thir
the displacement current. In a Corbino disk geometryEy

50 all of the quantities depend only onx, and the compo-
nent j x is equal to

j x5s~Ex!Ex2eD]xn1
«

4p
] tEx . ~55!

Eliminating the electron density from~53! and ~55!, we ob-
tain the partial differential equation

j x5s~Ex!Ex2
D«

4p
]xxEx1

«

4p
] tEx . ~56!

Together with the continuity equation]n/]t1¹W • j50 and
the equation specifying the functions(Ex), we obtain a
closed system describing the dynamics of the distribution
the modulus of the electric field in the system. In the parti
lar case of a stationary or uniformly moving electric-fie
domain we have

4p

«
j x5

4p

«
s0~Ex!Ex2D]jj

2 Ex2]jExS s2
s0~Ex!Ex

en0
D .

~57!

Heres0(Ex)5s(Ex)n0 /n andj5x2st. It is assumed tha
Ex(x,t)5Ex(j). Equation~55! is almost exactly the same a
the equation describing the Gunn effect. The only differen
is the dependences0(Ex); in particular, the center of sym
metry of the N-shaped part of the I–V characteristic in t
case lies at the origin of the coordinates (Ex]j ,Ex).

6. CONCLUSION

Let us conclude by listing the little-studied aspects of
magnetoresistance oscillations in a magnetic field under
diation. There has been no convincing study that would
scribe both the results of the experiments of Refs. 4 an
and also the more recent result.20 The nature of the high
activation energy for temperature dependence of the re
tance at the minima of the oscillations remains puzzling. T
decrease of the amplitude of the Shubnikov–de Haas o
lations in certain intervals of magnetic fields and radiat
frequencies in comparison with the case of no radiation
mains to be explained. At present all of the studies that h
touched upon the formation of electric-field and curre
density domains have considered the case of a o
dimensional domain structure. We anticipate the publicat
of results of numerical simulations of the formation and b
havior of two-dimensional domain structures. The model
Ref. 26 utilizes a model form of the I–V characteristic of t
2DES without domains. The majority of the existing micr
d
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scopic models at best give only the value of the conducta
of the system in the linear response theory.
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We present a summary of our spectroscopic studies of the oscillator strength of transitions
related to the formation of neutral and positively charged excitons in modulationp-doped CdTe-
based quantum wells. The hole concentration was controlled in the range from 1010 to
1011 cm22. Continuous-wave and time-resolved femtosecond pump–probe absorption
measurements were performed. They allowed us to study the interacting system of excitons, trions,
and free holes. Characteristic times of the system were determined, such as the trion
formation time. A new explanation of so-called oscillator-strength ‘‘stealing’’ has been proposed,
in terms of spin-dependent screening. Experimental evidence is presented for optical
creation of transient spin polarization in the quantum well. ©2004 American Institute of
Physics. @DOI: 10.1063/1.1819859#
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INTRODUCTION

The existence of charged excitons~trions! in semicon-
ductors was predicted by Lampert1 back in the fifties. How-
ever, because of a very small dissociation energy, cha
excitons were extremely difficult to observe in bulk crysta
A very different situation occurs in doped semiconduc
quantum wells, where the confinement leads to a strong
crease of the dissociation energy and charged excitons ca
easily observed. The first experimental identification
charged excitons in a semiconductor quantum well by Kh
et al.2 opened the field of experimental studies of those co
plexes. In particular, the optical properties of bothp- and
n-doped CdTe-based quantum wells have been extens
studied.3–6 Transmission, photoluminescence, four-wa
mixing, and time-resolved absorption experiments have b
performed. Negatively (X2) and positively charged (X1)
excitons are frequently observed in absorption and o
dominate the excitonic photoluminescence of doped qu
tum wells ~both in III–V and II–VI semiconductor
systems!.7,8 They appear as absorption or photoluminesce
lines a few meV below a neutral exciton transition.

In this paper we present a summary of our studies
positively charged excitons in modulationp-doped CdTe-
based quantum wells. We had the possibility of controlli
the hole concentration by additional illumination in the ran
up to 1011 cm22. Thus the relative intensity of charged an
neutral excitons was controlled. Therefore we were able
investigate the role of the hole gas and the interplay betw
the charged and the neutral excitons.
8481063-777X/2004/30(11)/5/$26.00
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EXPERIMENTS

The experimental results were obtained on modulat
doped structures consisting of a single 80 Å quantum w
~QW! of Cd12xMnxTe(x'0.0018) embedded betwee
Cd0.66Zn0.07Mg0.27Te barriers grown pseudomorphically on
~100! Cd0.88Zn0.12Te substrate. Due to strain and confineme
the energy separation between heavy and light hole exci
is larger than 15 meV. Therefore only heavy hole excito
were observed in our experiments. Modulationp-type dop-
ing was assured by a nitrogen-doped layer placed at 20
from the QW. The density of the hole gas in the QW w
controlled by an additional illumination with photon energ
above the gap of the barriers, provided by a tungsten halo
lamp with a blue filter: the control mechanism and its ca
bration are described in detail in Ref. 9.

The continuous wave~cw! transmission through the
sample was measured as a function of hole gas density.
external magnetic field was applied in a Faraday configu
tion. We also measured time resolved absorption in a pum
probe configuration. The pulses were generated by
Ti31:Al 2O3 laser tuned to 765 nm~1620 meV!, at a repeti-
tion rate of 100 MHz. The duration of the laser pulse w
about 100 fs and the spectral width about 40 nm~80 meV!,
which is much broader than the separation between the
tral exciton line X and the charged exciton line X1. To ex-
cite only one transition~charged or neutral exciton! the pump
pulse was shaped to a spectral width less than 1 nm a
duration of about 2 ps, thus creating either X, or X1 by the
binding of an additional hole. We analyzed the dynamics
both transitions by a spectrally broad probe pulse. The pu
© 2004 American Institute of Physics
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and probe pulses were focused on the sample to a com
spot of diameter smaller than 100mm, and the spectrum o
the pump pulse transmitted through the sample was reco
as a function of the pump–probe delay. The power of b
pulses was controlled independently, the pump-to-probe
tensity ratio being at least 20:1. The average power of
pump beam was typically 300mW, which results in the cre-
ation of a few times 1010 cm22 excitons by each pulse. Th
pump beam was polarized circularly~by convention,s1,
creating electrons with spin21/2 in the conduction band an
holes of momentum13/2 in the 23/2 spin-down valence
subband; Fig. 1!. The probe beam was detected behind
sample in both circular polarizations, measuring the abso
tion associated with the creation of either X or X1 having
electron–hole pairs of the same spin as the pump (s1, co-
polarized! or opposite (s2, cross-polarized!. Therefore, we
could analyze the influence of the charged exciton on
neutral exciton and separate spin-dependent contribution
separation of the light polarization. Additionally, by applyin
magnetic field we were able to resolve all four polarizati
configurations: pump withs2 and probe withs1(2/1) or
s2(2/2) polarization, and pump withs1 and probe with
s1(1/1) or s2(1/2) polarization. To analyze the neutra
and charged exciton line intensities two Gaussian functi
were fitted to the cw or time-resolved spectra. In some
periments difference spectra were analyzed to expose
change in the optical absorption under the influence of
pump pulse.

RESULTS

Continuous wave measurements

Let us start from results obtained in cw transmiss
measurements. Figure 2 shows the transmission through
quantum well, measured for different hole concentratio
Two absorption lines are observed. The higher-energy lin
related to the neutral exciton~X!. The second line, lying a
lower energy, is related to the positively charged exci
(X1). A strong influence of the hole gas on intensity of bo
transitions is observed. The neutral exciton intensity
creases with increasing hole concentration. Simultaneo
the charged exciton intensity increases. For low hole conc
trations the charged exciton intensity is proportional to

FIG. 1. Optical transitions for pump and probe pulses in magnetic fi
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hole concentration in the relevant spin subband. Howe
for higher hole concentration the intensity of the charg
exciton saturates, because states with higherk are filled.

The changes of relative intensity of the charged and n
tral exciton were observed for both negatively and positiv
charged excitons.2,9,10 This effect was called oscillator
strength stealing~OSS! from the neutral exciton by the
charged exciton. However, the change of the charged exc
oscillator strength is not equal to the change of the neu
exciton oscillator strength. In this way the sum rule is n
applicable; only after taking into account additional optic
transitions involving scattering processes is the sum rule
proximately obeyed.3,11 We will show that it is possible to
explain the reduction of the neutral exciton intensity
screening: a normal and a spin-dependent one. The two t
of screening can be separated by magnetooptical exp
ments.

Measurements of the cw optical density in external m
netic field were also performed. The selection rules
charged and neutral exciton are the same as for pump–p
experiments, presented in Fig. 1. In Fig. 3a the transmiss
spectra in both polarizations in magnetic field are shown
the s1 polarization we observe that the neutral exciton li
dominates the charged exciton line. In Fig. 3b, where
intensities of the neutral and charged exciton lines are plo
versus magnetic field, the charged exciton line complet
disappears at20.3 T. However, for thes2 polarization the
charged exciton line gets stronger with increasing magn
field. In magnetic field as low as 0.3 T the hole gas is fu
polarized in one spin subband, due to the giant Zeeman
fect in the semimagnetic QW. A charged exciton is form
by the binding of an additional hole from the pre-existin
gas, with spin opposite to those created by the light. In o
polarization trions cannot be formed—there are no p
existing holes in the opposite spin subband. In the oppo
polarization the intensity of the charged exciton dominat
while the intensity of the neutral exciton is smaller. Th
correlation between charged and neutral exciton intens
became known as intensity or oscillator-strength stealing.
microscopic explanation of this effect has been proposed
far. Using external magnetic field and external illuminati

d

FIG. 2. Transmission through the quantum well measured for different h
concentrations.
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FIG. 3. Optical density of a CdMnTe quantum well in magnetic field~hole concentration wasp5231010 cm22) ~a!. Integrated line intensities as a functio
of magnetic field~b!.
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we can control the relative number of charged and neu
excitons. An important conclusion from the cw measu
ments is that the spin-dependent effects are essential. H
ever, their exact nature still remained unclear. Signific
progress was obtained in time-resolved studies.

Time-resolved absorption measurements

We measured the time-resolved absorption6 hoping to
explain the origin of the oscillator-strength stealing. In F
4a the optical density for negative and short positive del
~0.5 ps! is presented. We observe two absorption lines,
related to the charged exciton, the other to the neutral e
ton. At zero delay~when the strong pump pulse excites t
al
-
w-
t

.
s
e
i-

sample! the intensity of the charged exciton decreases
the intensity of the neutral exciton increases for co-polariz
pump and probe pulses. The line intensities are plotted
sus pump–probe delay time in Fig. 4b,c. The temporal e
lution of the oscillator strength of the charged and neu
excitons is shown Fig. 4b for co- and cross-polarized bea
when the pump pulse is tuned to resonance with the cha
exciton. Results for pump pulse tuned to the neutral exci
are presented in Fig. 4c.

Let us start the discussion for the case of co-polariz
beams. We observe an intensity decrease of the charged
citon, accompanied by an intensity increase of the excito
zero delay time. This variation is faster when the pump pu
FIG. 4. Optical density for a QW with hole densityp'2.531010 cm22, at negative delay (28 ps, solid line! and short positive delays~0.5 ps, dashed line!,
for a co-polarized pump pulse tuned to X1 ~a!; evolution of the X and X1 oscillator strength with pump pulse tuned to X1 ~b!; evolution of X and X1 with
pump pulse tuned to X~c!.
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is tuned to resonance with the charged exciton; when
pump pulse is tuned to resonance with the neutral exci
the same effects are observed with a delay. We observe
same behavior as that observed in cw transmission mea
ments~Fig. 2!, with one important difference: now we do no
modify the density of pre-existing holes. The only thing th
changes in the time-resolved measurements is the occup
of charged exciton states. This fact led us to a new expla
tion of the oscillator-strength stealing phenomena, in ter
of spin-dependent screening. Let us assume that intensi
neutral exciton decreases due to screening by holes with
opposite to the spin of the hole created by light. In this w
we can explain why in cw measurements the increase of
hole density results in a decrease of neutral exciton inten
In time-resolved results, the holes bound into charged e
tons ~resonant creation of charged excitons by the pum!
cannot screen the neutral exciton any more, and its inten
increases, as shown in Fig. 4b. The decrease of the cha
exciton intensity is due to bleaching of the transition: t
number of charged excitons created by the pump puls
comparable with the number of pre-existing holes; theref
the probe pulse with the same polarization cannot fo
charged excitons—the transition is blocked. The conclus
is that the decrease of neutral exciton intensity is due
screening by holes with spin opposite to that of the ho
involved in the neutral exciton—a spin-dependent effect. T
second important conclusion is that the binding of holes i
charged excitons excludes them from interaction with
rest of the system, specifically from screening the neu
exciton. In the case of pumping into the neutral exciton
observed the same effect, but the increase of the neutra
citon intensity is delayed. In this case the charged excito
not formed directly. The pump creates neutral excitons,
then some time is needed to bind additional holes and f
charged excitons. Therefore the increase of the neutral e
ton intensity, when the pump pulse is tuned to resona
with the neutral exciton, occurs with a rise time related to
formation of charged excitons. We found that this rise tim
depends on hole concentration in the following way: 5,
and 1 ps for hole densities of 2.531010, 331010, and 4
31010 cm22, respectively.6 The formation time is faster fo
higher hole concentration, in good agreement with the
results presented in Refs. 12 and 13.

Let us turn to the situation when the pump and pro
pulses are cross-polarized. We observe a completely diffe
time evolution of charged and neutral exciton intensities
pending on whether the pump pulse is tuned to resona
with the charged or neutral exciton. In Fig. 4b~pump reso-
nant with X1) the intensity of the charged exciton increas
slightly and the intensity of the neutral exciton remains co
stant in time. However, when we tune the pump pulse
resonance with neutral exciton~Fig. 4c!, the intensity of both
transitions decreases at zero delay. This behavior can be
plained by spin-dependent screening. When we pump
the charged exciton we bind holes. The charged excito
sensitive to holes with both spins~because it consists of tw
holes with opposite spin!. The bound holes are exclude
from screening trions, which increase in intensity. In c
polarization this effect is masked by the bleaching discus
previously. When we pump the neutral exciton, a decreas
e
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intensity is observed in cross-polarization for both neut
and charged excitons. We explain it by exciton–exciton
teraction: screening and phase space filling.

We can use the fact that the charged exciton intensit
proportional to the density of holes in the relevant spin s
band to find characteristic time of the heavy hole spin fl
Let us assume that a strong pump pulse creates a non
librium population of heavy holes in one spin subband. Th
the intensity of the charged exciton when the probe puls
s1 polarized is proportional to the density of holes in t
spin 3/2 subband. Fors2 polarization of the probe pulse th
intensity of the charged exciton is proportional to the num
of heavy holes with spin23/2. Therefore, the time evolution
of the difference of the intensities of the charged exciton
the two circular polarizations gives us information about s
relaxation of the heavy holes. In a complicated systems
ours, other spin polarizations~of excitons, trions! can also be
responsible for the intensity difference. However, we belie
that the hole spin polarization is predominant. In Fig. 5 t
temporal evolution of the difference between co- and cro
polarized intensities of the charged exciton is plotted. T
decay time is 8 ps, and we found it weakly dependent on
hole concentration in the investigated range. This value
comparable to the spin relaxation times determined for ho
bound in excitons and trions. Photoluminescence exp
ments with much lower excitation power and very simil
heterostructures gave values from about 3 ps~Ref. 14!
through 20 ps~Ref. 12! up to 35 ps~Ref. 13!,

CONCLUSIONS

We have shown that pump–probe time-resolved abso
tion measurements can be a useful tool for studying inte
tion mechanisms in the exciton–carrier–trion system.
proposed a new explanation of the known oscillator-stren

FIG. 5. Temporal evolution of the difference between charged exciton
cillator strengths observed in ‘‘cross’’ and ‘‘co’’ circular polarizations with
out external magnetic field. The curve presents a fit by exponential de
with decay time of 8 ps.
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stealing effect by spin-dependent screening. We showed
perimentally a new optical creation mechanism of spin
larization of a 2D carrier gas in a semiconductor quant
well. Pump–probe absorption experiments enabled us
measure characteristic times of the excitons and carr
such as the trion creation time or spin relaxation time.
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Magnetotransport probing of the quality of the heterointerfaces and degree of symmetry
of the potential profile of quantum wells in the valence band of the
Ge1ÀxSix ÕGeÕGe1ÀxSix heterosystem
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It is shown that in a periodic system ofp-type Ge12xSix /Ge/Ge12xSix quantum wells having a
Ge layer more than;30 nm wide, the hole gas in each Ge layer is separated into two two-
dimensional sublayers concentrated near opposite boundaries of the layer. This follows from the
vanishing of the quantum Hall effect plateau and of the corresponding minimum of the
longitudinal magnetoresistance for a filling factorn51. Here positive magnetoresistance is
observed, which is attributed to the presence of two types of holes with different mobilities. A
quantitative analysis shows that these are mainly heavy holes having different mobilities in
the sublayers that form. The difference of the mobilities indicates that the opposite heterointerfaces
of the Ge layers are of different quality. It follows from an analysis of the shape of the
quantum Hall effect plateau forn52 that the densities of holes in the sublayers formed are close
and, consequently, that the profile of the potential wells is close to symmetric. ©2004
American Institute of Physics.@DOI: 10.1063/1.1819860#
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INTRODUCTION

Heterosystems consisting of layers of Si, Ge, and th
solid solutions are of interest in connection with the sign
cant improvements that have been achieved in the par
eters of devices based on them~as compared with thos
made from the analogous bulk materials! for today’s appli-
cations. Because of this, and also the relatively low cos
these materials, they are promising objects that can com
with other heterosystems.1,2 For achieving high mobility of
the carriers in the layer~which is essential for increasing th
working frequency! an important role is played by the qua
ity of the heterointerfaces: its geometric irregularities sho
be minimized, its sharpness should be maximized, and
fraction of impurities located on and near the interfa
should be minimized. This last factor is important, since h
mobilities are achieved only through selective doping of
barriers, so that the ionized impurities are partitioned fr
the free carriers in the potential well by an undoped par
the barrier—a spacer. An impurity can diffuse from t
nominal doping region and approach the heterointerface
even reach it. An increase in mobility can also be brou
about by increasing the width of the well, since the avera
position of the carriers is then farther away from the hete
interface and from the doped region of the barriers. Howe
the latter process is prevented by the bending of the bot
of the well that occurs during growth of its width. For all o
8531063-777X/2004/30(11)/5/$26.00
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these reasons it is important to find methods for quality c
trol of heterointerfaces and for monitoring the profile of t
potential well.

In the heterosystems under study the potential wel
predominantly formed in the valence band of the layer w
the larger Ge content.2 Therefore here the holes mainly form
a size-quantized gas.

In studying the quantum Hall effect~QHE! we have
found that in a multilayer system ofp-type Ge/Ge12xSix at a
Ge layer thickness greater than;30 nm the hole gas in eac
Ge layer separates into two two-dimensional sublayers.3 On
the one hand, this establishes a limit on the existence
unified quasi-two-dimensional hole gas in the Ge layer~i.e.,
on the maximum distance of the holes from the heteroin
face!. On the other hand, since the holes are localized n
one of the heterointerfaces in the two-dimensional sublay
that form, and the characteristics of that particular hetero
erface influence the mobility of the holes near it, it becom
possible to carry out a comparative analysis of the oppo
boundaries of the Ge layers.

SAMPLES AND EXPERIMENT

We shall present the results of measurements of the
gitudinalrxx(B) and Hallrxy(B) magnetoresistivities~MRs!
of multilayer Ge/Ge12xSix samples withx'0.1, grown on a
substrate with the~111! orientation. The central part of th
© 2004 American Institute of Physics
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Ge12xSix barriers is doped with boron. The samples differ
the widthdw of the Ge layers, the densityps of the hole gas
in them, and also the hole mobilitym and the number of
Ge/Ge12xSix periodsN ~for the parameters of the sample
see Table I!.

The hole mobilities are rather high for observation of
clear picture of the QHE. Figure 1 shows a typical QH
pattern for Ge layers;20 nm thick.~The resistivity in each
of the figures is given per conducting Ge layer.! We call
attention to the fact that the features of the QHE, i.e.,
‘‘shelves’’ on rxy(B)5h/e2i and the corresponding minim
of rxx(B), are predominant at even values ofi , but features
are also observed fori 51. Negative magnetoresistance a
pears in the region of low magnetic fields~due to weak lo-
calization effects!.

In the samples with Ge layer widths greater th
;30 nm the structure of the experimental curves chan
substantially: the QHE feature fori 51 vanishes~Fig. 2!, and
a positive magnetoresistance appears which is expressed
ticularly clearly at low magnetic fields~Fig. 3!.

SEPARATION OF THE HOLE GAS INTO TWO TWO-
DIMENSIONAL SUBLAYERS

The vanishing of the QHE features fori 51 in samples
with wide Ge layers indicates that the hole gas in the lay
separates into two two-dimensional sublayers concentra
near opposite heterointerfaces.4 The appearance of such a
effect can be expected starting with a certain width of t
potential well under the condition that its profile is symme
ric ~or at least that the deviations from symmetry are sma!.
For the investigated series of samples with different wid
of the Ge layer, the QHE feature fori 51 vanishes starting a

TABLE I. Parameters of the Ge/Ge12xSix multilayer samples.

FIG. 1. Quantum Hall effect in sample 1124b3 (dw522 nm).
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dw'30 nm. The vanishing of this feature means that
profile of the potential well is symmetric, since otherwise
a wide asymmetric well the free carriers would simply le
into one of the triangular wells forming near the heteroint
face. Such a situation is observed for one-sided doping
potential well and for isolated wells found near the surfa
because of the influence of the charged surface states~see,
e.g., Ref. 5!. The symmetric nature of the profile of the po
tential wells in the samples that we investigated is proba
promoted by their multilayeredness. The structure of
symmetric potential well for sample 475a2, calculated fro
the joint solution of the Schro¨dinger equation and Poisson
equation, is presented in Fig. 4. The Fermi level is fou
near the top of the curved bottom of this well, as is typic
for the process of separation of a hole gas. However,
main sign of separation into two independent sublayers is
practically complete coalescence of the lower levels H
and HH2. The tunneling gap is practically absent~it amounts
to ;1 mV) because of the large width of the barrier forme
and the large mass of the heavy holes.

FIG. 2. Quantum Hall effect in Ge layers of different widths. The QH
features withi 51 vanish for a width of the Ge layer greater than;30 nm.

FIG. 3. Positive magnetoresistance in samples with a width of the Ge l
greater than 30 nm.
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POSITIVE MAGNETORESISTANCE: A SIGN THAT THE
OPPOSITE HETEROINTERFACES ARE DIFFERENT

The positive magnetoresistance in a perpendicular m
netic field is quite easily described by the participation
two types of carriers, with different mobilities, in the ma
netotransport. The fact that positive magnetoresistance a
in samples with wide Ge layers in the same cases when
QHE feature withi 51 vanishes, i.e., when the hole g
separates into two two-dimensional sublayers, can be
plained by the conjecture that holes with different mobil
are found in the different sublayers. Thus the difference
their mobilities indicates that the opposite boundaries of
layer are of different quality. This difference is unsurprisin
since these boundaries are formed under different conditi
the heterointerface of the Ge layer on the side farther fr
the substrate~the normal boundary! grows on a layer of pure
elemental Ge, whereas the boundary nearer the substrate~the
inverted boundary! grows on a layer of solid solution
Ge12xSix and, most importantly, that layer is doped. An
although there is nominally an undoped spacer layer betw
the impurity layer and the heterointerface, in actuality
impurity can ‘‘float up’’ during growth, approaching and po
sibly even reaching the boundary with the Ge layer. It
therefore to be expected that the hole mobility is lower n
the inverted heterointerface than near the normal bounda6

In relatively narrow layers every hole is sensitive to bo
boundaries, and therefore the holes all have the same m
ity. Upon separation into hole sublayers in the case of a w
Ge layer the holes in each of the sublayers formed can h
different mobilities.

The longitudinal and Hall magnetoresistivities in th
presence of two types of carriers with different mobilitiesm j

are described in the framework of the extremely sim
Drude–Lorentz model by the formulas7

rxx5~D11D2!/@~D11D2!21~A11A2!2#,

rxy52~A11A2!/@~D11D2!21~A11A2!2#. ~1!

HereD j5njem j /(11m jB) is the diagonal term of the con
ductivity matrix for layerj , Aj5m jBDj is the corresponding
off-diagonal term, andnj is the density of the 2D hole gas i
sublayerj .

FIG. 4. Calculated potential profile, the energy levels, and the Fermi leve
sample 475a2.
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The curves ofr calculated according to formula~1! for
sample 476a4 are shown in Fig. 5. It is seen that both
equal densities of the hole gas in the layers,n15n2 , and also
~with a somewhat better agreement with experiment! for n1

Þn2 the mobilities in the sublayers must differ by roughly
factor of two.

It also follows from the results of the fitting that thi
method is rather insensitive to the difference in the densi
of the hole gas in the sublayers. In the case of a large num
of oscillations ofrxx(B), which occurs, e.g., in the conven
tional heterosystem ofn-type GaAs/AlGaAs,8,9 the differ-
ence betweenn1 andn2 can be determined from two differ
ent series of oscillations. In a hole gas, however, this can
be done.

ESTIMATE OF THE RATIO OF THE DENSITIES OF THE
HOLE GAS IN THE SUBLAYERS FROM THE STRUCTURE
OF THE QHE

Let us first answer the question of how the QHE featu
can be realized for the Ge layer as a whole at a definite va
of i (52) in the face of such a large difference in the m
bilities in the sublayers. Even at equal hole densities in
two sublayers the difference of their resistivities will be pr
portional to the difference of the hole mobilities, and wh
the sublayers are connected in parallel into a common cir
the currents flowing along the sublayers will differ by th
same factor. If two given sublayers are considered to be
lated from each other, then in each of them the first plat
of rxy(B) from the high-field end will correspond toi 51,
i.e., will have a heightrxy525.813 kV. However, the volt-
agesUxy

l 5rxyI
l corresponding to them will be different o

account of the difference of the currentsI l ~the indexl num-
bers the layer!. Then if one considers the classical situati
for an initially uniform distribution of the current streamline
over the width of the sample, then when the correspond
potential contacts of the sublayers are connected, becau
the potential difference across these contacts circulating
rents should flow between them, distorting the pattern
streamlines in each sublayer. After these contacts are
nected the potentials across them change, and a calcul
of the value of the potential difference formed across su

of
FIG. 5. Magnetoresistance of sample 476a4. Experiment~s!; the solid
curves were calculated according to formula~1! for two sets of parameters
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joined Hall contacts in a circuit with distributed paramete
and currents circulating in the transverse direction is, ge
ally speaking, not a simple problem.

In actuality, in the QHE regime the classical picture
the uniform distribution of current over the cross secti
does not apply. At zero temperature ideal 2D layers~i.e., in
the complete absence of any parallel 3D conduction! in the
interval of magnetic fields corresponding to the QHE t
potential along the whole perimeter of the sample can t
on only two values, so that the difference of these potent
is equal toh/ ie2 ~Ref. 10!. In this case discontinuity of the
equipotential lines occurs only at two points—at the inlet a
outlet of the current.11 This means that even when the end
the sample is completely coated with a conducting mate
the current will flow into the body of the sample only at o
point—at the edge of the contact of the conducting coat
with the sample, and it will flow out only at a single diag
nally opposite point~see Fig. 6a, which shows the curre
streamlines in a rectangular bar in the QHE regime!.

In the equivalent circuit of the 2D layer the Hall resi
tance will be represented by two resistorsRxyl corresponding
to the aforementioned two discontinuities of the equipot
tials ~Fig. 6b!. Indeed, as is seen in Fig. 6b, the voltage dr
across the left resistorRxy in a layer taken separately is equ
to the voltage between contacts a–c, and the voltage d

FIG. 6. Equivalent circuit of a system of two layers in the QHE regime. T
current streamlines in an isolated 2D layer~a!; the distribution of the Hall
and longitudinal resistances in the layer~b!; the layer resistances connecte
in parallel ~c!.
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across the right resistorRxy is equal to the voltage betwee
contacts b–d. Thus the Hall potential difference in the QH
regime occurs in a vanishingly small region on the perime
of the sample. In this scheme all the deviations from
ideal QHE regime, responsible for the nonzero value of
longitudinal resistance in the region of the QHE plateau,
cumulate as the current flows along the perimeter from
inlet point to the outlet point. This part is represented on

FIG. 7. Transformation of the resultant Hall resistance of two parallel lay
for increasing differences of the hole concentrations in them. The top
curves are for the individual layers; the lower curve is the result of th
connection in parallel. a! n251.2n1 ; the resultant model curve is compare
with the experimental curve for sample 475b4.
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equivalent circuit by the resistorsRxx . It is these resistors
that reflect the finite value of the mobility in the QHE plate
region in a real sample. The given equivalent circuit sho
that in the QHE regime one can get away from a probl
with distributed parameters. As a result, for layers connec
in parallel the Hall resistancesRxyl of the different layers
turn out to be connected in parallel with each other, just
the longitudinal resistancesRxxl are ~Fig. 6c!. Importantly,
here the resultant resistancesRxy and Rxx turn out to be
completely decoupled: they are mutually independent
uniquely determined by the corresponding single-layer co
ponents.

Thus for a parallel connection of the 2D layers in t
QHE regime the differences in the mobility of the carriers
the individual layers has no effect on the resultant value
the Hall resistance of the system. Consequently, for find
the resultant Hall resistance of the sublayers one can
them as equivalent irrespective of the differences in mobi
Therefore, in the case of a parallel connection of two ide
cal 2D layers (n15n2) in the magnetic field interval in
which each isolated layer has a QHE plateau of heightrxy

5h/e2525.814 kV, a two-layer system will have a platea
with rxy5h/2e2512.907 kV.

If the densities of the two-dimensional carrier gas in t
layers are different (n1Þn2), then a two-layer system wil
exhibit a shortened plateau withrxy5h/2e2512.907 kV in
the field interval in which for the isolated layers the shelv
overlap. In the two-layer system the shelf withrxy5h/e2

525.814 kV will be absent~see Fig. 7, where we present th
results of a mathematical modeling of this situation!.

With increasing difference of the densities of the 2D g
in the sublayers the plateau that initially was clearly disce
able aroundi 52 for the system~Fig. 7a! is first smeared ou
~Fig. 7b,c! and then reforms, but now aroundi 51 ~Fig. 7d!.
Our experimental results for sample 475b4~Fig. 7a! coincide
with the resulting model curve forn251.2n1 over a wide
range of magnetic inductions, so the densities of the 2D
in the sublayers are not very different. In any case the dif
ence is less than 20%, confirming the conclusion reac
above that the potential well has a symmetric profile.

It should be mentioned again that the modeling done
valid only in the fields regions where the constituent subl
ers have a QHE plateau on theirrxy(B) curves. At low fields
it is more correct to describe the curves on the basis of
mula ~1!.

CONCLUSION

It has been established from QHE studies that the sp
taneous formation of the potential profile of a double qu
tum well occurs inp-type doped Ge/Ge12xSix heterosystems
having widths of over;30 nm. On the one hand, this ope
up some possibilities for seeking and investigating the f
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tures inherent to intercoupled two-dimensional layers~i.e.,
for studying interlayer correlated states!. On the other hand
galvanomagnetic effects in this regime can be used fo
comparative analysis of the quality of the heterointerfaces
opposite sides of the conducting layer and for assessing
degree of symmetry of its potential profile.

It has been found that the samples had two types of h
with mobilities differing by roughly a factor of two. Thes
cannot be heavy and light holes, since their densities
close, and this effect is not observed in narrow layers of
same heterosystem. Consequently, these are holes loca
near the opposite heterointerfaces, and the difference of t
mobilities means that the quality of these heterointerface
substantially different. This illustrates the possibility of pe
forming quality control of the opposite boundaries of t
layer from magnetoresistance studies.

We have shown that the potential profile of the quant
wells in a multilayer system can be symmetric from the sta
unlike the known situation for isolated conducting laye
where an external electric field must be applied with the
of a gate in order to compensate the asymmetry induced
the charges localized on the surface.12
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The results of investigations of parallel magnetotransport in AlGaAs/GaAs and InGaAs/InAlAs/
InP multiple quantum-well structures~MQWs! are presented. The MQWs were obtained
by metalorganic vapor phase epitaxy with different shapes of the QWs, numbers of QWs, and
levels of doping. The magnetotransport measurements were performed in a wide region
of temperatures~0.5–300 K! and at high magnetic fields up to 30 T~B is perpendicular to and
the current is parallel to the plane of the QW!. Three types of observed effects are
analyzed: the quantum Hall effect and Shubnikov—de Haas oscillations at low temperatures
~0.5–6 K! and magnetophonon resonance at higher temperatures~77–300 K!. © 2004 American
Institute of Physics.@DOI: 10.1063/1.1819862#
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1. INTRODUCTION

Electron magnetotransport has been widely investiga
in low-dimensional structures~LDSs! since 1980. We can
distinguish two type of magnetotransport in LDSs accord
to the direction of the magnetic field: first—the magne
field is perpendicular to the plane of the quasi-tw
dimensional electron gas~Q2DEG! and parallel to thez axis,
which is the axis of the layer growth (Biz), and second—the
magnetic field is parallel to the plane of the Q2DEG a
perpendicular to thez axis (B'z). In each of these case
both perpendicular electron transport~current perpendicula
to the plane of the Q2DEG! and parallel electron transpo
~current parallel to the plane of the Q2DEG! are possible. It
is well known that Landau quantization occurs in the pla
perpendicular to the magnetic field. If the magnetic fieldB is
perpendicular to the plane of the Q2DEG~parallel to thez
axis! the entire value ofB works to cause Landau quantiz
tion, which means an oscillatory character of density
states. The quantum effects in the Q2DEG—Shubnikov
Haas oscillations~SdH! and quantum Hall effects~IQH!—
are caused by Landau quantization and can be observe
the case of magnetic field perpendicular to the layer (B'z)
and parallel electron transport.

If B is not perpendicular to the plane of the Q2DEG a
there is an anglew betweenB andz, the Landau level energy
is formed by the valueBt5B cosw. This is a well-known
effect of a tilted magnetic field, when the resonance pe
are shifted toward higher magnetic fields ifB is tilted to the
plane of the Q2DEG~the anglew increases!.

No Landau quantization will be observed ifB is located
in the plane of the Q2DEG. Barrier effects can be manifes
only in perpendicular electron transport in this case
Q2DEGs in heterostructures or in a single quantum w
8581063-777X/2004/30(11)/9/$26.00
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~QW!. Interesting effects are manifested for this geometry
we have a coupled double QW~DQW!: in a DQW there will
be an effect connected with crossing of the Fermi surfac

Both perpendicular and parallel electron transports h
very important applications.

Perpendicular electron transporthas fundamental appli
cations in lasers and in detectors of electromagnetic ra
tion. The determination of the Q2DEG parameters un
conditions of perpendicular transport is one of the more
portant aims of research on perpendicular electron mag
totransport.

Parallel electron transporthas fundamental applicatio
too, namely, om transistors and particularly in special tr
sistors such as i! high power transistors; ii! transistors for
high frequency or high-electron-mobility transisto
~HEMTs!. The conditions for such devices are fulfilled
GaAs/AlGaAs 2D structures produced by MBE technolog
as well as MOVPE. Strained quantum wells such as InGa
InP ~InGaAs/InAlAs! structures are widely used in high
speed semiconductor devices such as InGaAs high-sp
transistors or HEMTs1 and heterojunction bipolar transisto
~HBTs!.2–4 Transistors based on InGaAs/InAlAs structur
with single QWs have a higher frequency limit and low
noise in comparison with those based on GaAs/AlGa
However, the latter structures have a very essen
advantage—they can be heated to higher temperature w
out deterioration of the parameters, which is important
high power devices. Thus for HEMTs based on InGaA
InAlAs structures it is paramount to obtain wider QWs wi
sufficient high electron density~lower resistance!. On the
other hand the wide QW means the appearance of a tria
lar shape of the QWs in which the Q2DEG is located, ma
ing it impossible to increase the electron density witho
© 2004 American Institute of Physics
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deterioration of the carrier parameters. A special technol
of HEMT structures is required in order to obtain a wid
quasirectangular QW with a Q2DEG of high parameters5,6

Therefore, the creation of HEMTs built on InGaAs/InAlA
InP QW structures of different shape is a problem of cons
erable importance. The separation of donors from carrier
the QW by a space buffer enables one to decrease the
scattering. The direct doping of QWs is applied for pow
amplifiers with the aim of decreasing the amplitudes of h
monics in the signal.3

LDSs can contain different number of QWs: those w
two QWs are called double quantum wells~DQWs!; those
with several identical~or otherwise! QWs we will call mul-
tiple quantum wells~MQWs!; those with a large number o
identical QWs are called superlattices~SLs!. HEMTs can be
built on MQWs, too, because the additional channel~s! in-
crease the conductivity and the device power limit. The
fore, research on the parallel electron transport in channe
the MQW structures GaAs/AlGaAS and InGaAs/InP
InGaAs/InAlAs/InP is interesting from the point of view o
improving the 2DEG parameters.

2. SINGLE QW „SQW… STRUCTURES

Investigations of structures with single QWs are imp
tant to get experience in interpretation of quantum effe
SdH oscillations and IQH. It is necessary to develop meth
of calculation of the Landau level energies in SQWs of d
ferent shape: rectangular and triangular.

These methods must be verified on real QWs. A deta
description of the engineering of structures and the prese
tion of the experimental data and their interpretation can
found in the original articles.7,8 Here we present the mai
results only.

2.1. Structures

InGaAs/InAlAs/InP structures with single QWs we
grown by low-pressure metalorganic vapor phase epit
~LP-MOVPE! on semi-insulating~100! InP:Fe substrates. A
horizontal quartz reactor~AIX-200R&D! and IR heated
graphite susceptor were used. The reactor pressure and
perature were maintained at 100 mbar and at 650 °C, res
tively, during the unstrained layer growth. The V/III rat
was unchanged and amounted to 329 for InP, 1040
In0.52Al0.48As and 198 for In0.75Ga0.25As. The partial pressure
of SiH4 ~doped barriers! was the same in all of the structure

Four types of structures were studied. Their parame
are presented in Table I. The first structure~#1093! consisted
of ~from bottom to top! an undoped 180 nm InP buffer fo
lowed by a 400-nm InAlAs buffer layer on an InP:Fe su
strate. A delta-doped Si donor layer and 3-nm In0.52Al0.48As
spacer were grown on the InAlAs buffer layer. A 13-n
In0.75Ga0.25As channel layer, a 3-nm In0.52Al0.48As spacer, a
delta-doped Si donor layer, and a 25-nm In0.52Al0.48As
Schottky layer terminated the structure growth.

In the case of the second structure~#1098!, the indium
content in the channel was changed from 53 to 65% durin
time of 25 s, then a constant indium content of 65% w
maintained in a 17-nm InGaAs layer, and then the gra
layer ~from 65 to 53%! was repeated. The parameters of t
other layers were unchanged.
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In comparison with the previous structures the thi
~#1088! structure has only one delta-doped Si donor layer
10-period (1.8 nm)In0.53Ga0.47As/(2.5 nm)In0.52Al0.48As su-
perlattice was additionally deposited on the InP as a bu
layer in the case of sample #1607. In order to improve
crystalline quality of the strained layer, the growth rate a
temperature values of the 18-nm In0.65Ga0.35As active layer
were lower than the ones in the case of the #1098 struc
and equal to 4.1 Å/s and 600 °C, respectively.

The structures #1093, #1607, and #1088 have sharp
terfaces between the InGaAs channel layer and the InA
spacer layers. The doping level was different in these f
kinds of structures: minimal for #1093 and maximal fo
#1098.

2.2. Description of experiment and results

Magnetotransport measurements were performed usin
superconducting system giving magnetic fields up to 11
The sample was mounted in an anticryostat providing te
peratures from 0.4 to 300 K.Uxy(B) and Uxx(B) records
were registered for opposite directions of the magnetic a
electric fields. Therefore, eight records were made and a
aged for one temperature measurement of both the Hall
fect and magnetoresistance.

Figures 1 and 2 show examples ofRxy(B) and Rxx(B)
records for samples #1088, #1607, and #1098.

The formation of Q2DEG in samples #1088, #1607, a
#1098 is clearly evidenced by quantum oscillations
Rxx(B) and plateaus inRxy(B)—the IQH. It is shown that
the Hall resistanceRxy(B) at temperatures of 0.4 K~0.6 K!,
1.6 K, and 2.8 K is quantized according toh/ne2, wheren is
an integer,h is Planck’s constant, ande is the electron
charge~in the case of sample #1607 there is a departure fr
this rule, discussed later!. The pronounced maxima of the
Rxx(B) curve~the SdH oscillations! correspond to beginning
of each plateau on theRxy(B) curve. These oscillation peak
decline at temperatures above 10 K. It is necessary to no
that structure of the SdH peaks in the case of sample #1
is simpler and claerer in comparison with the oscillatio
peaks for sample #1607. At the temperature of 0.4 K,
sample #1607 there is a long plateau on theRxy(B) curve,
which spreads from 4.0 to 6.5 T with the maximum at
magnetic field of about 8.0 T, where then55 plateau should
start ~this maximum disappears atT.1.0 K and then55
plateau becomes observable!, while for sample #1098 at

TABLE I. Parameters of the structures.

Note: 1088*— process with oned-doping layer.
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T50.6 K a sequence of pronounced plateaus on theRxy(B)
curve are observed. Very sharp maxima are also observe
theRxx(B) curve, with undoubtedly periodic behavior vers
inverse magnetic field.

Analysis of the positions of the experimental peaks
inverse magnetic field shows the presence of more than
oscillation series: two for sample #1088, and three
sample #1098~without spin splitting!. That means that two
subbands in the QW are populated in the cases of sam
#1088 and three subbands in case of sample #1098. Ano
confirmation that the two electron subbands for sam
#1088 are populated as well as the three subbands for sa

FIG. 1. Records ofRxy(B) and Rxx(B) for samples #1088~a! and #1607
~b!. The inset shows the band profile of the QW.

FIG. 2. The Landau level energies calculated for sample #1098 as we
SdH oscillations and the IQH effect at 0.6 K.
on

ne
r

le
er

e
ple

#1098 is deduced from the IQH filling factorsn and the
calculation of the Landau level energies~see Fig. 3 and 4!.
Similar analysis for sample #1607 was done by means of
Rxx(B) andRxy(B) curves obtained atT51.6 K.

The fundamental fieldsBf for this series are presented
Table II. Assuming a circular Fermi surface, a 2D carr
concentrationns can be extracted from the SdH period:

ns5(
i

k
2e~Bf ! i

h
, ~1!

wherei is the number of the subband in the QW andk is the
number of populated subbands. The values of the densitns

are presented in Table II. The carrier mobility values det
mined from the low-field Hall measurements are also ente
here.

In case of sample #1093 the oscillation peaks on
Rxx(B) curve are observed too but they are not so p
nounced as for the sample described above, and the plat
on theRxy(B) curve are absent.

2.3. Interpretation

In the case of sample #1088 we have an asymme
QW. The band profiles of this QW were calculate by Zawa
ski and Pfeffer9 ~the barrier composition is differs by onl

as

FIG. 3. The Landau level energies calculated for sample #1088 and
oscillations at 2.8 K.

FIG. 4. The Landau level energies calculated for sample #1607 and
oscillations at 1.6 K.
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1%! and are presented in Fig. 1a~inset!. Since the depth of
the triangular well at the edge of the QW for structure #10
is 105 meV, we can assume that the Q2DEG in this struct
is located in a single triangular potential well. The structu
#1607 was doped symmetrically, since shape of QW is sy
metric too. This shape is shown in Fig. 1b~inset!. In case of
sample #1607 we have two triangular QWs separated b
barrier of about 95 meV. Thus the Q2DEG in structure #16
is located in a nearly double triangular QW.

The engineering of structure #1098 is more complicat
the In-content in the channel is increased from 53 to 6
over the 16 nm to compensate the Coulomb interaction w
ionized donors in thed-doped layers. Therefore, the shape
the QW is practically rectangular~see Fig. 5!.

To interpret experimental results on the SdH oscillatio
and IQH plateaus it is necessary to calculate the energ
the Landau levels. We adapted the Zawadzk–Pfeffer qu
two-band model10,11 for calculation of the Landau level en
ergies in the subbands of the QW. The description of
adapted model for the different QW shapes is presente
Ref. 8.

The calculated Landau levels are shown in Fig. 3
sample #1088~triangular QW! at a temperature of 2.8 K.

The structure of the SdH peaks as well as the plateau
the IQH effect are interpreted very well for this sample: it
necessary to take the value of Fermi energy equal to 18 m
for subband numberi 51 and 51 meV for the subban
i 50 @we define the Fermi level us to be placed between t
Landau levels when the plateaus on theRxy(B) curve or the
minima ~zero! on theRxx(B) curve occur#.

The calculated Landau levels are shown in Fig. 2 for
sample #1098~rectangular QW! at temperature 0.6 K. It is
necessary to take the value of the Fermi energy equal to
meV for subband numberi 52, 54 meV for subbandi 51,
and 70 meV for the lowest subbandi 50 to obtain good
agreement with positions in magnetic field of the experime
tal peaks of the SdH oscillations for sample #1098.

In case of sample #1607 satisfactory agreement betw
the experimental positions of the SdH peaks versus magn
fields and the theoretical ones atT51.6 K was obtained if
the Landau level energies were calculated in the framew
of a single triangular QW model. The values of the Fer
level energies are 27 and 63 meV for subbandsi 51 and
i 52, respectively. But this model can not be adjusted for

TABLE II. The values of fundamental fieldsBf of SdH oscillations and 2D
carrier density deduced fromBf as well as the carrier mobilities obtaine
from the damping factor of the SdH oscillations.

Note: * is related to Landau levels in the magnetic field region about 1.5
T; ** parameters are related to temperaturesT .1.0 K.
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Rxy(B) andRxx(B) curves obtained at 0.4 K.
The values of the band-structure parameters, energy

Eg , the effective electron mass at the edge of the conduc
bandmc* , the effectiveg factor gc* used for calculation of
the Landau levels energies of the Q2DEG for all structu
are presented in Table III.

2.4. Generalization

Four kinds of InGaAs/InAlAs/InP structures with
SQW channel for HEMTs were prepared: with a sha
interface–the structures #1088, #1607 and #1093 and wi
variable composition in the channel—the #1098 structure

Structures with sharp interface have different content
InAs in QW channel: 53% for #1088, 65% for #1607, an
75% for #1093. It is shown that the maximal mobility of th
Q2DEG in the InGaAs QW channel was obtained for stru
ture #1088 with a single asymmetric triangular QW. Th
lowest electron mobility was determined for the structu
#1093 with maximal difference of the InAs content in barri
and QW, namely: 53 and 75%, respectively, though the
fective mass of electrons in the QW is the smallest. Th
means that scattering on the interface dislocations is sign
cant and we can assume that this factor is the most impor
in limiting the electron mobility in the QW.

An interesting case is presented by the structure #10
in which a smooth transition from the barrier to the QW w
prepared with the aim of decreasing the mismatch as wel
to form rectangular QW. The calculations confirm that det
mination of the Landau level energies by the model that
plies to the rectangular QW give a better fit to the expe
mental positions of the SdH peaks than does the mo
applying to the triangle QW. Thus the InGaAs channel
structure #1098 actually does form a quasi-rectangular Q
The 2D density of electrons in this channel is the highest a
the electron mobility is very high too, namely 2.
3105 cm2/(V•s). Therefore, the proposed engineering
this structure appears promising.

The Zawadzki–Pfeffer quasi-two-band model10,11

adapted for calculation of the Landau level energies in
triangular and rectangular InGaAs/InAlAs QWs enables
satisfactorily to interpret experimental data for the structu
#1088 and #1098.

3. DOUBLE QUANTUM WELL

3.1. Motivation

Fabrication of multiple 2D layers in close proximity a
lows the controlled introduction an additional degree of fre
dom associated with the third dimension.

4

TABLE III. Band-structure parameters of InxGa12xAs channels of the
InGaAs/InAlAs/InP structures.
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The double QW is the simplest of these structures
preserves both high electron mobility and external gating
the electron density in the layers. Interlayer Coulomb int
action in multilayer systems can lead to interesting effe
such as Wigner crystals or the absence of plateaus in the
for filling factor equal to 1 or 3.12,13Experimentally both the
integer and fractional Hall effects have been observed
multilayer systems with essential interlayer tunneling. E
fects connected to the crossing of the Fermi surfaces of
coupled QWs whenB is in the plane of the layers wer
observed for wide QW with Q2DEG localized in two trian
gular QWs14 or for a specially engineered DQW.15 The prob-
lem of the electron–electron interaction for coupled DQW
was investigated experimentally in Refs. 16 and 17 and th
retically by Danhong Huanget al.18 Thus bi-layer two-
dimensional systems have been of great research intere
the study of the properties of Q2DEGs at high magne
fields.

3.2. The structure description and experimental results

Here the experimental results are presented which w
obtained for DQWs fabricated at the Institute of Electron
Material Technology in Warsaw. They consisted of tw
InGaAs QWs of thickness 20 nm, and three InAlAs barrie
In each barrier there were donord-doped layers.

The structure was grown on an InP substrate similarly
the SQW. The parameters of the structure are presente
Table IV. The data of magnetotransport measurements at
temperatures are shown in Fig. 6, where the pronounced
oscillations on theRxx(B) curve as well as the IQH effect o
theRxy(B) curve of are also shown. The SdH oscillations f
weak magnetic fields appear starting at 0.5 T. The peak
the SdH oscillations at higher magnetic fields are split jus
has been observed in DQWs by other authors.

This splitting increases towards higher magnetic fiel
which means that the energy gap caused by electron inte
tion within the DQWs is proportional toB, as was shown in
Ref. 16. It should be noted that the plateaus on theRxy(B)

FIG. 5. The band profile of the QW for structure #1098.

TABLE IV. Parameters of the InGaAs/InAlAs DQW structure.

Sample

Composition
of two

channels In,
%

Two channels
with

thickness of,
nm QW-profile

Threed-doping
layers with donor
concentrations,

1012 cm22

2506 65 20 Sharp interface 3.5
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curve are deformed. There are two possible explanations
that. The first explanation invokes the presence of additio
channels of conduction, for instance conduction throu
three donord layers. The second one involves coupling
the QWs.

3.3. Theory

We use the model proposed in Ref. 18, in which sy
metric DQWs separated by a middle barrier were conside
An external magnetic field was assumed to be applied p
pendicular to the planes of the QWs. The electron mot
was described by the Schro¨dinger equation containing bot
the DQW potential and self-consistent Hartree potentia
The in-plane electron motion in each subband in the DQ
was assumed to be Landau quantized. The total electron
ergy including both the in-plane and vertical electron m
tions can be written as

Eni5S n1
1

2D\vc1Ei1Vni
F , ~2!

where Vni
F is the exchange energy~involving screening!

which is given by Eqs.~12!–~18! in Ref. 18. The numerica
calculations performed by the authors of Ref. 18 for DQW
based on the well material GaAs and barrier mate
A0.3Ga0.7As with a well width of 14 nm and a barrier width
of 3 nm have shown that there is an approximately lineaB
dependence for the tunneling gap in the region of magn
fields B<9 T. Therefore, the total splittingD t between en-
ergy states of two QWs consists of two parts: a constant t
DSAS, determined by the overlapping of the electron wa
functions of the two QWs, and a variable tunneling te
Vni

F , involving a screening factor:

D t5DSAS1Vni
F . ~3!

The last term is a strongly decreasing function ofB, and for
magnetic fields less than that at which the quantum li
begins can be written as

Vni
F 52~K02kB!, ~4!

whereK0 is the maximum screening factor in zero magne
field and2kB is a variable screening factor that decreas
with B up until the first Landau level in the two QWs i
filled. Generally, the total energy gapD t between symmetric
and antisymmetric states in DQW is proportional to the m
netic field, as has been observed experimentally.16

We adapted this analysis for our case of
In0.53Al0.47As/In0.65Ga0.35As DQW structure, assuming rec
angularity of the QWs. This last enables us to calculate
Landau level energies according to the formulas:

~E2E'!~Eg1E1E'!

Eg
5

\2p2~ i 11!2

2mc* a2k
6~DSAS

s 1kE'!,

~5!

E'52
Eg

2
1

Eg

2
A11

4mBB

Eg
F f 1

m0

mc*
S n1

1

2D6
1

2
g0* f 2G ,

~6!
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f 15

~Eg1D!S E'1Eg1
2

3
D D

S Eg1
2

3
D D ~E'1Eg1D!

,

f 25

Eg1
2

3
D

E'1Eg1D
, ~7!

whereEg is the energy gap~between the top of valence ban
and the edge of the conduction band!, D is the spin–orbital
splitting, m0 is electron mass in vacuum,mc* is the effective
electron mass at the edge of the conduction band,mB is the
Bohr magneton,n50, 1, 2,... stands for Landau level
i 50,1,2,... is the number of the subband,E' is the Landau
level energy in the absence of the QW~in the Zawadzki–
Pfeffer notation!, and E is the unknown energy of Landa
level n for subband with numberi in the QW. The paramete
DSAS

s is the energy gap determined by the overlap of
wave functions, which is diminished by the screening at z
magnetic field, as follows from~3! and ~4!:

D t5~DSAS2K0!1kB[DSAS
s 1kB. ~8!

This parameter has the meaning of the zero-magnetic-
splitting of the subbands and can be determined by extra
lation of the experimental peak splitting of the SdH oscil
tions toB50. The parameterk ~which is in fact the coeffi-
cient of proportionality between the total splittingD t and
\vc) can be determined as a fitting parameter.

3.4. Interpretation

The calculation of the Landau level energies was p
formed for sample #2506 taking into account the band
rameters determined for sample #1098 with single rectan
lar QW ~Table III!. Extrapolation of the experimental peak
splitting of the SdH oscillations toB50 gives the value of
DSAS

s 51 meV. The coefficient of proportionalityk between
total splittingD t and\vc was determined as fitting param
eter and was found to be equal to 0.19.

In Fig. 6 the calculated Landau level energies are sho
as functions of magnetic field. It is clearly seen that we ha
achieved excellent agreement between the experimental
concerning the peak positions and theoretical prediction
the SdH oscillation maxima. It is interesting to note that t
value of the total splittingD t is approximately equal to 15
meV at 10 T forn51 andi 50 and should increase togeth
with the field up to about 30 T, where the predicted quant
limit should occur. It is necessary to notice that we have
needed to invoke the thermal stresses caused by mismat
explain the experimental data on the InGaAs/InAlAs/I
DQW.

If we return to Fig. 1b, where the experimental data
sample #1607 are presented, we can notice that the st
maximum at 8 T in theRxy(B) curve obtained for this
sample atT50.4 K can be explained by the presence of t
second triangular QW in this sample.1! As was mentioned
above, the SdH oscillation structure at 2.8 K can be
plained by means of the single-triangle QW model. T
model predicts the value of Fermi energy as to be about
meV above the conduction band bottom. This value is a
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greater than the barrier energy height (;95 meV). This bar-
rier separates two triangular QWs in the conducting chan
and, hence, the Q2DEG in the two triangular QWs con
tutes a united electron system. We assume that at 0.4 K
Fermi level falls below the barrier top.

Then a new situation occurs in which two correlat
electron subsystems are in two separate triangular Q
Therefore, in this situation the structure should be conside
as a DQW.

3.5. Generalization

In parallel and perpendicular magnetotransport in
DQW the following effects connected to the resonance t
neling are manifested:

— the existence of an SAS gap, which means an ad
tional splitting of the electronic states;

— the SAS gap is proportional toB; this proportionality
is expected to be reduced in very strong magnetic field.

Excellent agreement was achieved between the exp
mental data concerning the SdH peak positions and theo
ical prediction for the SdH oscillation maxima based on t
method of calculating the Landau level energies using
model of the DQW proposed in Ref. 18 and the Zawadzk
Pfeffer quasi-two-band model.10,11

The influence of the thermal stresses on parallel elec
transport, which can disrupt the magnetoconductivity in
InGaAs/InAlAs DQW, was not observed in this measur
ment.

4. MULTIPLE QUANTUM WELLS

4.1. Description of structures

Four types of MQW systems were studied. They co
sisted of ten QWs of GaAs and ten AlxGa12xAs barriers and
were obtained by LP-MOVPE on semi-insulating GaAs
the Warsaw Institute of Electronic Materials. The thickne
of the well was 10 and 8 nm; the thickness of the barrier w

FIG. 6. The Landau level energies calculated for sample #2506 as we
SdH oscillations and IQH at 1.6 K.
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4 nm for all the MQW. GaAs layers were doped with Si
about 531010 and 531011 cm23. The parameters of MQWs
are shown in Table V.

Six samples in standard form for Hall measurements
tained by photolithography from #151 MQWs have be
measured as well as three, two, and two from #152, #1
and #41, respectively.

4.2. Experimental results: Low-temperature measurements

The data of magnetotransport measurements at low t
peratures are presented in Fig. 7 for sample #151. It is s
that there are SdH oscillations on theRxx(B) curve. The
oscillation peaks start at a magnetic field of about 4.5 T a
consist of three unsplit maxima. The SdH oscillations star
a higher field than that for the QW structures based
InGaAs/AlGaAs, because the electron effective mass
GaAs is two times greater than in In0.65Ga0.35As. A single
plateau is observed on theRxy(B) curve at 8–9 T; it corre-
sponds to the deep minimum on theRxx(B) curve. Similar
curves were obtained at low temperatures for the sam
#41 and #152. These curves, on one hand, is evidence o
existence of a Q2DEG in the samples which we studied;
the other hand, they demonstrate clearly that there is no
fluence of thermal stresses which could split maxima in th
MQW structures in the low-temperature measurement19

Since the splitting of electron states caused by tunneling
ten coupled QWs didn’t appear at low temperatures~1.6 K!
in the SdH oscillations and in the IQH effect, theya fortiori
cannot appear at a temperature higher than 77 K.

TABLE V. Parameters of the GaAs/AlxGa12xAs MQW structures.

FIG. 7. Records ofRxy(B) and Rxx(B) for sample #151 obtained at low
temperature (T51.6 K).
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4.3. EXPERIMENTAL RESULTS: MAGNETOPHONON
RESONANCE

The magnetophonon resonance~MPR! appears every
time when the phonon frequencyvLO is equal to the cyclo-
tron frequencyvc of the electron in a magnetic field, multi
plied by the same small integerM :

vLO5Mvc , ~9!

wherevc5eB/m, e is the electron charge,m is the effective
mass, andB is the magnetic induction.

The resonances are manifested in transverserxx and lon-
gitudinal rzz magnetoresistances. The transverse magnet
sistancerxx reaches the maximum at resonance values
magnetic fields, which fulfills the specified resonance con
tion @Eq. ~9!#. There are two papers known in which MP
was reportedly examined in superlattices and structures
MQW in the vertical transport~both the magnetic field and
the electric current are perpendicular to the layers!.20,21 The
present paper reports results of exploring the MPR a
MQW in the parallel transport. In this instance the measu
ments can be more sensitive to the strain in the layers.22,23

The MPR research was performed in pulsed magn
fields up to 30 T. The pulsed fields were generated by d
charging a 10 mF capacitor bank through a copper coil, g
ing a pulse duration of 4 ms. A transient recorder was use
store the transverse magnetoresistancerxx(B) and a voltage
}]B/]t, which was numerically integrated to findB. The
induced voltage in the sample leads was compensated fo
several additional field coils. There was a good agreem
between data taken on the rising and falling sides of
pulse for samples with resistances,300 kV. The transverse
magnetoresistance was measured between 77 and 340 K
the MPR oscillations extracted by subtracting a voltage
ear in magnetic field. The oscillating part of the magneto
sistanceDrxx was recorded.

In Fig. 8 examples of theDrxx(B) curves registered are
shown in which the structure of the observed peaks w
faithfully represented because of its astonishing repetition
different MPR harmonics at different temperatures.

The broken curves in Fig. 8a show the resonance pe
without the fine structure. As the repetition of individu
MPR peaks in the given MQW stands out particularly in t
magnetic field interval 0–16 T, where peaks caused by tr
sitions 0–2, 0–3, 0–4, 0–5 and 0–6 were observed simu
neously, the resonance curves within this range of magn
inductionB are represented. Representing them in the wh
range of resonance fields together with the transition 0
~22.5 T! would lead to disappearance of the interesting str
ture of the peaks and its repetition for different harmonic

It should be noted that: i! the fine structure of MPR
peaks reappears in each type of MQW, but its character is
the same; ii! with increasing temperature the fine structu
becomes more pronounced.

It follows that the occurrence of the observed peak str
ture depends neither on the two-dimensional density of c
riers nor on the size of the quantum wells but can be c
nected to phonons.

The thicker arrows in Fig. 8 indicate the position of th
MPR peaks observed in the single heterostructu
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GaAs–AlxGa12xAs at the temperature 130 K to facilitate a
interpretation of the observed peak structure.

In the case of MPR in a single heterostructure each tr
sition between Landau levels corresponds with one p
~structureless! and the resonance fields were somew
smaller than the theoretical position of MPRs involving t
bulk LO phonon of GaAs. The authors of Ref. 21, where
examination of MPR in the vertical transport in GaAs–AlA
MQWs was reported, besides oscillations connected with

FIG. 8. Experimental recordings ofDrxx(B) obtained for sample #151 a
three different temperatures higher than 77 K~a! and for samples #152 (T
5166 K) and #151 (T5169 K) ~b!.
n-
k
t

n

e

absorption of the quantum wells GaAs LO phonons also
served the peaks caused by the interaction of electrons
LO phonons of the AlAs barrier. The partly observed pe
structure can be explained by the introduction to MPR of t
more kinds of barrier phonons. So, the occurrence of a p
at about 9 T can be explained by a transition 0–3 of
electron with the absorption AlAs-like LO phonon. The MP
caused by interaction between an electron and phonons
the barrier made of a GaAs-like lattice, though, manif
themselves as satellites of each main series transition, on
side of lower magnetic fields. It is mostly visible in Fig. 8
where the fine structure is less prominent.

It is well known that every phonon band in solid sol
tions of zinc-blend structure consist of four lines24 which
means the existence of the five phonon modes. In cas
AlGaAs the average distance between these modes is a
8 cm21 or 1 meV. So, these five modes can generate
structure of the MPR peaks.

5. SUMMARY

The parallel magnetotransport in SQWs, DQWs, a
MQWs is studied at low temperatures and a tempera
higher than 77 K.

A method of calculation of the Landau level energi
including the tunneling and screening effects in the coup
DQWs, which enable us to interpret the SdH oscillations a
the IQH effect, is developed.

The fine structure of the MPR peaks in parallel transp
of MQWs can not be explained by destruction of the ma
netoconductivity caused by thermal stresses, because a
temperatures this splitting should manifest itself mo
strongly, but it does not appear in the SdH oscillations a
QHE.

The splitting of electron states caused by tunneling
coupling ten QWs does not appear at low temperatures~1.6
K! in the SdH oscillations and QHE, and it therefore cann
appear at temperatures higher then 77 K when MPR is
served.

There is no doubt that the fine structure of the MP
peaks is connected to phonons.

At temperatures less than 1 K, the magnetotransport p
nomena in a single symmetric QW of the width greater th
10 nm reveal similar features to those characterising the e
tron transport in the DQW.

The InxGa12xAs/InxAl12xAs ~#1098! structure makes an
interesting example of QWs where due to a smooth transi
from the barrier to the QW a rectangular QW was produc
The calculations confirm that the evaluation of the Land
level energy using rectangular QW model gives better fitt
of the experimental positions of the SdH peaks than the
angular QW model. The 2D density of electrons in the ch
nel of the structure in question is very high, as is the elect
mobility, which is equal to 2.63105 cm2/(V•s).

Therefore, the proposed engineering of this struct
appears promising.

*E-mail: sheregii@atena.univ.rzeszow.pl
1!The maximum in the plateaus withn51 was observed on theRxy(B)

curve by M. Kelloget al.17 for a DQW and was explained by involking th
drag effect in the IQH effect.
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In a two-dimensional~2D! hole system~multilayer p-Ge/Ge12xSix) heterostructure with
conductivity s'e2/h at low temperatures (T'1.5 K) a transition from the insulator phase
(ds/dT.0) to a ‘‘metallic’’ phase (ds/dT,0) is observed as the temperature is
lowered, behavior that is in qualitative agreement with the predictions of the Finkelstein theory.
In a magnetic fieldB perpendicular to the plane of the 2D layer one observes positive
magnetoresistance depending only on the ratioB/T. We attribute the positive magnetoresistance
effect to the suppression of the triplet channel of Fermi-liquid electron–electron interaction
by the magnetic field owing to the strong Zeeman splitting of the hole energy levels. ©2004
American Institute of Physics.@DOI: 10.1063/1.1819865#
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INTRODUCTION

In disordered 2D systems at low temperatures there
two types of quantum correctionsds5dswl1dsee to the
Drude conductivitys05e2/h(kFl ): dswl is the correction
due to inertial effects in the scattering of the electron wa
on impurities~weak localization!, anddsee is the correction
due to the disorder-modified electron–electron interaction1,2

In weakly disordered systems withkFl .1 these corrections
are small in the parameter (kFl )21 ( l is the mean free path!
and depend logarithmically on temperature.

Experiments to detect3 and study~see reviews4,5! the so-
called metal–insulator transition from the change in the c
rier density in 2D semiconductor structures with high mob
ity have stimulated a substantial advance in the theory
electron–electron interaction effects.6,7 The general theory o
quantum corrections to the components of the conducti
tensor of a 2D system owing to electron–electron interac
effects has been developed for the casekT,EF for an arbi-
trary relationship between the values ofkT and\/t ~t is the
momentum relaxation time! over the whole range of tem
peratures from the diffusion regime (kTt/\!1) to the bal-
listic regime (kTt/\@1) both for short-range~point!6 and
for large-scale~smooth!7 impurity potentials.

For example, the linear growth of the resistivityr with
temperature in Si-MOSFET structures with high carrier m
bility at large valuess0@e2/h, which for the past decad
has been considered to be a manifestation of an ‘‘anoma
metallic’’ state, is now interpreted as being due to
8671063-777X/2004/30(11)/4/$26.00
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electron–electron interaction effect in the ballistic regim8

However, the nonmonotonic temperature dependence
r(T) observed near the proposed metal–insulator transi
(s0'e2/h) still does not have a generally accepted expla
tion. This has stimulated our investigations into multilay
p-Ge/Ge12xSix heterostructures.

Suppression of the low-temperature conducting phase
a magnetic fieldparallel to the 2D layer~positivemagnetore-
sistance! has been observed repeatedly for high-mobil
Si-MOSFET9–15 and p-GaAs heterostructures16,17 such be-
havior is explained either by the ‘‘complete polarization’’ o
the electron~hole! gas12–14,17,18or ~at low fields! by the Zee-
man effect in the quantum correction owing to the electro
electron interaction in both the diffusion19 and ballistic8,15

regimes.
We have carried out studies in a magnetic fieldperpen-

dicular to the 2D layer, where together with the Zeem
level splitting it is necessary to take weak localization effe
into account. The hole gas in the Ge quantum wells for
p-Ge/Ge12xSix heterostructures studied is described by
Luttinger Hamiltonian with a highly anisotropicg factor in
respect to the mutual orientation of the magnetic field a
the 2D plane. At the bottom of the lower spatial subba
g'56k ~where for Ge the Luttinger parameterk53.4)20 for
the perpendicular magnetic field and gi50 for the
parallel.21,22 For interpretation of our experimentalr(B,T)
curves in the samples near the proposed metal–insu
phase transition we invoked a model used for semicond
© 2004 American Institute of Physics
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ing 2D systems with high mobility.10,15,19,23,24

EXPERIMENTAL RESULTS AND DISCUSSION

Measurements of the galvanomagnetic effects
multilayer heterostructures ofp-type Ge/Ge12xSix were
made in magnetic fields up to 5 T atT50.3– 4.2 K. For a
sample1! with a carrier density of 1.231011 cm22 and mo-
bility mp543103 cm2/(V•s) ~parameter «Ft/\50.75),
nonmonotonic low-temperature behavior of the resistivity
observed~Fig. 1a!: r(T) increases with decreasing temper
ture from 4.2 to 1.5 K~localization! and thenr(T) decreases
asT is lowered further from 1.5 to 0.3 K~antilocalization!.
In the antilocalization region forT<1 K the conductivity
depends logarithmically on temperature~Fig. 1b!. In the
whole temperature interval positive magnetoresistance is
served, increasing sharply with decreasingT ~Fig. 2a!. At
low temperaturesT,1 K in fields B,0.3 T the magnetore
sistivity Drxx is an almost universal function of the ratioB/T
~Fig. 2b!.

The observedr(B,T) curves can be compared with th
quantum corrections to the two-dimensional conductiv
due to the weak localization effects (dswl) and to electron–
electron interaction (dsee). For the electron–electron inte
action effects in the diffusion regimekBTt/\!1 we have1,2

FIG. 1. Temperature dependence of the resistivity~a! and conductivity~b!
for B50.
n

s
-

b-

dsee~B,T!5dsee~0,T!1dsz~b!, ~1!

where

dsee~0,T!5
e2

2p2\
~123l!ln

kBTt

\
, ~2!

dsz~b!52
e2

2p2\
G~b! S b5

gmBB

kBT D . ~3!

The first term in front of the logarithm in Eq.~2! corresponds
to the exchange part of the electron–electron interact
while the second term corresponds to the Hartree contr
tion ~triplet channel!. Here

l5
11g2

g2
ln~11g2!21, ~4!

whereg2 is the Fermi-liquid interaction parameter.25

The electron–electron contribution of the magnetic fie
is given as a function of the ratioB/T by expression~3!,
where G(b) is a known function describing the positiv
magnetoresistance due to the splitting of the electron ene
levels,1,26,27 and g520.4 for a 2D hole gas in Ge fo
«F→0.

For weak localization effects28

FIG. 2. Resistivity versus magnetic field~a! and magnetoresistivity versu
B/T ~b! at different temperatures.
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dswl~0,T!5
e2

2p2\
p ln

T

T0
, ~5!

and the dependence on magnetic field forB!Btr , Br!Btr

(Btr5\c/4eDt; Bw5\c/4eDtw , D is the diffusion coeffi-
cient, tw is the dephasing time, which depends on the te
perature asT2p, wherep is an exponent determined by th
scattering mechanism, dimensionality of the sample, etc! is
determined by the expression28

dswl~B,T!5
e2

2p2\ FcS 1

2
1

Bw

B D2 ln
Bw

B G . ~6!

Formula~6! describes the negative magnetoresistance du
the suppression of interference effects by the magnetic fi
We emphasize thatdswl depends only on the ratioB/Bw ,
and forp51 ~the Nyquist mechanism! it is a function of the
ratio B/T.

By comparing the dependencer(T) in the region of
‘‘metallic’’ conductivity at T,1 K ~see Fig. 1b! with expres-
sions~2! and~5! for p51 we see that such behavior is po
sible only when the predominant role is played by the ant
calization contribution of the triplet channel. A fitting give
l50.68, which corresponds tog252.15 ~in the notation of
Ref. 6,F0

s52g2 /(11g2)520.68).
The magnetic field dependence~see Fig. 2b! can be de-

scribed only by the joint influence of two effects: positiv
magnetoresistance due to the Zeeman splitting~3!, and nega-
tive magnetoresistance due to dephasing~6!, with a slight

FIG. 3. Temperature dependence of the parameterg2 ~a! and l5@(1
1g2)/g2# ln(11g2)21 ~b! according to the Finkelstein theory,25 both with
~1! and without~2! allowance for weak localization effects.
-

to
d.

-

predominance of the first effect. For example, let us give
expression for ds5dsee1dswl at low fields B!Bz

5kBT/gmB , B!Bw :

ds~B,T!5
e2

2p2\ F20.091g2~11g2!10.042S Bz

Bw
D 2G

3S B

Bz
D 2

, ~7!

where~for p51) the ratioBz /Bw is independent of tempera
ture.

By fitting the dependencer(B/T) using formulas~3!
and ~6! in the whole interval of magnetic fields one can d
termine separately theg factor andBw(tw). The value found
for the g factor, g514.261.4, is somewhat lower than th
theoretical value for«F→0 (520.4), in accordance with the
high degree of nonparabolicity of the hole dispersion relat
in the ground spatial subband. For the dephasing time a
gives kBTtw /\'1, in good agreement with the theoretic
estimate.

Simultaneously taking into account the disorder~local-
ization effects! and the electron–electron interaction leads
renormalization of the parameterg2—to monotonic growth
of g2 with decreasing temperature25 ~Fig. 3!. As was shown
in Ref. 24, such a renormalization is especially important
the region of the metal–insulator transition, which is det
mined by the condition«Ft/\'1. We assume that the non
monotonicr(T) dependence observed by us is due to j
such a renormalization of the parameterg2 and, as a result
to a change in sign of the coefficient (p1123l) at T
'1.5 K, although we have been unable to describe the ef
quantitatively.

CONCLUSIONS

Thus the observed nonmonotonic behavior ofr(T) and,
specifically, the transition from insulating (dr/dT,0) to
‘‘metallic’’ ( dr/dT.0) behavior with decreasing temper
ture is attributed by us to enhancement of the role of
triplet channel in the quantum correction to the conductiv
due to the electron–electron interaction. The increase of
contribution of the triplet channel with decreasing tempe
ture is apparently due to the renormalization of the electro
electron coupling parameter predicted in the Finkelst

FIG. 4. Temperature dependence of the magnetoresistivity in fixed mag
fields.
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theory,25 which is especially substantial for 2D systems
the vicinity of the concentration-induced metal–insula
transition («Ft/\'1). The Zeeman splitting of the electro
energy levels in a magnetic field leads to effective supp
sion of the triplet channel, thus restoring the insulating
havior of r(T) down to the lowest temperatures~Fig. 4!.
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for a discussion of the results. This study was supported
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1!The technological parameters of the sample were: number of periods

1GeSi) N515; quantum well~Ge layer! width dW580 Å, and barrier
~GeSi layer! width db5120 Å.
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Formation of a self-consistent double quantum well in a wide p -type quantum well
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The process of formation of self-consistent double quantum wells~DQWs! in a widep-type
quantum well in the presence of uniaxial strain is investigated. A feature ofp-type systems is the
structure of the valence band, which consists of two branches of energy dispersion—light
and heavy holes. It is shown that this feature leads to significant splitting of the subbands of
symmetric and antisymmetric states, as a result of which it is difficult to form states of
the DQW with a vanishingly small tunneling gap; a uniaxial strain, by lifting the degeneracy of
the band, suppresses this property, so that the two ground subbands of the size quantization
of the DQW remain degenerate to high energies. ©2004 American Institute of Physics.
@DOI: 10.1063/1.1819866#
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INTRODUCTION

Systems known as double quantum wells~DQWs! or
two-layer electron systems consist of two layers of a tw
dimensional electron gas~2DEG! separated by a barrier o
width comparable to the average distance between elect
in a layer. The 2DEG layers are each bound in their o
quantum well or near different edges of a single wide qu
tum well. The latter system is called a self-consistent DQ

In a DQW, unlike an ordinary single quantum well, th
charge carriers have an additional degree of freedom—
can occupy states in the right or left quantum well~or, in the
presence of tunneling, between the layers!, which are char-
acterized by a symmetric or an antisymmetric wave functi
This additional degree of freedom can be controlled by va
ing the height and width of the barrier. The latter not on
determines the value of the gap between the symmetric
antisymmetric states but also regulates the value of the in
layer Coulomb interaction.

DQWs exhibit a number of effects due to the interlay
electron–electron interaction. The clearest of these is
closing, in a quantizing magnetic field, of the gap betwe
the symmetric and antisymmetric states and the formatio
a state of the collective integer quantum Hall effect~QHE!.
In an experiment the state of the collective integer QHE
manifested in the vanishing of the associated features at
indices.1 The features of the integer QHE vanish at hi
magnetic field if the relationDSAS<Ec is satisfied,2,3 where
DSAS is the gap between the symmetric and antisymme
states,Ec5e2/«d is the characteristic energy of the inte
layer electron–electron interaction,d5dw1db is the dis-
tance between centers of the quantum wells forming
DQW. A survey of papers on the quantum Hall effect
DQWs can be found in Ref. 3, and a theoretical analysis
the states of the collective integer QHE is presented in R
3–5.

A magnetic field applied parallel to the plane of th
structure mixes the symmetric and antisymmetric states,
that leads to distortion of the Fermi surface in the DQW. T
is manifested in a shift of the nodal points of the beats of
8711063-777X/2004/30(11)/3/$26.00
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Shubnikov–de Haas oscillations in a parallel magnetic fie6

In this paper we investigate the possibilities and con
tions for the formation of a self-consistent double quant
well in a singlep-type quantum well. Based on the mod
formulated, which permits taking into account the presen
of uniaxial compression in the heterostructure, a techniqu
developed for carrying out numerical calculations, the res
of which enable one to find the solution of the problem pos
under the indicated restrictions, and the important role
uniaxial compression is thereby established.

CALCULATION TECHNIQUE

The calculations were done using an isotropic Lutting
model. The dispersion relation, density of states, effect
mass at the Fermi level, wave functions, and profile of
self-consistent potential are determined for a series of w
of different widths and charge carrier densities.

The self-consistent system of equations has the form

FHLutS kx ,ky ,
1

i

]

]zD1V~z! Î GGi~kx ,ky ,z!

5EiGi~kx ,ky ,z!, ~1!

V~z!5V0~z!1Vxc~z!1qw~z!, ~2!

Dw~z!524p brh~z!1r imp~z!c, ~3!

rh~z!5(
n
E dkgn~k,«F!uGn,k~z!u2, ~4!

whereGi ,k(z) is the envelope wave function belonging to th
i th subband;V0(z) is the ‘‘zero’’ potential formed by a dis-
continuity of the conduction band;VH(z) is the Hartree self-
consistent potential, which satisfies Poisson’s equat
Vxc(z) is the exchange-correlation potential, the form
which is taken from Refs. 7 and 8;q is the charge of a hole
q5ueu; r(z) is the charge density in the system consisting
the hole charge density in the quantum wellrh(z) and the
impurity charge densityr imp(z).
© 2004 American Institute of Physics
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The density of states of the spatially quantized holes
given by the relation

gi~«,k!5
k

2p
u~«2« i~k!!. ~5!

For simplicity we neglect the dependence of the Lutting
parameter on the coordinatez, which arises because of th
difference of the materials of the layers forming the quant
well and barrier. We have included a uniaxial compress
along thez direction ~the direction of growth of the hetero
structure!, which is described by the addition of the follow
ing term to the Luttinger Hamiltonian inside the layer form
ing the quantum well:

Hz5F 2z 0 0 0

0 z 0 0

0 0 z 0

0 0 0 2z

G , ~6!

where

z5b~S112S12!X.

In the latter expressionb is the deformation potential,S11

andS12 are the elastic constants of the material, andX is the
applied pressure. Thus uniaxial compression leads t
change of the position of the bottom of the valence band
an amountz inside the layer forming the quantum we
whereupon the depth of the quantum well increases for
heavy holes and decreases by the same amount for the
holes.

To solve the eigenvalue problem we use the transfer
trix method.9

RESULTS OF THE CALCULATIONS

Calculations were done for a sample with the followi
parameters: quantum well widthdw538 nm and depthU0

5100 MeV, spacer widthdsp58 nm, and density of charg
carriers in the wellp5531011 cm21. Such values corre
spond to the sample in which the vanishing of the QH
features with even indices was observed in Ref. 10.

A calculation without the uniaxial stress in the lay
forming the quantum well shows that the spectrum of cha
carriers in the given system is marked by strong nonpara
licity of the bottom two branches of the dispersion relatio
which correspond spatially to the quantized heavy holes~Fig.
1!. For k;kF one observes significant splitting of the su
bands of symmetric and antisymmetric states, making it
ficult for states of the DQW with a vanishingly small tunne
ing gap to form. This raises the question of how such a s
can be formed in the given system.

The answer to this question is to include a uniaxial str
in the Ge layer forming the quantum well. Because of
lattice misfit this layer is stretched in the plane perpendicu
to the growth plane of the structure; this can be descri
effectively by a uniaxial compression along the growth
rection of the structure. The value of the parameterz describ-
ing the amount of uniaxial compression was chosen by p
ceeding from the requirement that the effective mass of
charge carriers on the Fermi surface be equal to the m
is
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determined from the measurements of the Shubnikov
Haas oscillations. The results of the calculation are given
Fig. 2.

Uniaxial compression leads to the situation that the l
ders of sublevels of the spatial quantization of the heavy
light holes move apart in energy: the levels of the hea
holes are shifted downward while the light-hole levels a
shifted upward. As a result, the interaction between the st
of the heavy and light holes become weaker, and as a c
sequence the nonparabolicity of the dispersion relation of
heavy holes decreases, the gap between symmetric and
symmetric states decreases to a vanishingly small value,
a state of the DQW arises in the system.

CONCLUSIONS

We have shown that the presence of two branches,
responding to light and heavy holes, in the dispersion re

FIG. 1. Dispersion relation of the charge carriers in ap-Ge/GeSi quantum
well without allowance for the uniaxial compression; HH1 and HH2 show
the band of spatial quantization of the heavy holes, LH1 shows the band of
spatial quantization of the light holes.

FIG. 2. Dispersion relation of the charge carriers in ap-Ge/GeSi quantum
well with the uniaxial compression taken into account; HH1 and HH2 show
the band of spatial quantization of the heavy holes, and LH1 shows the band
of spatial quantization of the light holes.
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tion of the valence band ofp-type systems leads to signifi
cant splitting of the symmetric and antisymmetric states i
wide quantum well, preventing the formation of a syste
with a DQW. At the same time, we have found that t
existence of uniaxial compression in the germanium la
forming the quantum well in ap-Ge/GeSi heterostructur
substantially expands the possibilities for the formation o
self-consistent double quantum well in a wid
p-GeSi/Ge/GeSi quantum well.
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Oscillations of the conductivity of a two-dimensional electron gas in the presence
of microwave radiation
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The conductivity of two-dimensional electrons under microwave irradiation at magnetic fields in
the region where the usual Shubnikov–de Haas oscillations do not appear is investigated in
the framework of the Boltzmann transport equation. It is shown that under such conditions the
microwave radiation gives rise to a new type of oscillations of the components of the
conductivity tensor. ©2004 American Institute of Physics.@DOI: 10.1063/1.1820016#
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Interest in theoretical research on nonlinear transp
phenomena in two-dimensional electron systems has he
ened in connection with the appearance of new experime
data obtained on very pure samples@the characteristic value
of the electron mobility and electron density werem
5(1.5– 2.5)3107 cm2/(V•s) and ne;331011 cm22]. In
experiments done by two independent groups,1,2 it has been
found that in the presence of microwave radiation in tw
dimensional systems at large occupation numbers, osc
tions of the longitudinal magnetoresistivityrxx appear in the
region of magnetic fields in which Shubnikov–de Haas
cillations are not observed. At the same time, the o
diagonal componentrxy turns out to be insensitive to exte
nal radiation.

The most important feature of these experimental res
is that the effect is observed under the conditions

\/t!T.\vc<\v!z,

which implies its quasiclassical nature. Heret is the momen-
tum relaxation time,v and vc are the radiation frequenc
and cyclotron frequency,z is the Fermi energy, andT is the
temperature expressed in energy units. The experimen
Refs. 1 and 2 drew considerable attention, and in a comp
tively short time interval many articles had appeared
which various aspects of the observed effects w
discussed.3–5

In the present paper we consider the diagonalsxx and
off-diagonalsxy components of the conductivity tensor o
the basis of the Boltzmann transport equation, assuming
the main mechanism of electron scattering is elastic sca
ing on impurities. The ac field of the radiation will be take
into account as a perturbation causing transitions betw
Landau levels. We shall show that taking these circumstan
into account is sufficient for realization of the oscillatio
mentioned above.

The nonequilibrium nature of the momentum distrib
tion of the electrons is brought about by both dcEdc and ac
Eac electric fields. We therefore have

] f ~p!

]t U
Eac

2eEdc

] f ~p!

]p
2

e

mc
@p3H#

] f ~p!

]p
5I s@ f ~p!#.

~1!
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The first term on the left-hand side of Eq.~1! is the rate of
change of the distribution function under the influence
radiation due to transitions between Landau levels,

] f ~p!

]t U
Eac

5(
p8

wpp8$ f ~p8!@12 f ~p!#2 f ~p!@12 f ~p8!#%.

~2!

Herewpp8 is the probability of transition of an electron pe
unit time from a state with kinetic momentump to a state
with kinetic momentump8 under the influence of radiation
The second and third terms on the left-hand side of Eq.~1!
determine the rate of change of the distribution function d
to forces exerted on the electrons by the external electric
magnetic fields. The right-hand side is the collision integr

We write the nonequilibrium distribution function of th
electrons in the form:

f ~p!5 f 0~«~p!!1p"g~«~p!!, ~3!

whereg~«~p!! is an unknown vector function that depen
only on energy.

An equation for findingg~«! is obtained by substituting
the distribution function~3! into the transport equation~1!.
We then have

(
p8

wpp8@ f 0~«8!2 f 0~«!1p8•g~«8!2p"g~«!#2
e

m
Edc

•p
] f 0~«!

]«
2

e

mc
@p3H#•g~«!52

p"g~«!

t~p!
. ~4!

The terms proportional to the second and higher powers
Edc are dropped because they are small.

We seek a solution of equation~4! in the form of a sum
of a term that is independent of the radiation power an
term linear inwpp8 . We take into consideration that the ma
effect of the ac field is to change the energy~and not the
momentum! of the electrons. Furthermore, for simplicity w
shall assume that the relaxation time is independent of
momentum@t(p)5t5const#. We now have
© 2004 American Institute of Physics
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g~«!5g0~«!2S t

11vc
2t2D 2 e

m
$~12vc

2t2!Edc

12t@vc3Edc#%(
p8

wpp8S ] f 0~«8!

]«8
2

] f 0~«!

]« D , ~5!

where

g05
t

11vc
2t2

e

m
$Edc1t@vc3Edc#%

] f 0~«!

]«
, ~6!

wherevc5(eH)/(mc) and we have taken into account th
Edc'H.

Taking into consideration that the change in the elect
energy as a result of the interaction with the ac electric fi
is equal to6\v, we obtain from Eq.~5!

g~«!5g0~«!2S t

11vc
2t2D 2 e

m
$~12vc

2t2!Edc

12t@vc3Edc#%(
6

r~«6\v!

3w6S ] f 0~«6\v!

]«
2

] f 0~«!

]« D . ~7!

w6}Eac
2 l 2u^n61uxun&u2}Eac

2 n/vc}Eac
2 «n /vc

2,

whereEac is the amplitude of the ac electric field with fre
quencyv, r~«! is the density of states, andl 5A\/(mvc) is
the magnetic length.

Using the expression found for the correction to the d
tribution function, we calculate the current density caused
the radiation:

j52
2e

~2p\!2r0
E

0

2pE
0

`

p8dp8dwr~«8!p8~ f 0~«8!

1p8g~«8!!, ~8!

wherer05m/(2p\2) is the density of states per spin in th
absence of magnetic field. Substituting the explicit form og
from ~7! into ~8!, we find for the diagonal component of th
conductivity tensor under conditions of strong degenerac

sxx
ph }2

t2~vc
2t221!

vc
2~11vc

2t2!2 r~z!(
6

@z2r~z6\v!

2~z7\v!2r~z7\v!#. ~9!

An ideal two-dimensional system in a perpendicu
magnetic field is characterized by a discrete energy spec
that corresponds to a density of states in the form of a se
delta functions. The presence of the random impurity pot
tial causes different points in space to become inequival
and the energy of an electron in the magnetic field begin
depend on the position of the center of the cyclotron or
This leads to broadening of the peaks on the density
states. We shall assume that the Landau levels have a Lo
zian shape with a widthG that is independent of the magnet
field. The experimental situation realized is one with a la
number of filled Landau levels (z@\vc), which makes it
possibility to write the expression for the density of states
the following form:
n
d

-
y

r
m
of
-
t,

to
t.
f
nt-

e

n

r~«!5F\vcpl 2S cos2
p«

\vc
tanh

pG

\vc

1sin2
p«

\vc
coth

pG

\vc
D G21

~10!

In the limit of low magnetic fields expression~10! reduces to

r~«!5r0S 12d cosS 2p«

\vc
D D ,d52 exp~2p/~vct f !!!1

~11!

(t f51/G is the single-particle relaxation time in the absen
of magnetic field!.6 Taking this into account, we obtain fo
the components of the conductivity tensor

sxx
ph2sxx

ph,SdH}
v2t2~vc

2t221!

vc
2~11vc

2t2!2 d2 cos
2pv

vc
. ~12!

Denoting all the cofactors insxx
ph2sxx

ph,SdH except
(vc

2t 221)cos(2pv/vc) by a coefficientA ~which is propor-
tional to the radiation power!, we have

sxx
ph2sxx

ph,SdH5A~vc
2t 221!cos

2pv

vc
. ~13!

Analogous calculations for the Hall photoconductivi
give the following result:

sxy
ph2sxy

ph,SdH52Avct cos
2pv

vc
. ~14!

It follows from expressions~13! and ~14! that both the
diagonal and the off-diagonal components of the phot
assisted conductivity give rise to oscillations as a function
inverse magnetic field: }cos(2pv/vc). The ordinary
Shubnikov–de Haas oscillations, denoted collectively
sph,sdH contain the factor cos(2pz/\vc) or cos(4pz/\vc) and
by virtue of the inequalityT.\v!z are rapidly damped.

Since the components of the conductivity tensor
known, it is not difficult to find expressions for the diagon
and off-diagonal components of the magnetoresistiv
which are ordinarily measured in experiment. We get

rxx5
sxx

sxx
2 1sxy

2 5
1

sxx
0 ~11vc

2t2!
1

A

~sxx
0 !2 cos

2pv

vc

1O~A2!, ~15!

rxy5
sxy

sxx
2 1sxy

2 52
vct

sxx
0 ~11vc

2t2!
1O~A2!. ~16!

It follows from the expressions given above that the o
diagonal components of the magnetoresistivityrxy , unlike
the diagonal componentsrxx , are independent of the radia
tion, as has in fact been observed in experiments.1,2
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Molecular epitaxy and the electronic properties of Ge ÕSi heterosystems with quantum
dots
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We present the results of a study of the processes of preparation and the determination of the
electrical and optical characteristics of arrays of Ge nanoislands in Si~artificial ‘‘atoms’’! with a
discrete energy spectrum, which is manifested all the way up to room temperature. We give a
brief analysis of the current ideas about the mechanisms of the initial stage of self-formation and
ordering of ensembles of nanoclusters in the heteroepitaxy of Ge on Si. The main factors that
determine the spectrum of states are the size quantization and Coulomb interaction of the carriers.
It is shown that a new factor arising in an array of quantum dots and which distinguishes it
from the situation for an isolated quantum dot is the presence of Coulomb correlations between
islands. The rate of emission and the cross section for trapping of holes are determined as
functions of the energy level depth. The values of the cross sections are several orders of magnitude
greater than the known values in Si. The electron transport along the layers of quantum dots is
occurs via hopping conduction, the value of which oscillates as the degree of occupation of the
occupation of the islands by holes; this can serve as a working principle for electronic data
transmission circuits based on quantum dots. It is shown that Ge quantum dots can be used to
construct a photodetector tunable over the near- and mid-IR ranges. ©2004 American Institute of
Physics. @DOI: 10.1063/1.1820017#
t
ic

ion
no

sib
th
B

do
lo

th
e
t
th
y

us
e
ha
e-
de
ro

d
he
he

o
o

ize

ial

such
are

ch-

res
opy,
dies
ys-
ich
ce

ms

of
film
h the
of

ree

rma-
of

the
heir
utual
INTRODUCTION

In recent years there has been active research on
electronic properties of semiconductor quantum dots, wh
represent a limiting case of systems with lowered dimens
ality: zero-dimensional systems consisting of arrays of na
size atomic clusters in a semiconductor host.1,2 The discrete
spectrum of energy states in such clusters makes it pos
to classify them as artificial analogs of atoms, in spite of
fact that the clusters contain a large number of particles.
varying the size, shape, and composition of the quantum
by controllable technological means one can obtain ana
of practically all the natural elements.

The nanosize scale of atomic clusters strongly limits
possibilities of using conventional lithographic techniqu
for preparing the structures, and new approaches mus
developed. The idea of using morphological changes of
surface during the growth of mismatched heteroepitaxial s
tems for the formation of an array of nanosize atomic cl
ters at the transition from two-dimensional growth to thre
dimensional by the Stranski–Krastanov mechanism
proved to be extremely fruitful. This idea was first impl
mented in 1992 for the Ge/Si system, and it was conclu
from the results of a study of that system that one-elect
effects are present in this new class of nanostructures.3 This
method of making artificial ‘‘atoms’’ has come to be calle
‘‘self-organization,’’ since it was necessary to explain t
observed formation of an array of nanoclusters of a rat
uniform size.

Ge nanoclusters in Si are of interest for a number
reasons: 1! progress in the development of the technology
obtaining arrays of Ge nanoclusters of rather uniform s
8771063-777X/2004/30(11)/8/$26.00
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which is important if they are being considered as artific
atoms for the doping of semiconductors; 2! the sizes of the
nanoclusters has been successfully decreased to values
that quantum size effects and electron–electron coupling
manifested all the way up to room temperature; 3! the meth-
ods developed are compatible with the existing silicon te
nology for fabricating discrete devices and circuits.

Studies of the electronic properties of Ge/Si structu
have been done with the use of electron tunnel spectrosc
capacitive spectroscopy, conductance spectroscopy, stu
of hopping conductance, and the field effect. The Ge/Si s
tem belongs to the class of type-II heterostructures, in wh
Ge islands are potential wells for holes. This circumstan
dictates the choice of the type of conductivity of the syste
studied.

1. GROWTH AND THE FEATURES OF THE ORDERING
OF ENSEMBLES OF Ge NANOCLUSTERS

In Ge–Si heterosystems several stages of evolution
the islands is observed as the effective thickness of the
is increased. These stages are different for substrates wit
~001! and ~111! surface orientations. From the standpoint
creating quantum objects, the~001! surface is unique, since
only on it have compact three-dimensional dislocation-f
islands with a size of 10–100 nm~Fig. 1! been observed.1

The appearance of such islands is observed after the fo
tion of a continuous Ge film, superstructural domains
which are easily discerned between islands.

The ordering process causes the islands appearing in
system to have preferred values of their characteristics: t
size and shapes, the distance between them, and their m
© 2004 American Institute of Physics
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arrangement. This is a result of minimization of the total fr
energy of the system. The presence of the preferred cha
teristics should be manifested in the scattering spectra
electron and x-ray diffraction upon interaction with the su
face containing the nanostructures and also in the elec
and optical spectra. The size distribution of Ge islands
received a great deal of attention in the literature, since
parameter of a system of quantum dots is extremely imp
tant for practical applications. According to the data of R
4, narrower distributions are observed for islands of
‘‘dome’’ type with average sizes of 50–100 nm. The na
rower distribution for ‘‘dome’’ clusters is explained by th
fact that the growth of the elastic strain in the substrate
in the base of the cluster with increasing cluster size caus
slowing of its growth~unlike the development of clusters b
the mechanism of Ostwald ripening!. For ‘‘hut’’ clusters ob-
tained by molecular beam epitaxy~MBE! an analogous regu
larity is observed: the growth rate of ‘‘hut’’ clusters of G
decreases with increasing size~this effect is investigated in
detail in Ref. 5!. With the advent of quantum nanostructur
~especially structures containing quantum dots! the conven-
tional and technologically well-developed but indirect-g
semiconductors Si and Ge have now become prospective
tical materials. This can explain the steady growth of inter
in quantum structures based on these substances. The p
cal effects observed in such structures in recent years
become the basis for creating a new set of basic element
microwave electronics in the gigahertz and terahertz ran
optoelectronic devices, and quantum computational te
nique. In this connection the search for ways of obtain
nanostructures with ultrasmall (,5 nm) Ge quantum dots in
Si has taken on a special urgency.

The manifestation of an ordering effect in arrays of
lands of nanometer sizes in Ge–Si heterosystems ena
one to obtain defect-free quantum dots of relatively sm
sizes ~10–100 nm! with a density of 1010– 1011 cm22 and
have led to a clearer manifestation of atom-like characte
tics in the electron and optical spectra of these objects. It
in this system that arrays of nanoclusters were first use
reveal one-electron effects.3 For progress in the applicatio
of structures with germanium and silicon nanoclusters i
very important to look for ways of decreasing their size a
increasing their packing density and degree of ordering
the surface.

Analyses of the current conceptual state as to the me
nisms of the initial stage of self-formation and ordering
ensembles of nanoclusters in the heteroepitaxy of Ge o
have been given in a large number of reviews~see, e.g., Refs

FIG. 1. Direct-resolution TEM image of a ‘‘hut’’ cluster of Ge in a Si hos
e
c-

nd
-
on
s
is
r-
.
e
-

d
s a

p-
st
ysi-
ill
for
s,

h-
g

-
les
ll

s-
as
to

s
d
n

a-
f
Si

6–8!. For the example of a heterosystem of germanium
silicon the transition from layer-by-layer film growth to th
formation of three-dimensional~3D! islands has been inves
tigated in detail. It has been shown that at relatively lo
synthesis temperatures (,500 °C) the interdiffusion of the
island and substrate materials can be neglected.4,9 Such is-
lands do not contain misfit dislocations even after they h
substantially exceeded the critical thicknesses, as was
shown in Ref. 6. Besides the difference of the internal a
surface energies, lattice parameters, and elastic strains
epitaxial films and 3D islands of Ge on Si, the key facto
influencing the initial stage of heteroepitaxy are the ene
of the film–substrate interface and the factors that determ
it—the structure and composition of the surface of the silic
substrate.

These factors not only provide morphological stability
a continuous pseudomorphic~wetting! layer of Ge, on the
surface of which in the later stages of growth the se
formation of an island film occurs~the Stranski–Krastanov
mechanism!, but they also influence the shape, size, and s
tial distribution of nanoclusters of germanium in the fir
atomic layers, the coalescence of which leads to the for
tion of the wetting layer.

Despite a very large number of experimental studies
detailed analytical surveys, until recently10 there were no in-
dications that it would be possible to obtain a system
ordered nanoclusters in the process of formation of
pseudomorphic wetting layer. In the case of homoepita
when the stresses in the film are minimal, on a clean eno
surface the formation of 3D islands does not occur for har
any semiconductors, and the film growth takes place eit
through the motion of steps~step–layer growth! or by the
formation and growth of two-dimensional islands or nan
clusters. In the very initial stages of heteroepitaxy, in t
development of 2D islands, the stresses, as in the cas
homoepitaxy, do not play an important role. A more impo
tant factor is the state of the substrate surface. For this rea
the morphological features of the growth of the first mon
layers on atomically clean surfaces are similar for homo- a
heteroepitaxy. Thus one can conclude that the self-forma
process of nano-islands of extremely small sizes can be
served in the initial stage of growth of the pseudomorp
wetting layer of germanium by a 2D island mechanism. T
shape and distribution of those islands can be controlled
varying the structural state of the silicon surface layer.

Experimental confirmation of this conclusion was o
tained in Refs. 10–12, where the influence of the superst
tural rearrangement of the Si(111)737 surface on the for-
mation of Ge nanoclusters having sizes smaller than 5
was demonstrated~Fig. 2!. It is found that the formation of
germanium nuclei occurs predominantly within the half
the 737 unit cell that is found in the positions of a stackin
fault. Such clusters have considerably temperature stab
Even after annealing at 350 °C for 2 hours relatively lar
fragments of nanoclusters remain on the silicon surface
tween the germanium islands. To control the character of
ordering of a system of nanoclusters it appears possibl
use impurity superstructures having different sizes and st
ture of the unit cells. Such superstructures on the silic
surface are formed by metal us, in particular. These pre
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uisites do not yet have a satisfactory experimental confir
tion and are stimulating further detailed research on
mechanisms of ordering of ensembles of semicondu
nanoclusters by modification of the surface superstructur

The minimum sizes of the germanium islands se
forming during growth on a clean surface of silicon aft
formation of the wetting layer is 15 nm. To decrease this s
and increase the density one can grow the germanium o
atomically clean oxidized surface prepared directly in
MBE unit. The possibility of creating an oxide layer on th
silicon surface under conditions of ultrahigh vacuum h
been known for quite some time. It was first demonstrated
Ref. 13 that, depending on the oxygen pressure and the
perature, one could select the regimes of etching and gro
of oxide films. The growth of germanium islands on the p
liminarily oxidized silicon surface permits a substantial d
crease in the size and an increase in the density of the
lands. In Refs. 14 and 15 it was shown that in the case
island growth on the oxidized Si~111! surface the lateral size
of the islands does not exceed 10 nm, and the densit
greater than 1012 cm22. The authors of Ref. 14 assumed th
local etching of the silicon oxide by the germanium~the
disproportionation reaction! occurs, accompanied by desor
tion of germanium monoxide. At those places germani
nano-islands, coherently matched with the silicon, are nu
ated. However, there are practically no data on the defor
tion of the islands and its relaxation in the germanium
silicon oxide heterosystem.

In our study the oxidation was done in the MBE un
with oxygen admitted to 1024 Pa and a substrate temperatu
of 400– 500 °C.16 Then the oxygen was pumped out and t
germanium was deposited. The growth of the Ge film w
monitored from the high-energy electron diffraction patte
by registering both the qualitative changes in the struct
and morphology of the growing surface of the film and qua
titative information about the elastic deformation of the s
face unit cell. For analysis of the initial stage of germaniu
film growth on the oxidized silicon surface we registered
change in intensity of specular and 3D diffraction reflectio
These quantities are very sensitive to the change in the
face roughness, and the appearance of a 3D reflection
cates the presence of 3D objects on the surface.

The presence of oscillations of the intensity of specu

FIG. 2. STM image of Ge nanoclusters on the Si(111)737 surface.
a-
e
or
s.
-

e
an
e

s
in
m-
th
-
-
is-
of

is
t

e-
a-

s

e
-
-

e
.

ur-
di-

r

reflection in the case of growth on a clean surface, the
tinction of this reflection, and the appearance of a 3D refl
tion at thicknesses of the germanium film greater than f
monolayers indicates the layer-by-layer growth of a wett
layer with the subsequent formation of 3D islands. In t
case of the Ge film growth on the oxidized surface the int
sity of these reflections changes after the deposition of
one monolayer, and oscillations of the intensity of the spe
lar reflection are not observed. This attests to the absenc
such a growth stage as the formation of a wetting layer.

At the time of the deposition of the first monolayer o
the SiO2 surface an adsorption layer of germanium form
which after the second monolayer transforms into 3D
lands. Thus, unlike the Stranski–Krastanov growth mec
nism, which is realized on the clean silicon surface,
growth of a germanium film on the oxidized silicon surfa
occurs by the Volmer–Weber mechanism. From analysis
the deformations of the germanium lattice we measured
change of the 2D unit cell parameterai . For this we regis-
tered the change in the distance between reflections of
diffraction pattern, which corresponds to the parameterai .
Growth is accompanied by a substantial change in the
face cell of the Ge lattice relative to that parameter for
which remains constant. This change reaches 7%, as is
served in the case of growth on the clean Si~100! surface.16

Initially growth of elastically stressed islands occurs, a
then the value ofai decreases to the value for bulk germ
nium, attesting to the complete plastic relaxation of the
lands. The character of the change in the parameterai is
although to that which is observed in the process of h
eroepitaxy of germanium on the clean Si~100! surface, but
the existence region of the stressed Ge islands is significa
smaller, and the 3D islands that appear after the depositio
only one monolayer of germanium already have the ma
mum value of the 2D surface cell parameter. Depending
the thickness of the deposited germanium the islands h
different sizes and densities. At a film thickness of up to fi
monolayers the islands have a base size of less than 10
and a density of more than 231012 cm22. Figure 3 shows a
scanning tunneling microscope~STM! image of an array of
Ge islands on an oxidized silicon surface, obtained a
deposition of three monolayers of germanium at a subst
temperature of 650 °C. Increasing the effective thickness
the deposited germanium leads to the formation of isla
with sizes an order of magnitude larger and with a mu
lower density in addition to the small islands. Such a bim
dal distribution of islands in respect to their sizes and den
ties is observed on the oxidized Si~100! surface at germa-
nium film thicknesses greater than 1 nm, as is also confirm
by electron microscope studies.

2. ELECTRICAL PROPERTIES

2.1. Electron tunneling spectroscopy

The structure to be investigated is in the form of tw
parallel electrodes ~a heavily boron-doped layer o
Ge0.3Si0.7), between which across a tunnel barrier~an Si
spacer! a layer of Ge nanocrystals is inserted.17 The length of
the base of a quantum dot is 15 nm, and the height is 1.5
The density of islands in the array is 331011 cm22. When
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the Fermi level in the emitter coincides with an allowed lev
of the carrier in the quantum dot, a resonant increase in
tunneling current should be observed. This method of sp
troscopy was first applied to arrays of self-organizing qu
tum dots in Ref. 3. The voltage dependence of the differ
tial conductance exhibits clear oscillations of the tunnel
conductance of the structures, which attest to the existenc
a well-resolved discrete spectrum in the Ge islands. The
cillations near zero bias are accompanied by the appear
of a region of negative differential conductance, which is
characteristic feature of resonance tunneling. In the case
symmetric configuration of barriers the conductance osc
tions are almost symmetric about zero and have a chara
istic period of;150 mV, which permits estimation of th
distance between size quantization levels in the island
;150/2575 mV. In an asymmetric structure in the region
negative bias a splitting of the conductance peaks into a
ries of oscillations with a smaller period occurs. With such
polarity of the voltage, in view of the strong difference of th
transmission coefficients of the left and right barriers, ac
mulation of holes occurs in the islands, and processe
Coulomb correlation of carriers due to their interaction b
come substantial. The correlation interaction lifts the deg
eracy of the one-particle levels of the size quantization, si
a hole must overcome the energy of electrostatic repulsio
the carriers already found in the quantum dot. A similar
fect observed previously in tunnel junction across meta
granules in the form of stepped I–V characteristics w
given the name ‘‘Coulomb ladder.’’18 From the distance be
tween peak of the conductance one can estimate the cor
tion energy of the holes in the islands:EC'36 meV in the
ground state and'18 meV in the first excited state.

FIG. 3. STM image of Ge island on SiO2 : Ts5650 °C, dGe53 ML, N
5231012 cm22.
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2.2. Capacitive tunneling spectroscopy

Capacitive spectroscopy of quantum dots is based on
fact that the charge in zero-dimensional systems can v
only in a discrete manner by an amountdQ5eN, wheree is
the charge of the electron andN is the number of dots in the
sample.19 The structures consisted of the following sequen
of layers, starting from the substrate: 1! a p1-Si substrate
with the ~100! orientation, which served as the lower elect
cal contact; 2! a layer of Si0.8Ge0.2 with a thickness ofL
510 nm, providing a sharp heterointerface for the next
tunneling barrier; 3! a tunnel-thin Si barrier withp57
31016 cm23 andL57 nm; 4! a layer of Ge nanocrystals; 5!
a silicon blocking layer,p5731016 cm23, L550 nm; 6! an
Al electrode, forming at a Schottky barrier at the bounda
with the silicon, for controlling the occupation of the island
the area of the aluminum pad was'831023 cm2, accord-
ing to the size of which a cylindrical mesostructure w
etched to a depth of the order of 5mm. In the investigated
structures with a Schottky barrier the thickness of the gro
Ge layer, which was measured in monolayers~ML ! was var-
ied, which in the case of island formation corresponds to
effective layer thicknessdeff ~Ref. 20!.

The external voltageVg on the control electrode, shifting
the potential in the islands relative to the Fermi level in t
contact, which was separated from the island layer b
tunnel-thin barrier, stimulated either the trapping of carrie
from the contact to levels of the quantum dot or the empty
of these levels, depending on the polarity ofVg . When the
Fermi level in the contact coincides with the energy of
bound state in the quantum dot, the differential capacita
C(Vg)5dQ/dVg should have a peak indicating the presen
of the discrete energy level. The total capacitance of
structure is the sum of two contributions: the first is due
the presence of a space-charge region in the material
rounding the islands~in this case the silicon!, and the second
contributionCQD is due to the charging of the quantum do
Since the value ofCQD is proportional to the density o
states in the quantum dot:CQD5e(dm/dVg)(dN/dm),
wherem is the chemical potential, one can recover the va
of dN/dm from the I–C characteristic. The I–C character
tics of structures without a Ge layer had the usual form fo
p-type Si depletion layer~Fig. 4!. In the casedeff52 ML a

FIG. 4. Capacitance–voltage characteristics of structures with diffe
thicknesses of the Ge layer.
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plateau appears on the characteristics, typical for a 2D ca
gas. In the region of effective thicknesses of the Ge la
8 ML<deff<13 ML the C–V curves exhibited peaks, th
distance between them, their width, and their position on
voltage~energy! scale all depending ondeff : with increasing
deff the peaks become narrower and the energy gap betw
them decreases. The energy distance between levels c
sponding to two capacitance peaks is found from the rela
DE5DVgb /L ~Ref. 21!, whereDVg is the distance betwee
peaks on theC–V characteristic,b is the distance betwee
the quantum well and the lower electrode, andL is the dis-
tance between the upper and lower electrodes. Calculat
give DE587 meV ~for 8 ML!, 36 meV ~10 ML!, and 32
meV ~13 ML!.20 The valueDE536 meV for a sample with
10 ML Ge agrees with the value found for the charging e
ergyEC of the quantum dot in the ground state in the expe
ments on the resonance tunneling. Therefore the nature o
splitting of the peak has been explained by an electrost
Coulomb interaction.

We attribute the appearance of capacitance oscillat
to the formation of an array of Ge nanocrystals of rath
uniform size, in which the density of hole states is ad func-
tion of energy. For a large amount of deposited Ge~20 ML!
a relaxation of the elastic stresses occurs, and large isl
with dislocations form. This is manifested in the vanishing
the capacitance peaks on theC–V characteristics. With the
appearance of threading dislocations and the punchthro
of the space-charge region, apparently due to the strong
crease in capacitance, accompanied by a sharp increase
active part of the conductance at thicknesses greater tha
ML. The area under each peak on theC–V characteristic,
divided by the charge of an electron, is to good accur
equal to the surface density of Ge islands (2nQD'6
31011 cm22). This means that, first, all of the Ge islands a
involved in the charge-exchange process in the system
second, the energy degeneracy is lifted by the Coulomb
teraction. Experimental confirmation of the Coulomb natu
of the splitting was obtained in measurements of theC–V
characteristics with two layers of Ge islands of the sa
size.22 In that case the splitting between peaks due to
Coulomb interaction increased.

2.3. Field effect

Oscillations of the hopping conductance under con
tions of the field effect have been observed in MIS transis
with an effective Ge thickness of more than 6 ML and co
taining up to 109 Ge islands.23 The substrate was a high
resistancen-type Si wafer. The change in conductance
MIS transistors in which the conducting channel include
layer of Ge nanocrystals turns out to be rather informat
for studying effects of electron correlations and s
quantization.23 The successive filling of the islands by car
ers is brought about by applying a potential to the gate of
transistor. At the densities of Ge islands used the tunne
transitions between states localized in different islands
comes substantial. The probability of ‘‘hops’’ of a hole b
tween quantum dots is determined by: 1! the overlap of the
wave functions of the occupied and unoccupied states, an!
the degree of filling of a given hole shell. If the correspon
ing level is exactly half filled, then the conductance sho
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be maximum, and the activation energy of the transitio
should be determined by the electrostatic interaction ene
of a given hole with all the charges in the nanostructur
When the level is completely filled a carrier in the process
tunneling must make a transition to excited states of the n
shell. In that case the activation energy increases by
amount equal to the size quantization energy, and the c
ductance decreases. Upon further filling of the excited s
the activation energy required for a carrier to locate a
given level in the other dots decreases, and again
electron–electron interaction begins to govern; this leads
growth of the hopping conductance, and so on.

Thus the value of the hopping conductance at a fix
temperature and also the average of the activation energ
conduction should oscillate as the gate voltage is var
thereby reflecting the structure of the spectrum of sta
Such oscillations are characteristic only of zero-dimensio
systems, in which the electronic spectrum is of a discr
~atom-like! character. In the low-temperature region (T
,9 K) the curves of the channel conductance versus g
voltage exhibited oscillations corresponding to the filling
the ground and excited states in the quantum well~Fig. 5!.
The values obtained for the degeneracy of the states~2 for
the ground state and 4 for the excited state! agree with the
results obtained by the methods of tunneling and capaci
spectroscopy. The main energy characteristics found in
analysis of the oscillation period~the correlation energy in
the ground stateEC528 meV, in the excited stateEC

'11 meV, the size quantization energy'86 meV—all
these values are given fordeff510 ML) also agree with the
results obtained by other methods. In an MIS transistor w
a layer of quantum dots formed on a silicon-on-insula
~SIMOX! structure one can minimize the leakage curre
through the lower Si layer, as a result of which the cond
tance oscillations are observed all the way up to temperat
;150 K. The temperature dependence of the conducta
turns out to be activational, which indicates that the osci
tions occurring are distinct from resonance tunneling a
argues in favor of a hopping mechanism of charge trans
along the quantum dots. In the general case the tempera
dependence of the hopping conductance is described by

FIG. 5. Relative change of the conductance of the channel of a field-e
transistor containing 109 quantum dots, as a function of the gate voltage
different temperatures.
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expressionG(T)5G0exp@2(T0 /T)x#. Approximation of the
experimental data by this formula for all the peaks obser
gave a valuex'1/2, which indicates that the activation e
ergy for the hopping conduction in an array of quantum d
is determined by the Coulomb interaction between them.24 In
this caseT056.2e2/«l ~Ref. 25!, where« is the dielectric
constant andl is the radius of localization of the carriers
the quantum dots. From the experimental values of the
rameterT0 we found the characteristic size of the wave fun
tions of the holes in the quantum dots:l '15– 20 nm. The
value of the activation energyW50.5k(T0T)1/2'11 meV in
the region of relatively high temperatures (;100 K), when
the ‘‘hops’’ of the holes occur via nearest neighbors, is
measure of the contribution of the interaction between d
to the total correlation energyEC ~21 meV!. The remaining
part ('10 meV) is due to the interaction of holes inside t
quantum dots.

2.4. Conductance spectroscopy

Measurements of the complex conductance of silic
Schottky barriers with a buried layer of Ge quantum d
yielded additional information about the structure of the e
ergy spectrum of the quantum dots and the parameters o
hole states.26 The response from the quantum dots in t
given case is represented as the response from a l
capacitor27 and is characterized by a time constantt
5RQDCQD . With increasing reverse bias the depletion
gion penetrates into the interior of the Si, leading to t
emptying of the hole levels in the quantum dot. Suppose
the bias is such that an energy level in the quantum
coincides the Fermi level in the lowerp1-Si contact. Then
the ac component of the voltage applied to the sample (Vac)
should stimulate the emission of holes into the valence b
and the trapping of them back to bound states in the isla
giving rise to an ac conductance. If the frequency of the
voltage (v52p f ) is high enough (vt@1), then the occu-
pation of the levels will not be able to follow the variation
the voltage, and the quantum dot will not contribute to t
measured capacitance (Ceff) and conductance (Geff) of the
structure. In the opposite case (vt!1) the effective capaci-
tance contains a contribution from the holes accumulate
the island layer and is independent of the frequency. Si
this contribution is purely of an electrostatic character,
low-frequency ac conductance is small. It is clear that
conductance should have a maximum when the effective
of emissiont i

21 from a given leveli coincides with the
frequency of the ac voltage (2p f t i51). This makes it pos-
sible to determine the emission time, activation energy,
trapping cross section to the corresponding levels in
quantum well.28 The curve of the active part of the condu
tance normalized to the frequency of the ac signal versus
bias voltage has two peaks, at 0.1 and 0.6 V. The amplit
of these peaks is independent of the frequency in the ra
10–100 kHz, and the peaks are apparently due to cha
exchange with the wetting layer. In the sample contain
quantum dots, four additional peaks are observed, the p
ence of which has been attributed to charge exchange o
fourfold degenerate first excited state in the G
nanocrystals.26 The emission time at a temperature of 90
was found to have the values@ms#: t155.160.1, t253.0
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60.1, t350.3960.01, andt450.2960.01. From the tem-
perature dependence of the emission time one can deter
the activation energy~the energy level depth, meV!: E1

520167, E2522867, E35267612, E45288610, and
also the trapping cross section~Fig. 6!. The distance between
levels 29616 meV ~the charging energy of the quantu
dots! correlates well with the data obtained by other me
ods. The values obtained for the trapping cross section
carriers to the quantum dots increase with increasing le
depth and are many orders of magnitude greater than
known values for deep levels in Si. A possible explanat
for this is that the carrier trapping process initially occurs
shallow levels in the thin continuous Ge layer~wetting layer!
on which the Ge islands are found and which has dimens
comparable to the size of the structure. Later their succes
reflection to deep levels of the quantum dot occurs, acco
panied by the emission of phonons.

3. OPTICAL PROPERTIES

Interest in the study of the optical properties of quantu
dots is motivated by their pronounced practical directiona
and by a number of advantages such objects have in c
parison with two-dimensional quantum wells. Quantum d
have the following features: first, the spectral band of
photoresponse can be controlled by a preliminary filling
discrete states with the required transition energies; sec
the present of lateral quantization in zero-dimensional s
tems lifts the forbiddenness of of optical transitions polariz
in the plane of the photodetector, and that means that it
comes possible to effect absorption of light at normal in
dence of the photons; third, in quantum dots one expec
strong increase in the lifetime of photoexcited carriers ow
to the so-called phonon bottleneck effect.28

3.1. IR absorption

The absorption of photons in the IR region of the spe
trum in multilayer Ge/Si heterostructures with se
organizing quantum dots was investigated in Refs. 29
30. The dimensions of the islands in the two cases w

FIG. 6. Temperature dependence of the emission tims of holes from
excited state in the quantum dots. The inset shows the dependence o
trapping cross section to levels in the quantum dots as a function of
energy level depths.
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;40– 50 nm at the base and 2–4 nm in height. The den
of islands was;108 cm22. The authors of Ref. 29 use
boron-underdoped Ge islands in order to fill the ground s
of the quantum dots with holes. In the absorption spectra
the wavelength region 5–6mm a broad (;100 meV) line
was observed, with an amplitude that decreased stro
when the light was polarized perpendicular to the plane
the layers; this was explained by transitions between the
lowest levels of the transverse quantization of the he
holes in the quantum dot. In Ref. 30 for activation of optic
transitions within an undoped quantum dot an additio
light pump was used. The photoinduced absorption polari
parallel to the plane of the layers had an asymmetric m
mum in the 4.2mm region and was attributed to a transitio
of the holes from the ground state of the quantum dot
extended states of the valence band. The value of the abs
tion cross section determined in Ref. 30 was unusually h
(2310213 cm2), which is at least an orders of magnitud
greater than the known photoionization cross sections
local centers in Si~Ref. 31! and three orders of magnitud
greater than the analogous value for InAs/GaAs quan
dots.32 These data attest to the promise of the Ge/Si sys
for IR detectors.

3.2. Photoconductance

The detection of a photocurrent generated by phot
with energies less than the band gap of silicon in Ge/Si h
erostructures with self-organizing quantum dots was first
ported in Refs. 33 and 34. The possibility of implementing
quantum-dot photodetector tunable over the near-
mid-IR ranges was demonstrated in Ref. 35. The photode
tor was a siliconp- i -n diode with a 2D array of Ge nano
clusters inserted in its base. The quantum dots had an a
age lateral size of 15 nm and a height of 1.5 nm. The spe
of the photocurrent at different reverse biases are show
Fig. 7. In a sample with a continuous Ge film~6 ML! no
photoresponse is seen. In the structure with the quan
dots, two maxima are observed at energies less than the

FIG. 7. Photocurrent spectrum of a siliconp- i -n diode with Ge quantum
dots at different reverse biases. The dashed curve demonstrates the a
of photocurrent in a structure with a continuous layer of Ge.
ty

te
in

ly
f
o
y
l
l
d
i-

o
rp-
h

r

m
m

s
t-
-

d
c-

er-
ra
in

m
n-

damental absorption edge in silicon (;1.12 eV), at wave-
lengths of 1.7 and 2.9mm. The intensity of both maxima
dependences strongly on the value of the reverse bias,
these dependences are correlated with each other. Whe
bias is increased to 1.4 V the response in the mid-IR vanis
~at 2.9mm, line T1) and a signal appears in the near-IR~at
1.7 mm, line T2). The value of the energy at theT1 maxi-
mum ~430 meV! corresponds to the energy depth of t
ground state of the hole in the quantum dot.36 Therefore pro-
cessT1 was identified as a transition of a hole from th
ground state localized in the Ge quantum dot to an exten
state of the valence band. When the reverse bias is increa
the hole levels in the quantum dots are filled with electro
At voltages around 1.4 V a complete discharging of ho
from the quantum dot occurs, and the transitionT1 becomes
‘‘forbidden.’’ Starting at that value it becomes possible f
interband transitions of electrons from the valence band
the conduction band to occur~processT2). Since the system
under study is a type-II heterostructure—the holes are lo
ized in the Ge regions, while for electrons the Ge region i
potential barrier,37 such an optical transition is indirect i
coordinate space and is accompanied by the ejection o
electron from Ge to Si. The transition energy should be
termined by the difference between the band gap of Si~1.12
eV! and the energy of the hole state in the Ge quantum
~0.43 eV!, i.e., equal to 700 meV, in agreement with th
experimental position of the lineT2 ('730 meV).

CONCLUSION

Our studies of the fabrication of arrays of Ge nan
islands in Si and measurement of their electrical and opt
characteristics permit the conclusion that arrays of artific
‘‘atoms’’ are formed, having a discrete energy spectru
which is manifested all the way to room temperature. T
main factors that determine the spectrum of states are
size quantization and Coulomb interaction of the carriers
new factor that arises in an array of quantum dots as oppo
to a single quantum dot is the presence of Coulomb corr
tions between islands. We have determined the rates of e
sion and the trapping cross section of holes as function
the energy level depths. The values of the cross sect
exceed the known values in Si by several orders of mag
tude. The electron transport along the layers of quantum d
is effected by hopping conductance, the value of which
cillates with changes in the degree of filling of the islan
with holes, which may provide a basis for the creation
electronic data transmission circuits based on quantum d
The possibility of creating a Ge quantum-dot photodetec
tunable over the near- and mid-IR ranges is shown.
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the Interbranch Science and Engineering Program for Ph
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On the nature of the anisotropy of the resistivity of Nd 2ÀxCexCuO4¿d with different
cerium and oxygen concentrations
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The results of a study of the temperature dependences of the resistivity and its anisotropy
coefficient in the normal phase of single-crystal Nd22xCexCuO41d films with different degrees
of cerium dopingx and oxygen contentd are presented. Two types of films of identical
composition are considered, grown with the orientation of thec axis of the crystal perpendicular
to and parallel to the plane of the substrate. The parameters found from an analysis of the
conductivity and Hall coefficient are presented for the 18 samples studied. ©2004 American
Institute of Physics.@DOI: 10.1063/1.1820018#
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1. INTRODUCTION

The anisotropy of the resistivity in the normal state
high-Tc superconducting~HTSC! cuprates has been a subje
of research interest since the advent of high-Tc superconduc-
tivity and remains a topical problem to this day. While the
is agreement thatrab(T) exhibits metallic behavior
(drab /dT.0),1–4 the temperature dependence ofrc(T) can
be of a metallic,5–7 nonmetallic (drc /dT,0),2,8 or mixed
character.1,7 Elucidation of the physical causes of the diffe
ent behavior ofrab(T) andrc(T) is an extremely importan
problem for the construction of a theory of high-temperat
superconductivity. Several models for the conduction alo
the c axis have been proposed, but the agreement am
them is not yet satisfactory.

For example, in the band model9 at any level of doping,
HTSC cuprates are anisotropic three-dimensional metals
conductivity of which should be metallic both in theab
plane and along thec axis. The anomalous~nonmetallic!
behavior ofrc(T) observed in HTSC crystals attests to t
unusual~non-band! nature of the transport between CuO2

layers. The combination of metallic character of the cond
tion along the CuO2 planesrab(T) with the nonmetallic be-
havior of rc(T) in the c direction (rc;T2a, where 0,a
,2) was observed in Ref. 8 on crystals of the Y, La, Bi, a
Pr systems.

Besides band theory, the Anderson theory,10 in which the
current carriers along thec axis are electrons formed as
result of recombination of holons and spinons in the Cu2

planes and which tunnel between planes, has been invok
Ref. 8. If a gap is opened in the spectrum of spin excitatio
then the probability of spinon–holon recombination and a
the scattering of current carriers on spin fluctuations will
suppressed, and that will lead to a decrease in the condu
ity along thec axis and an increase in the conductivity in t
ab plane. The presence of a spin gap~pseudogap! has been
8851063-777X/2004/30(11)/6/$26.00
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reliably established in the Y, La, Bi systems,11 and the Nd
system.12

In Ref. 13 the optical conductivity and the resistivi
along thec axis were calculated in thet –J model on the
assumption that the interlayer hops are incoherent. The
thors found that at low doping the semiconductor behavio
rc(T) is due to the opening of a pseudogap in the density
states, while in the optimal doping regime one hasrc(T)
;rab(T), i.e., the mechanism of carrier relaxation is com
mon for transport along the layers and in the transverse
rection.

In Ref. 14 a bipolar theory of the transport phenomena
copper oxides was proposed, whereinrab and rc are de-
scribed as functions of temperature and doping. At very l
temperatures the authors predict a freezing out of the b
larons and temperature independence of the anisotropy c
ficient k5rc /rab , and in a magnetic field—negative mag
netoresistivity rc(B). These features have both bee
observed in LaSrCuO single crystals in magnetic fields up
61 T.15

The authors of Ref. 16 proposed a model for the res
tivity along thec axis in cuprates which includes interplan
disorder. It was shown that this disorder stabilizes the me
lic state at low temperatures and in the dynamic limit leads
a temperature dependence of the derivativedrc /dT which is
negative at low hole densities and positive at high. They a
predicted correlations linking the nonlinear resistivity in t
plane with the value of the negativedrc /dT.

It was shown in Ref. 17 that the anisotropy of the res
tivity in an anisotropic medium is the ratio of the pha
coherence lengths. In layered crystals, where the interla
transport is incoherent, the phase coherence length in thc
direction is fixed and independent of temperature. This le
to temperature-dependent anisotropy of the resistivity an
the existence of metallic conduction in the plane and nonm
tallic conduction in thec direction. This approach presup
poses a description of the conduction along thec axis in the
© 2004 American Institute of Physics
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highly nonclassical regime that is characteristic for laye
cuprates.

The models mentioned above were developed before
publication of Ref. 18, in which it was established from stu
ies of the angular oscillations of the magnetoresistance
Tl2Ba2CuO61d crystal that the electron gas is thre
dimensional. The Fermi surface has eight parts that co
spond to the absence of dispersion along thec axis. Such a
topography of the Fermi surface can explain the large ani
ropy of the properties of the normal and superconduct
states in the framework of a standard three-dimensional
ture. In other words, the characteristics of the normal stat
HTSC cuprates is determined by the usual three-dimensi
Fermi particles.

Models for the conduction along thec axis in HTSC
cuprates have been proposed by Kopaev~at the XXXI Con-
ference on Low Temperature Physics!,19 who treated the
crystals as natural superlattices, and by the pres
authors20,21 for explaining the conduction in
Nd22xCexCuO41d single crystals, where the crystal was re
resented as a system of multiple quantum wells (CuO2 layers
;1.5 Å) separated by selectively doped barriers~NdO lay-
ers;4.5 Å).

The results of a study of the influence of the dopingd on
the temperature dependence ofrab(T) and rc(T) in
Bi2Sr2CaCu2O81d single crystals were reported in Ref. 22.
model for the conduction along thec axis was proposed in
which the CuO2 planes are separated by barriers of differe
height and width. This model successfully describes the t
perature dependencerc(T) with the use of a small number o
parameters and is able to explain the majority of the featu
observed in it, e.g., crossover from semiconductor beha
at low doping to almost metallic behavior at a high degree
doping on account of an effective decrease of the bar
height.

It is clear from the review given that the question of t
mechanisms of conduction in HTSC cuprates is still topic
In the present paper we report the results of a study of
temperature dependence of the resistivitiesrab(T) andrc(T)
and also of the Hall effect in single-crystal films o
Nd22xCexCuO41d .

In the family of cuprate semiconductor
Nd22xCexCuO41d has many unique characteristics th
make it a convenient object of study. It is a superconduc
with n-type conductivity, it has only one CuO2 plane per unit
cell, it does not have chains~like YBaCuO! nor apical oxy-
gen atoms between adjacent CuO2 planes, and for that reaso
has pronounced two-dimensional~2D! properties.21 Many of
the physical properties exhibit ordinary metallic behavi
unlike the anomalous properties of cuprates withp-type con-
ductivity ~YBaCuO, BiSrCaCuO!. For example, in stoichio-
metric Nd22xCexCuO41d the temperature dependence ofrab

is quadratic,rab;T2, indicating that the system is an ord
nary Fermi-liquid metal.23 The properties of the
Nd22xCexCuO41d system are extremely sensitive to the ox
gen concentration in it. For samples to manifest a superc
ducting phase (x50.14– 0.22) they must be annealed in
oxygen-free medium to remove the nonstoichiometric o
gen d, which is situated between CuO2 planes. At optimal
annealing (d50) the Nd22xCexCuO4 crystal consists of a
d
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set of practically isolated CuO2 conducting planes separate
by a distance of 6 Å and is highly anisotropic,rc /rab

'103– 104 ~Refs. 8, 24, and 25!.
The combination of such unique properties in this re

tively simple compound affords the possibility of carryin
out detailed studies on it and making comparisons with
more complex cuprates, such as YBaCuO and BiSrCaCu

The goal of the present study was to investigate the
isotropy of the resistivity in the normal phase and also
temperature dependence of the resistivity of single-cry
Nd22xCexCuO41d films with different degrees of cerium
dopingx and different oxygen concentrationsd. In contrast
to our study of the anisotropy coefficient of the resistivity
nonsuperconducting bulk NdCeCuO crystals,7 in the present
study we investigate two types of single-crystal films of t
same compositionx but with different orientations of the c
axis of the crystal with respect to the plane of the substr

1. with thec axis perpendicular to the plane of the su
strate.

2. with thec axis parallel to the plane of the substra
and directed along the sample.

2. SAMPLES

Single-crystal films of Nd22xCexCuO41d were synthe-
sized at the Moscow Engineering Physics Institute by
pulsed laser evaporation on SrTiO3 substrates. Six series o
samples;1200– 2000 Å thick were synthesized: three s
ries (x50.12, 0.15, 0.17! with the c axis of the crystal ori-
ented perpendicular to the plane of the substrate~001!, and
three series of the same compositions with thec axis ori-
ented parallel to the plane of the substrate (110̄). In each
series there were three samples with different oxygen con
d. Altogether there were 18 samples studied.

To obtain samples with differentd, films of the same
composition were prepared under three different conditio

‘‘As-grown’’—the original ceramic target was evapo
rated by a focused laser beam and the evaporated targe
terial was deposited on a heated single-crystal substrate~the
substrate material was SrTiO3 with the ~100! or ~110! orien-
tation, with dimensions of 531031.5 mm; the substrate
temperature was 800 °C; the pressure during deposition
0.8 torr, the residual gas was air; the target was a sinte
ceramic tablet of Nd22xCexCuO41d of the given composi-
tion!.

Annealing in oxygen—the as-grown film was additio
ally annealed atT5500 °C for 60 min at a pressur
p5760 torr.

Annealing in vacuum ~optimal annealing!—the as-
grown film was annealed for 60 min atT5780 °C and
p51022 torr.

According to x-ray structural data the type-I film
grown on SrTiO3 substrates with the~100! orientation, are
epitaxial, with the orientation of the~001! plane of the sur-
face and a degree of misorientation of the domains of l
than 1°, which attests to a high degree of structural perf
tion.

The type-II films, grown on SrTiO3 substrates with the
~110! orientation, had the orientation of the surface pla
(11̄0). In some films the plane of the substrate and the pl
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of the CuO2 layer were misoriented by an angle of up
0.2– 0.6°.

A sample shape in the form of a ‘‘double cross’’ with
central strip 1 mm wide and a distance between poten
contacts of 3 mm was obtained by photolithography. Af
etching, silver contact pads were deposited on the sam
by laser evaporation in vacuum. Thus bothrc(T) andrab(T)
have been measured by the four-probe method for the
time in the present study.

3. EXPERIMENTAL RESULTS. DISCUSSION

Films with the c axis perpendicular to the plane of the
substrate

Figure 1 shows therab(T) curves obtained for sample
of Nd1.85Ce0.15CuO41d with different oxygen concentration
~annealed under different conditions!. It is seen that with
decreasing oxygen concentration from sample No. 1,
nealed in oxygen, to sample No. 3, annealed in vacuum,
resistivity rab at temperaturesT,100 K decreases by ap
proximately 100 times. AtT5300 K this ratio equals 25
Prior to the superconducting transition, the optimally a
nealed sample~No. 3! has a resistivityrab530 mV•cm,
Tc523 K, DT,1 K, a ratior300 K/rTc

>5, which attests to
the high degree of structural perfection. This is one of
best characteristics yet reported in the literature.

The rab(T) curve for this sample atT>50 K is of a
metallic character,dr/dT.0. The condition that must be
satisfied for good metallic conduction in a disordered
system iskFl @1 (kF is the wave vector at the Fermi level,l
is the mean free path between scatterers!. The parameterkFl
is a measure of the disorder of the system and can be fo
from the experimental value ofrab : kFl 5(hc0)/rabe

2 ~Ref.
26!, wherec0 is the distance between layers (c056 Å for
Nd22xCexCuO4), and e is the charge of an electron. Fo
sample No. 3 the parameterkFl 556 (T550 K), which cor-
responds to a good metal.

The as-grown sample~No. 2!, with kFl'10 in the inter-
val 140<T<300 K, has a metallic trend of the conductivi
with temperature. ForT,100 K its resistivity depends loga
rithmically on temperature,rab(T); ln T, which can be ex-
plained by a weak localization of current carriers as the te

FIG. 1. Temperature dependence of the resistivityrab of Nd22xCexCuO41d

samples (x50.15) annealed under different conditions: in oxygen~1! ~right-
hand scale!, as-grown~2!, and in vacuum~3!.
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perature is lowered,27 i.e., in this temperature interval th
sample is a 2D metal, the resistance of which is determi
by quantum interference corrections to the Drude conduc
ity. The behavior of this sample clearly demonstrates
coexistence of weak localization of current carriers and
perconductivity, since the sample undergoes a complete
perconducting transition atTc53 K.

The resistivity of sample No. 1 at low temperatur
(3 K<T<45 K) depends on temperature in an activation
manner,rab(T);exp(T/T0)

1/2, which may be due to a hop
ping mechanism of conduction. For this sample the para
eterkFl 50.7, i.e., the sample is found on the insulator si
of the metal–insulator transition.

For the compositionsx50.12 andx50.17 we observed
similar behavior of the resistivity with temperature for th
samples annealed in the three different regimes, although
sample withx50.12 does not have a superconducting tra
sition.

The temperature dependence of the resistivityrab of the
optimally annealed samples withx50.12, 0.15, and 0.17 in
the interval 50–300 K is described well by the polynom
rab(T)5r01AT1BT2, where A5(0.7– 2.1)31024 mV
•cm/K and B5(1 – 2.2)31026 mV•cm/K2. The observed
quadratic temperature dependence of the resistivity can
attributed to the electron–electron (e–e) interaction, which
increases strongly because of the 2D nature of supercond
ing cuprates. The results correspond to the Fermi-liquid
scription of the normal state of electron-doped copp
oxides,23 where the term linear inT corresponds to the con
tribution of electron–phonon scattering.28

The Hall coefficient of all the samples withx50.12,
x50.15, andx50.17 was measured atT577 K and the
main parameters of the samples were determined; they
listed in Table I~the values of the resistivity are given at th
temperatures corresponding to the minimum of the resisti
rmin for each sample!. The experimental values ofrmin and
the Hall coefficientRH are used to find the conductivity pe
CuO2 layer ss5(rab /c0)21 and the volume density
n5(eRH)21 and surface density (ns5nc0) of current carri-
ers (c056 Å). Using the expressionkFl 5(hc0)/rabe

2,
wherekF5(2pns)

1/2 ~Ref. 26!, we found the mean free pat
of the electrons in the samples with different oxygen conc
trations.

It was found that the sign of the Hall coefficient is neg
tive in all the samples. It can be seen from Table I that
Hall coefficients of samples Nos. 2 and 3 (x50.12) differ by
a factor of two and the resistivities by a factor of 5. Th
means that the change in the oxygen concentration in th
samples due to the different annealing regimes leads ma
to a change in the impurity scattering while having litt
effect on the current carrier density. At the same time,
sample No. 1, which was annealed in oxygen, the Hall co
ficient differs sharply from those for the other samples of t
series, exceeding them by more than a factor of 10. This m
be due to the fact that the random impurity potential crea
by the excess oxygen in sample No. 1 is so large tha
localizes the current carriers.

In the optimally annealed sample~No. 3! with x50.17
the Hall coefficient, while remaining negative, is an order
magnitude smaller in absolute value than that for the o



TABLE I. Main parameters of the samples studied.
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Note: The values ofrab are given for the temperatures corresponding tormin for each sample.
mally annealed sample~No. 3! of the series withx50.15 and
almost two orders of magnitude larger than for sample No
with x50.12. Apparently when the cerium concentration
increased tox50.17 the holes begin to play an importa
role in the conduction, compensating the electron contri
tion to a considerable degree. It is clear that in that cas
makes no sense to determine the density of current car
on the basis of a model with one type of carrier.

A similar result indicating an increasing role of hole
with increasing doping of Nd22xCexCuO41d was obtained in
Refs. 24 and 29. For example, in Ref. 29, where the dep
dence of the Hall coefficient on the Ce concentration w
investigated in thin films of Nd22xCexCuO41d , it was found
that the Hall coefficient atx50.15 is negative, but with in-
creasing Ce concentration it changes sign, and atx50.195 it
is positive at all temperatures below 300 K. In Ref. 24 t
results of a study of the resistivity and Hall effect for fo
Nd22xCexCuO41d single crystals withx50.15 were re-
ported, and it was shown thatRH.0 atT,80 K for all four
crystals. Using a two-band model, the authors of Ref.
explained the main features of the behavior of the resisti
and Hall coefficient and conjectured that holes may be
sponsible for the superconducting transition in NdCeCuO

Films with c axis parallel to the plane of the substrate

The resistivity of films grown along thec axis (rc) also
falls off with increasing oxygen concentration, but not by
order of magnitude, as in the case ofrab , but by only a few
times, and even for the optimally annealed samples witx
50.12 andx50.15, rc does not have a metallic temperatu
trend, i.e.,drc /dT,0 ~Fig. 2!. This result disagrees with
band theory,9 which predicts a metallic trend ofrc(T) at any
level of doping. In the overdoped samples withx50.17 the
behavior of rc(T) is the same as that ofrab(T), i.e.,
drc /dT.0, which can be attributed to the turning on
charge transport between CuO2 planes and a transition from
2D to 3D type of conduction with increasing dopant conce
tration. Thus the overdoped Nd22xCexCuO41d system be-
comes an anisotropic 3D metal. This result agrees with
previous results obtained on bulk single crystals7 and also
with the results of Ref. 30 on the LaSrCuO system.
3
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For the optimally annealed and as-grown samples w
x50.15 in the temperature interval 100–300 K and for t
sample annealed in oxygen, the resistivity in the region 20
300 K obeys arc(T);1/T law, in agreement with the theor
of Ref. 10. At lower temperatures the resistivity of the
samples varies by a power law:rc;T20.2. Similar behavior
of rc(T) is observed for the samples withx50.12 and 0.17.

It was found in all the series of samples that annealing
oxygen leads to growth of the resistivity, apparently beca
of the appearance of nonstoichiometric (d.0) oxygen atoms
in the lattice and a decrease of the anisotropy coeffic
~Fig. 3!. At temperaturesT,50 K the increase in the con
centration of oxygen defects in the samples leads to a sha
growth of the resistivityrc with temperature~Fig. 2!.

The rc(T) curves for the samples annealed in oxyg
manifest the superconducting transition better than
rab(T) curves do~Figs. 1 and 2!, but the transition is incom-
plete (rÞ0). This sort of feature was observed in our pr
vious study.7 It can be understood on the assumption th
small superconducting fragments appear in the CuO2 planes
as the temperature is lowered; these have little effect on
conductivity along the planes, but when current is pas
along thec axis they can create superconducting ‘‘short
that will partially shunt the large resistivityrc .

FIG. 2. Temperature dependence of the resistivityrc of Nd22xCexCuO41d

samples (x50.15) annealed under different conditions: in oxygen~1!, as-
grown ~2!, in vacuum~3!.
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In the optimally annealed samples (d50) the anisotropy
coefficient increases with decreasing temperature, and fo
sample withx50.15 it reachesrc /rab5120 at T522 K
~Fig. 3!, while in the sample with excess oxygen (d.0)
rc /rab,10 and is almost independent of temperature. T
value is much less than for the bulk crystals, where the
isotropy coefficient for the optimally annealed samp
reaches values of 103– 1024 ~Refs. 8, 24, and 25!. This dif-
ference may be due to a slight misorientation~less than 0.6°)
between the~110! planes of the SrTiO3 and the CuO2 planes
in the type-II films, since in that case there is a componen
the conductivity along theab plane that is many times
greater than along thec axis. Nevertheless, the general tre
of the resistivityrc(T) with temperature in the samples wit
x<0.15 remains semiconducting, i.e., the contribution ofrc

to the overall resistivity is dominant even in this case. It c
be assumed that the negative temperature coefficient o
sistancedrc /dT,0 is an inherent property of underdope
and optimally doped HTSC cuprates.

Thus we have revealed the following behavior ofrab(T)
andrc(T).

For all of the as-grown and optimally doped samp
of Nd22xCexCuO41d ~for all of the different compositions!
a characteristic metallic behavior ofrab(T) is observed at
T.100 K. Therab(T) curves of the samples annealed
oxygen have an insulating trenddrab /dT,0 in the entire
temperature range for the samples withx50.12 and
x50.17 and atT,120 K for the sample withx50.15.

Therc(T) curves obtained by us on films with thec axis
lying in the plane of the substrate have a negative temp
ture coefficient of resistancedrc /dT,0 for the optimally
annealed samples withx<0.15, while in the overdoped
samples withx50.17 therc(T) curves have a metallic char
acter. A similar result was obtained in Ref. 30, whe
La22xSrxCuO4 crystals were investigated.

The resistivityrab is much more sensitive to the annea
ing thanrc . This difference is especially noticeable at lo
temperatures:rc varies severalfold, whilerab varies by tens
and even hundreds of times.

The anisotropy coefficient reaches the highest value
the optimally annealed films. For example, for the sam
with x50.15 at low temperaturesrc /rcb5120. In the opti-
mally doped samples of all compositions the anisotropy

FIG. 3. Temperature dependence of the anisotropy coefficient of the st
ity for Nd22xCexCuO41d samples (x50.15) annealed under different con
ditions: in oxygen~1!, as-grown~2!, in vacuum~3!.
he

is
n-
s

f

n
e-

s

a-

in
e

-

efficient rc /rab is maximum at low temperatures and ten
toward unity as the temperature is increased to 300 K~Fig.
4!.
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Mechanisms of radiative and nonradiative recombination in ZnSe:Cr and ZnSe:Fe
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Possible applications of ZnSe:Cr in optoelectronics are discussed. It is shown that 21 to 11
photo-ionization of chromium results in efficient pumping of Cr21 intrashell emission
and in energy up-conversion from green to blue. A distinct difference in efficiency of the energy
up-conversion is observed between chromium- and iron-doped ZnSe samples. This
difference we relate to a very efficient Auger mechanism of photoluminescence quenching in Fe-
doped samples. We further demonstrate an anticorrelation of the intensities of mid-infrared
Cr emission and up-converted blue emission of ZnSe. ©2004 American Institute of Physics.
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1. INTRODUCTION

Despite concentrated efforts there are difficulties
achieving efficient short-wavelength emission fro
semiconductor-based light emitting devices. As a con
quence, several alternative approaches have been teste
which green, blue, or violet color emission is obtained due
energy up-conversion, i.e., under optical pumping with p
tons of a lower energy~longer wavelength!.

ZnSe is an attractive candidate for the short wavelen
energy up-conversion material, since the ‘‘edge’’~i.e., close
to the band gap energy! photoluminescence~PL! of ZnSe is
observed in the blue-violet spectral region. Unfortunately,
we have found,1 two-photon excitation is an inefficient pro
cess in the case of undoped ZnSe. The quantum efficienc
the process is very low, about 1026, i.e., far too low for any
practical application. A very different situation was observ
in the case of chromium-doped samples.1,2 Relatively effi-
cient blue up-converted emission was observed under g
color optical pumping.

In the following Section we will discuss the mechanis
of energy up-conversion in Cr doped ZnSe, and then we
discuss the possibility of tuning of the pumping energy
doping ZnSe with iron or by using alloys of wide-band-g
II–VI semiconductors. Finally, we will discuss the properti
of infrared emission in ZnSe:Cr.

2. ZnSe:Cr—MECHANISM OF ENERGY UP-CONVERSION

In Figs. 1 and 2 we show photo-ionization~Fig. 1! and
photo-neutralization~quenching, Fig. 2! spectra measure
8911063-777X/2004/30(11)/6/$26.00
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for Cr11 and Fe31 electron spin resonance~ESR! signals in
ZnSe. Two complementary Cr ionization transitions we
identified in this ESR study as:

• Cr211photon to Cr111hole in the valence band~band II
in Fig. 1!,

• Cr111photon to Cr211electron in the conduction band
~direct photo-ionization in Fig. 2!,

with Cr21 being the ground charge state of chromium
ZnSe.

The Cr11 signal could also be excited by illuminatio
ionizing acceptor centers of ZnSe~band III in Fig. 1! and, for
ZnSe:Fe, Cr, by the 21 to 31 photo-ionization transition of
Fe ions~band I in Fig. 1b, c!, i.e., by two transitions gener
ating free electrons in the conduction band of ZnSe. Th
electrons can be retrapped by chromium resulting in 21 to
11 charge exchange.

That identity of the ESR excitation and quenching ban
was proved in our previous ESR experiments.3–7 We found
that the 21/11 energy level of Cr lies at about 2 eV abov
the valence band edge of ZnSe.4 The complementary 11
→21 photo-neutralization transition was also identified,
shown in Fig. 2.

Our previous ESR studies of Cr-doped ZnSe~Ref. 4! and
ZnS ~Ref. 5! and iron-doped ZnSe~Ref. 6! and ZnS~Ref. 7!
indicated high efficiency of these ionization transitions
wide-band-gap II–VI semiconductors. Moreover, we o
served that two-step ionization transitions of Cr and Fe io
result in a population of both shallow donors and shall
and deep acceptors.8
© 2004 American Institute of Physics
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In the 21→11 chromium photo-ionization transition
free holes are photo-generated in the valence band~VB!. In
the subsequent 11→21 photo-neutralization transition fre
electrons are created in the conduction band~CB!. These free
carriers, if not retrapped by chromium~iron!, can then par-
ticipate in the PL recombination transitions, resulting, e.g.
the appearance of the energy up-converted emission. Not
prisingly, we found that the photoconductivity and phot
ionization ~due to 21 to 11 Cr transition! spectra of
ZnSe:Cr both correlate with the excitation spectrum of u
converted emission.1 Thus, energy up-conversion is ex

FIG. 1. Low temperature photo-excitation spectra of Cr11 in ZnSe:Cr~a!,
ZnSe:Fe~b! and Fe31 in ZnSe:Fe~c!.

FIG. 2. Low-temperature photo-quenching spectrum of the Cr11 ESR signal
in ZnSe:Cr, measured as the spectral dependence of the decay time
ESR signal under illumination with photons of a given energy. The C11

ESR signal was first photo-excited with green color illumination.
n
ur-
-

-

plained by efficient photo-generation of free electrons a
free holes in two complementary photo-ionization transitio
via a deep chromium-related center.

3. ZnSe:Fe — OPTIMIZATION OF OPTICAL PUMPING
ENERGY

The blue up-converted emission of ZnSe:Cr is excited
the 21→11 photo-ionization transition of chromium
which occurs for photon energies larger than about 2
with maximum at about 2.4 eV.1 Considering possible prac
tical devices, the use of efficient red color GaAs-based la
diodes for optical pumping is preferential. Only in this ca
can compact devices be constructed, as required for mem
storage applications, for example.

Regarding energy up-conversion efficiency, light powe
of several mW are required for energy storage applicatio
Considering that 1 W optical pumping is available, the lig
conversion efficiency should be not less than few tim
1023.

For ZnSe:Cr the up-conversion efficiency was abou
31023 at liquid helium temperature, but only for green col
optical pumping. For red pumping the up-conversion e
ciency was about 10 times lower, i.e., too low for practic
applications.

A photo-ESR investigation~Fig. 1! indicated that red
color pumping is optimized for 21 to 31 photo-ionization
of iron in ZnSe. We thus turned our attention to this syste
In Fig. 3 we show the energy up-converted PL spectra
chromium- and iron-doped ZnSe, as compared to the ‘‘ed
PL of undoped ZnSe. The origin of the observed PL em
sions in ZnSe and ZnSe:Cr is discussed elsewhere.1 Weak
and broad blue color energy up-converted emission is
served in ZnSe:Fe. Its efficiency is far too low to be of a
practical interest. The quantum efficiency of energy u
conversion in ZnSe:Fe we estimated to be two orders
magnitude smaller than that for chromium-doped ZnSe.

Our present investigations indicate that two mechanis
are responsible for the low efficiency of the energy u
conversion process in ZnSe:Fe. First, the photo-ESR inv
tigations indicate that the photo-excited Fe31 charge state of
iron decays fast even at low temperatures. The mid-gap le
of Fe is not metastably occupied, as is often observed in
case of chromium-doped ZnSe. This relates to the high e

the

FIG. 3. ‘‘Edge’’ part of the PL in ZnSe, ZnSe:Cr and ZnSe:Fe measure
liquid helium temperature under the green color excitation~for ZnSe:Cr and
ZnSe:Fe! or above-band-gap excitation~ZnSe undoped! ~after V. Yu. Ivanov
et al., Acta Phys. Pol. A103, 695 ~2003!!.



an
a
on
to

s
x
f

d
io
o
at

i

t
e

o
th

in
the
s

-
he

n-

e-

it-
sed

to-
al

r
rom
ela-
rsus
to

nt.
ncy

r
wit

p
en

893Low Temp. Phys. 30 (11), November 2004 Godlewski et al.
ciency of carrier trapping processes in iron-doped ZnS
ZnSe.9–11 The photo-generated Fe31 state has too large
cross section for retrapping of free electrons from the c
duction band to be metastably occupied after the pho
generation. The latter we concluded from detailed studie
the kinetics of quenching of photo-excited ESR signals. E
amples of relevant ESR results are shown in Figs. 4 and 5
ZnSe:Fe, Cr. Both the Cr11 and Fe31 ESR signals decaye
rapidly to some metastable population after the excitat
was turned off. The decay was faster for the Fe ions. In b
cases the decay was characterized by the same activ
energy, equal to the ionization energy of shallow donors
ZnSe. The latter was surprising in case of Cr11 centers, for
which the signal was observed to rise in ZnSe:Cr but
decay in ZnSe:Fe, Cr once electrons were thermally ioniz
The reason for this difference we will discuss later on.

We solved simple kinetic equations to explain the ev
lution of ESR signals under photo-excitation and after
light is turned off:

FIG. 4. Decay of Cr11 ~a! and Fe31 ~b! ESR signals observed at 40 K afte
the photo-excitation is turned off. Two-exponential decay is observed,
the characteristic times given in the figure.

FIG. 5. Temperature dependence of decay of the Cr11 and Fe31 ESR sig-
nals observed after the photo-excitation is turned off. Two decay com
nents~see Fig. 4! are characterized by the same temperature depend
with an activation energy of 8 meV.
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dnCr

dt
5IsOV~NCr2nCr!2IsOCnCr1n~NCr2nCr!cCr

e

2pnCrcCr
h ,

dn

dt
5IsOCnCr2n~ND2nD!cD

e 2n~NCr2nCr!cCr
e ,

dp

dt
5IsOV~NCr2nCr!2p~NA2nA!cA

h2pnCrcCr
h ,

dnA

dt
5p~NA2nA!cD

e 2bADnAnD2bACrnAnCr ,

dnD

dt
5n~ND2nD!cD

e 2bADnAnD ,

where:nCr andNCr are the concentration of the chromium
the 11 charge state and the total concentration of Cr in
sample, respectively;NA andND are the total concentration
of acceptors~A! and donors~D! in the sample,nA andnD are
the concentrations of populated~neutral! acceptors and do
nors;n andp are the concentrations of free electrons in t
conduction band and free holes in the valence band;sOC and
sOV are the optical ionization rates for the two compleme
tary ionization transitions of Cr;cD

e , cA
h , cCr

e , andcCr
h denote

the capture rates of electrons (e) by ionized donors, holes
(h) by ionized acceptors, and electrons by chromium Cr21

and holes by Cr11; bDAP describes the average rate of r
combination of the DA pairs~DAPs!, bACr Cr11 describes
acceptor tunneling; and,I stands for the light intensity of the
photo-excitation. In the equations given above we have om
ted terms related to Auger processes, which will be discus
later on.

Detailed analysis of the observed efficiency of pho
excitation for bands II and III in Fig. 1 and rates of sign
rise and decay indicated that:

cCr
e

cD
e .25

ND

NA

sOV
Cr

sOC
A .

Assuming that our samples are compensated, i.e., thatND

'NA , and that:

sOV
Cr

sOC
A .

1

25

as we concluded from the separate study, and also thatsOV
Cr

is of the same order assOC
Cr , we derive that:

sOV
Cr

sOC
A >

1

10

and, finally, thatcCr
e >2cD

e . This estimation indicates that C
centers efficiently retrap photo-generated free electrons f
the conduction band. Thus, we must select appropriate r
tive concentrations of donor and acceptor centers ve
chromium concentration to avoid PL deactivation and
achieve efficient energy up-conversion.

For ZnSe:Fe,Cr carrier retrapping is far more efficie
Based on the photo-ESR data, from the observed efficie
of band-I processes~Fig. 1c!, we estimate that:

h

o-
ce



el
ri

nc
en
rv

o-
r
ac

e
h
i
fo
h
a

in

ro
er
n
rg
so
-

s
A

can
of
ro-
the
p-
in

sti-
ree

gy
oys
.
up-
be

ing
n

ried.
ffi-
1%

ely
ess
-
o-

p

rgy
co-

894 Low Temp. Phys. 30 (11), November 2004 Godlewski et al.
cFe
e

cCr
e 5

NCr

nCr

NFe

nFe

sOC
Fe~ I!

sOC
Cr~ I!

so:

cFe
e

cCr
e @1.

Moreover:

cFe
h

cA
h .

cCr
e

cD
e

NCr

nCr

sOC
Fe~ I!

sOC
Cr~ I!.1.

These estimates indicate that Fe deactivates~by efficient
retrapping of free carriers of both types! all competing re-
combination transitions in ZnSe, even in the case of a r
tively low Fe concentration. This in fact we observed expe
mentally, as is shown in Figs. 3 and 6.

The second mechanism responsible for a low efficie
of energy up-conversion in ZnSe:Fe relates to very effici
Auger-type nonradiative recombination processes obse
in Fe doped wide-band-gap II–VI compounds~see Ref. 2
and references therein!. In the Auger process an excited d
nor acceptor pair decays nonradiatively by energy transfe
a nearby iron center, which is ionized. DAP PL is thus de
tivated.

In the case of Fe doped ZnS and ZnSe this proc
turned out to be efficient, which results in efficient quenc
ing of energy up-converted blue color DAP emission and
shortening of the DAP PL decay time, as we observed
ZnSe:Fe.2 ‘‘Edge’’ DAP emission in ZnSe decays muc
faster than the relevant DAP emissions in undoped ZnSe
in ZnSe:Cr. This is evidence of very efficient and compet
channel of nonradiative recombination in ZnSe:Fe.

Auger-type energy transfer must also take place in ch
mium doped ZnSe, since in this case also there is an en
overlap between DAP emission and Cr ionization transitio
Such overlaps are required for efficient DAP-to-Cr ene
transfer. We performed optically detected magnetic re
nance~ODMR! investigations to evaluate the Auger recom
bination rate in ZnSe:Cr.12 The ODMR study indicated a
fairly low rate of the DAP-to-Cr energy transfer proces
This transfer process is rather inefficient in quenching D
transitions of ZnSe:Cr.

FIG. 6. Concentration dependence of deactivation of donor—acceptor
emission in ZnSe:Fe.
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4. SOLID ALLOYS OF II–VI:Cr—OPTIMIZATION OF OPTICAL
PUMPING ENERGY

The pumping energy of the up-conversion process
be tuned by introducing chromium into solid alloys
ZnCdSe and ZnSSe. Also in these alloys chromium int
duces the excited charge state within the band gap, so
alloys turned out to be suitable materials for energy u
conversion. The relevant results are shown in Fig. 7,
which we show the conduction and valence band shifts e
mated by us versus the energy level positions of th
transition-metal-related charge state levels~nickel, cobalt
and chromium! in ZnCdSe and ZnSSe~after Ref. 13!.
Whereas for alloys with common anion Cr ionization ener
changes only a little, it can be changed considerably in all
of ZnSSe~increases! or ZnCdS~decreases; not shown in Fig
7!. These are important observations, since energy
conversion in Cr-doped ZnCdS and ZnSSe turned out to
equally efficient as in the case of ZnSe:Cr.

5. TEMPERATURE DEPENDENCE OF UP-CONVERSION
PROCESS

There is an additional important consequence of us
chromium-doped II–VI alloys. Not only can the excitatio
~and the energy of up-converted emission! be tuned, but the
temperature dependence of the process can also be va
This is important, since in the case of ZnSe quantum e
ciency of the up-conversion process is reduced to about
at room temperature.

The photo-ESR investigations indicate that a relativ
high quantum efficiency of the energy up-conversion proc
in ZnSe:Cr~few times 1023) is related to a metastable popu
lation of the Cr11 state, observed at low temperatures. Tw

air

FIG. 7. Band shifts in solid alloys of ZnCdSe and ZnSSe versus ene
level positions of three transition-metal-related charge states—nickel,
balt, and chromium.
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color experiments were performed~Fig. 8! to confirm the
role of metastability of the photo-excited Cr11 state. In the
two-color experiments, two light sources were simul
neously applied to excite or quench the energy up-conve
emission.

First photon, with energy larger than the ZnSe band g
energy, or from the energy range of the Cr 21 to 11 ion-
ization transition, excites the blue DAP emission.

The second photon, selected from the range of ioniza
transitions of ZnSe acceptors. These ionization transiti
were first identified from photo-ESR study shown in Fig.
The second illumination was obtained from either the O
system or the free-electron laser~FEL! mid-infrared system.
We studied the influence of this second illumination on
intensity of the energy up-converted emission.

For the 2.34 eV illumination and with the second phot
within the range of ionization transitions of ZnSe accepto
illumination quenches the DAP intensity~Fig. 8!. Photo-
ionization of shallow acceptors reduces also the popula
of the Cr11 charge state. This is observed as a rapid pho
induced quenching of the Cr11 signal in the photo-ESR
study ~see Fig. 2!.

The up-conversion process is also deactivated w
shallow acceptors are thermally ionized. Use of host mate
with larger acceptor ionization energies is thus profitable
fact, we observed better temperature stability of energy
converted DAP emission in ZnCdS:Cr and ZnSSe:Cr than
ZnSe:Cr. This is due to the fact that acceptors are deepe
these two alloys than those in ZnSe lattice.

6. INFRARED INTRA-SHELL EMISSION OF CHROMIUM 2 ¿

In Fig. 9 we show three PL emissions efficiently excit
in ZnSe:Cr under Cr the photo-ionization transition. In ad
tion to the blue DAP emission, two infrared emissions, w
maximum at about 0.95mm and 2.4mm are observed. Both
these infrared bands are relatively broad, which can resu
optically pumped and tunable laser emission with the wa
length of emission being suitable for some optoelectro
applications, such as lasers for surgery, remote sensing
sensing, etc.14–18

We found that the all three PL emissions have the sa
excitation bands and that the two channels of recombina
~visible versus infrared! compete. At low temperatures th

FIG. 8. Photo-quenching of the energy up-conversion process in ZnS
observed in the two-color experiment with the OPO system and green c
excitation.
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blue DAP emission dominates, but at increased temperat
the infrared emissions become more pronounced and do
nate at room temperature.

The Cr photo-ionization band is characterized by lar
oscillator strength, i.e., the resulting photo-excitation can
more efficient in excitation of infrared emissions than t
direct intra-shell excitation. Thus, such excitation can res
in more efficient optical pumping of Cr 21 intra-shell emis-
sions. This fact is important considering intensive studies
laser action on Cr 21 intra-shell transitions.

7. CONCLUSIONS AND SUMMARY

Initial interest in ZnSe started from the observation
fairly efficient energy up-conversion. Blue PL emissio
could be observed under optical pumping with green lig
Detailed studies indicated that the process is efficient onl
low temperatures. Also the pumping energy was not o
mized for excitation with red color laser diodes. Both t
temperature stability of the process and the pumping ene
can be improved/tuned if we use II–VI solid alloys, such
ZnCdS or ZnSSe. Meanwhile it turned out that the system
suitable for tunable mid-infrared emission, using intra-sh
transitions of chromium 21. Mid-infrared emission with
power above 1 W has already been achieved, making
system very attractive for practical applications.

This work was partly supported by the RFBR-Ur
~Grant 04-02-96096!.
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Effects of resonance scattering of electrons by donor impurities in semiconductors
V. I. Okulov*

Institute of Metal Physics of the Ural Division of the Russian Academy of Sciences, Sofia Kovalevskaya, 18,
Ekaterinburg 620219, Russia
~Submitted September 13, 2004!
Fiz. Nizk. Temp.30, 1194–1202~November 2004!

A generalized formulation of the Friedel approach is given and a theoretical description of the
effects of resonance scattering of conduction electrons by donor impurities in
semiconductors is developed. The stabilization of the electron density when the Fermi energy
reaches the resonance level and the temperature and concentration dependences of the
electron mobility and magnetic susceptibility of the localized resonance states are considered in
detail. The limits of applicability of the results are discussed. ©2004 American Institute
of Physics. @DOI: 10.1063/1.1820020#
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INTRODUCTION

In the study of the energy levels of electrons at don
impurities in semiconductors attention is usually devo
mainly to just one of the possible situations, when tho
levels lie in the band gap of the host crystal. Then at a l
impurity concentration the electronic states are bound,
that the energy values are discrete, and the wave funct
are localized at the impurity. In another, more complex s
ation, but one that has also been studied in detail, when
energies of the electrons on the ionic core of substitutio
impurities fall in the energy band of the valence electrons
the crystal, states of hybridization arise, corresponding
collectivization of the electrons on the valence orbitals.
third possible variant of the position of the energies of
impurity electrons has attracted less attention in the exis
theoretical treatments: it arises when those levels lie in
conduction band of the crystal, and the impurity states can
hybridized with conducting states. The inadequate deve
ment of the theory for this variant has led to a situati
where the experimental data obtained under such condit
are interpreted using concepts pertaining to the case w
the levels lie in the band gap, i.e., the first of the situatio
mentioned. If the impurities retain their donor character
the low-temperature limit such an approach is inconsist
since it presupposes the appearance of conduction elec
owing to thermal ionization of impurities with bound ele
trons. For a consistent treatment one must start from the
that the electronic states on the impurities, which are don
in the ground state, are in essence hybridized with state
the conduction band. In this case the donor energy levels
not discrete energy eigenvalues of the bound electrons
resonance energies, according to the terminology of sca
ing theory. The wave functions of electrons with such en
gies have both a part that is localized on the impurity an
part describing free motion; this corresponds to hybridizat
of the impurity and conducting states. A way of describi
the hybridization using the concepts of resonance scatte
theory is well known in the theory of metals and forms t
basis for the approach developed by Friedel in the serie
papers whose results are set forth in Ref. 1. We have u
such an approach for describing the manifestations of do
8971063-777X/2004/30(11)/7/$26.00
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electronic states.2,3 The main problem here is to discover th
effects due to resonance scattering of conduction elect
by donor impurities in the concentration dependence
temperature dependence of the electron density, mob
and magnetic susceptibility. It was shown in Refs. 2 and
that resonance scattering leads to stabilization the elec
density with increasing number of donors, a concentrat
maximum of the mobility, and characteristic temperature
pendence of the mobility and magnetic susceptibility. Effe
of this kind have been observed in experiments on merc
selenide containing iron impurities, and the behavior of
concentration maximum of the mobility has been discus
in detail and is reflected in review articles.4,5 In searching for
an explanation for these facts the authors, relying upon a
ments that are now seen to be unjustified, considered it p
sible to neglect the hybridization of impurity and conducti
states despite the low-temperature character of the obse
effects. Our experimental data obtained on the same ob
were presented in Refs. 2 and 3 and were given a quantita
interpretation based on the theoretical concepts of reson
scattering theory; it was shown that this interpretation enj
advantages over the previously proposed explanations o
concentration maximum of the mobility. In the present artic
we lay out the theoretical principles of that approach~the
results pertaining to the electron mobility have also be
presented in Ref. 6! and discuss questions of its justificatio
and applicability.

RESONANCE SCATTERING OF ELECTRONS AND
GENERALIZED FRIEDEL SUM RULE

Let us start by giving the known results from th
quantum-mechanical theory of the scattering of an elect
on a static central potential. The asymptotics of the wa
functionc(r ) far from the center is described by the expre
sion

c~r !}eik"r1 f eikr /r , ~1!

where the scattering amplitudef depends on the direction o
the wave vectork and the energy«5\2k2/2m. The wave
function ~1! is the sum of the asymptoticsc l(r ) correspond-
ing to definite values of the orbital moment:
© 2004 American Institute of Physics
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c l~r !}
1

r
exp~ id l !sinS kr2

p l

2
1d l D , ~2!

which are expressed in terms of the scattering phasesd l ,
which depend on the energy«. A resonance in the scatterin
is manifested in a characteristic dependence of the deriva
with respect to energy of some phase shiftd r(«) of the set
d l :

dd r~«!

d«
5

D

~«2« r !
21D2 . ~3!

Formula ~3! is valid for energies« close to the resonanc
energy« r ; hereD is the width of the resonance level, whic
is much less than« r . In the limit of small D the resonant
electronic state has almost the same properties as a b
state, but the form of the asymptotics~1!, which contains a
contribution from the free motion, remains fundamental. T
bound-state wave functioncb(r ) has exponentially decayin
asymptotics:

cb~r !}exp~2gr !, ~4!

whereg is a positive real quantity, and the difference of th
asymptotic behavior from~1! can be substantial.

Applying these results to the scattering of electrons
substitutional impurities in solids, we reckon the energy fro
the edge of the conduction band, so that the bound-state
ergy lies in the energy gap of the crystal. Resonance sca
ing arises if the impurity potential has an energy level in
conduction band and the impurity is a donor in the grou
state, i.e., it gives up an electron without thermal excitati
A resonance donor state is described by formulas~1!–~3! and
corresponds to a hybridized state of an electron at an im
rity and in the conduction band.

For description of the energy spectrum of the electro
and the scattering potential of the impurities we adopt sim
isotropic models. Let the impurity densityni be small
enough that at a distancer 5(3/4pni)

1/3, equal to the radius
of a sphere representing the volume per impurity, the e
tron wave function is described by the asymptotics~1!, ~2!.
Then Friedel’s expression1 is valid for the volume-average
number densityn(«) of electrons occupying states with e
ergies from 0 to the given value«:

n~«!5ne~«!1niz~«!. ~5!

in this expressionne(«)5k3(«)/3p2 is the density of free
electrons obtained by averaging the contribution from
first term in the asymptotic expression~1!; the boundary
wave vectork(«) is determined by the relation 2m«/\2

5k2(«). The second term is the contribution ton(«) of the
inhomogeneous part of the electron density localized n
impurity centers because of scattering. The relative frac
z(«) of this contribution per scattering center is expressed
terms of the scattering phased l that appears in asymptoti
expression~2!:

z~«!5
1

p (
l

n ld l~«!5
1

p (
l

2~2l 11!d l~«!. ~6!

Here we are summing the partial contributions toz(«),
which are proportional to the scattering phases, from all
ve

nd

e

n

n-
er-
e
d
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s
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e
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e

electronic states; accordingly,n l52(2l 11) is the degen-
eracy multiplicity of the state with the given«.

The inhomogeneous part of the electron density, loc
ized around the scattering centers, and its contribution to
~5! arise in the resonance scattering. In the absence of r
nances the electron wave function upon scattering is
changed in respect to the character of the spatial distribut
remaining a plane wave, and so in that case the scatte
does not affect the average electron density. Therefore, w
there are no resonances one should setz(«)50, thereby ex-
pressing the condition of conservation of the number of el
tronic states during scattering. According to formula~6!, this
condition reduces to a definite sum rule for the scatter
phases which is obeyed by the scattering potentials of
impurities in the solid. In resonance scattering, on the ot
hand, a part of the electron density becomes localized at
impurity, and therefore in the scattered wave the fract
corresponding to free motion is different from that in th
incident wave. Accordingly, in the average electron dens
there is a localized fraction in addition to the free-moti
fraction, and soz(«) is nonzero.

Let us consider the energy dependence ofz for the case
in which each impurity has one resonance level of ene
« r . It is not hard to understand that the functionz(«) de-
scribing the occupation of the resonance level has the fu
tional form characteristic for resonance only in a restric
interval around the energy« r , i.e., for « r2G,«,« r1G,
G!« r . Setting aside for now the justification for this asse
tion and the definition of the parameterG, which we shall
give below, we note that off resonance on the low-ene
side («,« r2G) there is no localized contribution, sinc
z(«)50, and consequently

1

p (
l

n ld l~«!50, «,« r2G. ~7!

On the other hand, at high energies («.« r1G) the localized
part of the electron density gives a contribution ton(«)
which corresponds to the total occupation of the resona
level. Thenz(«) is equal to the degeneracyn r of the given
level:

z~«!5
1

p (
l

n ld l~«!5n r , «.« r1G. ~8!

Equations~7! and ~8! are the Friedel sum rules for the sca
tering phases. They reflect the fact mentioned above, tha
number of states for the motion with nonresonance scatte
is equal to the number of states for free motion, since
character of the motion does not change during nonre
nance scattering. We emphasize that the application of E
~7! and ~8! together with~5! is the basis of the propose
approach for treating just the resonance scattering effe
The contributions of the bound states in such a system
equations could be described formally by phases that
multiples of p and would not lead to any nontrivial energ
dependence.

The dependence ofz on energy in the resonance interv
indicated above is determined by the behavior of the re
nance scattering phase. Let us consider Eq.~6! and separate
out from the sum on the right-hand side the contribution
the resonance phase, writing
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1

p (
l

n ld l~«!5
1

p
n rd r~«!1

1

p (
l

8n ld l~«!. ~9!

The prime on the summation sign means to exclude
contribution mentioned. According to resonance scatter
theory, the resonance phased r(«) can be represented as th
sum of a sharply varying part, which is obtained from e
pression~3!, and a termdsm(«) that is slowly varying in the
resonance interval. We choose the following form for writi
such a sum:

d r~«!5
p

2
1arctanS «2« r

D D1dsm~«!, ~10!

wheredsm(« r)50. We then havez(«)5(1/p)n rd r(«), and
the satisfaction of Eqs.~7! and ~8! is ensured by suitable
behavior of the functiondsm(«). The resonance contributio
~the first two terms! in ~10! describe the behavior of th
function d r(«) for «→« r :

d r~«!5
p

2
1

«2« r

D
. ~11!

If expression~11! is treated as a linear approximation of th
functiond r(«) in the resonance interval, then one should
2G5pD; then the resonance dependence~3! is modeled by
a rectangular peak, and thedsm(«) term is not taken into
account. For a more exact description of the behavior
d r(«) one must take the termdsm(«) into account. Since the
scale of variation of the functiondsm(«) is large compared to
G, it can be approximated by the first terms of a Taylor ser
expansion around« r . The linear approximation fordsm(«) is
given by the expression

dsm~«!5
«2« r

Dsm
, ~12!

in which the constantDsm is significantly greater thanD and
G. Equations~7! and ~8! hold in such an approximation
since we adopt the following equation for determiningG:

1

Dsm
5

Fp2 2arctan
G

DG
G

'
D

G2 . ~13!

It follows from Eq. ~13! that the width of the resonanc
interval satisfies the inequalitiesD!G!Gsm. The param-
etersDsm, « r , andD characterize the resonance for scatt
ing on a given impurity potential. In the framework of a
proximation~12! the boundaries of the resonance interval
modeled by jumps of the derivative of the functionz(«)
from zero to values of the order of 1/Dsm, which are small
compared to the resonance values. Thus we have obta
justification for the sharp boundaries of the resonance in
val of change in the level occupationz(«) and have deter-
mined the parameterG. It can be seen that this justificatio
involves assumptions about the behavior of the funct
dsm(«)—that it goes to zero for«5« r ~this is equivalent to
the assumption that the functionz(«) is symmetric! and that
the constantDsm is positive. The validity of these assump
tions can in turn be linked to the properties of the poten
leading to the resonance scattering. The sharp charact
the boundaries of the resonance energy interval to wh
they lead has a simple meaning: resonance localization o
e
g
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t

f
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e
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l
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electron density cannot be considered to exist to some de
at all values of energy, but it appears and disappears abru
at the boundaries of an interval of width 2G. As to the non-
resonance scattering phases, according to what we have
relation ~9! implies the equation

1

p (
l

8n ld l~«!50, ~14!

which is the general Friedel sum rule for all energy values
must be taken into consideration jointly with the definitio
~9! and the expression for the resonance phase, which in
approximation looks like

1

p
d r~«!5

1

2
1

1

p
arctanS «2« r

D D

1

Fp2 2arctanS G

D D G~«2« r !

pG
. ~15!

Such a statement of the Friedel sum rule allows one
use it efficiently in studying the influence of resonance sc
tering on the Fermi energy and conductivity.

In substituting into formula~5! the expression obtaine
for z(«), we should take into account that the functionne(«)
reflecting the contribution of the free motion to the electr
density varies slowly in the resonance interval and is the
fore close to the valuen05ne(« r). In the linear approxima-
tion

ne~«!'n0F11
«2« r

De
G , « r2G,«,« r1G, ~16!

where De5n0@dne(« r)/d« r #
21. In this approximation, ac-

cording to formulas~5! and ~12!, the functionn(«) in the
resonance interval has the following form:

n~«!5n01ndF1

2
1

1

p
arctanS «2« r

D D G1S nd

pDsm
1

n0

De
D

3~«2« r !, ~17!

where nd5nin r is is the density of donor electrons. Th
formula provides a basis for studying the influence of re
nance scattering on the concentration dependence and
perature dependence of the electronic thermodynamic
kinetic parameters. Another basic formula relates the elec
mean free path with the resonance scattering phase.

MEAN FREE PATH

In the calculations that follow we use the known expre
sion for the inverse mean free pathL21(«) in terms of the
scattering phase, which can be written in the form

L21~«!52nis0~«!(
l

~ l 11!sin2 @d l~«!2d l 11~«!#,

~18!

wheres0(«) is a coefficient that is not related to the scatte
ing. We separate from the sum overl in the above expression
the terms containing the resonance phase:

~2r 11!S sin2 d r2
1

2
sin 2d r sin 2w D . ~19!
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Here, assuming that the nonresonance phasesd l( lÞr ) are
small, we neglect terms containing factors of sin2 dl and in-
troduce the notation

sin 2w5~11cr !sin 2d r 111~12cr !sin 2d r 21 , ~20!

wherecr51/(2r 11) and, as in Eq.~19!, we have dropped
the argument«. We now add the term sin2 w(122sin2 dr) in
the parentheses in expression~19!. We compensate the non
resonance part by a suitable addition to Eq.~18!, and the part
with the resonance phase is of the same order of magni
as the terms that we are ignoring. Then it turns out t
expression~19! can be replaced by (2r 11)sin2(dr2w), and
formula ~18! can be written in the approximation we hav
adopted as

L21~«!5nds0~«!@a~«!1sin2~d r~«!2w~«!!#. ~21!

This formula contains the small quantitiesa~«! and w~«!,
which characterize the nonresonance phases. The func
a~«! describes the contribution of all the phases off re
nance, andw~«! reflects the difference between the transp
part and the total scattering cross section.

In the analysis of the energy dependence of the m
free path we first separate out a neighborhood of the re
nance in whichu«2« r u!G. In this region thedsm(«) term in
the resonance phase can be neglected, since there Eq~10!
takes the form

cotd r~«!5~« r2«!/D. ~22!

Then, taking into account the smallness ofw~«! in compari-
son withd r(«) in the region under consideration we have

L21~«!5nds0H a1S 11
~« r2«!2

D2 D 21J , ~23!

where s05s0(« r), a5a(« r). Outside the resonance inte
val, according to Eq.~21!, the mean free path is equal t
(nds0a)21. Formula ~23! describes the resonance drop
L(«) to a value of the order of (nds0)21 as« approaches« r .
This is manifested in concentration dependence and temp
ture dependence of the conductivity, which we shall disc
below. A necessary condition for the existence of resona
effects is that the parametera be small compared to unity.

Another characteristic energy region is found near
boundary of the resonance interval. We will be interested
the neighborhood of the upper boundary,«5« r1G. In this
region the applicability condition for expression~22! does
not hold, and the contributiondsm(«) must be taken into
account in the resonance phase. From formula~14! we can
obtain the following expression for small« r1G2«:

1

p
d r~«!512

« r1G2«

pGb
, ~24!

where Gb5Dsm/25G2/2D. After expression~24! is substi-
tuted into formula~21! we assume thatGb is significantly
smaller than the characteristic scales for variation of
functionsa~«! andw~«!, and these functions can be consi
ered constant in the region under consideration. Then
contribution fromw in the combinationwGb we include in
the boundary energy« r1G, denoting it by«b . Then formula
~21! for the given case takes the following form:
de
t

ns
-
t

n
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ra-
s

ce

e
n

e

e

L21~«!5nds0Fa1sin2S «b2«

Gb
D G'nds0Fa1

~«b2«!2

Gb
2 G

~25!

The expression obtained for the energy dependence desc
the transition of the mean free path at the boundary to
nonresonance value.

ELECTRON DENSITY AND FERMI ENERGY

On the basis of the results presented let us first of
consider the electron density and Fermi energy in the gro
state. We take into account that the total electron den
n(«) is specified by the condition of electrical neutrality
simply by the number of electrons available in the syst
per unit volume. In our system we should include in th
number resonance donor the electrons studied~of densitynd)
and the conduction electrons originating from the other
nors and from the host~of densityn0e). In metals, for which
the Friedel theory was developed,1 the density of conduction
electrons varies little with variation ofnd , while for a semi-
conductor the situation of interest is one in which the num
of electrons is almost completely determined by the re
nance donors under consideration. In both cases the foll
ing equation is valid for the ground state:

n~«F!5nd1n0e , ~26!

which serves as the equation for determining the Fermi
ergy«F as a function of the donor densitynd . Under condi-
tions of resonance scattering of electrons the Fermi energ
found in a certain above-resonance interval, and expres
~17! for n(«F) should be substituted into Eq.~26!. It is easy
to see that if the Fermi energy is close to the resona
energy (u«F2« r u!G) or significantly larger than it, then the
contribution of the energy dependence of the electron den
ne(«) in n(«F) is unessential. For studying the dependen
on nd of the value ofne(«F) itself we must substitute the
expression found for the Fermi energy into formula~16!. In
considering the concentration dependence of the other q
tities we can assume that after the resonance is reache
conduction electron density is equal ton0 . In this case the
differencen02n0e appears in Eq.~26!, and from now on we
shall refer to it asn0 . Thus Eq.~26! for the Fermi energy is
written in the form

1

p
d r~«F!512

n0

nd
. ~27!

Under the conditionu«F2« r u!G, from this equation and
formula ~22! we have

«F2« r5D cot~pn0 /nd!. ~28!

The resonance value of the Fermi energy corresponds tnd

52n0 . With increasing densitynd the Fermi energy in-
creases slowly while remaining inside the resonance inter
Using formula~24!, we obtain an expression for«F near the
boundary of the interval«5« r1G:

«F5« r1G2pGb

n0

nd
. ~29!

Thus in the limit of high densities of donor impurities th
Fermi energy and the conduction electron density go to
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values« r1G andne(« r1G), which are practically equal to
the exact resonance values. In this lies the well-known ‘‘se
ing’’ of the Fermi energy, a description of which is obtaine
here on the basis of the resonance scattering theory.

ELECTRON MOBILITY

Let us consider the dependence of the electron mob
on the density of donor impurities in the resonance interv
This interval is bounded below by the value close ton0 , so
that the ration0 /nd with increasingnd changes from unity to
small values. Let us write formulas for the mobility in th
characteristic regions discussed above for which formu
~28! and~29! pertain. In the first of them the densitynd takes
on values close to the resonance value 2n0 and above it
under the condition cot(p n0 /nd)!G/D. Using formulas~23!
and~28! we obtain the following expression for the mobilit
m in the given region:

m5m0~n0 /nd!@a1sin2~pn0 /nd!#21, ~30!

wherem0 is the mobility at a mean free path 1/(n0s0). The
resonance effect consists primarily in a drop of the value
the mobility from the nonresonance valuem0(n0 /nd)/a to
values of the order ofm0 . However the contribution of the
resonance phase sin2(pn0 /nd)'12p2/2(1/22n0 /nd)2 near
resonance varies slowly, and therefore the minimum of
mobility at nd'2n0 can be called strongly smeared. With
subsequent rise in the densitynd the mobility grows because
the contribution of the resonance phase decreases un
reaches values of the order ofa. Since after that, the drop in
mobility because of nonresonance scattering begins, the
centration maximum of the mobility occurs at such values
nd . This maximum quite pronounced by virtue of the sma
ness ofa. It is described particularly clearly by the formula
obtained from expression~30! under the condition that the
ratio n0 /nd is small:

m5m0

n0

nd
Fa1S n0

nd
D 2G21

5
m0n

pAa~11n2!
, ~31!

wheren5ndAa/(pn0). The maximum atn51 corresponds
to values ofnd that are inversely proportional to the value
a. Therefore for its description at smalla the applicability
condition of the initial formulas~23! and ~28! might not be
satisfied. However, it turns out that the expression for
mobility obtained on the basis of formulas~24! and ~29! at
small n0 /nd agrees with Eq.~31!. Thus it can be assume
that formula~30! describes the concentration dependence
the electron mobility in the whole resonance interval.

The maximum in the concentration dependence of
electron mobility is one of the main effects of resonan
scattering by donor impurities. Its origin is essentially due
the stabilization of the electron density as the concentra
of donor impurities is increased in the resonance interval
the course of the filling of the localized states the effect
charge of each impurity decreases, and, as a result of this
scattering of electrons weakens and the mobility increa
The growth continues until the nonresonance scatter
which is characteristic for practically neutral impurities, b
-
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comes prevalent, which again leads to a drop of mobi
with increasing density of scatterers and ultimately to
appearance of a maximum of the mobility.

The concentration maximum is reflected in the tempe
ture dependence of the electron mobility. Let us consider
ratio of the mobilitym(T) to its value atT50. We write an
initial expression for this ratio in the form

m~T!

m
5E d«S 2

] f

]« D L~«!

L~«F!

5E dEF4kT cosh2S E

2kTD G21 L~E!

L~0!
, ~32!

where f is the Fermi function,E5«2«F , and k is Boltz-
mann’s constant. The integration in this expression is o
the resonance energy interval. As we are interested in
concentration anomalies of the temperature dependence
us first discuss the comparatively simple limiting case
high impurity concentrations, when the ration0 /nd is small
and formulas~24! and~29! are valid. For this case expressio
~32! takes the form

m~T!

m
5E

2`

u/T

dx@2 cosh~x/2!#22~11n2!

3F S Tx

u
21D 2

1n2G21

, ~33!

whereu5GbAa/nk. The formula obtained describes a d
pendence which in the limit of low temperatures goes to
constant value and which falls off above a certain thresh
temperature that is not always clearly defined. The scale
the falloff is determined by the temperatureu and decreases
with increasing impurity density. The threshold temperatu
is defined approximately as the largest of the values ofu and
nu, and therefore with increasing concentration, initially it
close to u and then to then-independent temperaturenu.
Here it is clear that at concentrations less than a cer
boundary value the threshold is smeared~the scale of the
falloff and the threshold temperature are of the same orde
magnitude! and with increasing concentration it becom
more and more pronounced. The boundary for the app
ance of the threshold is the valuen51, which corresponds to
the concentration maximum of the mobility.

Similar relationships are described by expressions
the temperature-dependent mobility of electrons at impu
concentrations close to the resonance value. Under the a
cability conditions of formulas~23! and ~28! one can write
the following expression for the functionD(E)/L(0) that
appears in definition~32!:

L~E!

L~0!
5F11

1

a
sin2S pn0

nd
D G

3H 12
1

a F S E

D
1cotS pn0

nd
D D 2

111
1

aG21J .

~34!

The temperature dependences obtained with the use of
definition have been used for describing experimental dat
Ref. 2, where examples of curves demonstrating the in
ence of the concentration maximum of the mobility on t
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threshold values of the temperatures are presented. We s
that these kinds of relationships are in essence due to
stabilization of the electron density in the resonance inter
which was discussed above.

MAGNETIC SUSCEPTIBILITY

Let us now consider the magnetic susceptibility of a s
tem of electrons scattering on by impurities. According
what we have said above, under resonance conditions t
exists a localized electron density around each impurity. L
electrons in an atom, such a system possesses a spin
netic moment. The set of such localized moments of re
nance states gives a separate contribution to the mag
susceptibility. For calculating it we take as the initial formu
the well-known form of the expression for the electron sp
susceptibility taking into account on a simplified level t
influence of the electron–electron interaction:

x r5m2h/~11ch!. ~35!

The termx r is to be added to the magnetic susceptibility
the conduction electrons, which we shall not discuss, as
are interested only in the contribution of the resonance sta
The value ofh is expressed in terms of the resonance p
gr(«)5niz8(«) of the electron density of statesg(«), given
by formula ~5!:

g~«!5
dn~«!

d«
5

dne~«!

d«
1niz8~«!, ~36!

h522niE d« z8~«!
d f~«!

d«
52niE d« z8~«!

3F4kT cosh2S «2«F

2kT D G21

. ~37!

Here f («) is the Fermi function without temperature depe
dence of the chemical potential, the latter being assume
be only unessentially different from«F in the region under
consideration. The parameterc describes the exchange inte
action of electrons in states localized at impurities, andm2

includes factors that reflect the role of the interaction
tween electrons in localized and conducting states, and
difference of the effective spin of a localized state from t
spin of the free electron. If an ionized donor is spinlessS
50) then the following simple formula form2 is valid:

m25m0
2~11ced!54m0

2 ^s2&
3

~11ced!, ~38!

where m0 is the Bohr magneton,ced is the coupling con-
stant, ^s2&5s(s11)53/4. For the more pertinent case
nonzero ion spinS, we generalize the second expression
Eq. ~38!, introducing the spinsd of the localized state:

m254m0
2 ^sd

2&
3

~11ced!, S.0. ~39!

The value of^sd
2& is the parameter of the completely fille

localized state, which for an impurity is on the whole clo
to the state of the un-ionized donor. Here if, together with
spinS of the ionized impurity, one also knows the spinSa of
the un-ionized donor, then one can determinesd by employ-
ing a certain sum rule. For example, atSa,S we set
ess
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^sd
2&5^S2&2^Sa

2&5S~S11!2Sa~Sa11!. ~40!

In more-complex situations when the proposed method
determining the effective moment is inapplicable, the effe
tive moment will remain a phenomenological parameter.

The character of the dependence ofh on temperature
and impurity concentration depends on the value of the
ergykT compared toD and of«F compared to«d . We shall
assume that all of the electrons originate from the don
under discussion and in that case their density is such tha
Fermi energy exceeds«d . Then upon further growth in the
donor concentration the Fermi energy varies little, and
conduction electron densityne(«F) remains close to the
valuen0 . Calculating the value ofh for low and high tem-
peratures, we easily obtain the following simple formulas
the susceptibility:

x r5
m2ni sin2~pn0 /ni !

D11cni sin2~pn0 /ni !
, T!

D

k
, ~41!

x r5
m2~ni2n0!

kT1c~ni2n0!
, T@

D

k
, ~42!

whereD15pD/2. The main qualitative feature of these fo
mulas consists in unusual concentration dependences tha
flect the fact that the electron density is stabilized in re
nance scattering on donor impurities. It is manifested in
terms containing the limiting densityn0 both in the suscep-
tibility without allowance for the interaction and in the pa
rameters characterizing the exchange interaction in local
states. The theoretical confirmation that the susceptibility
resonance donor states at high temperatures obeys
Curie–Weiss law is quite important. This susceptibilityx r is
a constituent of the total magnetic susceptibility of the cr
tal, which, in addition to the contribution of the electron
contains a contribution from the localized moments of io
ized impurities, which also obeys the Curie law, and t
weakly temperature-dependent susceptibility of the host.

RESULTS AND CONCLUSIONS

In this article we have described in detail the effects
resonance scattering of electrons by donor impurities on
basis of the application of a certain generalization of
Friedel approach. It is shown that the given theory pred
stabilization of the electron density, a concentration ma
mum of the electron mobility, the Curie law for the magne
susceptibility of resonance donor states, and other feature
the conductivity and magnetic susceptibility. Such effe
have been observed in mercury selenide containing iron
purities, and in Refs. 2 and 3 a consistent quantitative inte
pretation of the experimental data was given on the basi
the theoretical results presented here. Moreover, it should
noted that the many experimental studies done on merc
selenide containing iron impurities have for many years p
vided material that has been used in developing theore
concepts of a completely different kind, based on the
sumption that it is possible to neglect the hybridization
electronic states on impurities and in the conduction ba
when their energies coincide. Without dwelling on the d
tailed analysis and a comparison of the theories, wh
would require voluminous discussion, we shall give only
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argument that bears directly on the present study. We
talking about the basis for the idea that hybridization do
not need to be taken into account. In essence it reduce
two assertions. First, that resonance scattering leads to a
in mobility and cannot lead to its growth. This statement
refuted by the results of the present paper. Second, tha
matrix element that determines the width of the resona
level in perturbation theory is very small, practically equal
zero. This assertion is based on a misunderstanding.
assumed that this matrix element is calculated between w
functions belonging to a single site. But that kind of mat
element should be calculated between wave functions of
ferent sites, as is well known in the theory ofs-d hybridiza-
tion, so that there are no serious grounds for speaking o
extremely small width of the resonance level. Consequen
these statements and others like them based on similar
of argumentation are essentially unsound. It seems likely
there is every reason to apply the resonance scattering th
re
s
to

rop
s
he
e

is
ve

if-
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y,
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ory

to the study of the various phenomena in the mercury
lenide and in other objects; this could be a subject for furt
study.
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A comprehensive study of the electrophysical properties of the semimagnetic ternary solid
solution Hg12xMnxTe, an alternative material to Hg12xCdxTe, is reported. The charge-carrier
scattering, optical, photoelectric, and magnetic properties of the material are investigated.
Values are obtained for the effective masses of electrons and holes, the ionization energy of the
acceptor level, and theg factor of the charge carriers as functions of the manganese
telluride concentration and the densities of electrons and holes at temperatures of 300 and 77 K.
It is shown that the methods of radio spectroscopy can be used for diagnostics of the
semimagnetic material. Photodiode structures having characteristics close to the values for
working in the background-limited regime are obtained by the use of Schottky barriers, diffusion
in mercury vapor, and implantation of B1 ions intop-Hg12xMnxTe samples. ©2004
American Institute of Physics.@DOI: 10.1063/1.1820021#
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The main material now used for optoelectronic eleme
in the IR region of the spectrum are the ternary solid so
tions Hg12xCdxTe ~MCT!. However, experimental and theo
retical studies have shown that the presence of Cd in
MCT lattice lowers the ionicity of the Hg–Te bond, causin
a strong decrease of the activation energy for the forma
and diffusion of defects; this leads to significant temperat
and temporal instability of the electrophysical properties
the material and of the optoelectronic photoelements ba
on it. One of the alternative materials to MCT is the sem
magnetic solid solution Hg12xMnxTe ~MMT !; the presence
of the Mn ions strengthens the Hg–Te bond, permitting
production of a material with stable properties and a m
perfect crystal structure.1–3

The electrophysical properties of MMT have not be
adequately studied. It is necessary to investigate the
cesses of charge-carrier scattering and to refine some o
parameters of the band structure. The presence of the
ions in MMT permits studying the magnetic properties of t
material, providing additional diagnostic possibilities.

At low magnetic fields and high temperaturesT.40 K
the main electrophysical properties of MMT are determin
by the energy structure near theG point of the Brillouin
zone; in calculations it is necessary to take into accoun
least three close-lying zones:G6 , G7 , andG8 . The strongly
localizedd level of the Mn21 ions lies 3 eV below the top o
the valence band and has practically no influence on the e
trophysical properties of MMT.

We have investigated the electrical, optical, magne
and photoelectric properties ofn- and p-type MMT with
x50.09– 0.19 at temperatures of 77–300 K. Studies w
done on samples obtained by recrystallization from a tw
phase mixture with replenishment of the melt and on epit
ial films of MMT obtained by LPE from tellurium fluxed
9041063-777X/2004/30(11)/4/$26.00
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melts. The as-grown samples hadp-type conductivity, hole
concentrations of the order of 1017 cm23, and hole mobili-
tiesmp5(2 – 5)3102 cm2/(V•s) at 77 K. To reduce the hole
density and obtain materials withn-type conductivity the
grown films were subjected to a prolonged annealing in m
cury vapor. As a result we obtained samples with a h
density of not more than 1015– 1016 cm23 and samples with
n-type conductivity with an electron density of the order
1015 cm23 or even less and an electron mobilitymn

5104– 105 cm2/(V•s) at 77 K.
To elucidate the main mechanisms of electron and h

scattering in MMT solid solutions we studied the depende
of the mobility of the charge carriers on their density and
temperature. Figure 1 shows a plot of the electron mobi
mn as a function of the electron density for two groups
samples with Mn concentrations 0.07,x,0.075 ~dots! and
0.09,x,0.095 ~crosses! at liquid nitrogen temperature
Common to both plots are a slight increase of the elect
mobility in the region of densitiesn5(2 – 3)31015 cm23

and a decrease inmn at high electron densities. Theoretic
calculations of the electron mobility at 77 K were done w
allowance for the scattering on polar optical phonons, io
ized centers, and microscopic fluctuations of the compo
tion. An analysis of the temperature dependence of the e
tron and hole mobilities in MMT withx;0.1 showed that in
the high-temperature region the mechanism of scattering
polar optical phonons is dominant, while at low temperatu
the dominant mechanism is scattering on ionized acce
and donor centers. An analogous situation takes place
MCT solid solutions. It has been shown that bothn-type and
p-type samples are compensated, the total densities of ac
tor and donor centers being equal in order of magnitude w
a value;1016 cm23.

The optical properties of the samples were investiga
© 2004 American Institute of Physics



th
re
C

rt
ns
h

sin

c
s

th
in
a

th
to
o
ll

in

s
st

e
:

im

im
t

te

e-

st
rp

ight

rri-

he
nd
n
aph
rp-
the
ion
ght

nsi-
ole
–
ctra
l

ree
b-
ture.
of

ture,
the
lcu-
rge
ub-
he

ion
of
and
er

7

alc

905Low Temp. Phys. 30 (11), November 2004 Nesmelova et al.
on the basis of their absorption and reflection spectra in
region 3–40mm. It was shown that the MMT samples a
more homogeneous in composition as compared to the M
solid solution. Growth of the absorption on the sho
wavelength side of the spectrum is due to interband tra
tions of the charge carriers at the Brillouin zone center. T
absorption edge shifts to longer wavelengths with decrea
temperature and to shorter wavelengths with increasingx.
The temperature coefficients of the band gapdEg /dT were
determined as functions of composition. The temperature
efficient ofEg is positive and decreases linearly with increa
ing x according to the law

dEg /dT5~4.19218.66x!31024 eV/K.

The absorption beyond the main band edge is due to
interaction of radiation with free charge carriers—scatter
of free charge carriers on acoustic and optical phonons
ion ionized impurities. In thep-type material this absorption
is an order of magnitude larger than in then-type samples;
this is due to transitions of holes between subbands of
valence band. As was shown in Ref. 4, in semiconduc
with a Kane band structure this absorption can also be
served inn-type materials, since the real crystals are partia
compensated. The absorption coefficienta in n-type single
crystals on the long-wavelength side of the main band
creases with increasing free electron densityn and with in-
creasing temperature~Fig. 2!. Three scattering mechanism
were taken into account in the calculations: on acou
phonons (aac), optical phonons (aopt), and ionized impuri-
ties (a ion). All three scattering mechanisms can be assum
independent and the value ofa tot calculated as the sum
a tot5aac1aopt1a ion .

It was assumed in the calculations that the ionized
purities have unit charge~are singly ionized! and that the free
charge carrier density is equal to the density of ionized
purities. The values of the band parameters needed in
calculation were taken from Refs. 1 and 5. The calcula
spectra are presented in Fig. 2. It is found that for then-type
MMT at 300 K the main contribution to the absorption b
yond the edge of the main band is due to the scattering
electrons on optical phonons; the scattering on acou
phonons and ionized impurities is small. Additional abso

FIG. 1. Dependence of the electron mobility on the electron density at 7
for two groups ofn-type MMT samples with 0.07,x,0.075~1! and 0.09
,x,0.095~2!; the dots and crosses are experimental, the curves are c
lated.
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tion in the spectral region 8–20mm can be explained by
transitions of the charge carriers between subbands of l
and heavy holes in the valence band (aV1V2). At T580 K
the main contribution to the absorption of free charge ca
ers is from scattering on ionized impurities, andaac andaopt

are small.
In the p-type materials with a Kane band structure t

absorption on the long-wavelength side of the main ba
edge (hn,Eg) is due mainly to transitions of holes betwee
subbands of the valence band. It is shown in the monogr
cited as Ref. 4 that for InAs, InSb, and CdHgTe this abso
tion plays a significant role. The theoretical processing of
experimental spectra permits determination of the dispers
relation and the effective masses of both heavy and li
holes. The samples chosen for study werep-MMT with x
.0.12, since for such compositions the absorption at tra
tions of the charge carriers between the heavy- and light-h
subbands (aV1V2) does not mask the fundamental band
band absorption edge. Figure 3 shows the absorption spe
of a sample withx50.186. It is seen in Fig. 3 that additiona
absorption is observed in the region of absorption by f
carriers (l.4 mm). With decreasing temperature the a
sorption increases and develops a more complex struc
This is often due to the fact that the degree of ionization
the acceptor level decreases with decreasing tempera
and the role of impurity absorption increases both in
conduction band and in the valence bands. We have ca
lated the absorption coefficient due to transitions of cha
carriers between the heavy-hole V1 and light-hole V2 s
bands,aV1V2 . The calculations were done according to t
Kane theory (Eg,D) with allowance for the nonparabolicity
of the light-hole band and the corrections to the dispers
relations of the holes in bands V1 and V2 for the influence
the more remote bands lying above the conduction band
below the valence band. The effects of higher and low

K

u-

FIG. 2. Absorption spectra of ann-Hg0.9Mn0.1Te sample with n54
31016 cm23 at 300 K~1! and 80 K~2!; 1,2—experiment;3–6—calculation;
3—a tot5aac1aopt1a ion1aV1V2 ~300 K!, 4—aac1aopt1a ion ~300 K!, 5—
aac1aopt1a ion ~80 K!, 6—aV1V2 ~300 K!.
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bands were estimated using second-order perturba
theory. The best agreement of the theory with experim
was obtained with the use of the band parameters reporte
Ref. 6 ~curves3 and4 in Fig. 3!. The values of the effective
masses of the heavy (m1) and light (m2) holes were calcu-
lated. The results of the calculations in the vicinity of theG
point for concentrationsx50.119, 0.135, and 0.186 a
T5300 and 80 K are given in Table I. Analysis of the low
temperature spectra permitted estimation of the ionizat
energyEa of the acceptor level as a function of the mang
nese telluride concentration~see Table I!.

The reflection spectra of then-type MCT samples were
studied in order to determine the effective masses of
electrons as functions of the electron density and the man
nese telluride concentration. Measurements were mad
300 K on an IKS-21 spectrometer in the spectral reg
20–45mm. The samples studied had uncompensated do
densitiesn5(6 – 60)31016 cm23 and were grown by LPE
from a tellurium flux. The reflection spectrum of several
the samples are presented in Fig. 4. For samples witn

FIG. 3. Absorption spectra of ap-type Hg12xMnxTe sample withx
50.186: experiment~1,2!; calculation with~3,4! and without~5! the higher
bands taken into account;T5300 K ~1,3,5! and 80 K~2,4!.

TABLE I. Band parameters of ternary solid solutionsp-Hg12xMnxTe (m0 is
the mass of a free electron!.
on
nt
in

n
-

e
a-
at

n
or

f

.1017 cm23 the characteristic plasma minimalmin were ob-
served, and from their positions the effective masses of
electrons were calculated. The experimental and calcula
values of the effective masses of the electrons are given
Table II.

Studies of the magnetic properties of MMT single cry
tals were done by the ESR method on a Varian E-12 ra
spectrometer in the frequency ranges;9.5 and 37 GHz at
sample temperatures of 300 and 77 K. The samples w
carefully oriented in the resonant cavity to reduce the no
resonant energy losses, as could be done in this case bec
all of the ESR spectra observed were practically isotrop
We obtained ESR spectra at room temperature for all of
n- and p-type MMT samples studied with manganese io
concentrations in the solid solution in the rang
x50.074– 0.135. Figure 5 shows the ESR spectrum o
MMT sample Hg0.9Mn0.1Te, which consists of only one
rather broad line due to the manganese ions. The absenc
hyperfine structure in the spectrum may attest to a stro
interaction between magnetic ions or to a large scatter of
local crystalline fields in the MMT solid solution. Lowering
the temperature of the measurements to 77 K and record
the ESR spectra at frequencies of 37 GHz at 300 K did
lead to resolution of the hyperfine structure.

Analysis of the spectra showed that the value of theg
factor and the ESR absorption linewidth depend on the co
position of the samples. With increasingx the value of theg
factor decreases from 1.93 to 1.86, while the linewid
changes from 300 to 500 Oe. Such an increase in the abs

FIG. 4. Reflection spectra ofn-Hg12xMnxTe samples~300 K!: n56
31016 cm23, x50.09 ~1!; n51.531017 cm23, x50.06 ~2!; n55.5
31017 cm23, x50.10 ~3!.

TABLE II. Electrical parameters and effective masses of electrons in
solid solutions Hg12xMnxTe ~300 K!.
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tion linewidth in the ESR spectra from the manganese i
attests to growth of distortions in the crystal lattice of MM
with increasing concentration of Mn ions.

The MMT epitaxial films were used to prepare photo
ode structures by the Schottky-barrier method, by diffus
in mercury vapor, and by implantation of boron ions into
p-type samples. The ion-implantation experiments were
ried out in the vacuum chamber of the ILU-3 ion-beam a
celerator. As the dopant impurity we used singly charg
boron ions B1 with an energy of 40 keV. The dose of im
planted ions was varied over the range 1014– 6
31015 ions/cm2. The samples were not subjected to po
implantation thermal annealing.

The photosensitive elements were made in the form
mesa structures by a photolithographic method on the
face of MMT wafers ~which had hole densities of 2
31015– 1016 cm23 at 77 K in the initial material! that had
been subjected to ion implantation. Experiments were d
on p-MMT samples with compositions corresponing to t
spectral regions 3–5 and 8–12mm. Photosensitive diode
structures were obtained at all implantation doses. The m
electrophysical parameters characterizing the photodio
structure were investigated: the product of the resistanc
zero bias times the area of the sensitive element,R0A, the
voltage sensitivitySl,max, and the detecting powerDl,max* .
We obtained the spectral dependence of the photosensit
of the p–n junctions~Fig. 6!. The diode structures had th
following parameters:
—R0A5130 V•cm2, Sl,max51300 V/W (for the spectra
region 3 – 5 mm);
—R0A 51.7 V•cm2 , Sl,max5 40 V/W (for the spectral
region 8 – 12mm).

FIG. 5. Room-temperature ESR spectrum of a Hg0.9Mn0.1Te sample at a
frequency of 9.5 GHz.
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The detecting power of the photodiodes was close to
value in the background-limited regime.

The recombination processes in single crystals and
taxial films of MMT have been investigated in a number
studies~see, e.g., Ref. 7!. It was shown that they have muc
in common with the well-studied photoelectric properties
MCT. Thus one can hope to obtain photoelements based
MMT with parameters like those that are now achievable
MCT.

In summary, we have done a comprehensive study of
electrophysical properties of the promising semimagne
solid solution manganese–mercury telluride, an alterna
material to the widely used cadmium–mercury telluride so
solution but with better stability of the electrophysical p
rameters.

*E-mail: eugene@mi.ru

1A. Rogalski, Infrared Phys.31, 117 ~1991!.
2N. G. Garbuz, S. V. Kondrakov, S. A. Popov, E. V. Susov, A. V. Filato
R. A. Khazieva, and E. N. Kholina, Neorg. Mater.26, 536 ~1990!.

3A. Wall, C. Caprile, A. Franciosi, R. Reifenberg, and U. Debska, J. V
Sci. Technol.4, 818 ~1986!.

4I. M. Nesmelova,Optical Properties of Narrow-Gap Semiconductors@in
Russian#, Nauka~Siberian Division!, Novosibirsk~1992!.

5P. I. Baranskii, O. P. Gorodnichii, and N. V. Shevchenko, Infrared Ph
30, 259 ~1990!.

6I. I. Lyapilin and I. M. Tsidil’kovski�, Usp. Fiz. Nauk146, 35 ~1985!.
7N. S. Baryshev,Properties and Application of Narrow-Gap Semicondu
tors @in Russian#, Unipress, Kazan’~2000!.

Translated by Steve Torstveit

FIG. 6. Spectral distribution of the sensitivitySl,max of photodiode struc-
tures based on Hg12xMnxTe solid solutions obtained by ion implantation~77
K!: x50.16 ~1!, 0.11 ~2!, 0.10 ~3!.
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The impedance of single-crystal samples of PbTe~Ga! and Pb12xGexTe(Ga) (0<x<0.095) is
investigated in the frequency range from 102 to 106 Hz and temperature range 4.2–300 K. The
temperature dependence of the capacitance of all the Pb12xGexTe(Ga) samples studied
exhibited two types of features. These are a pronounced peak at a temperatureT5Tp , caused by
a dielectric anomaly at the ferroelectric phase transition, and a characteristic strong frequency
dependence of the rise in capacitance in the temperature regionT,100 K. The amplitude of the
low-temperature effect decreases monotonically with increasing frequencyf , and for f
.105 Hz the effect practically vanishes. This behavior of the capacitance at such low frequencies
may be associated with charge exchange processes in the impurity subsystem. The experimentally
determined value ofTp is substantially higher than the characteristic temperatures for the
appearance of long-term relaxation processes, in particular, the delayed photoconductivity.
Consequently, the change of the charge states in the impurity subsystem is not accompanied by
dielectric anomalies of the crystal lattice as a whole, and the possible restructuring of the
lattice is of a local character. ©2004 American Institute of Physics.@DOI: 10.1063/1.1820022#
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INTRODUCTION

By doping lead telluride with gallium one can obta
crystals and epitaxial films in which the density of char
carriers is close to its values in pure bulk samples at
temperatures. This possibility is due to the stabilization
the position of the Fermi level~FL! within the forbidden
band~approximately 70 meV below the bottom of the co
duction band!. All of the known solid solutions based on lea
telluride in which the FL stabilization effect has been su
cessfully observed upon doping with gallium are also se
insulating. The majority of the theoretical concepts that ha
been proposed for explaining the set of properties of galliu
doped PbTe crystals presuppose the presence of an elec
lattice correlation that appears thanks to a local rearran
ment of the nearest-neighbor crystalline environment of
impurity center upon a change of its charge state. Correla
processes cause a variable valence of gallium in the P
host, the formation of a system of impurity levels lying bo
inside the gap~the ground state! and in the conduction ban
~metastable impurity state!, and the presence of long-term
relaxation processes, in particular delayed photoconducti
at temperaturesT,TC;80 K. Together with the notions o
local rearrangement of the crystal lattice, the idea of a fe
electric phase transition atT5TC has been considered fo
explaining these properties.1
9081063-777X/2004/30(11)/4/$26.00
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Direct experimental information about the behavior
the permittivity and the presence of a phase transition can
obtained in a study of the temperature dependence of
active and reactive components of the total impedance. S
the samples of gallium-doped solid solutions of lead tellur
are quite highly resistive, measurements of the reactive c
ponent of the impedance can be carried out directly on u
formly doped crystals without a specially preparedp–n
junction. As objects of study we chose single-crystal samp
of Pb12xGexTe(Ga), the electrophysical and photoelect
characteristics of which have been studied in detail.2–6 The
phase transition temperature in undoped of Pb12xGexTe is
well known.7,8

SAMPLES AND EXPERIMENTAL TECHNIQUE

Single-crystal samples of Pb12xGexTe(Ga) (0,x
,0.095) were obtained by sublimation from the vap
phase. An impurity of 1.5 mol. % GaTe was introduced
rectly into the growing stock. The composition of th
samples was determined by the x-ray diffraction method. T
values of the lattice constant are presented in Table I.
samples intended for impedance measurements were in
form of rectangular slabs with an area of;434 mm and
thickness;1 mm. The surface of the slabs was coated b
95%In14%Ag11%Au alloy. For the measurements th
© 2004 American Institute of Physics
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samples were placed in a chamber that shielded them f
stray light. The measurements were made with E7-12
MIT 9216A ac current bridges at frequenciesf from 102 to
106 Hz in the temperature interval 4.2–300 K. The tempe
ture dependence of the resistivityr was measured in dc on
samples 13135 mm in size under conditions of shieldin
and under illumination by IR radiation sources.

EXPERIMENTAL RESULTS

The typical shape of the temperature curves of the re
tivity r for Pb12xGexTe(Ga) samples measured in dc und
conditions of shielding and under illumination by a ligh
emitting diode at wavelengthl51 mm is shown in Fig. 1 for
samples withx50.046 and 0.08. Similar curves had bee
observed previously for solid solutions of variou
compositions.2–6 The characteristic feature distinguishing th
r(T) curve for Pb12xGexTe(Ga) from that for PbTe~Ga! is
the presence of a maximum and a region of decline w
decreasing temperature even under conditions of shield
In lead telluride containing galliumr(T) increases mono-
tonically with decreasing temperature all the way down t
lowest temperatures of the experiment. Delayed photoc
ductivity is observed atT,TC;80 K, whereTC is indepen-
dent of the compositionx of the solid solution. In Refs. 2 and
4–6 a correlation was noted between the the compositiox
of the solid solution and the temperatureTm corresponding
to the maximum on ther(T) curves obtained under cond
tions of shielding. This suggested that the maximum is due
a phase transition,4–6 the temperature of which is shifted b

TABLE I. Characteristics of the samples studied.*

*The lattice constant a @Å #56.464220.47018x, the band gap
Eg(Tp) @meV#519010.55Tp ~Refs. 7 and 8!.

FIG. 1. Temperature dependence of the resistivity of Pb12xGexTe(Ga)
samples, measured under conditions of shielding~m, j! and under illumi-
nation by an LED at wavelengthl51 mm ~n, h!.
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approximately 80 K downward on the temperature scale
cause of the presence of the dopant. However, the possib
of such a substantial change in phase transition tempera
for such an insignificant impurity concentration has rais
valid objections.2,3

Figure 2 shows the temperature dependence of the re
tivity r measured in dc for Pb12xGexTe(Ga) samples in-
tended for impedance measurements, i.e., having a con
ration for capacitance measurements: a large area of the
and a comparatively small distance between them. As ca
seen in Fig. 2a, no explicit correlation betweenTm and the
sample compositionx is observed. Moreover, in a heating
and-cooling cycle in the region of the maximum one o
serves instabilities and irreproducibility of the data at lo
temperatures~Fig. 2b!.

In the high-temperature region ther(T) curves for all
the samples studied exhibited a segment corresponding t
activational character of the conductivity. The activation e

FIG. 2. Temperature dependence of the resistivity of Pb12xGexTe(Ga)
samples prepared for impedance measurements, under conditions of s
ing ~a! and for a Pb0.92Ge0.08Te(Ga) sample on cooling~line! and on subse-
quent heating~points! ~b!.
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ergies EA calculated from the relationr}exp(EA /kT) are
given in Table I. It should be noted that the values of t
activation energy obtained previously2–6 are practically equa
to the data of the present study and do not depend on
shape and size of the sample.

At frequencies below 105 Hz the real part of the imped
anceZ8 is practically equal tor. At a frequency of 106 Hz
the value ofZ8 in the peak region is somewhat lower.

An example of the typical temperature dependence
the capacitanceC for all of the Pb12xGexTe(Ga) (x.0)
samples studied for measurements at different frequenci
shown in Fig. 3 for the sample withx50.095. Since the
crystals studied were not completely isolated, especially
the high-temperature region, in the processing of the exp
mental data the capacitance of the crystals was calcul
from the values of the realZ8 and imaginaryZ9 parts of the
impedance in the approximation of an equivalent circuit
the form of a parallelR–C chain. As is seen in Fig. 3, fo
T5Tp theC(T) curves clearly exhibit a peak with a positio
that is practically independent of frequency.

Table I also gives the values of the phase transition te
perature for undoped Pb12xGexTe crystals, according to pub
lished data (Tp lit.) and according to the experimental da
of the present study (Tp). The temperature at which the pea
is observed on theC(T) curve is somewhat lower than th
temperature of the transition from the cubic to the rhom
hedral phase for the undoped alloy of the same compos
but is substantially higher than the temperature of the m
mum on ther(T) curves. It should be noted that the lowe
ing of the phase transition temperature by an amount tha
quite comparable with the data of the present study has
been observed upon doping of Pb12xGexTe alloys with
indium.8 Importantly, the peak on theC(T) curves is rather
sharp, indicating good homogeneity of the samples in res
to composition.

In the temperature regionT,Tcap (Tcap is the tempera-
ture at which low-frequency anomalies appear! a strong fre-
quency dependence of the capacitance is observed. At
frequencies (f ;103 Hz) one observes a sharp, practica
jumplike increase in the capacitance by almost an orde
magnitude. With increasingf the amplitude of the jump de
creases, and atf 5105 Hz the C(T) curve becomes rathe
smooth. In the temperature regionT,70 K the capacitance

FIG. 3. Typical form of the temperature dependence of the capacitanceC of
Pb12xGexTe(Ga) samples, measured at different frequenciesf .
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of PbTe~Ga! single crystals is practically independent of bo
temperature and the frequencyf . Figure 4 shows the tem
perature dependence of the ratioC/C0 for Pb12xGexTe(Ga)
samples of various composition (C0 is the geometric capaci
tance, defined as the ratio of the area of the contacts on
sample to the distance between them!. If it is assumed that
the sample is a flat capacitor, then the value ofC/C0 corre-
sponds to the permittivity«. For all the Pb12xGexTe(Ga)
samples studied we find«;1300 in the temperature interva
Tcap,T,Tp for all f and in the interval 4.2 K,T,Tp for
f .105 Hz.

The additional contribution to the capacitance observ
in Pb12xGexTe(Ga) in the low-frequency range forT,Tcap

cannot be attributed to processes due to polarization or r
nance effects of the crystal lattice itself. The characteris
frequencies of such effects are many orders of magnit
higher than 106 Hz. The most probable cause of the increa
in capacitance may be processes involving charge excha
between impurity centers. An analogous effect in the sa
frequency range has been observed previously in the he
junctions of germanium–silicon diodes and was explained
being the contribution to the capacitance of the heteroju
tion from charge exchange between boundary states.9

CONCLUSION

In this study we have established experimentally that
phase transition temperatureTp in Pb12xGexTe(Ga) is sub-
stantially higher than the characteristic temperatures for
appearance of delayed photoconductivity (TC;80 K), the
temperatures of the inflection points on ther(T) curves, and
the temperatures at which the low-frequency anomalies
pear on the temperature curves of the capacitance (Tcap). The
data show that processes involving charge exchange betw
impurities are characterized by only a local restructuring
the lattice, unaccompanied by the frequency-independen
electric anomalies observed at transitions to the ferropha

This study was supported in part by Grants Nos. 04-
16397 and 02-02-17057 from the Russian Foundation
Basic Research and by INTAS Grant No. 2001-0184.

*E-mail: khokhlov@mig.phys.msu.ru

FIG. 4. Temperature dependence of the relative capacitanceC/C0 (C0 is the
geometric capacitance! of Pb12xGexTe(Ga) samples of different compos
tion at a frequencyf 5105 Hz.
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Ultrasonic experiments on ZnSe and ZnSe:Ni crystals with impurity concentrations of 5.5
31019 cm23 have revealed precursor phenomena at temperatures much higher than the
temperature of the structural transition (Tc514.5 K). It is found that the elastic constant
C44 softens whileC11 and C12 become stiffer asTc is approached from above; the strains
associated with the order parameter are transverse deformations of the«4 type. A brief
symmetry analysis of the possibilities of formation of a tetragonal phase is given. The Jahn–Teller
effect and displacement of the charge density on the chemical bonds are discussed as
probable causes of the low-temperature phase transition. ©2004 American Institute of Physics.
@DOI: 10.1063/1.1820023#
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INTRODUCTION

The growing interest in research on type II–VI semico
ductors doped with 3d elements is due to the possible orde
ing of the magnetic moments of the impurities and to the
of these materials in spintronic devices. Recently a lo
temperature structural transition due to a nickel impurity w
observed in zinc selenide by neutron diffractometry supp
mented with ultrasonic studies.1 The currently available data
indicate that this is a second-order transition from a cu
structure of the zinc blende type to a tetragonal structu
The nature of the transition observed is not completely cl
since it is due to impurities at an anomalously low dens
(5.531019 cm23).

In the description of phase transitions one consid
physical quantities that are derivatives of thermodynamic
tentials with respect to thermodynamic coordinates. The
perimentally obtained dependence of these derivatives on
thermodynamic parameters yields useful information ab
the type of transition and its kinetics and also serves a
touchstone for both phenomenological and microscopic
oretical concepts. One such physical quantity is the tenso
elastic constants, which is the second derivative of the
energyF ~for an isothermal process! or the internal energyU
~for an adiabatic process! with respect to the components o
the strain tensor« i . ~Here and below we use the Voigt not
tion.! At structural phase transitions the components of
order parameter tensorQj are associated with the strains« i

in a definite way. In was shown in Ref. 2 that for the elas
constants in the region of a second-order structural trans
the temperature dependences described by different term
the expansion ofF are qualitatively different, since thos
terms reflect different characters of the coupling ofQj and
« i . In the case of a transition from a cubic to a tetrago
phase the order parameter is a scalarQ5(c2a)/a, wherea
and c are the parameters of the tetragonal unit cell. Th
from the shape of the experimental curves of the tempera
9121063-777X/2004/30(11)/4/$26.00
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dependence of the different components of the elastic c
stant tensor one can establish which of them undergo
greatest change in the transition region, determine the typ
strains associated with the order parameter, and indicate
character of their coupling. The elastic constants can be m
sured in two types of experiments: static and dynamic. E
periments of the first type presuppose a change in lengt
the sample when static stresses are applied to it. The se
type of experiments is based on the propagation of acou
waves in the ultrasonic range. The elastic constants t
measured are dynamic, i.e., they contain a frequen
dependent, in general complex, contribution and they de
mine the phase velocityv and absorptionG of the ultrasonic
wave:

v ^klm&,p5AC^klm&,p

r
,

G^klm&,p5
v

2v ^klm&,p

Im$C^klm&,p%

Re$C^klm&,p%

5
v

2rv ^klm&,p
3 Im$C^klm&,p%, ~1!

where the indexp indicates the type of normal mode prop
gating along the axiŝklm&: in the case of the principa
crystallographic axes one hasp5l for a wave of longitudi-
nal polarization andS1 andS2 for the two transverse modes
r is the density of the material,C^klm&,p is an effective elastic
constant;v is the angular frequency of the wave. The elast
constant tensor of a cubic crystal has three independent c
ponents. In a Cartesian coordinate system tied to the pri
pal crystallographic axes, these areC11, C12, andC44.

In Ref. 1 longitudinal ultrasonic waves propagatin
along the^110& axis were used. In that case the effecti
© 2004 American Institute of Physics
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elastic constant is a linear combination of all three indep
dent components defined in a coordinate system tied to
principal crystallographic axes:

C^110&,l 5
1

2
~C111C1212C44!. ~2!

The effective transverse elastic constants for this direc
are

C^110&,S15
1

2
~C112C12!,C^110&,S25C44, ~3!

and therefore, in order to get a more complete picture of
kinetics and the character of the phase transition in ZnSe
in addition to the curves for longitudinal waves1 we also
investigate on the same samples the temperature depend
of the absorption and of the velocity of transverse mo
propagating along thê110& axis.

EXPERIMENT

Measurements of the phase velocity and absorption
ultrasound were made on an ultrasonic device operating
the principle of a frequency-tunable ultrasonic bridge,3 at
frequenciesf '52 and 154 MHz in the temperature interv
T54.2– 160 K. The ZnSe:Ni samples were in the form
parallelepipeds with sides of 537315 mm. Ultrasonic
waves were excited and detected by LiNbO3 piezoelectric
transducers. In this method the relative change of the bala
frequency f of the bridge is related to the changes of t
phase velocity and the path lengthL traversed by the wave a

D f

f 0
5

Dv
v0

2
DL

L0
, ~4!

where D f 5 f (T)2 f 0 , Dv5v(T)2v0 , DL5L(T)2L0 ,
and v0 , f 0 , andL0 are quantities defined at a certain tem
peratureT0 ~in our caseT0590 K). The measurement erro
D f / f 0 did not exceed 1026. Using the results of Ref. 4 fo
the coefficient of linear thermal expansion determined aT
5100 K (a52.531026 K21), we found that above 60 K
the value ofDL/L0 is negligible in comparison withD f / f 0 .
Below 60 K the neutron-diffraction data1 indicate that the
unit cell volume is unchanging~within the accuracy of the
measurements! both before and after the transition. Sin
there is no preferred direction in the sample, in the tetrago
phase it should consist of regions having different directio
of the c axis. It is natural to suppose that these axes
equiprobably oriented along the fourfold crystallograph
axes of the high-temperature cubic phase. Then it follo
from the condition of conservation of the unit cell volum
that the linear dimensions of the sample remain const
Thus if Dv/v0 is determined on the basis of relation~4!, one
may safely neglect the termDL/L0 in the whole temperature
interval.

RESULTS AND DISCUSSION

The temperature dependence of the absorption and
locity of transverse sound polarized along the^100& axis ~in
accordance with formula~3! this is S2) measured by us in
the Ni-doped crystal is analogous to that for longitudin
waves. The differences are of a quantitative character:
-
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absorption peak is significantly higher and the change in
ultrasound velocity prior to the transition on the hig
temperature side is considerably larger. Qualitative diff
ences are seen in the curves for the transverse ultras
wave of theS1 type~i.e., polarized along thê110& axis!: the
absorption peak is absent~see Fig. 1b! and the temperature
dependence of the velocity is monotonic.

Knowing the temperature dependence of all the effect
elastic constants for thê110& direction, one can recover th
temperature dependence ofC11(T), C12(T), and C44(T).
Our apparatus also permits measurement of the absolute
ues of the ultrasound velocity, but to significantly lower a
curacy. Therefore in order to express our results on the
solute scale we used the results of Ref. 5, in which the va
of the elastic constants of the ZnSe crystal and their temp
ture dependenceCi j (T) in the interval 77–300 K were mea
sured to high accuracy. The temperature intervals of
measurements and the measurements reported in Ref. 5
tially overlap. This made it possible to represent the tempe
ture dependence of the elastic constants of the impurity-
ZnSe crystal on the absolute scale over a wide tempera
interval. Assuming that the curves for the pure and dop
crystals coincide at high temperatures, we constructed

FIG. 1. Temperature dependence of the velocity~a! and absorption~b! of
transverse ultrasonic waves in ZnSe:Ni:~d!—polarization along^100&,
~s!—^110&. DV5v(T)2v(90 K), DG5G(T)2G(40 K).
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temperature dependence of the elastic constants for
doped crystal~see Fig. 2!. We recall that below 14.5 K the
ZnSe:Ni sample is no longer of cubic symmetry, that it ha
different set of elastic constants and, moreover, is
monocrystalline. Therefore, in the temperature region co
sponding to the new phase the data for the doped sam
must be understood as being the result of a certain averag

In order to get a clearer picture of the differences of
elastic constants of the doped and pure crystals, in Fig. 3
have plotted on a relative scale the difference of the ela
constants of each given type,Ci j

Ni2Ci j
0 , where Ci j

0 is the
elastic constant of the pure crystal andCi j

Ni is the same for
the Ni-doped crystal.

The main results obtained on the basis of the experim
tal data given above can be stated as follows.

1. The temperature dependence of the elastic const
for the doped and pure crystals are different below'100 K,
indicating that precursor phenomena are observed ov
wide interval range.

2. Doping leads to a softening of the elastic constantC44

and a linear hardening~with decreasing temperature! of the
elastic constantsC11 andC12 relative to the pure crystal.

3. The temperature dependence ofC11 and C12 for the
pure ZnSe crystal is not monotonic: an indistinct maximu
is observed around 40 K. Such behavior can be consid
anomalous, since a monotonic hardening of the elastic c
stants with decreasing temperature is normal for insulat

FIG. 2. Temperature dependence of the elastic constants of ZnSe:Ni~d! and
ZnSe~s! crystals.
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In the quasiharmonic approximation6 Ci j (T) is proportional
to 2T4 for T→0 and to2T at moderately low temperatures

4. Since nonmonotonic dependence is observed for
doped crystal in the phase transition region only forC44, one
can associate a strain of the«4 type with the order paramete
The general appearance of theC44(T) curve is similar to the
dependence given in Ref. 2, which corresponds to a lin
relation between the order parameter and the strains.

A symmetry analysis based on the neutron-diffracti
data shows that the transition to the tetragonal phase ca
occur with a wave vectork50. A tetragonal phase arise
only via transition channels of the Lifshitz stars$k8% and
$k10% in the Kovalev notation.7 The star$k10% forms a tetrag-
onal phase upon a transition along one arm or any two ar
while the star$k8% does so for a certain set of arms, a list
which is given in the monograph cited as Ref. 8. For all t
transition channels a tetragonal phase is obtained by
placements of the Se atoms except for one of the channe
the star$k8%, which has the greatest~a 16-fold! increase in
the unit cell volume. In this last transition channel a tetra
onal phase can be obtained by a displacement of both th
and Zn atoms. What we have said above means that
transition to the tetragonal phase should occur with the
mation of superstructure. For confirmation of this conclus
it will be necessary to do further detailed neutron-diffracti
studies.

In considering the probable causes of the phase tra
tion in the ZnSe crystal induced by such a low impur
concentration, we turn our attention to the Jahn–Teller eff
and to the change in the value and position of the maxim
of the charge density on the chemical bonds near the im
rity.

The Jahn–Teller effect~see the review9! consists in a
lifting of the degeneracy of the energy levels of 3d elements
found originally in a high-symmetry environment. The d
generacy is lifted on account of local deformations of t
crystal lattice which lower the symmetry. The Ni21 ions sub-
stituting for Zn in the ZnSe crystal have an orbitally dege
erate ground state3T1 in a tetrahedral environment.10 This

FIG. 3. Temperature dependence of the difference of the elastic constan
the doped (Ci j

Ni) and pure (Ci j
0 ) crystals,DCi j 5Ci j

Ni2Ci j
0 , in relative units:

~s!—DC44 , ~d!—DC11 , ~h!—DC12 . The vertical line corresponds to
T5Tc .
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state admits tetragonal distortions of the lattice owing to
interaction of 3d electrons of the nickel with acousti
phonons ofE symmetry. Although the Jahn–Teller effect ca
lead to local distortions of the lattice, it is unclear how the
distortions would propagate in the crystal, leading to
phase transition.

As a mechanism having longer range one might cons
the redistribution of the charge density between an impu
center and the nearest-neighbor environment. This redistr
tion is manifested in a change in the position and value of
maximum of the charge density on the chemical bond,
this charge has a long-range influence in ionic–cova
crystals.11 The redistribution of the charge on the bond c
be tracked in the series Ge, GaAs, ZnSe, and CuBr. Th
substances have approximately equal bond lengths and
cept for Ge, crystallize in a structure of the zinc blende ty
In Ge the maximum of the charge density on the bond
largest and is equidistant from the ions, while in GaA
ZnSe, and CuBr the maximum of the charge density
creases and is shifted toward the anion. Thus the given s
corresponds to a decrease in covalence and an increa
ionicity from the covalent Ge to the most ionic substance
this series, CuBr. For this series of crystals with decreas
degree of covalence and increasing degree of ionicity th
occurs a noticeable decrease in the elastic modulus ofC44:
Ge–6.71, GaAs–5.92, ZnSe–4.91, CuBr–1.51 in units
1011 dyn/cm2. In ZnSe crystals the Ni impurity leads to a
increase in the degree of ionicity of the bond at an impu
center, and at the same time below 100 K a softening of
constantC44 is observed experimentally. If it is assumed th
these effects are related, then the softening of the ela
constant, the lattice instability caused by it, and the struct
transition occurring at low temperatures are of an electro
nature.

CONCLUSION

On the basis of the data obtained we can state the
lowing conclusions.
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In ultrasonic experiments on ZnSe and ZnSe:Ni cryst
with an impurity concentration of 5.531019 cm23, we have
observed precursor phenomena at temperatures below 10
i.e., almost an order of magnitude higher than the tempe
ture of the structural transition,Tc514.5 K. We have estab
lished that the elastic constantC44 softens andC11 andC12

harden asTc is approached from the high-temperature sid
the strains associated with the order parameter are transv
strains of the«4 type. A symmetry analysis permits the co
clusion that the transition to the tetragonal phase should
cur with the formation of a superstructure. The Jahn–Te
effect and the displacement of the charge density on
chemical bonds are likely candidates for the cause of
low-temperature phase transition.
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Dynamics of the insulator–conductor transition initiated by high pressure in ammonium
halides

G. V. Tikhomirova* and A. N. Babushkin

A. M. Gorky Ural State University, pr. Lenina 51, Ekaterinburg 620083, Russia
~Submitted June 1, 2004!
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A comparative study is made of the influence of high pressures~15–50 GPa! on the conductance
of the ammonium halides NH4X (X5F, Cl, Br! at temperatures of 77 K and above. It is
found that the application of high pressure induces a phase transition which is manifested in a
sharp~jumplike! change in the resistance by several~more than three! orders of magnitude
and is accompanied by hysteresis typical of a first-order phase transition. The values of the pressure
Pc1 correlate with the density of the material and are approximately 40, 27, and 15 GPa for
NH4F, NH4Cl, and NH4Br, respectively. The relaxation times of the resistance depend strongly on
the pressure: in the transition region the relaxation time is increased significantly~from
several hours to days!. At pressures much higher thanPc1 it is several minutes. ©2004 American
Institute of Physics.@DOI: 10.1063/1.1820024#
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1. INTRODUCTION

Ammonium halides are analogous to transition metal
lides, in which the structural transitions at high pressures
the accompanying changes of their optical and electr
properties, including the appearance of metal-like sta
have been well studied.1–4 In ammonium halides the role o
the alkali metal is played by the (NH4)1 ion. The phase
diagram of ammonium halides is a unique combination
the phases characterizing dynamic orientational diso
~phases I and II! and phases with different types of orient
tional ordering of the ammonium ions—‘‘antiferromagneti
~phase III! and ‘‘ferromagnetic’’~phase IV!. The richness of
the phase diagram and the series of features of the orie
tional phase transitions and lattice dynamics have b
stimulating interest in the study of these materials~see, e.g.,
Ref. 5!. Structural studies of these materials have been d
at pressures up to 9 GPa.6–8 Measurements of the conduc
tance together with the data of structural and optical stud
yield information about the onset and dynamics of the ph
transitions and the changes in the electronic structure
study of transport phenomena can provide substantial in
mation about critical phenomena at high pressures.9,10 The
goal of the present work was to do a comparative study
the influence of high pressures~15–50 GPa! on the value and
relaxation time of the conductance of the ammonium hali
NH4X (X5F, Cl, Br! at temperatures of 77 K and higher.

2. EXPERIMENTAL TECHNIQUE

The measurements were made in a high-pressure
with diamond anvils of the ‘‘rounded cone–plane’’ typ
made from synthetic polycrystalline carbonado~black!
diamonds.11,12These anvils are good conductors of electri
current and can be used as electrical contacts to the sam
The resistance of the short-circuited anvils is 7–12V and
varies weakly with temperature. The method of estimat
the pressures with the use of data on the mechanical pro
ties of the material being compressed and of the diam
9161063-777X/2004/30(11)/5/$26.00
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and the geometry of the anvil has been tested on a la
group of materials over a wide range of temperatures
pressures and is described in Refs. 3, 4, 13, and 14.
technique used allows one to study the same sample u
successive increase and decrease of pressure and also to
the sample under load for a long time. The samples stud
obtained by compression in the high-pressure cell had a
ameter of;0.2 mm and a thickness of 10–30mm. Measure-
ments were made in the linear part of the current–volta
characteristic. The voltage across the samples was kept t
mV or less to avoid electric breakdown. Because the intrin
resistance of the measurement circuit was around 100 MV,
we measured samples with resistances of 10 MV or less. The
temperature of the high-pressure cell was registered b
copper–Constantan thermocouple.

3. GENERAL FEATURES OF THE BEHAVIOR OF THE
RESISTANCE OF AMMONIUM HALIDES UNDER
HIGH PRESSURES

In all of the ammonium halides studied the resistan
exhibited hysteresis as a function of pressure~Fig. 1!. At low
pressures the resistance of the investigated samples exce
10 MV. At a certain critical pressurePc2 the resistance of the
ammonium halides studied decreased sharply~with a jump!.
During a subsequent lowering of the pressure the return
state with high resistance is observed at a critical press
Pc1,Pc2 . @An analogous sharp~jumplike! transition is ob-
served on the temperature dependence of the resistanceR at
pressures close to the critical~Fig. 2!.# Hysteresis is also
observed on the temperature dependence of the resista
The size of the hysteresis loop of the resistance in pres
and temperature decreases with increasing number
compression–decompression cycles and/or increasing d
tion of the hold under pressure. This shows that a rather l
high-pressure treatment of these ammonium halides is
essary in order for them to reach a stable state, and so
times a static hold at a fixed pressure is insufficient, a
several successive compression–decompression cycles
© 2004 American Institute of Physics
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necessary. A correlation is observed between the duratio
the necessary preliminary pressure treatment and the de
of the material~the atomic weight of the halogens F, Cl, an
Br!. The critical pressure of the transition between the in
lator and low-resistance state in ammonium halides
creases with increasing atomic weight of the halogen.

It was found that the relaxation time of the electric
resistance of the samples upon a change in pressure dep
on the applied pressure. Near the pressures of the trans
from the low-resistance to the high-resistance (.100 MV)
state the relaxation time increases substantially.

At pressuresP.Pc1 ~in the region of the conducting

FIG. 1. Pressure dependence of the resistance of NH4Cl ~a! and NH4Br ~b!
at room temperature: the circles are for the initial compression and dec
pression; the triangles are for after a long hold of the sample under pres
of
ity

-
-

l
nds
ion

phase! the temperature dependence and pressure depend
of the resistance exhibit features indicative of the format
of intermediate states. All three ammonium halides at pr
sures abovePc1 ~after a preliminary hold under pressur!
pass into a state characterized by growth of the resista
with temperature. Below we report the features of the beh
ior of the resistance in each of the three materials studie

Ammonium fluoride

During the initial application of pressure at room tem
perature the NH4F samples pass into a state with a resista
of less than 107 V only at P5Pc2'50 GPa, and a pro-
longed hold~of the order of a month! under pressure is re
quired for this. Figure 2a showsR(T) for an NH4F sample at
a pressureP550 GPa on heating and cooling. It is seen th
for 77 K,T,270 K the resistance exceeds 30 MV. As the
temperature is increased, the resistance decreases in a
by at least three orders of magnitude. On subsequent coo
the sample again passes into the high-resistance state b
somewhat higher temperatures. An additional hold of
sample under a pressure of 50 GPa leads to further decr
of R ~by tens of ohms!. At pressures of;40 GPa the NH4F
samples undergo a transition to a state with megohm re
tance independently of the prehistory of the sample.

The temperature dependence of the resistance of N4F
is characterized by the presence of hysteresis, which is
as will be shown, to the long relaxation times. On heating
R(T) curve has a metal-like character up to a certain criti
temperatureTc1 , after which the resistance remains prac
cally unchanged. The critical temperature on cooling,Tc2 , is
practically constant. A long hold~for several weeks! under

m-
re.

FIG. 2. Temperature dependence of the resistance of NH4F at a pressure of
50 GPa~a! and of NH4Cl at P527 GPa~b!.



d
va

a
a

e
e
nc
to

ta
-

r-
an
r

s
e.

at
es
ys
e
s

er
is
e
si
oo

an

G
n
th

c
ef
s

iv
e

on
in
di

a-
on
h
e
de-
in-
fter

he

ffect

for

lear
ts,
e
in

nce.

918 Low Temp. Phys. 30 (11), November 2004 G. V. Tikhomirova and A. N. Babushkin
pressure leads to vanishing of the hysteresis, and the con
tion become metal-like in the entire temperature inter
studied~see Ref. 5!.

Ammonium chloride

On the initial application of pressure, samples of NH4Cl
undergo a transition to a state with a resistivity of less th
107 V only after a hold of the order of a week under
pressure of 50 GPa. In a hold at a lower pressure~44 GPa!
the time necessary for transition of the sample to a stat
high conductance increases to 17–20 days. It is becaus
the long time for relaxation to the steady-state conducta
of NH4Cl ~just as for NH4F) that it has not been possible
determine precisely the critical pressurePc2 at which the
transition from the high-resistance~above 107 V) to the con-
ducting state occurs. The return to the high-resistance s
on decreasing pressure occurs atPc1'25– 27 GPa indepen
dently of the prehistory of the sample.

At pressures near the critical an analogous sharp~jump-
like! transition is observed on theR(T) curve of NH4Cl
samples~Fig. 2b!. A jump in resistance by more than 3 o
ders of magnitude indicates the presence of a phase tr
tion. The nonmonotonicities~jumps! of the resistance nea
the transition are due to the nonuniformity~polycrystalline
structure! of the sample and are apparently due to proces
of nonuniform compaction of the structure under pressur

Thus the observed transition of NH4Cl ~like that of
NH4F) from the high-resistance to a low-resistance st
upon application of pressure is accompanied by hyster
typical of a first-order phase transition. The size of the h
teresis loop depends on the duration of the hold at differ
pressures and is evidently due to the long relaxation time
the conductance.

In the existence region of the conducting phase th
exists a temperature hysteresis of the resistance that van
~as in the case of NH4F) after a long hold of the sampl
under pressure. In the first compression–decompres
cycles the temperature dependence of the resistance l
like activation. After a long~two-month! hold of the samples
under pressure the temperature coefficient of the resist
changes sign.

When the pressure is reduced to values close to 27
the form of theR(T) curves changes noticeably. A commo
feature of those curves, independent of the duration of
preliminary pressure treatment, is a minimum ofR(T) at a
certain critical temperature~see Figs. 3 and 4 of Ref. 15!.
Below that temperature the resistance obeys the law of a
vation, while at higher temperatures the temperature co
cient of the resistance is positive, i.e., one observe
‘‘semiconductor–metal’’ transition.

The charge carrier density in the state with the posit
temperature coefficient of resistance, estimated from m
surements of the thermopower, does not exceed 1027 m23,
which is two orders of magnitude lower than the electr
densities in metals. The sign of the thermopower rema
unchanged in the region of metal-like conduction and in
cates ann-type conductivity.
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Ammonium bromide

For ammonium bromide NH4Br, unlike the fluoride and
chloride, the resistance is already no higher than 1–2 MV at
pressuresP;15 GPa. Figure 1b shows the results of a me
surement ofR(P) in the first compression–decompressi
cycle ~circles! and after a long hold of the sample at hig
pressure~triangles!. It is seen that in the first cycle as th
pressure is increased from 15 to 30 GPa the resistance
creases by at least 2 orders of magnitude. Upon further
crease in pressure the resistance changes only slightly. A
a long hold under pressure theR(P) curve displays a feature
at P;40 GPa, indicating the formation of a new state of t
sample.

We note that the resistance of NH4Br is larger on de-
creasing pressure than on increasing pressure, i.e., the e
is opposite to that observed in NH4F and NH4Cl. All the
pressure curves of the resistance of NH4Br characteristically
exhibit a decrease in the width of the hysteresis loop
P.40 GPa and a noticeable increase ofR at lower pres-
sures.

As to the pressuresPc1 and Pc2 of the transition be-
tween the high-resistance and low-resistance states, it is c
thatPc1 lies below the lower boundary of our measuremen
15 GPa. The pressurePc2 could not be determined becaus
of the sharp growth in the relaxation time of the resistance
the pressure interval 15–22 GPa.

FIG. 3. Dependence of the critical pressure on the cation–anion dista

FIG. 4. Variation of the resistance of NH4Br with time after a lowering of
the pressure from 27 to 22 GPa.
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The R(T) curves of NH4Br have a positive temperatur
coefficient of resistance at 77–300 K. At pressures of 40–
GPa one observes features indicating the transition of
sample to a different state. We note that both the tempera
dependence and pressure dependence of the conductan
ammonium bromide differ substantially from those for t
other ammonium halides. Similar features have been
served previously for other alkali metal bromides as well2

The foregoing results show that all the ammonium h
lides studied exhibit a phase transition between states
high and low resistance. Figure 3 shows the dependenc
the critical pressurePc1 on the cation–anion distancer c2a at
the corresponding pressure. This distance was calcul
from the universal equation of state of Schlosser, Ferra
and Vinet @formula ~2.44! in Ref. 16#, which gives the de-
pendence of the relative volumeV/V0 on P. The cation–
anion distancer c2a is assumed equal to (V/V0)1/3. The de-
pendencer c2a(Pc) turns out to be linear, which shows th
these are all transitions of the same type.

4. RELAXATION OF THE CONDUCTANCE IN AMMONIUM
HALIDES

The main difficulty in the the measurements of the res
tance of ammonium halides as a function of pressure or t
perature is the presence of long relaxation times. Unless
circumstance is taken into account the results of meas
ments can be strongly distorted. The long-term relaxation
the resistance is especially important near the critical p
sures.

The relaxation of the resistance near the transition fr
the high-resistance to the low-resistance state is chara
ized, as a rule, by two times. Figure 4 shows the dynamic
the change in the resistance of an NH4Br sample in the time
following a lowering of the pressure from 27 to 22 GPa. It
seen that the change in resistance occurs with two mark
different times. The short time amounts to a few secon
while the long time is a number of hours~or even days!. The
long time can vary depending on the duration of a prelim
nary hold of the sample under pressure and the value of
applied pressure~on by how much the applied pressure e
ceeds the critical pressure!. At pressures considerably highe
thanPc1 the relaxation time amounts to several minutes.

At pressures much higher thanPc1 the relaxation of the
conductance of NH4Cl and NH4Br obeys an exponential law
of the form

R~ t !5Rs1A exp~2t/t!,

whereR(t) is the resistance at timet, Rs is the steady-state
value of the resistance,t is the characteristic relaxation time
andA is a coefficient.

When the critical pressure is approached, the relaxa
of the resistance becomes essentially nonexponential
nonmonotonic~Fig. 5!.

Figure 6 shows the pressure dependence of the re
ation time of the conductancet for NH4Cl and NH4Br. It is
seen that at pressures nearPc1 the relaxation time increase
noticeably. Thet(P) curve for ammonium bromide also dis
plays a feature near 40 GPa, which correlates with the
tures on the pressure dependence and temperature d
dence of the resistance.
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5. CONCLUSION

The ammonium halides NH4X (X5F, Cl, Br! have a
phase transition at high pressure. The transition is manife
in a sharp~jumplike! change in resistance by several~more
than three! orders of magnitude, and the resistance exhib
hysteresis typical of a first-order phase transition. The val
of Pc1 correlate with the density of the material~with the
cation–anion distance! and are 40, 25–27, and 15 GPa f
NH4F, NH4Cl, and NH4Br, respectively. An analogous jum
plike transition is observed on the temperature depende
of the resistance at pressures near the critical. The relaxa

FIG. 5. Variation of the resistance of NH4Cl with time after a lowering of
the pressure from 35 to 27.5 GPa.

FIG. 6. Pressure dependence of the relaxation time of the conductance
steady state after the pressure is lowered for samples of NH4Cl ~a! and
NH4Br ~b!.
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time of the resistance depends substantially on the pres
in the transition region the relaxation time increases stron
~up to a few hours to days!. At pressures significantly highe
thanPc1 it amounts to several minutes.

The nonmonotonicity ofR(T), which decreases with in
creasing time of a preliminary hold under pressure, indica
the existence of intermediate~metastable! states. Like alkali
metal halides, all of the ammonium halides studied, wh
subjected to pressures abovePc1 and a certain hold unde
pressure, exhibit a transition to a state characterized
growth of the resistance with temperature.
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The statistical strained-tetrahedron model was developed to overcome two common assumptions
of previous models: 1! a rigid undistorted ion sublattice of regular tetrahedra throughout
all five configurations, and 2! a random ion distribution. These simplifying assumptions restrict
the range of applicability of the models to a narrow subset of ternary alloys for which the
constituent binaries have equal or quasi-equal values of their lattice constants and standard molar
enthalpies of formation (D fH0). Beyond these limits the predictions of such models
become unreliable, in particular, when the ternary exhibits site occupation preferences. The
strained-tetrahedron model, free from rigidity and stochastic limitations, was developed to better
describe and understand the local structure of ternary zinc blende crystals, and interpret
experimental EXAFS and far-IR spectra. It considers five tetrahedron configurations with the
shape and size distortions characteristic of ternary zinc blende alloys, allows nonrandom
distributions and, hence, site occupation preferences, conserves coordination numbers, respects
stoichiometry, and assumes that next-neighbor values determine preferences beyond next-
neighbor. The configuration probabilities have three degrees of freedom. The nineteen inter-ion
crystal distances are constrained by tetrahedron structures; to avoid destructive stresses,
we assume that the average tetrahedron volumes of both sublattices relax to equal values. The
number of distance free-parameters<7. Model estimates, compared to published EXAFS
results, validate the model. Knowing the configuration probabilities, one writes the dielectric
function for far-infrared absorption or reflection spectra. Constraining assumptions restrict
the number of degrees of freedom. Deconvolution of the experimental spectra yields values of
the site occupation preference coefficient and/or the specific oscillator strengths. Validation
again confirms the model. ©2004 American Institute of Physics.@DOI: 10.1063/1.1820025#
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1. INTRODUCTION

The abundance of articles in the literature devoted
sphalerite~zinc blende! ternary semiconductors is ample ev
dence of the interest paid to them. In the hope of be
understanding their local structure, we considered the in
pretation of extended x-ray absorption fine structu
~EXAFS! ~see theoretical considerations1,2 since 1981! and
vibrational spectra observed in the far-infrared region~FIR
spectra!.

EXAFS was applied soon after3,4 with, alas, no review
paper covering the abundant literature devoted to it. For
erature on the FIR spectra, see, for instance, the rev
articles5–7 and book.8 With that aim we developed the stati
tical strained-tetrahedron model, validating it on publish
EXAFS zinc blende data9,10 and, after an adaptation, on in
termetallide materials.11 The model was then extended to d
scribe and interpret FIR spectra.12

We propose to briefly recall here the model develop
and its validation and then to dwell more on FIR-spectr
interpretation, applicability, and limits.
9211063-777X/2004/30(11)/9/$26.00
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2. THE STATISTICAL STRAINED-TETRAHEDRON MODEL

To create any model, one has to 1! describe as closely a
possible the object under study, using proper parameters
that; 2! reduce the set of these parameters through motiva
constraints to determine the minimum number of degree
freedom/parameters; 3! check the model-predicted value
against experimental ones; 4! consequently, discard th
model or retain it as valid depending on the reproducibil
thus obtained. With this in mind we recall our modeling.

2.1. The object under study

Zinc blende fcc structures are tetrahedrally coordinat
characterized by a central ion surrounded by four near
neighbor~NN! ions~first shell! defining the four vertices of a
tetrahedron, and 12 next-nearest-neighbor~NNN! ions ~sec-
ond shell!. Binary compounds AZ~we use A, B, ... for cat-
ions, and Z, Y, ... for anions!, have their successive shel
alternately fully filled by A then Z ions. All tetrahedra ar
symmetric, regular, and identical; thus, by simple trigono
etry, equal interbond angles a(A:Z:A) 5a(B:Z:A)
© 2004 American Institute of Physics
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TABLE Ia. NNN SOP-coefficients in terms of NN SOPs: All possible NNN distributions and resulting SOP-coefficients for ternary. 0<0<
$Wk%k51,3<4/k, while W05W451. Zinc blende A12xBxZ with a B or A ascentral ion.9

TABLE Ib. Intermetallides M3(XX 8)1 around X or X8.11
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5109.47°, and the inter-ion distances (i j d) are defined in
terms of the lattice constanta ~known from x-ray diffraction
analysis!: AZd531/2a/4, AAd5ZZd5a/21/2.

For ternary A12xBxZ ~or AYyZ12y), in the binary com-
pound AZ, cations A are partially substituted by B ions. Th
leads to five different elementary tetrahedra$Tk%k50,4 where
the subscriptk indicates the number of B ions at the vertic
of the tetrahedron, with (42k) A-ions @T0(Z:4A),
T1(Z:3A11B), T2(Z:2A12B), T3(Z:1A13B), T4(Z:4B).]
Prior to ours, simulations had considered the five$Tk%k50,4

tetrahedra as externally rigid with the central ion free to
displaced. The ion distribution fillings (k B-ions into a shell
with N sites, from relative contentsx and 12x) were as-
sumed stochastic and defined by the random Bernoulli b
mial polynomials

pk
@N#~x!5N!/ @k! ~N2k!! #xk~12x!N2k with k50, ...,N.

Thus around a central Z ion the first shell four A/B io
are described bypk

[4] (x), while the second shell contain
twelve Z ions! On the other hand, around an A or B ion, t
first shell contains four Z ions, while the second-shell dis
bution of the twelve ions A/B is described bypk

[12](x). This
allows approximate evaluations, avoiding analytical diffic
ties.
,

e

o-

-

-

However, to assume a stochastic filling with ions A a
B around Z means that the Z-ion preference for either is
same. Thermodynamically this implies that the enthalpies
formation of AZ and BZ pairs are identical. But we are awa
that in nature equality is the exception that confirms the r
of inequality. Indeed, the standard molar enthalpies of form
tion of binaries,D fH0 , kJ/mol, are generally different. Tha
is why the stochastic approach is unable to describe the
occupation preferences~SOPs! reported experimentally!

2.2. Statistical strained-tetrahedron model assumptions

We build our model discarding both restrictions: 1! de-
viating from stochastic filling of ions, and 2! freeing the
tetrahedra of the unnatural constraint of rigidity.

The price for such a more general model is the num
of parameters needed to describe the crystal structure. B
we shall demonstrate, realistic assumptions~checked at the
end! reduce the degrees of freedom to an acceptable va

To quantify results departing from stochastic distrib
tion, we attribute to each Bernoulli binomial a SOP weig
coefficient. This leads to five NN termsWk pk

[4] (x), thirteen
NNN terms Awk pk

[12](x) ~for central A ions!, and thirteen
Bwk pk

[12](x) terms~for central B ions!, a total of 31 param-
eters! Fortunately it is the Z ion that determines the choic
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and we claim thatall higher shell fillings are determined b
linear expressions of the five NN SOP coefficien
$Wk%k50,4. But binary tetrahedron configurationsT0 , T4

haveno preferences. ThusW05W4[1 ~!! and we are left
with only $W1 ,W2 ,W3%.

The probabilities of finding B and A ions in a con
figuration Tk are proportional to $kWk%k50,4 and to
$42kWk%k50,4, respectively~conservation of coordination
numbers!. As probabilities cannot be negative, we ha
0<Wk<4/k. There are thus onlythreebounded free param
eters$W1 ,W2 ,W3%.

Expressions$Awk%k50,12, $Bwk%k50,12 for the NNN shell,
are determined by combinatorial probabilities in terms
those around the Z ions of the NN shell. This hypothe
leads for the zinc blende structure, to the linear express
of the NNN SOP coefficientsAwk and Bwk as functions of
the threeWk’s given in Table Ia.9 To illustrate that the as
sumption is general and applies to other crystal structu
also, the expressions for intermetalides M3(X12xXx8)1 are
given in Table Ib.11

A random integer ion distribution (k and 42k) fully
respects stoichiometry. With SOP coefficientsWkÞ1 the
situation departs from stochastic equilibrium, with a con
quent attenuation of the ternary configuration populatio
caused by the observed scarcity of one of the two ion po
lations
f
s
ns

s

-
s
u-

$Pk
@4#~x!5Ckpk

@4#~x!%k51,3 for ternary Tk

with $Ck(Wk)%k51,3, corrective weight factors imposed b
stoichiometry

0<$Ck5min@Wk,1,~42kWk!/~42k!#%k51,3<1

Wk,1 enhances the binary AZ populations andWk.1 that
of binary BZ, i.e.

P0
@4#~x!5p0

@4#~x!1 (
k51,3

$max~0, 12Wk!pk
@4#~x!%

for binary AZ configurationT0 ,

FIG. 1. Aspect of the five elementary tetrahedron configurations$Tk%k50,4

of A12xBxZ ~or AYyZ12y) ternary alloys.9 Small open circles indicate the
would-be ion positions as per the rigid tetrahedron hypothesis.
TABLE II. Expressions of average pair coordinations^ i j CN(x)& and distanceŝi : jd(x)&, as a function ofx, for any two-ion pairi : j 5$AZ,
BZ, BB, BA, AA, ZAZ, ZBZ% of zinc blende A12xBxZ ternary.9
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P4
@4#~x!5p4

@4#~x!1 (
k51,3

$max~0, k~Wk21!/~42k!!pk~x!%

for binary BZ configurationT4 . ~1!

In the random case, when$Wk[1%k51,3, $Pk(x)
→pk(x)%k50,4.

Note, however, that even if the SOPs enhance the
binary populations with respect to corresponding populatio
of the random case, it by no means leads to clustering, s
the spatial distribution remains perfectly stochastic.

TABLE III. GaAsxP12x complete set: determined SOP coefficients, d
tances, angles and volumes for all five elementary configuration tetrahe
Eleven fit parameters~bold! @3 SOP18 distance~PGaP NNN data not re-
ported!# to check VRC. Thirty-seven available experimental points from
set of 16 measurements.9
o
s
ce

Ion-pair and configuration populations arenow deter-
mined with due account of the SOPs. This allows us to
terpret local crystal structures.

We have five tetrahedra freed from any constraint, t
of which (T0 andT4) are binary, regular, different sized, an
well defined~as remarked above!, and three (T1 , T2 , and
T3) ternary and distorted~strained tetrahedra!, with nineteen
unequal interionic distance parametersi j d and, consequently
altered interbond angles~see Fig. 1, taken from Ref. 9!. The
geometrical symmetry of each configurationTk yields three
constraints each, which reduces the number of indepen
distance parameters from nineteen toten.

Material strength considerations lead us, to avoid
structive intercrystal stresses, to impose the condition
the average tetrahedron volume of the four vertex tetrahe
be equal to the central one~one constraint per configuration!,
leaving us with only (1023)57 distance parameters, whil
for SOP extreme values, configurations disappear, and t
distances become virtual, i.e.,<7.

Indeed<, as for extreme SOP values configurations d
appear, and their distances become virtual!

On the basis of the above probabilities, expressions
the average pair coordination̂i : jCN(x)& and distances
^ i : jd(x)& as functions of x, for any two-ion pair
i : j 5$AZ, BZ, BB, BA, AA, ZAZ, ZBZ % of zinc blende ter-
nary alloys A12xBxZ are given in Table II.9

On the basis of these, deconvolving a given set
EXAFS data such as GaAsyP12y ~Ref. 13!, one obtains the
dimensions of all the elementary tetrahedra involved:
inter-ion distances and angles~see Table III!.

Having defined a 31119 parameter model and identifie
the relative constraint relations, we have reduced the pr
lem to 317 independent parameters. The model is ready
confrontation of its estimations with experimental data.

2.3. Model verification

To confirm the validity of the model and its assumption
we checked the quality of the model with its restricted fr
parameters.

1. Comparing the experimental distance-EXAFS poi
and error bars reported in the literature with model fit curv

ra.
ed
r

FIG. 2. Average inter-ion distances, Å, as a function of relative contentx for GaAsxP12x ~Ref. 13! comparison of model best fit curves versus report
experimental data. Points are~circles! for As-related~top curves!, ~triangles! for P-related~bottom curves!, and~diamond! for mixed AsP ion distances. Linea
combination of weighted average distances~LCWAD! curves~thin dashed lines! and corresponding reference Vegard law lines~thin dotted! are all reported
in Ref. 9.
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FIG. 3. Average coordination numbers as a function of relative contentx: comparison of model best fit curves using SOP values deduced from dist
measurements@$0.98,1.07,1.03% GaAsxP12x ~Ref. 9! ~a!; $0.62, 1.67, 0% ZnMnxSe12x ~Ref. 10! ~b!; $1.01, 0.86, 1.33% Ni3(Al12xFex)1 ~Ref. 11! ~c!# versus
independently measured coordination number data.
c-
c

ea-
.

y-
@see Fig. 2~36 points with 10 free parameters! and the curves
reported in Refs. 9–11#.

2. Comparing the ‘‘coordination number’’ curve predi
tions on the basis of SOP values obtained from distan
 e-

EXAFS measurement analysis, against independently m
sured coordination number values~see Fig. 3 and also Refs
9–11!.

3. Checking for a correlation between the thermod
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TABLE IV. Standard molar enthalpies of formation,D fH
0, kJ/mol, of materials and corresponding SOP coefficients. Column~§! gives the

origin and comments for reported SOP-coefficient values derived from:c—coordination number data ,d—distance data , 0* —assumed
W350 value.10
b-

ns

e
al

re
e

tro-
ne.

re-

Z
on-
c-
r,
lim-
namic standard molar enthalpies of formation,D fH
0, kJ/mol,

of materials~Table IV!10 and the corresponding values o
tained for the SOP coefficient.

The validity of the model with its restrictive assumptio
is thus confirmed.

3. FIR DIELECTRIC FUNCTION «„v,x … FOR TERNARY ZINC
BLENDE ALLOYS

The dielectric function

«~v!5«`1 (
j 51,n

$Sjv j
2/@~v22v j

2!1 ivG j #%

of the phonon spectra of solids can be extracted from exp
mental reflectivity or transmission coefficients of a cryst
fitting the measured spectra via the Kramers–Kronig~KK !
analysis. The KK output Im@«(v)# directly yields the maxima
for each oscillator line, assumed Lorentzian, with its th
parameters$v j , G j , andSj %, respectively, the frequency, th
ri-
,

e

line half-width, and the oscillator strength~OS!. Note that
while $iZ

vk and iZGk% are prime values,$ iZSk% are sums over
all the specific OSs$ iZvk% multiplied by the relative ion-pair
populations, taking into account ion-pair multiplicities@Eq.
~4!#, and by three SOP parameters$W1 ,W2 ,W3%, which ex-
press the thermodynamics of the alloy considered. The in
duction of SOPs links them to the OS of each ternary li
The sum

Im@«~v,x!#5 (
j 51,n

Sjv j
2vG j

~v22v j
2!21v2G j

2 ~2!

describes the total activity of all the oscillators over the f
quency range considered. In zinc blende ternary A12xBxZ
~or AYyZ12y) compounds, each vibrating ion dipole pair A
and BZ from each of the five elementary tetrahedron c
figurations$Tk%k50,4 contributes a phonon line to the spe
trum ~this idea was first presented by Verleur and Backe14

who proposed a pioneering single-parameter model; the
its of the model were later discussed by us in Ref. 15!. Thus
Im@«(v,x)# of the A12xBxZ spectra can be written as
Im@«~v,x!#5
4AZs0

AZv0
2 AZG0v

~v22AZv0
2!21AZG0

2v2 P0~x! binary AZ

1 (
k51,3

H kBZsk
BZvk

2 BZGkv

~v22BZvk
2!21BZGk

2v2 1
~42k!AZsk

AZvk
2 AZGkv

~v22AZvk
2!21AZGk

2v2J Pk~x! ternary ABZ

1
4BZs4

BZv4
2 BZG4v

~v22BZv4
2!21BZG4

2v2 P4~x! binary BZ ~3!
d

with the Pk(x)’s defined in Eqs.~1!.
Thus, the OSiZSk of each mode can be expressed by

BZSk~x!5BZskkPk~x! and

AZSk~x!5AZsk~42k!Pk~x!, ~4!
with the specificOS AZs05AZs and BZs45BZs proper to the
two binary constituents, and to$AZsk%k50,3 and$BZsk%k51,4 of
the three ternary configurations.

If all four specific OSs for a given iZ pair are equal an
independent ofx, i.e.,

$BZsk%k51,45
BZs and $AZsk%k50,35

AZs
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for a random distribution of A and B ions, the total OS of t
respective modes AZ and BZ of A12xBxZ alloys is reduced
identically to two linear functions ofx,

(BZ

k50,4
Sk~x!54xBZs and

(AZ

k50,4
Sk~x!54~12x!AZs, ~5!

often referred to as the linear dependence onx.
To treat FIR spectra we make two FIR assumptions.
1. Specific OSs relative to a given ion pair is the sa

for all configurations,

$BZsk%k51,45
BZs, $AZsk%k50,35

AZs. ~6!

2. Analogously, we assume that for each of the two c
stituent ion pair populations, the linewidthsG of any given
composition spectrum are invariant:

$AZGk%k50,35
AZG and $BZGk%k51,45

BZG. ~7!

Thus to deconvolve a ternary spectrum with its 8 lin
spectrum, we havethreeSOP coefficients andtwo OS coef-
ficients! As was shown, the true tetrahedron populations

FIG. 4. GaAsyP12y : reflectivity @%# spectra14 ~a!; corresponding normal-
ized Im@«(v,y)# Kramers–Kronig derived spectra~b!. Curves: y50.01
~solid!, 0.15~dashed!, 0.44~dash-dotted!, 0.72~dash-dot-dotted!, 0.94~dot-
ted!.
e

-

/

in

crystal lattices are determined by the alloy compositionx ~or
y for AY yZ12y compounds! and the three SOP coefficien
$W1 ,W2 ,W3%.

To assess the credibility of the model FIR assumption
best-fit test is carried out to ‘‘derive’’ the two binary O
$AZs, BZs% values from the GaAsyP12y spectra~Fig. 4!14 that

FIG. 5. Model best fit deconvolution of GaAsyP12y Im@«(v,y)# spectrum for
SOP coefficients$W150.98, W251.07, W351.03%. The four line bands
of $GaAsvk%k51,4 and of $GaPvk%k50,3 are distinctly seen below and abov
v5300 cm21, respectively; experimental points~circles!, best fit ~solid
lines!, deconvolved lines~various discontinuous lines!; the frequencies and
intensities obtained are given in Table V.
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TABLE V. Individual deconvolution of GaAsyP12y spectra for each spectrum parameter$ iGavk ,iGaG i5As,P;k50,4 and$GaAss,GaPs% taken as
free. $W150.975,W251.0715,W351.034, as per Wuet al. data%: table of best fit parameter values for the dipoles GaAsk51,4 and GaP
k50,3. Amplitudes are given to two decimals.
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have a rich documentation in EXAFS,13 yielding SOP
values.

4. SUMMARY AND CONCLUSIONS

The spectrum of any pure canonical, zinc blende tern
ABZ ~or AYZ! material with its 5 tetrahedron configuration
$Tk% exhibits 8 phonon lines (4AZ14BZ). The number of
lines can be less than 8 when in pure defect-free mater
extreme preferences prevent the formation of some confi
ration; this is observed10,11 with a transient element in B
5$Mn, Fe,...%: ZnMnSe lacks one, ZnMnS lacks two; how
ever, GaAlN also lacks one with another nearly evanescen16

Thus only 6, 4, 4 intense12 weak phonon lines, respec
tively. More than 8 lines are observed when point defe
occur ~antisites, vacancies, etc.!, which are responsible for
the extra lines~as reported17 for HgCdTe!. Thus FIR admits
the detection of defects: vacancies, intersites, antisi
H-loading deformations, quantifying amount of impurit
ions.18

The statistical model of the optical dielectric functionis
applied to five GaAsyP12y ~of the type AYxZ12x) FIR

TABLE VI. Individual deconvolution of GaAsyP12y spectra,$W150.975,
W251.0715,W351.034%: table of best fit values$GaAssy ,GaPsy%, their av-
erage values, and comparison to values in the literature. An asterisk
cates unreliable low-signal values.
ry

ls
u-

.

s

s,

spectra14 ~see Fig. 4!. In spite of the restricted number o
parameters, the results show a good fit of the spectra~Fig. 5,
Table V!; but most importantly, the best-fit values obtain
for GaAss and GaPs overlap with published values within th
uncertainty bars~Table VI!.

Such a satisfactory reproduction validates the model
sumptions and gives confidence the model is useful in giv
a deeper understanding of the FIR results. Equations, ta
and figures taken from our previous publications~as refer-
enced! are documented there in greater detail.

Part of the work was supported by the EU TARI Proje
contract HPRI-CT-1999-00088.
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The capabilities and limitations of wavelet analysis are demonstrated for the illustrative case of
two practial applications: investigation of magneto-tunneling signals and the extended x-ray
absorption fine structure~EXAFS! of uranium. A brief introduction to wavelet analysis is given.
The term ‘‘window size’’ of the mother wavelet function is defined; this concept underlies
one of the ideas for a criterion of optimal choice of the mother wavelet function. The capabilities
of a software package developed by the authors are demonstrated; this software was used for
all the calculations done in the course of this study. ©2004 American Institute of Physics.
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INTRODUCTION

The mathematical processing of the measured signa
an important step for interpreting the results of measu
ments and explaining the physical processes taking plac
the samples under investigation. A new integral transform
the wavelet transform—was developed theoretically in
1990s and has since come to be used for solving a w
range of scientific problems1, in particular, for processing
oscillating signals.

Here we present original results on two completely d
ferent physical phenomena. Common to both is that the
of wavelet analysis for processing experimental data pro
to be essential for obtaining new physical results.

First, we investigated tunneling processes in doub
barrier AlGaAs/GaAs/AlGaAs heterostructures in a magne
field perpendicular to the heterolayers in a wide range
energies of the tunneling electrons. As a result of the m
surements and the subsequent careful analysis we were
for the first time to detect and identify the two-dimension
magnetopolaron states associated with Landau levels o
dicesN.3 and on up toN57.

Second, as a result of extended x-ray absorption
structure~EXAFS! studies of uranium~IV ! we succeeded fo
the first time in characterizing the atomic structure of
complexes with the carboxyl groups of acetic, formic, a
glycolic acids. The problem of indentifying the scatterin
centers found in one coordination sphere has been so
only with the use of the wavelet transform, which has t
property of locality in both real space and reciprocal spa

This paper is organized as follows. In the first Secti
we present the basic concepts of wavelet analysis. In the
second Section we describe the investigation of the magn
tunneling spectra for purposes of studying the interaction
electrons with longitudinal optical phonons in polaron sem
conductors, where the formation of magnetopolaron sta
can occur. Next the results of studies of the x-ray absorp
9301063-777X/2004/30(11)/7/$26.00
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spectra of uranium~IV ! are presented. In the final Section
the paper we discuss topics connected with the propertie
the wavelet transform itself.

A BRIEF INTRODUCTION TO WAVELET ANALYSIS

If a function f (t) is considered as an analog signal wi
a finite energy defined by the norm

i f i25F E
2`

`

f ~ t !2dtG1/2

,

then the Fourier transform

f̂ ~v!5E
2`

1`

f ~ t !exp~ ivt !dt ~1!

of the function is the spectrum of that signal. Herev is the
frequency,t is a measurable quantity~the time, voltage, etc.!.
However, formula~1! is inconvenient for a certain class o
signals, since it does not reflect the dynamics of the frequ
cies of the spectrum in time. Figure 1 shows a signal c
taining three frequency components, 1, 2, and 3 Hz, o
given time interval. Figure 2 shows the modulus of its Fo
rier transform, which has only two maxima, inadequate
reflecting the reality of the situation. If instead of using in
nite waves (sinvt, cosvt) as the kernel of the integral equa
tion ~1! one uses waves having the property of locality, e
sinvt exp(2(t2/2s)), where s is some parameter, then
should be possible to analyze signals whose frequency c
ponents are unstable in time. Such a method was propo
by Gabor in 1946. However, the window size by which t
wave is bounded remains constant for all wavelengths g
eralized in the signal, and that is not very convenient,
cause for different wavelengths a different number of perio
fall within the window. One would like to have a flexibl
frequency–time window that would automatically contract
the neighborhood of high-frequency centers and exp
© 2004 American Institute of Physics
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around low-frequency centers. A transform that has the a
ity to contract and expand in this way is the integral wave
transform:1

Wf
c~a,b!5

1

Aa
E

2`

`

f ~ t !c* S t2b

a Ddt, ~2!

wherea is the scaling parameter,b is the translaiton param
eter,c is the basis wavelet function, and the asterisk* de-
notes the complex conjugate. We note thatc((t2b)/a) is
obtained from a single wavelet functionc(t) as a result of its
translation byb and scaling by a factor ofa. In practice the
function c can be used as the basis wavelet only if th
exists an inverse transformation:

f ~ t !5
1

Cc
E

2`

` E
2`

`

Wf
c~a,b!

1

a2 cS t2b

a Ddadb. ~3!

Here

Cc5E
2`

` uĉ~v!u2

uvu
dv.

It follows that the functionĉ(v) @the Fourier transform of
the functionc(t)] goes to zero at the coordinate origin, or,
other words

FIG. 1. An example of a signal containing three frequency component
2, and 3 Hz, which are unstable in time.

FIG. 2. Model transform of the Fourier signal shown in Fig. 1.
il-
t

e

E
2`

`

c~ t !dt50.

This is the so-called admissibility condition. We note that t
same kernel, to within complex conjugation, is used for
integral transformations~2! and ~3!.

Thus the result of the wavelet transform is a frequenc
time spectrum of the signal, the analysis of which in so
cases helps one find a solution to a problem. Example
two such problems are discussed below.

USING THE WAVELET TRANSFORM FOR ANALYSIS OF
MAGNETO-TUNNELING SPECTRA

In polaron semiconductors such as GaAs, electrons
efficiently interact with longitudinal optical~LO! phonons to
form polarons, i.e., the ‘‘original’’~in neglect of the interac-
tion with phonons! electronic states become renormalized.
a magnetic field perpendicular to the plane of a quantum w
~QW!, the two-dimensional~2D! continuous electronic state
split into discrete Landau levels~LLs! with index N. Here
the interaction of the electrons with optical phonons becom
particularly efficient when the conditionn\vLO5m\vc is
met. Heren and m are integers,\vLO is the energy of a
longitudinal optical phonon, and\vc is the cyclotron energy,
equal to the distance between discrete Landau levels. In
case one speaks of the appearance of magnetopolaron s

Tunneling spectroscopy enables one to determine
electron density of states in the QW. As is shown in Fig. 3
a sufficiently high magnetic field, when the electrons in t
2D emitter occupy only the one ground Landau level, tw
tunneling processes can occur: elastic tunneling to the L
dau levels in the quantum well, with conservation of ener
and inelastic tunneling, with the emission of optical phono
From the position of the peaks of the tunneling current a
function of voltage~which is linearly related to the energy o
the electronic states in the quantum well! and magnetic field
~Fig. 4!, one can recover the energy spectrum of the el
tronic states in the quantum well. Figure 4 shows the
called fan diagram that would be obtained in the absenc
electron–phonon coupling. It reflects the superposition
two unperturbed spectra of electronic states shifted by
energy of the optical phonon. However, as we have s

1,

FIG. 3. Diagram illustrating the tunneling process, when electrons i
two-dimensional emitter occupy only one ground Landau level. The firs
elastic tunneling to the Landau levels in the quantum well with conserva
of energy. The second is inelastic tunneling with the emission of opt
phonons.
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under the conditionn\vLO5m\vc a strong renormalization
of the electron spectrum occurs, right where the lines in
sect on the fan diagram. In the intersection regions
should observe anticrossing. Typical signs of this pheno
enon are exchanges of intensities and frequencies of the
cillations. In an experiment one measures the dependenc
the tunneling current on magnetic field at constant volta
i.e., the density of states in the well is scanned at a fi
energy. By measuring the magneto-tunneling spectra at
ferent bias voltages one can reconstruct the total pictur
the electronic states in the entire range of magnetic field
typical magneto-tunneling spectrum obtained at a cons
bias voltage of 230 mV is presented in Fig. 5. The spectr
has peaks which are periodic in the inverse magnetic fi
and correspond to the two different oscillations~Fig. 6!. To
recover the spectrum of electronic states it is necessar
identify each peak and associate it to an elastic tunne
process to Landau levels in the quantum well or to inela
tunneling with the emission of an optical phonon. Figure
shows the results of a calculation of the wavelet transfo
for bias voltages of 162, 175, and 187 mV. The result of
calculation of the wavelet transform is a frequency–tim

FIG. 4. Fan diagram in the absence of electron–phonon coupling.

FIG. 5. Typical magneto-tunneling spectrum obtained at a constant
voltage of 230 mV.
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FIG. 6. Fourier transform~model! of the signal shown in Fig. 5.

FIG. 7. A set of signals and their wavelet transforms. Illustration of
dynamics of the frequency components of the local maximum found in
region of 0.1 T21.
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map of the signal. The signal and its wavelet transform
placed one above the other, and theX axis in both cases is
the inverse magnetic field. TheY axis in the frequency–time
map corresponds to the frequency axis of the Fourier tra
form. Equal-level lines are drawn on the map according
the results of the calculation of the wavelet transform. Ana
sis of the frequency–time map of the signal enables on
draw a conclusion as to the nature of each oscillation of
signal, i.e., to determine the spectral composition of e
oscillation individually. The arrows mark the dynamics
the behavior of the frequency components of the local ma
mum of the signal found in the 0.1 T21 region. It is seen tha
along with the exchange of intensities an exchange of
quencies also occurs.

As a result of such an analysis we succeeded in ide
fying for the first time the magnetopolaron states associa
with Landau levels up toN57. A more detailed exposition
of the physical properties of the investigated magnetopola
states can be found in Ref. 2.

WAVELET ANALYSIS OF THE EXAFS SPECTRA

The traditional first step in the interpretation of th
EXAFS spectra is to use a Fourier transformation. The i
of using that method of analysis was first proposed and
amined in detail in the papers by Stern, Lytle, and Sayers3–6

where a model function describing the oscillations of t
absorption coefficient of the central absorbing atom a
function of the energy of the exciting x rays was construct
This function has the form

x~k!5S0
2~k!(

i 51

n
Ni

Ri
2

Fi~k!

k
expS 2

2Ri

l D
3exp~22s i

2k2!sin~2kRi1C!. ~4!

Here x is the measured spectrum normalized to the ato
absorption,k is the electron wave vector,S is the amplitude
attenuation factor,n is the number of coordination sphere
Ni is the number of atoms in thei th coordination sphere,Ri

is the average radius of thei th coordination sphere, andFi is
the backscattering amplitude. The factor exp(22Ri /l) de-
scribes the inelastic scattering of a photoelectron by the
vironment of the absorbing atom in traversing a distan
2Ri ; l is the electron mean free path, andC is the total
phase shift at the central and scattering atoms. The fa
exp(22si

2k2) is introduced in view of the necessary of takin
thermal vibrations of the scattering atoms into account. If
phase shift is neglected, then the calculation of the Fou
transform enables one to determine the number of nea
coordination spheres and their radii. The values of the ba
scattering amplitude, total phase shift, and mean free path
taken from a table in Ref. 7. For determination of the ex
values of the radii of the coordination spheres, the numbe
atoms in the coordination spheres, and the factors, a fitting
procedure is used. Great difficulties in interpreting the sp
tra arise in the case when the coordination sphere cont
different types of atoms, i.e., when scattering processes
different types of atoms are superposed in one peak of
Fourier transform.

It was precisely for such cases that it was proposed s
eral years ago8 to use the wavelet transform together with t
e
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Fourier transform. The idea is based on the fact that
function that describes the amplitude of the backscatterin
atoms of a given type has a local maximum in energy~wave-
vector! space~Fig. 8a!. The position of the maxima depend
on the type of atoms, i.e., if we consider not the frequen
spectrum but the frequency–time spectrum of the measu
signal, then we can separate the contributions from the
ferent types of atoms if there is more than one kind of at
in a given coordination sphere.

Let us explain this idea in more detail using as an e
ample the following experiment, which was done on t
ROBL beamline of the European Synchrotron Radiation
cility in Grenoble, France. For measurement of the EXA
spectra at room temperature we prepared three solut

FIG. 8. Example of a function describing the backscattering amplitude
phosphorus~a!. The results of multiplying the amplitude by various weigh
ing functions ofk ~b–e!.
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of the following composition. Sample No. 1, based
acetic acid: @U(VI) #50.025 mole/liter, @acetic acid#
50.5 mole/liter, pH54.5. Sample No. 2, based on form
acid: @U(VI) #50.053 mole/liter, @ formic acid#
51.0 mole/liter, pH54.5. Sample No. 3, based on glycol
acid: @U(VI) #50.02 mole/liter, @glycolic acid#
50.25 mole/liter, pH58. The EXAFS spectrum was mea
sured at the energy of the U LIII edge. The spectra wer
processed in accordance with the standard processing p
dure using the software packages EXAFSPAK9 and
FEFF8.10 The following results were obtained: for samp
No. 2 a broad peak was observed in the regionr
53.1– 4.0 Å in Fourier space; this peak could not be int
preted uniquely with the use of the fitting procedure. To
fine the interpretation of the local maximum in Fourier spa
for the given sample we calculated the wavelet transform
all three samples. Figure 9 shows the parts of the frequen
time maps for all three samples in the range 3.2–4.1 Å~U-
Acet—sample No. 1, U-Form—sample No. 2, U-Glyc—
sample No. 3!. The spectrum of sample No. 1 is dominat
by multiple scattering on the carbon atoms, while the sp
trum of sample No. 3 reveals the pure U–U scattering.11 The
result of the wavelet transform of sample No. 2 shows t
distinct, separate maxima, i.e., two scattering events o
light element and a heavy element at approximately the s
distance (Dr 50.1 Å). Both types of scattering ar
registered—multiple scattering on carbon and U–U scat
ing. From the results of the wavelet analysis we can say
the two structure elements U–Oax– U and U–Oeq– C are both
present and that the formation of multinuclear comple
does occur.11

In closing we would like to call attention to the choice
weighting functions. By virtue of the fact that the amplitud
of the vibrations falls off rapidly from the beginning to th
end of the spectrum, it is common practice to multiply by
additional weighting factor before calculating the spectru

FIG. 9. Fragments of the frequency–time maps for different samp
U-Acet—sample No. 1, U-Form—sample No. 2, U-Glyc—sample No. 3
ce-
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As a rule, this is a function of the formk3. Turning back to
Fig. 8, which shows the result of multiplicatoin of the fun
tion describing the backscattering amplitude by vario
weighting functions. After multiplication byk2 the maximum
is shifted from 4 Å to 7 Å, andafter multiplication byk3 the
pattern is fundamentally altered. This means that if atoms
phosphorus and of a heavier element having a local m
mum of its backscattering amplitude lying 4 Å to the rig
are located in one of the coordination spheres of the sam
the frequency–time map of the signal when weighted b
functionk3 will no longer show two features. For this reaso
the choice of the weighting function must be done correc
One must check that the properties of locality of the funct
describing the backscattering amplitude are preserved.

SOME PROPERTIES OF THE WAVELET TRANSFORM WITH
THE USE OF THE MORLET FUNCTION

In both of the problems elaborated above the wave
function used was the Morlet function, which has the form

c~ t !5
1

A2ps
Fexp~ iht !2expS 2

h2

2 D GexpS 2
t2

2s2D .

~5!

The parameterh specifies the number of oscillations und
the Gaussian envelope in the case whens51. The introduc-
tion of the constant2exp(2h2/2) guarantees that the admi
sibility condition will be satisfied. Figure 10 shows the re
and imaginary parts of the Morlet function forh55 ands
51. The main criterion for choosing the mother wave
function ~as the wavelet function is still called! is that the
functional dependence of the frequency components app
ing in the signal be close to the form of the chosen wave
function.

We begin our discussion of the resolution properties
the wavelet transform with the determination of the windo
size of the wavelet function. Suppose that the functionc(t)
and its Fourier transformĉ(v) are rather rapidly damped
i.e., that they are window functions.1 The center of the win-
dow for any functionc from L2(R) is defined as

t* 5
1

ici2
2 E

2`

`

tuc~ t !u2dt

s.

FIG. 10. Real and imaginary parts of the Morlet function~5!. The values of
the parameters areh55 ands51.
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and the radius of the window is defined as

Dc5
1

ici2
H E

2`

`

~ t2t* !Uc~ t !U2dtJ 1/2

.

Thus the integral wavelet transform of the analog signal~2!
localizes it in a time window @b1at* 2aDc ,b1at*
1aDc# having its center atb1at* and a width of 2aDc . In
signal analysis this is called time localization. The frequen
window is specified by the formula

Fv*

a
2

1

a
Dĉ ,

v*

a
1

1

a
DĉG .

The center of the window is located at the pointv* /a and
the width of the window is 2Dĉ /a. A detailed analysis and
derivation of the formulas are given in Chui’s book.1

The size of the frequency–time window we have intr
duced,

@b1at* 2aDc ,b1at* 1aDc#

3Fc*

a
2

1

a
Dĉ ,

v*

a
1

1

a
DĉG ~6!

varies depending on the position of its center in frequenc
time space. The window narrows at high-frequency cen
and expands at low-frequency centers. All the while the a
of the frequency–time window remains constant, equa
4DcDĉ .

The size of the frequency–time window for the Morl
wavelet in our calculations is

F t2
hs

&v
,t1

hs

&v
G3Fv2

v

&hs
,v1

v

&hs
G . ~7!

Let us illustrate the use of the above formula for analysis
the resolution. The model calculations were carried out in
course of solving the problem of interpretation of t
EXAFS spectra, and for that reason the axis of measurem
is the axis of wave vectorsk and the frequency axis is th
axis of interatomic distancesr .

Figure 11 shows the model function

FIG. 11. Model function calculated according to formula~8!.
y

-

–
rs
a
o

f
e

nt

f ~k!50.5 sin~2rk1d1!expS 2
~k2C1!2

2 D1sin~2rk

1d2!expS 2
~k2C2!2

2 D . ~8!

The transition from the variables of formula~7! to the
variables used in formula~8! is simple: t⇒k; v⇒2r . The
following parameter values were used in the modelingr
52.1 Å, d15d250, C156, C259. The result of the calcu-
lation of the wavelet transform for different values of th
Morlet wavelet parameter (h54.7, 2.4, and 2.0! is presented
in Fig. 12. The calculation shows that the two centers
localization of the wave processes cannot be resolved if
lateral size of the frequency–time window is larger than
distance between centers of localization. In the given
ample the distanceDC between localization centers is equ
to 3. In accordance with formula~7!, for the parameter value
h54.7 the lateral size of the frequency–time window
equal to 3.35. The maxima cannot be resolved if the dista
between them is less than the lateral size of the frequen
time window. According to formula~7!, the lateral size of the
window is determined by the position of the center of t
window in frequency–time space and the parameters of
Morlet wavelet function. By decreasing the parameterh we
arrive at the situation where the distance between local
tion centers becomes larger than the lateral size of
frequency—time window, and the maxima on th
frequency–time map become resolved.

CONCLUSION

We have carried out a detailed study of magne
tunneling processes in double-barrier AlGaAs/GaAsAlGa
heterostructures. We have for the first time identified
two-dimensional magnetopolaron states associated with
Landau levels with indicesN.3 up to N57. In addition,
with the aid of EXAFS spectroscopy we have for the fi

FIG. 12. Result of a calculation of the wavelet transform of the mo
function shown in Fig. 11. Illustration of the criterion for choosing th
parameter of the Morlet function in accordance with the size of
frequency–time window.
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time characterized the atomic environment of uranium~IV !
in complexes formed with the carboxyl groups of acetic, f
mic, and glycolic acids. Both problems could be solved o
thanks to the application of the wavelet transform, which h
the property of locality in both real space and recipro
space. The calculations were done using a software pac
developed by the present authors and which is available
the Internet.12 For those who have found this method
analysis useful for signal processing, we would recomm
that they also become acquainted with Ref. 13.

This study was done with the financial support of t
Russian foundation for Basic Research; M. Chukalina a
obtained partial support from the Forschungszentrum R
sendorf, Germany.
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