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Spectroscopic data on crystals of rare-earth compounds having structural instability due to the
cooperative Jahn—Teller effect are reviewed. Based on an analysis of these data, it is

inferred that the dynamic coupling of low-frequency electronic excitations of the rare-earth ions
with crystal lattice vibrations plays an essential role in the formation of the low-energy

spectra of layered crystals. The role of this coupling in the formation of anomalies of various
physical properties of crystals of rare-earth compounds with highly anisotropic structure

is examined. ©2005 American Institute of Physic§DOI: 10.1063/1.1820349

INTRODUCTION At a crossing of electronic levels with the corresponding

o . low-frequency vibrational branches in the region where the
Anharmonicity and the phas_e transitions brought ab_ouﬁensity of states is maximabee Fig. 1ba dynamic en-
by Fhe elect_ron—phonon Interaction are problems of part_'cuhancement of the coupling of the electronic and ionic sub-
lar interest in the study O.f the dynamlc_ propert_les of SOI'dS‘S stems occurs on account of the pronounced resonance
Usually a phenomenolog}c_al ap_proagh ISused in the analys aracter of the interaction of the excitations.
of str.uc.tural p_hase transitions in sphds. The primary réason ;s of interest to elucidate the role of the dynamic cou-
for this is that in most cases there is no known description o ling of the electronic and ionic subsystems in the formation

the microscopic level for the mechanisms causing the chan & the low-energy spectra of excitations of highly anisotropic

in structure of a substance upon a change of the eXtem.alahn—TeIIer crystals and to establish the features of their

parameters. However, there is a wide class of materials in, . ; . .

. " ) physical properties that result from this coupling. Model ob-
which structural phase transitions are due to the mlcroscople ots for hiahlv anisotronic Jahn—Teller svstems are lavered
mechanism known as the cooperative Jahn—Teller effedt gnly n y y

. . - crystals in which the Jahn—Teller ions are ions of the rare-
(CJTB. A special place among the crystals with the CJTE is arth metalgDy, Er, Tm,..). The most completely and sys-

held by rare-earth compounds. Because of the strong Iocaf— tically studied of th h ds with a |
ization of the electrons of thef4shell in them, the structural catcally studied of the rare-earth compounds with a fay-

phase transitions due to the CJTE occur at low temperatur .red structure are th.e al}< aIi—rlare—earth double mqubdates
Consequently, the molecular fields governing the Jahn ARDMs).Therefore, in this review we use the expenmenta!
Teller ordering are insignificant. Therefore the structure Oiresults obtained on those materials. These compounds, with

the orbital ordering established as a result of the CJTE can p€ general formula AR(Mog), where Ais an alkali metal
altered by relatively weak external influences. ionand R is a rare—ear.th_ metal ion, h_ave low symmetry of the
Historically the first experimental studies of the coopera-CTYStal lattice (monoclinic or rhombic classe€an, Dan;
tive Jahn—Teller effect in rare-earth compounds were don&efs: 11-1% Accordingly, the local symmetry of the rare-
on highly symmetric, weakly anisotropic crystals, and theo-€&rth ions in them is rather lowCq,C5,D>), and the static
retical models of the CITE were constructed on the basis difystalline field splits the ground multiplet of thef %hell
those experiments:* The small value of the dynamic cou- into states which are nondegenerate with respect to the or-
pling of low-energy excitations of rare-earth ions with crystal bital moment. However, because the values of the splitting of
lattice vibrations simplifies the theoretical approach to thethe ground multiplet are small, this gives rise to a so-called
description of the CJTE in weakly anisotropic crystals. InPseudo-Jahn—Teller effect. Because of the weak coupling of
such materials the Debye temperature is much greater thdRe electrons of the # shell with the crystal lattice, low-
the temperature of the structural phase transitions, and tHnergy electronic levels of the rare-earth ions that cross with
rare-earth ion electronic levels active in the phase transitiongcoustic or optical—acoustic vibrational branches are active
cross the acoustic vibrational branch in the region where thé the pseudo-Jahn—Teller effect. In ARDMs the acoustic and

density of states is insignificatiéee Fig. 1a which makes optical—acoustic branches have low limiting frequencies at
for a low value of the dynamic coupling. the Brillouin zone boundaries and zone center, and the low-

In highly anisotropic crystals the situation is qualita- energy electronic levels can cross the vibrational branches in
tively different. According to theorysee, e.g., Refs. 5-10 the region where the density of states is maximal, leading to
low-frequency vibrational spectrum of such crystals shouldan unusual dynamics of these materials in the region of low-
exhibit features of the density of states in the form sharpenergy excitations.
spikes. This can lead to a significant increase in the dynamic  This review is organized as follows. In Sec. 1 we discuss
coupling of the low-energy electronic excitations of the rare-the research that has been done on the spectroscopy of
earth ions with lattice vibrations. ARDMs in the long-wavelength IR region and establish the

1063-777X/2005/31(1)/31/$26.00 1 © 2005 American Institute of Physics



2 Low Temp. Phys. 31 (1), January 2005 V. I. Kut'’ko

A p ) crystals found in a highly nonequilibrium state. For the ex-
2 ample of the Jahn—Teller crystal KEr(Mg@} it is found
that the significant dynamic coupling between the low-
energy excitations of the electronic and ionic subsystems
makes it possible to create highly nonequilibrium states in
the ionic subsystem by exciting the electron subsystem with
) a microwave field.

..... ?I.eic_t.r?f"cy In the Conclusion we summarize the basic universal
levels of R regularities displayed in the dynamics of highly anisotropic
------------ Jahn—Teller crystals of rare-earth compounds in respect to
low-energy excitations.

___E____’ 1. FORMATION OF LOW-ENERGY EXCITATIONS
IN LAYERED RARE-EARTH COMPOUNDS

Before turning to a discussion of the mechanisms of for-
mation of low-energy electronic excitations of the rare-earth
E ions with allowance for their dynamic coupling with lattice
modes, we should explain the features of the structure of the
low-frequency phonon spectrum.

---------------------- 1.1. Structure of low-frequency vibrational spectrum

_____________________________ 3+ of alkali—rare-earth double molybdates  (ARDMSs)
levels of R

The vibrational spectra of ARDMs are rather complex.
0 K m/a The large number of ions in the unit cell of these compounds
FIG. 1. The diagram of the structure of the low-energy spectrum of theMakes for a large number of vibrational branches in the
weakly anisotropida) and highly anisotropi¢b) Jahn—Teller crystals of the spectruml.“ Because the valences of the constituent ions dif-
rare ?%rrt;‘nczmpf_’:r:ﬂs- g:_‘l’lm er 'er‘:t the dri]SPer:_Si?r“rﬁftt;‘e 'r?";tetr;‘efgg Vibrf]afer strongly—from 1 for the alkali ions to 6 for the molyb-
dl(e)zrrllecle of tr(:e %Serllsityeof vlib?:tliorfgl setzalfp;nO\,evnérg?/ is sf?ovlvi. Th: hctjrri)-e denum |9ns—the vibrational SpeCtrum has _a wide range of
zontal dashed lines represent the electron levels of the rare earth ions. frequencies. The low-frequency part is of interest because
these excitations determine the low-temperature thermody-
namics of these materials. To elucidate the mechanisms of
mechanisms of formation of the low-energy excitation specformation of the low-frequency vibrational spectrum, let us
tra. Taking cesium—dysprosium molybdate as an examplegxamine the features of the crystal structures.
we show that the structure of the low-frequency vibrational ~ On the whole, ARDM crystals consist of a set of layered
spectrum of these materials is described to sufficient acciypackets| R(Mo),), 1.... made up of polyhedra of rare-earth
racy in the framework of a one-dimensional model. Whenions and (MoQ)?~ tetrahedra separated by monolayers of
the dynamic coupling of the electronic and ionic subsystemsilkali ions. The fact that thER(MoOy,), ].... layered pack-
is taken into account, two qualitatively different scenariosets, with the stronger bonding, are separated by layers of
emerge for the formation of the low-frequency electron—alkali ions[A™]...., which are characterized by weak bond-
phonon spectra. On the basis of an analysis of the expering, leads to a layered structure and strong anisotropy of the
mental data on the change of the electron spectra at structuralystals. The layers have two types of packing: into struc-
phase transitions we determine a criterion of the active intures in which neighboring layered packets are translation-
volvement of low-energy electronic levels in the CJTE. ally equivalent(crystals with a structure of the CsPr(Mg@

In Sec. 2 we describe the equilibrium structure of dilutedtype; see Fig. 2a and into structures with translationally
highly anisotropic Jahn—Teller systems. For the three modehequivalent layered packefsrystals with a structure of the
systems of solid  solutions—KY ,Dy,(M00O,),,  KY(MoOy,), type; see Fig. 2b'>®As in molecular crystals,

KY ;_Er(MoO,),, and CsDy_,Bi,(M0oO,),—we demon- the low-frequency phonon spectrum in ARDMS is deter-
strate the role of the dynamic coupling of low-energy elec-mined by interlayer vibration&@pparently this mechanism is
tronic excitations with crystal lattice vibrations in the forma- characteristic for other layered compounds as welere the
tion of the low-frequency spectra and, accordingly, of therole of the molecules is played by the layered packet
equilibrium structures. [R(M0Qy); Jxw . In Refs. 17 and 18 it was shown that the

In Sec. 3 we discuss research on the spectroscopy ddw-frequency vibrational spectra of ARDMs is described to
ARDMs in an external magnetic field. It is learned that thesufficient accuracy by a one-dimensional model.
dynamic coupling of low-frequency electronic excitations Let us consider the formation of the low-frequency vi-
with crystal lattice vibrations in layered Jahn—Teller crystalsbrational spectrum for the example of the CsDy(MpO
exhibits significant sensitivity to an external magnetic field.crystal. Figure 3 shows the transmission spectra of
The structure of the crystal lattice can change at relativelyCsDy(MoQ,), single crystals in the long-wavelength IR re-
low values of the external magnetic field. gion (13—100 cm?) in polarized light Ellb, Elic, whereb

In Sec. 4 we analyze the experimental research on thandc are crystallographic axgst a temperaturd =6 K.’
formation of dissipative structures in layered Jahn—TellerThere are 5 absorption bands in the spectrum for the polar-
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FIG. 2. a—Projection of the CsPr(M@®} structure on thg010 plane;
right—individual unit of the CsPr(Mog), structure, parallel to(100).
b—Projections of the KY(Mo@), structure on théoc plane(the K atoms
located at heights=0 andx= 1/2 are represented by different cirglé¢keft)
and on theac plane(upper righj. Y is an octahedrofshaded by dojsK is

a decahedrorfunshadef The wall consisting of ribbons of Y octahedra
(shaded by dojsis connected by Mo@tetrahedrd? The wall consisting of

the K decahedrédower right.
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FIG. 3. Transmission spectrum of the CsDy(MQ®crystal in the polar-
izationsEllb (a) andEllc (b) at a temperaturd~6 K. The arrows indicate
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FIG. 4. The form of the absorption bands of the CsDy(MpQcrystal,
which has a doublet structure, for different temperatures.

ization Ellb and 6 absorption bands for the polarizatigic.
A characteristic feature is the presence of a doublet band in
the 80 cm ! energy region in the polarizatidalb and in the
60 cmi 1 energy region in the polarizatioBllc. It can be
supposed that these bands are due to vibrations of the
[Cs']... layers relative to the layered packets
[Dy(M0Oy); ... . At @ temperature below the temperature
of the structural phase transitioil (=40 K) there occurs a
multiplication of the crystal lattice parameter in the direction
perpendicular to the plane of the layered packets. This gives
rise to Davydov splitting and to the formation of doublets of
the absorption bands indicated above.

At a temperature abovE, these bands do not exhibit the
doublet structure; it is also absent in the spectrum of the
isostructural crystal CsTb(Maof),, in which a phase transi-
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Energy, cm™!
CsDy(MoO4)2 CSTb(MOO4)2

the absorption bands arising at a temperature below the phase transitidfiG. 5. Absorption bands of the crystals CsDy(M@®and CsTiMoO,),

(Ty~40 K).

atT~6 K.
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3 a woF[2alm]¥? for k=mla; (1.3

— acoustic branch
w,=[2ak?(al2)’2/M+m]*? for k=0, (1.9
w,=[2alM]*? for k=la, (1.5

wherea is the unit cell parameteg is the shear force con-
stant,w=27v is the angular frequency, ardis the quasi-
wave vector.

Using the values of the frequencies at the Brillouin zone
Dy(MoO,); |cs’|Dy(MoO,);{cs center atk=0, we calculated the values of the constasnts
and the dependence of the energies on the modulus of the
FIG. 6. Schematic illustration of the one-dimensional structure ofWave vectok in the Brillouin zone for different directions of
CsDy(MoQy),; the layers have different masses and are oppositely chargegibration of the layered packet&ig. 7). The values of the
(the layers are bounded by the dotted lines calculated energies of the two transverse acoustic branches at

the Brillouin zone boundary ;=27 cmi? and v,

=41 cm 1) agree rather well with the values of the energies
tion does not occutFigs. 4 and b These facts confirm that of the corresponding absorption bands below the phase tran-
the doublet structure of the absorption bands in thesition (see Fig. 3 measured in the IR region of the spec-
CsDy(MoQy), crystal is due to a structural phase trum. From these calculations the velocities of transverse
transition®’ sound were also obtained in the framework of a one-

For calculating the low-frequency vibrational spectrumdimensional model; they agree rather well with the values
of the CsDy(MoQ), crystal a model in the form of a one- measured by ultrasonic methd8i$see Table )l
dimensional chain consisting 4Dy(MoQ,); |.... layered The one-dimensional model was used to calculate the
packets andiCs'].... layers has been proposéske Fig. 6. dispersion of the low-frequency vibrational branches in the
The low-frequency spectrum was calculated according to th&rillouin zone of crystals with structure of the KY(Ma®
formula for the dispersion of the vibrational branches of atype, in which neighboringR(MoGQ,), ].... layered packets
linear chain of atoms with massesandM: are translationally inequivalent. For these crystals the one-

2 2 dimensional model was chosen in a somewhat different form

@™ =a(lm+1M)= ol (Lm+1M) (see Fig. 818 The constants were determined according to

—4 sirf ka/mM]Y2, (1.1)  formula(1.2) using the values of the frequencies of optical—
. . coustic branches corresponding to the antiphase vibrations
The plus sign corresponds to the upper, optical branch an% . . - .
the minus sign to the acoustic branch. of nelghbor|ng[R(MoQ4)2 1---- layered packetssince thgse
excitations are active in the IR spectrumkat0). The dis-

The values of the limiting frequencies of these br'fijheSpers;ion curves of the vibrational branches in the Brillouin

o @ @ ® ol
o © @ @ @

are:_ ontical branch zone of the isostructural crystals KEr(MgQ,
P KY(Mo0O,),, and KDy(MoQ,), are presented in Fig. 9. The
wo=[2a(1/m+1/M)]*? for k=0, (1.2 longitudinal acoustic and optical—acoustic branches in these

TABLE I. Values of the shear force constantslimiting energies of optical and acoustic branchk#{ 010] andull[001],[100]), and the
valuesS- 10~ 2 m/s of the transverse sound velocitiédg andklib) calculated with the use of the optical spectra and measured experimentally
by ultrasonic methods.

Energy, cm™ Energy, cm™ Sound velocity
o E=0 k=n/a 5-107° m/s
Substance Polarization a, N/m
o | o klak|b

0 “ (calc.) Experiment

CsDy(MoO4)2 Elb 22.8 86.1 76.2 40 3.17 271 +£0.2
Elc 10.4 58.1 51.5 27 2.15 1.74 £ 0.2

KY(M004)2 Ela 2.21 18.7 13.8 12.6 1.57 1.75 £ 0.2
Elc 5.18 28 20.6 18.9 2.38 2.16 £ 0.2

KEr(MoO4)2 Efa 2.42 18.5 13.6 12.6 1.51 1.35+£0.2
Elc 5.1 26 19.1 17.6 2.22 2.00 = 0.2

KDy(M004)2 Ela 2.41 17.7 13.0 12.0 1.51 1.5 +£0.2
Elc 5.4 26.5 19.5 18.0 2.3 214 £ 0.2

Note: IR radiation with polarizatiorElla, Ellb, andEllc excites displacements corresponding to sound waves propagatingaatomtp, with
the polarization vector of the displacement$100], ul[010], andull[001], respectively.
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90l boundary of the Brillouin zone calculated in the framework
of one-dimensional models.

)
'
80| .- E 1.2. Low-energy electronic spectrum of rare-earth ions

bands due the excitation of electrons of thie shell of the
rare-earth ions. It is known that the static crystalline field in
these compounds leads to lifting of the orbital degeneracy of
ullb the ground-state multiplets of the rare-earth ions. As a con-
sequence of this, rather well developed structure of the elec-
tronic excitations appears in the low-energy spectrum. The
main contribution to the formation of the electronic spectrum
of the rare-earth ions comes from the static crystalline field
of the ligands. Calculation of the electronic spectrum of
ARDMSs with the use of crystalline field theory is compli-
cated by the fact that the local symmetry of th&' Rsites is
quite low (C,,C,,D5,), and it would therefore seem neces-
sary to take into account a rather large number of constants.
This can lead to ambiguity in the determination of those
constants. In calculating the constants of the crystalline field
in these compounds(e.g., for the Dy ions in
FIG. 7. Dispersion curves of the low-frequency vibrational spectrum of theKDy(M0O,),) the problem can be simplified by choosing
CsDy(MoQy), crystal, calculated in the one-dimensional mdtlatcording  more highly symmetric sites, name(y, (Ref. 22. This can
to formula(1.1). be explained by proceeding from the features of the crystal-
line structure of KDy(MoQ),. The nearest-neighbor envi-
ronment of the D¥" ions is a slightly distorted octahedron

compounds were calculated using the values of the constantsrmed by oxygen ions, which makes for a local distortion
« obtained from the ratios of the sound velocities for theclose to tetragondkee Fig. 2l in this case the contribution
longitudinal and transverse polarizations, measured by ultrasf the rhombic component of the static crystalline field of the
sonic method$%-2 ligands is insignificant. Therefore for description of the elec-

The good agreement between the velocities of transverdeon spectrum of the KDy(Mog), crystal one can use a
sound calculated from the optical spectra and the valueklamiltonian of tetragonal symmetry, which is given in op-
measured experimentally by ultrasonic methods suggests thatator form as
the one-dimensional model gives a rather good description of  _0A0 00 00 44 44
the low-frequency vibrationa?l spectra of AgRDMs. P H=aB021 BB,Os+ vBcOs + 8B40, ¥BeOs, (1.6

The values of the sound velocities calculated from the '
optical spectra and measured experimentally by ultrasoniwhereBy are the crystal-field paramete@; are equivalent
methods for several ARDMs are listed in Table I. Also givenoperators, and, B, andy are the coefficients of conversion
are the values of the shear force constants and the limitingf the matrix elements from the coordinate notation to op-

energies of the optical—acoustic and acoustic branches at tiggator form.
The set of values of the paramet&3 (in cm™ 1) giving

the best agreement of the calculated and experimental data
on the values of the position and splitting of tAE s,

6F 4, and®F, terms of the Dy ions and they factors of

the two lower levels of théH 5/, term is presented in Table

Il.

! in ARDMs
0r- In addition to the bands due to excitation of lattice vi-
brations, the low-energy absorption spectrum of ARDMs in
- 60 Ele the long-wavelength IR region also contains absorption

50

Energy, cm

a0~ _ _Elb

30

20

10

n/2a m/a

The components of thg tensor of the ground and first
excited states, determined by perturbation theory in weak
magnetic fields, are

q,= 290< + QDn| | z| + ‘Pn>l

ql:290<+‘Pn||x|_‘Pn>! 1.7

wheregg is the Lande factor of the free ion and thg are
the wave functions of the ground or first excited Kramers
doublet.

FIG. 8. Schematic illustration of the one-dimensional structure of
KY(MoOy,),; the layers have different masses and are oppositely charged The calculated components of thetensor have the fol-

(the layers are bounded by the dotted lines lowing values:

N \\\\

Y(MoO,), | gt  Y(MoO,), K"
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FIG. 9. Dispersion curves of the low-frequency vibrational spectrum of the crystals KEiMp®Y(MoO,),, and KDy(MoQ),, calculated in the
framework of a one-dimensional model. The horizontal lines show the positions of the electronic levels of the rare-earth ions in each compound. The
horizontal lines on the dispersion curves of the KY(M@9crystal correspond to electronic excitations of*Dyions introduced into the crystal.

0,=9.69; g, =0.67 for the ground doublet; ARDMSs with a structure of the KY(Mog), type (space
g,=9.35; g, =0.34 for the first excited doublet. group D31 the excitonic excitations can interact with two
These are close to the values obtained experimentally faransverse acoustic and optical-acoustic branches or with
the g factors in the high-temperature phase of theone longitudinal acoustic and one optical—acoustic branch
KDy(MoQ,), crystal?®> which for the ground doublet are (see Table IV. In crystals with a structure of the
equal tog,=9.23,9,=10.55, andy,=1.21. Table Il gives CsPr(MoQ), type the excitonic excitations can interact only
the energy spectrum of the ground tefhh;,, as calculated with one acoustic or optical-acoustic brar(ske Table V.
in the tetragonal approximation and determined experimen- In crystals with structure of the CsPr(MglQ type the
tally in a study of the luminescené.lt is seen that the local symmetry of the rare-earth ions has gréup and it is
values are in good agreement. therefore necessary to determine the compatibility of its irre-
However, along with the the static electric fields of the ducible representations and the irreducible representations of
ligands, the coupling of the electronic and ionic excitationsthe factor grouD,, (see Table V.
should also play a significant role in the low-energy electron It can be seen from the compatibility tables of the irre-
spectrum of rare-earth ions in highly anisotropic compoundsducible representations that symmetry allows dynamic cou-
For effective dynamic coupling, the following conditions pling between the electronic excitations of the rare-earth ions
must hold: and odd lattice vibrations. This is because of the rather low
1. The symmetries of the electronic and phonon excitalocal symmetry of the rare-earth ion sites in these com-
tions should be the same. pounds. We note that if the dynamic coupling of low-energy
2. The energies and the wave vectors of the interactingxcitonic excitations with the corresponding acoustic and
excitations should be equal. optical—acoustic branches of the crystal lattice is allowed by
Let us analyze how these conditions are satisfied irsymmetry at the Brillouin zone center, then coupling with
ARDMSs. We shall consider the symmetry of the vibrational these branches is also allowed at the zone boundary or inside
branches with which the low-energy electronic excitations othe Brillouin zone, depending upon the particular region in
the rare-earth ions interact in each of these compounds.
Since the formation of the exciton spectrum is governed

mainly by th? local Symmet.ry Of_ the rare-earth _ions WhileTABLE Il. Energy spectrum of the ground terfi 5, of the Dy** ion in
that of the high-frequency vibrational branches is governeapy(Mo0,), in the high-temperature phase.

mainly by the symmetry of the crystal, for the first condition
. o . . . -1 -1 23
to be fulfilled it is necessary to establish that the irreducible Level E, om_ (calc) E, cm__(exper.”)
representations of the corresponding symmetry grdtips E, 0 0
local symmetry group and the factor group of the crydba! 18.2 152
compatible. A group theoretical analysis shows that for 1 ' -
E, 101.3 77+ 2
TABLE Il. Parameters of the crystalline fieB' of the high-temperature E, 118.3 125+4
phase of KDy(MoQ),, calculated in the approximation of tetragonal sym- E, 217.0 185+ 7
metry.
E 313.6 246 + 7
m 0 0 0 4 4
Parameters, By By By B By B, E, 317.2 306+ 7
Values, cm’ -190 | -140 4 -980 | —220 E, 459.3 555 + 7
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TABLE IV. Table of compatibility of the irreducible representations of the
factor groupD,;, and the local symmetry group of the rare-earth idbs, m

C

5 T.

T.

1 2

D?.h

-t + =t ,
l"1 F1F2F2 F3F3F4F4 4]

which the crossing of the excitonic and vibrational branches
of the spectrum occurs. Il o,
The energy position of the electronic levels relative to
the vibrational branches determines the strength of their dy- E(x)
namic coupling with the vibrational spectrum. The experi-
mental results show that there are several possible scenarios B[~ e
for the manifestation of this coupling in the low-frequency |
spectra. 0 n/b
When the electronic level crosses the vibrational branch
between the Brillouin zone boundary and zone center, a re=IG. 10. Schematic illustration of the dispersion curves of the low-
structuring of the low-frequency spectrum occurs, with thefrequency spectrum of the KEr(Mo@; crystal in the case of weak dynamic

coupling of the electronic excitation with the vibrational branches; | and I

formation of hyb”d eleCtron_phonon branches and the for'are electron—phonon branches, Ill is an optical—acoustic photon branch. The

mation of a “quasigap” in the spectruff. In the  dashed line shows the position of the electronic level, and the dotted line the
KEr(MoQ,), crystal, for example, the electronic level with dispersion of the acoustic branch of the crystal in the absence of dynamic

energy »v=8cm ! crosses two transverse acoustic vibra-c0upling(not drawn to scale

tional branches with which dynamic coupling is symmetry

allowed, between the Brillouin zone center and boundary

(see Fig. 9. The spectrum in the case of such a coupling oftronic level with excitation energy~40 cni ! crosses a
the electronic level with one vibrational branch is showntransverse acoustic branch with which dynamic coupling is
schematically in Fig. 10. It is seen that a “quasigap” is symmetry allowed, and therefore appreciable dynamic cou-
formed in the spectrum. This scenario is brought about byling between them occur\(~25 cm 1). The electronic
the relatively weak dynamic coupling, since in the regionlevel with energyr~22 cmi ! in this last crystal crosses an
where the electronic level crosses the vibrational branchegcoustic vibrational branch with which dynamic coupling is
between the zone center and zone boundary, the density eymmetry allowed, between the Brillouin zone center and
vibrational states is insignificant. zone boundary, and their dynamic coupling is relatively

A qualitatively different situation is realized in the cross- weak (Av~2 cm ') (see Fig. 12 Thus one can state that
ing of acoustic or optical—acoustic vibrational branches bythe half-widths of the low-energy electronic absorption
electronic levels near the Brillouin zone center or zonebands are an indicator of dynamic coupling of low-energy
boundary. Since the structure of the vibrational spectrum iglectronic levels of the rare-earth ions with the vibrational
described by a one-dimensional model, the density of statesranches.
of the vibrational branches in this case has its maximum
value (see Fig. 1l Therefore, when electronic levels cross
vibrational branches near the Brillouin zone center or zond-3- Low-energy excitation spectrum of ARDMs and
boundary, a strong dynamic coupling of the electron and ior?tructural phase transitions of the cooperative Jahn—Teller

. . . . . effect (CJTE) type
subsystems arises, with the formation of vibronic stétes.

Let us analyze how the strong coupling influences the  The activity of low-energy electronic levels in ARDMs
low-frequency absorption spectrum. In the KDy(MQ®  at structural phase transitions due to the CJTE is a topic of
crystal, for example, the electronic absorption band withdefinite interest.
maximum atv~18 cm !, corresponding to a transition to
the first electronic level, which crosses an optical—acoustic
vibrational branch near the Brillouin zone center and an
acoustic branch near the zone boundary, has a half-width
Av~14 cm ! (see Figs. 9 and 1£>?® whereas in the
KEr(MoQ,), crystal at a weak dynamic coupling the half-
width Av of the corresponding electronic absorption band is
~1.5 cm ! (Ref. 18. In the CsDy(MoQ), crystal the elec-

Transmission
-«

L L 1 | !
10 20 30 40 50

Energy! Cm—‘1

TABLE V. Table of compatibility of the irreducible representations of the
group D,y and the group of local symmetry of the rare-earth idds,

D2 T Iy T.

3 T,

4 FIG. 11. Transmission spectrum of the KDy(Mg@ crystal in the long-
D rr- 1-2+1-2— 1-3+1-3* FZFZ wavelength IR range af>T,.%° The electronic absorption band is indi-

2k 11 cated by an arrowits half-width isA~14 cm'1).
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CsDy(MoOQ,)
110 CsDy(MoO,), {110 472
Ella T>T, T<T,
100 |- — 100 —
N0F E Ib - 90
80\ 80
< 70k 4 70 200cm’”

£
2 Elec -
5 60¢- 7 60 40¢cm H‘ I )
) 1 22cm
& 50 50

40 40 110cm’

30 Elc - 30

A
20 - 20
10~ Ellb -1 10 FIG. 13. Scheme of the splitting of the low-energy electronic levels of the
Dy** ions in the CsDy(Mo@), crystal above and below the temperature of
0 0 the structural phase transitioif (=40 K).
K n/a

FIG. 12. Electronic and vibrational spectra of the CsDy(MpCrystal at a "
temperatureT>T, . The horizontal lines are the electronic levels of the temperatureT, of a structural phase transition of the CJTE

Dy** ions. The circles denote the crossing points of the electronic leveidype>* = It is seen that the electronic level with energy
with the vibrational branches with which interaction is allowed by symme-~40 cm ! is active in the phase transition; it crosses an
try. The arrows indicate the direction of the shift of the crossing points upongcoystic vibrational branch near the Brillouin zone boundary;
g}:ml(r;;rgsd.uctlon of impurities that decrease the energy of the wbratlonakhe level with excitation energy, ~ 22 et is not active: it
crosses an acoustic branch with which dynamic coupling is
symmetry allowed, between the Brillouin zone center and
Since ARDMs have a layered crystal structure, low-zone boundary, where the density of states is insignificant.
temperature phase transitions due to anharmonicity of latticAn analogous situation is realized in the crystal
vibrations involving the interlayer bonds can occur in KDy(MoOQ,),: the first excited level §~18 cmi 1), which
them?’ For example, the diamagnetic crystal CsBi(MQ® is active in the structural phase transition, crosses an optical—
has two phase transitions, at transition temperatiigs  acoustic branch near the Brillouin zone center and an acous-
=135 K andT,,=290 K.28-% Analogous phase transitions tic branch near the zone boundary, where the density of
occur in crystals of rare-earth compourid$? but we shall ~ states is maximalsee Figs. 9 and 24Thus one can say that
mainly be concerned with the phase transitions due to then ARDMs the levels active in the structural phase transitions
CJTE. of the CJTE type are low-energy electronic levels that cross
From what physical properties can we infer the presencacoustic or optical-acoustic branches in the region of maxi-
of a CJTE mechanism? First, the temperatures at which theseum density of states. This is confirmed by the absence of a
structural phase transitions occur are sensitive to external
magnetic field. Second, it is sometimes possible to determine
a CJTE origin from an estimate of the energy conversion at KDy(MoO,),
the structural phase transition. Here the relativB~H T>T T<T
+U must hold AE is the lowering of the internal energy of rr r
the electron subsystert is the latent heat of the structural )
phase transition, and is the elastic strain energyFor ex-
ample, such estimates of the energy conversions at the struc-
tural phase transitionTi=40 K) have been made for the
CsDy(MoQ),), crystal: AE=1kJ?® H=0.64 kJ?! and the
elastic strain energy determined from the values of the
strain$® at the phase transition and the values of the elastic
constanty’ is U=0.3 kJ. Thus the relation given above is
practically satisfied, and on that basis we can attribute this
phase transition to the CJTE.
Let us consider the changes that occur in the electron
spectrum at structural phase transitions due to the CJTE. I:IgflG. 14. Scheme of the splitting of the low-energy electronic level of the

3 . .
ure 13 shows a level scheme of the *Dyions in the jons Dy** in the KDy(MoQy), crystal above and below the temperature of
CsDy(MoQ,), crystal at temperatures above and below thehe structural phase transitiof (=14 K).

18 cm ! 28 ¢!
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TABLE VI. Temperatures of the structural phase transitions of a number of

ARDMs.

Substance

Tir, K

Ref.

KDy(MoO,),
RbDy(MoO,),

CsDy(MoO,),

14.3
19
59, 40

[37,38]
[39,40]
[41,42]

Transmission

E|a
Vi

#

KY(MoO,),
Va

#

E|lc

] Y S| 1 ]
((

16 18 20 24 26 28 30 32
Energy, cm

Ela KEr(MoO,),

CSHO(MOO4)2 11 [36]

Ejc

14k

CJTE-induced phase transition in the KEr(MgQ® crystal.
In this last compound the lowest energy level is only 8 ém aln
from the ground level but its crossing with the transverse Vi ¢
acoustic branches with which its coupling is symmetry al-
lowed occurs in the region between the Brillouin zone center
and zone boundary, where the density of states is maximum.

Studies of the spectra and of the physical properties of a
number of ARDMs have made it possible to establish the
temperatures of the CJTE-induced structural phase transi-
tions. The corresponding data are given in Table VI.

Thus the experiments have succeeded in establishing
that different types of equilibrium structures exist in these
compounds at low temperatures, depending on where in tHgC: 1. Transmission spectra of the K¥(Mg)@ and KEr(MoQ), crys-

. . . . . tals in the frequency interval 12—40 ch at a temperature of6 K in
Brillouin zone the crossing of the low-frequency vibrational ;arized light.
branches with low-energy electronic levels of the rare-earth
ion occurs. Consequently, one can say that by varying the
strength of the dynamic coupling of the electron and ion . . . : .
subsystems one can influence the equilibrium structures C}P;Zdtr\:\g tz aegt'f;g:gnet'ct |r(;1_pur|t¥/. For th||s plirpose ;/\(e a?a—
these materials. That is, by acting on the electron or ioqy Pe pic studies of several systems o |sos.ruc—
subsystem to change the position of the electronic levels withural solid ~ solutions — of  the ~ ARDM _type:
KDy(M00O,),—KY(M00O,),, KEr(MoQO,),—KY(Mo0O,),,

respect to the vibrational spectrum, one can change the

strength of the dynamic coupling and bring about a transfora"d CSDY(MoQ),—CsBi(MoQ), and also of Jahn—Teller

mton ofthe crdering it arses i the COTE " S0SL4 ed 1t thent forcin e o,
In what follows it will be shown on the basis of experi- P b 9 N

mental data that this can be brought about either by dopinionS were.diluted with a diamagnetic analog, one can ”?‘C"‘*
the crystals with isostructural impurities, thereby shifting the € _ev_olutlonf Orf] the couphr;lg_ of the_ rllow—enelrgly glectr%n|c
vibrational branches without materially altering the energyﬁéﬁ:agzntshg (:o(ra]crearrger;s)r; ol?rlzewgah%rzitgle?tit:)cr?sVils r?r;-
position of the electronic levels, or by changing the energy
position of the electronic levels of the rare-earth ions Withcreased or decreased.

respect to the vibrational branches through the application af.1. Low-energy spectrum of crystals of the solid solutions

external influences, e.g., an external magnetic field. KY(M0O,4),—KEr(MoO,),

Transmission
——

Lo N
24 27 30 33 36 39
Energy, cm”

|
12 15 18

Since the parameters of the crystal lattices of the pure
end compounds KY(Mog), and KEr(MoQ,), are not much
different!! it was assumed that the KY,Er(MoO,), sys-

Diluted Jahn-Teller systems are of interest for severatem under study forms a continuous series of solid solutions
reasons. First, according to theoretical ideas, in solutions adf isomorphic substitution in the entire composition interval
substitution in which the Jahn—Teller ions are replaced by #0<x<1), in which case the Bf and Y ions should be
diamagnetic analog, structural disorder of the Jahn—Telledistributed randomly over the ion sites of the rare-earth lat-
glass type can arisd:* Second, the substitution of the tice.

Jahn-Teller ion by a diamagnetic impurity alters the struc-  The long-wavelength IR transmission spectra of a series
ture of the vibrational spectrum, and its relationship to theof KY;_,Er(MoQ,), single crystals of compositior=0,
position of the electronic levels of the rare-earth ions0.05, 0.1, 0.2, 0.5, 0.7, and 1.0 were measured in polarized
changes. This can lead to a change in the strength of théght (Ella andElic).!® The main measurements of the trans-
coupling of the low-energy electronic excitations of the rare-mission spectra were made at a temperature-6fK. The
earth ions with lattice vibrations. Increasing or decreasingransmission spectra of single crystals of the end compounds
the dynamic electron—phonon coupling can lead to stimulaKY(MoO,), and KEr(MoQ), are shown in Fig. 15.

tion or suppression of the Jahn—Teller effect. The transmission spectrum of KY(Ma3®} exhibits two

Let us elucidate the features of the dynanicsrespect  absorption bands with peak energiesi§f=18.7 cmi * (the
to low-energy excitationsof layered Jahn—Teller crystals di- polarizationElla) and »5"=28.2 cm'* (in the polarization

2. FORMATION OF EQUILIBRIUM STRUCTURES OF
DILUTED HIGHLY ANISOTROPIC JAHN-TELLER SYSTEMS
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KY,_ Er (MoO,),

Energy, cm

Transmission

5 1 | | |
0 0.2 0.4 0.6 0.8 1.0

KY1_xEr(MoOy)7
|

| | 1 X
25 27.5 30 35 40 ] ] )
E 1 FIG. 17. Concentration dependence of the maxima of the absorption peaks
nergy, cm

in the spectra of the KY_,Er,(Mo0O,), (x=0, 0.05, 0.1, 0.2, 0.5, 0.7, and
1.0) at a temperaturd@ ~6 K. Data of Ref. 45A), vibrational bandg®);

FIG. 16. Transmission spectra of the mixed crystals, K¥r.(MoO,), at a electronic bandgO).

temperature of-6 K. The spectra have not been normalized to the signal in
the absence of a sample.

tion, with energy»;=15.4 cmi ! in the IR region(see Fig.
Ellc). The transmission spectrum of the KEr(Mg® crystal 18), showed that the intensity of this band decreases
has a more complex form. In the polarizatidia andEllc  smoothly with increasing temperature. When the temperature
the KEr(MoQy), spectrum has absorption bands with peakyas lowered from 35at 2 K the »$ band did not exhibit the

o ph - h _ ” _ - : - -
energies»"=18.5 cm* and »5"=26 cm *. In addition,  change in position that is characteristic of the CJTE. This is
there are intense bands whose maxima in unpolarized light

are close to the energies;=154cm?! and v
=30.5 cm ! and which are due to excitation of the3Er
ions. In the polarized spectra the maxima of these lines are KEr(MoOyg),
possibly the same in the polarizatioBa and Ellc (Av
~0.1-0.2 cm?), indicating that these excitations are of a
localized character. These bands are not observed in the
spectrum of the KY(MoQ@), crystal; dilution by even a
small concentration of Bf impurity ions leads to the ap-
pearance of’{ and v bands(Fig. 16 shows the evolution of

a part of the spectrum in mixed crystals upon a change in the
Er*™ concentration fronx=0.1 tox=0.5). The dependence

of the energies of the absorption bands on the concentration
of the components of the solution is shown in Fig. 17. It is
seen that the position of the lowest-energy absorption band
(v$=15.4 cmi'l), which is due to excitation of the Ef

ions, remains unchanged in the concentration interval 0.5
<x=1. In the concentration interval 6<%<0.5 its energy
decreases to a value of 11.5 ¢hy and forx<0.07 one has
v§=8 cm ! (Ref. 45. All of these changes occur in a thresh-
old manner in the impurity concentration. In contrast/fg

the position of the band with frequeney changes little with

the impurity concentration. The energy of this band increases

Transmission

| [
from »~30cm! at a low EF'T concentration tov 14 15 16 17

~30.5cm?! for the end compound KEr(Mof,. The Energy, cm~!
transmission spectrum of KEr(Mg) exhibits weak satel-
lites, indicated by arrows in Fig. 16. Temperature measureme ground to the first excited state of the3Erions in the crystal
ments of the energy position of the lowest electronic excitaker(Mo0,), at different temperatures.

FIG. 18. Shape of the electronic absorption band formed by transition from
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evidence of the absence of a structural phase transition of trecoustic branch with which dynamic coupling is forbidden
CJTE type in the temperature region 2—35 K. by symmetry(see Fig. 9. On the other hand, the frequency
Let us briefly discuss the evolution of the low-frequency of the lowest electronic excitation decreases significantly as
spectrum in the system KY,Er(MoQO,), with changing the concentration of the diamagnetic impurity is increased
composition. The compounds under study, both the pure en@ee Fig. 1Y, since the corresponding electronic level crosses
compounds and the mixed compounds, have a layered strutwo transverse acoustic branches with which dynamic cou-
ture. The coupling forces within the layered packetspling is symmetry allowed.
[Er;_«Y«(M0QO,);].... are much stronger than the interac- The concentration dependence of the position of the low-
tion between these packets. The crystal structure of thesest electronic excitation and also the concentration threshold
compounds is such that the unit cell of the end compoundsffect can be explained by invoking the concepts of cross
contains two translationally inequivalent layered packetssplitting of the acoustic spectrum in crystals containing im-
Therefore optical—acoustic branch@so transverse and one purities, an effect predicted by KosevithAccording to the
longitudina) arise in the low-energy spectrum due to oscil- model proposed in Ref. 47, the introduction of a heavy im-
lations of the layered packets with respect to each othepurity into a crystal causes the frequency of its local vibra-
along different crystallographic directions. These are thdional modes to fall within the region of the continuous spec-
lowest-energy optical vibrational branches in the crystals. trum. When the heavy impurity concentration reaches a
The behavior of the vibrational spectra of the mixedsufficient level &>x.) a restructuring of the spectrum of
crystals is explained with the use of a one-dimensionalong-wavelength oscillations of the crystal occurs, as a result
model. The concentration dependence of the frequencies of which the frequency of the quasilocal modes at the Bril-
the vibrational modegFig. 17) can be explained qualita- louin zone center increases. This effect has a threshold char-
tively as follows. According to the experimental data, theacter in the concentration of the rare-earth ions and is of a
isotope shiftA—the change of the energy of phonon excita-dynamic nature.
tions on going from KEr(Mo@), to KY(MoO,),—is not In the proposed system the static crystalline field splits
more than 2 cm®. According to general notiorfS,in the  the lowest multiplefl 5, of the EF* ions in such a way that
caseA<T, wherel is a quantity characterizing the disper- the first excited levels'§=8 cm ! crosses two transverse
sion of the vibrational branches in the Brillouin zone, theand one longitudinal acoustic branches between the Brillouin
behavior of the spectrum in mixed crystals should be singlezone center and zone boundary. The dynamic coupling of the
mode, i.e., the vibrational energy should shift smoothly fromexcitation corresponding to the transition to this level with
one end value to the other. The difference in the vibrationathe two transverse acoustic branches also leads to the forma-
energies fok=0 andk= n/a has a valud~5—7 cmi * for  tion of a quasigap.
each of the branches of the spectrisee Table ), i.e., The existence of two concentration thresholds for mixed
A<T. crystals with a highly anisotropic structure can be explained
The single-mode behavior of the spectrum can also béy the different strength of the interaction of the electronic
explained on a qualitative level using the mechanism of forexcitation with two vibrational branché&.in Ref. 48 the
mation of the low-frequency vibrational branches. THE'Y idea of dynamic splitting of the vibrational spectrum was
and EF* impurity ions are distributed randomly over the considered for low-dimensional systems, and it was shown
layered packet§Er; _,Y,(M0O,), ], and therefore the that more than one concentration threshold can exist. This is
masses of the layered packets will be equal, and their value sxplained by the anisotropy of the interaction of the impurity
determined by the relative contribution from the impurities.excitation with the continuous spectrum. In this case the
Since the low-frequency vibrational branches are formed byross interaction occurs with different acoustic branches and
vibrations of the layered packets as a whole, their energieis characterized by a different value of the splitting, as is
will vary smoothly as the reduced mass of the layered packtypical for the KY;_,Er(Mo0Q,), system.
ets varies from one end compound to the other. Experimen- We note that the energy of the excitonic branch at the
tally one observes a linear dependence of the change in esrillouin zone boundary remains unchanged over the whole
ergy of the vibrational mode Vg“ on the impurity interval of rare-earth ion concentrations. This is confirmed
concentration, from one extreme value, 26 ¢mfor the  experimentally in measurements of the transmission spectra
KEr(MoO,), crystal, to the other, 28.2cm in  of KY;_ .Er(MoO,), crystals in the visible region of the
KY(MoQOy,),. The shift of the low-frequency vibrational spectrum. The value of the gap at the Brillouin zone bound-
modevfl’h has a nonlinear character, which may be explainedry point was determined from the energy interval between
by the presence of a nearby electronic excitation. the frequency of the 0—0 transition and the satellite corre-
Besides the bands of vibrational modes, the spectrum adponding to the transition to the first excited state of the
the mixed crystals also exhibits two absorption bands due tarystal-field-split ground multipletl,s;,, which appears in
transitions to the first two Stark levels of the ground multip-the spectrum as the temperature is raised. In the mixed crys-
let #I 5, Of the EP" ions, which is split by the crystalline tals the gap remains practically unchanged over a wide range
field. These bands behave differently with variation of theof EF* concentration and has the value 12—13 ¢nehar-
concentration of the components of the solid solution. Theacteristic for the KEr(Mo@), crystal'® This is consistent
energy of the maximum of the absorption bandg  with the dynamic splitting scheme presented in Fig. 10.
~30 cmi ! changes insignificantly with variation of the con- Thus a comparison of the low-frequency spectra of the
centration of the diamagnetic impurity, since the correspondend compounds KEr(Mog), and KY(MoGQ,), has enabled
ing electronic level crosses only a longitudinal optical—us to establish the main trend in their formation. We have
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shown that the low-frequency vibrational spectrum can be E cm_1

formed by vibrations of thd Y, ,Er,(MoQO,),]... layers. ’

This makes for a single-mode character of the behavior of 3|0 j25 210 1,7
the low-frequency vibrational branches. The concentration a e Elc 4 =
dependences of the energies corresponding to the positions

of the first and second excited levels of the Eions were

explained by invoking the concepts of cross splitting of the

acoustic and excitonic branches. The weak dynamic coupling
of the low-energy electronic excitations with the vibrational
branches in the KEr(Mog), crystal is due to the absence of

a structural phase transition of the CJTE type at zero mag-
netic field in that compound.

© 00000 x
OLWhD
oS oo

Transmission
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2.2. Features of the dynamics of crystals | ] | ]
of KY (M00,),—KDy(MoO,), solid solutions 300 400 500 600

, HM

Unlike the KY;_,Er(MoQ,), crystals, the solid solu- }é Cum-1
tions KY(MoQy),—KDy(MoO,), have rather complex dy- 3[0 2|5 ' 2|0 1[7
namics in respect to low-frequency excitations. The end b — Ela —]
compound KDy(MoQ), has a phase transition at 14.3 K
which is due to the CJTE and is accompanied by a change in
structure of the low-energy electron spectrum. Dilution of
the Jahn-Teller ions By by the diamagnetic ions %

causes a change in the phase transition temperature. There-

fore, in experimental studies of this system, besides the
mechanisms of formation of the low-frequency excitation /’NW
spectra it was necessary to establish th@) phase diagram V1 1 0

of the equilibrium states of the system at different propor- | | | g
tions of the solution components. 300 400 500 600
The parameters of the crystal lattice of the end com- A, pm

pounds are not much different, and it was therefore assumed 30 25E» cm 0
that isomorphic substitution of the®Y ions by Dy** occurs. )

17

T X

The concentrations of the different ions were determined ¢ k= — =07
from their proportion in the initial growing stock. X-ray Ela \// 8;3
1.0

Transmission

studies have shown that the lattice parameters of crystals of
composition KY;_,Dy,(Mo0QO,), varied smoothly as func-
tions of the concentratiom. The studies also showed the
absence of superstructures in these solutfdns.

The transmission spectra of KY,Dy,(MoQO,), crystals
were measured in the long-wavelength IR region (

Transmission
<<
No
~ 000
OWo

~15-40 cm1).*° Figure 19 shows the form of the trans- Vo v

mission spectra at low temperature in the polarizatiBiha | g \ | \
and Elic at different concentrations of the solution compo- 300 400 500 600
nents. It is seen that the spectrum of the compound A, pm

KY(MoO,), has two absorption bands, with energis%‘ o _

—185 cm Lin the poIarizatiorElla and V2h= 28.2 cmi L in FIG. 19_. Form of the_tra}nsmlsswn s_pe(_:tra of K¥y_,(MoO,), crystals in
. ) the region 15—35 cit in the polarizationsElla and Ellc at temperatures

the polarizatiorEllc. These absorption bands must be due tor—g K at different concentrations.

vibrational modes, since KY(Mof), does not have a low-

energy electronic spectrum. As the concentration of Dy

ions increases, the intensity of the absorption in the region oéxternal magnetic fieled? When the temperature is raised to

the v2" band increases, and the band broadens significantly- 20 K the v band shifted to lower energy, down "

The Vgh band is shifted to lower energies, with slight changes~18—-20 cm! (Refs. 25, 49, and 50

in the width and intensity. At a concentratior= 1.0 a wide It should be emphasized that the transmission spectra of

absorption band with energy;~28 cmi ! is observed in the these crystals witli=0.1 andx= 0.3 has an absorption band

transmission spectrum in the polarizatidgis andEllc. As x in the polarizationElla with energyv,~28 cm ! (see Fig.

is decreased from 1.0 to 0.7 in the polarizatifiit, this band  19b). It has structure in the form of side bands at intervals

narrows, and a wide band appears on the low-frequency v~ +2 cm ! from the center band in the case-0.1, and

wing. In the polarizatiorEllc the »$ band broadens signifi- Av~=+1cm ! for x=0.3. At these same concentrations ab-

cantly and shifts to lower frequencies with decreasing Dy sorption bands arise in the spectrum at energigs

concentration. This band must be due to an electronic tran-32 cm ! (x=0.3) andvs~34 cm ! (x=0.1) with a pre-

sition, since studies show that its behavior is dependent odominant polarizatiorklla. Figure 20 shows the frequency—
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35 persion of these vibrational branches in the Brillouin zone
° ° T<T, we have used a one-dimensional model.
30 a > In KY ;_,Dy,(MoQ,), crystals the vibrational spectrum
B— A -0 i is also formed by shear vibrations of layered packets
o5 | A i EIIZ /“t’ [Y1-xDyx(M0Oy); ].... . Substitution of ¥* by Dy*" leads
E|a to a random dependence of ions over layered packets. There-
TE E|lc fore, all of the layered packets have identical mass, corre-
S 20 oL d] ~w sponding to the relative contributions of the substituent ions.
> ST T Ela o The low-frequency vibrational spectrum of the solution does
2 451 / not experience structural disorder of the alloy type and
w T>T, should have single-mode behavior, which is what is observed
10 L experimentally forvgh. The frequency position of theﬁh
band is very difficult to track because of the superposition of
electronic absorption. According to estimates made from the
St KY,_,Dy,(MoQ,), change in reduced mass of the layered packets, the changes
of the energies of the transverse vibrational modes in going
0 " 10 from the compound KY(Mog), to KDy(MoQ,), are equal

toAv;=1.5 cm ! andAv,=2.0 cm !, respectively, for the

vP" and 15" modes. The fact that these values are close to
FIG. 20. Frequency—concentration curve of the absorption band of the lowthose observed experimentally confirms the correctness of
frequency excitations of KY_,Dy,(MoO,), . The unfilled circles show the  the model chosen for describing the formation of the low-

positions of the vibrational absorption bands, the filled circles and th : : : _
squares show electronic absorption bands, the triangles show the side sa?]:aﬁ-equency vibrational spectrum. The energy of the vibra

h_ ~1
lites of the vy=28 cn ! band. The vertical lines denote the half-widths of tional mode v,"=26.5cm - of the end compound
the corresponding absorption bands. KDy(MoO,), is taken from the experimental data presented

in Ref. 53. Analysis of the transmission spectra of the crys-
tals at low temperatures shows that the enefjjis approxi-
mately equal to 17.5 cit (Ref. 56. The solid curves in Fig.

concentrationcurves constructed for this absorption band ofQ 9ive the concentration dependence of the energies of the
the basis of the experimental data. In interpreting the correviPrational modes of the system KY,Dy,(M0O,),. It is
sponding absorption bands shown in this figure we have use¥fen that the observed shift of the vibrational modes corre-
the results obtained in measurements in the optical Ffge SPOnds taAwr;~1cm * andAvr,~1.7 cm *, values which
and also in the long-wavelength IR range in an external mag@'e close to the estimates made.
netic field®3 Thus the behavior of the low-frequency vibrational spec-
It is of interest to consider the increase in half-width of tra of the solid solution KY_,Dy,(MoO,), has a single-
the 18—20 cm? absorption band with increasing Bycon- ~ mode character with an insignificant isotope shift on going
centration in this system of solid solutions, to a vale from one pure end compound to the other; this is consistent
~14 cn L in the end compound KDy(Mog), (Ref. 25. At with the mechanism of their formation.
Dy*" concentrationsx=0.1 andx=0.3 an absorption band Let us analyze the formation of the low-energy electron
appears in the spectrum at-28 cm !, having structure in spectrum of excitations of the By ions. A governing role in
the form of side bands whose origin is also a topic of inter-the formation of the structure of the electron spectrum is
est. played by the static crystalline field of the nearest-neighbor
To explain the experimental results of long-wavelengthenvironment(ligands of the Dy’* ions. The calculation of
IR spectroscopy let us analyze them qualitatively along witithe electron spectrum of excitations of the*Dyions in the
the results of experiments done in the optical, Raman scagnd compound KDy(Mog), with the use of crystalline-field
tering, and rf range3:®**>We shall devote our attention theory was described above. In KY,Dy,(MoQ,), the
mainly to elucidating the coupling of the low-frequency elec-ground multipleH 5/, of the Dy** ions is split by the static
tronic excitations of the DY ions with the vibrational crystalline field of the ligands so that the first excited level
modes of the crystal lattice and the role of this coupling incrosses optical—acoustic and acoustic vibrational branches
the formation of the low-energy spectrum and the equilib-(see Fig. 9. The second electronic level has an excitation
rium structure in the given system of solid solutions at lowenergy of~54 cm * and is observed much above the low-
temperatures. frequency vibrational branches; it does not play a role in the
Let us first discuss the low-frequency phonon spectrumformation of spectral structure at low temperatures. Let us
A model was proposed above which describes the formatiotherefore discuss the formation of the low-energy electron—
of the low-frequency vibrational spectrum in the system ofphonon spectrum taking into account only the first excited
solid solutions of structurally analogous crystals electronic state of the By ions.
KY(MoO,),—KEr(Mo0O,),. According to that model, the In the crystal of the end compound KDy(Mg@)Q of the
low-frequency vibrational branchésptical and acoustiare ~ system the unit cell contains four BY ions (pairwise re-
formed as a result of shear vibrations of the layered packetsted by inversiop One should observe Davydov splitting of
[Y1_Er(MoO,)5]... With respect to each other along the the first electronic excitation in the spectrum because of the
corresponding directions in the crystal. To calculate the dispresence of two translationally inequivalent layered packets

X
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in the unit cell. However, it is insignificant in value becauseelectronic excitations in the optical rangfelf this assump-
of the weak coupling between the Byions in neighboring tion is correct, then two electronic excitations with frequen-
[Dy(M00O,),]... layered packets and essentially is not ob-cies »{ and v5 appear in the system at concentrations
served experimentally. The largest value of the dynamic=0.1 andx=0.3.
splitting of the electronic level of the By ions is due to the Let us discuss the proposed mechanism giving rise to the
interaction of excitations of the two inversion-related®Dy two bands. We can say that the appearance of two electronic
ions in the layered packet. In this case the electronic level iands in the spectrum is due to a dynamic coupling effect
split into even and odd components, one of which is IR andetween the first electronic excitation with two vibrational
Raman active while the second is only IR active. A compari-branches. It is assumed that in the system consisting of a
son of the values of the energy of the first excited state of th®y** ion and its ligand environment, a double-minimum
Dy®" ions obtained from the IR and Raman spectra gives &diabatic potential is realized when the dynamic coupling of
value of the splitting of~2—3 cm * (Ref. 25. the low-energy electronic excitation with the transverse
Besides the dynamic coupling of the electronic excita-optical—acoustic branches is taken into account. The reso-
tions of the DY* ions among themselves, a significant role hance coupling of the electronic excitation with the low-
in the formation of the low-energy electron spectrum in thefréquency vibrational modes causes the system to tunnel be-
system under study is played by the interaction of electroniéween the two minima. _ _
excitations with crystal lattice vibrations. As we have said  If these ideas are correct, then in the concentration re-
above, for the efficient coupling of the electronic excitationsdion 0.02<x<0.4 a dynamic state with a double-minimum

with lattice vibrations it is necessary that the symmetries ofidiabatic plotential is realized, with an energy difference

the electronic and vibrational excitations coincide and thalA v~5cm -

the wave vectors and energies of the excitations coincide. " @n analogous way one can analyze the dynamic state
In the crystals under study the local symmetry of theOf the system at low temperature in the concentration region

environment of the rare-earth ions Byis C, (Ref. 16. The 0.6<x=1.0. According to the measured Raman scattering

symmetries of the wave functions of the corresponding enSPectra, at a temperatufe=2 K in the KDy(MoG), crystal

ergy levels transform according to twofold representationd® exgli[ed electronic ~ statesvi~20 cm * and 5
(I'a+T) of the groupC,. The symmetries of the electronic 30 CM * are observed” At low temperature the absorp-
excitations corresponding to transitions between levels caf!! SPECtrum in the IR range has bands with energies
be xd represented by the irreducible representationand 18 €M~ and »;~28 cm * (Ref. 58. The appearance of
T',. It follows from a comparison of the representatidig two electronic bands in the IR and Raman spectra at low

andI’, of the local electronic transitions with the symmetrieste_rnperature cannot be explained by Davydov spl|tt|_ng n
of the vibrational excitations of the crystéee Table IV view of the large difference; we therefore assume that in this

that coupling of the electronic excitations with acoustic and_concelntrztlp ntr:eglont a d_outti]le—rrlnmtm um adlabzuct ptOte?tt's |
optical—acoustic vibrational excitations is allowed in this S‘;ﬁai'éﬁs In the system in the electronic ground state of the
system. N :

We note that the first electronic level falls within the Thus in the system KY_,DY,(MoO,), there exist four

: . : S regions of concentrations of the components of the solution
region of the acoustic and optical—acoustic vibrational spec-"2"" i
g P P th different structure of the ground state of the*Dyions.

. . \WI
trum and crosses a transverse optical—acoustic branch Wn"‘.ﬁ1 . .
polarizationulla near the Brillouin zone centdsee Fig. 9 e concentration regions 0.6Xx<0.4 and 0.6x< 10
where two-mode statg¥ )= a,| W 1)+ a,|¥,) are realized,

anq an acoustic branch_wnh polarizatiaific near the Bril- and the regions @x<0.02 and 0.4 x<0.6, where the sys-
louin zone boundary. This should lead to enhancement of th{—:t . . . )
em is found in a single-mode stgt¥). The concentrations

dynamic coupling of the electronic excitation with the vibra- >é1~0.02, %,~0.4, andxs~0.6 are bifurcation points of the

tional branches, since the crossing occurs in a region wher . .
the density of vibrational states is maximal. ground state of the system with changing parametdfrom

. : : the intensity of the corresponding absorption or scattering
Let us consider the mechanism of formation of the bands one can assume that appareatly=|a,| in the con-
~28 cm ! absorption band in the spectrum of the crystals P — 72

e X : i i .02x<0.4, whil < f .
KY ;_,Dy,(MoQ,),, with fine structure in the form of side c<e)r(1t<rit|(c))n region 0.02x<0.4, while |a;|<|a,| for 0.6
) L ey . o1 <1.0.
bands at intervala v, ~* 2 cm andévz =lcm _from . The resonance interaction of the electronic sigtevith
the center component at concentrations of the solid solutloghe vibrational moder® in the concentration region 0.02
x=0.1 andx=0.3 (Fig. 19. It is seen from the frequency— 2 9 i

concentration curves of the low-frequency spect(see Fig =x=0.4 can be described by a model of two cou_pled oscil-
: . : " lators. In such a model we obtain two frequencies for the

20) that the band arises in the region where the energy posi: : BT

: : N PR System under consideratigh:

tion of the electronic excitatiom;~28 cmi =, which is ob-

served in the end compound KDy(M@Rd at T<T,,

crosses the optical—acoustic modjé‘(x) near the Brillouin

zone center. This leads to enhancement of the coupling of

andvgh and to the formation of a local state of the Dyions wherevy is the frequency of the oscillators in the absence of

with an excitation energy of$~28 cm X. Apparently this ~dynamic coupling, and is the coupling energy of the oscil-

band is an electronic excitation. This assumption is suplators. Under the condition< v, we obtain

ported by the appearance of fine structure in the form of side

bands with intervals of several inverse centimeters for the a==*(Av vy)*2 (2.2

vi=vy and v3=v3+2a? (2.7
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The side bands observed in the spectrun¥safx=0.1 and
x=0.3) can be associated to the frequencigandv,. Us-

ing the last relation, let us estimate the energy of dynamic
coupling of the electronic excitation, with the vibrational
branch for these concentrations. Fog~28 cmi', Aw,
=2cm !, andAv,=1cm ! we obtaina;=7.5 cm ! for
x=0.1 anda,=5 cm ! for x=0.3. Thus the coupling ener-
gies are comparable with the energies of lowering of the
ground state in the splitting of the quasidoublet from 18 to
28 cm 1, which amounts taA=5 cm . An analogous pic-
ture can be observed in the dynamic coupling of the elec-

Absorption

tronic stater$ with the vibrational mode£" in this same 1

concentration region, but here the side bandsifoare dif- ‘ / , ,
ficult to observe experimentally because of the poor signal- 0 0.5 1.0 1.5
to-noise ratio in this frequency range. The concepts devel- H, kOe

oped here permit interpretation of the fine structure that hak!G. 21. Form of the microwave absorption spectrum of the
been observéd in the electronic absorption bands in the KY1-xD¥x(MoO), crystals in an external magnetic ficfiCurve 1 is for
. . . . ., Xx=0.005(the comb structure of the band is due to the hyperfine structure of
optlcal region of t_he spectrum. Th|§ system in the form Sldethe ESR spectrum of the isolated Dyion); curve 2 is for x=0.03 (the
bands of absorption lying several inverse centimeters fromarrows denote two absorption bands of the crystilc; theg factors of the
the center component cannot be explained by electrontwo ESR centers are equivaleiit=1.8 K.
phonon pair processes in view of the absence of peaks in the
density of states in the vibrational spectrum at the corre- .
Y . P . aximum value of they factor of the ground state of the
sponding energies and also the absence of a decrease in @e3+ .
. . y°" ions of the low-temperature phase of KDy(Mg@
energy of the high-frequency satellites of the bands as th 51 ) i
. . g~18).>" The appearance of this additional band can be
temperature is lowered. It is therefore assumed that the ap-

pearance of the side bands in the exciton spectrum in th%xplamed by the presence of a double-minimum adiabatic

. . . : . .~ potential in the ground state of the Pyions in the system,
optical range is due to dynamic coupling of the first exc'tedwhich is manifested in the appearance of the correspondin
state of the Dy ions with vibrational excitations and that bp P 9

the corresponding intervals are determined by the cou Iinelectronic transitions’{ and »5. Schematically this can be
. P 9 . y th P gepresented by the splitting of the ground state of thé Dy
energies of the low-frequency electronic states with phonon

. . ions in an external magnetic fiel[dee Fig. 22 It is seen that
branches.j;he absqrptlon t_)and opserved in the sP f ctrum ﬁére four electronic levels are realized from the two Kramers
v,~33 cm - (see Fig. 19nlies a distance\ v~5cm ~ (x

. N doublets corresponding to two states of the electronic sub-
=0.3) away from the electronic band§~28 cnmi't), in P g

. . . system. Therefore at=0.03 the ESR spectrum has two ab-
approximate agreement with the coupling energy of the elec:

troni itati th the vibrational mode for thi sorption bands.
t:g:i]:)cnexu ation wi € vibralional mode for this concen- It is of interest to consider the phase diagram of the

In th ical h iton bands h q Idynamical states of the system under study in the space of
dn the optlcg SEectrum the e_xmtgn angsmagi a deve parametersX,T). To elucidate its form we use the formal-
oped structure in the concent_ranon m_terva v.aand e developed in catastrophe theory, which is a branch of the

0.6<x<1.0, where the dynamic coupling of the first excited

tth T th vibrational L t th theory of dynamical systems.
state o t'e D§/ lons with vi rgtlona 'EXCItatIODS of the To determine the stationary solutions in a system with
crystal lattice is the strongest; this confirms our ideas.

: : ) ; one variable and two parameters one can use the canonical
Valuable information about the dynamic coupling of ;.\ of a cubic equation of the general type
low-frequency electronic excitations of the Dy ion sub-

system with lattice vibrations is given by ESR spectroscopy
based on the Kramers doublet of the®Dyions in the system
under discussion. The ESR spectra at different concentra-
tions of Dy** ions introduced into the KY(Mog), crystal
were measured in Ref. 55. According to these studies, the
ESR spectrum at low concentrations of Dyions has two
magnetically inequivalent centers that are rotated in the
plane of the [Yl_nyX(M004)gl]m layered packet by
angles* 14° with respect to the axes of the crystal. When an
external magnetic field is oriented along one of the axes of
the crystal, in which case there is no difference between
these centers, a single absorption band with hyperfine struc- H

ture and a spectroscopic splitting factpr- 9 is observed in  FIG. 22. Scheme of the splitting of the ground state of thé“Dipn in the
the ESR spectrum for the 5§r/ concentratiorx=0.005(see KY;_,Dy,(M0O,), crystal at 0.02x<0.4 and 0.&x<1 in an external

. 55 _ s . magnetic field. The vertical arrows denote electronic transitions upon micro-
Fig. 21).>° For x=0.03 an additional band appears In thewave absorptiorfA is the transition corresponding to the state with excita-

ESR spectrum, with an intensity approximately equal to thation ¢, and B is the transition corresponding to the state with excitation
of the main line but with ag factor corresponding to the %).

A
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FIG. 23. Influence of the external parameters on the bifurcation of the stationary states of the system: the curve bounding the existence rduiea of the t
solutions in the space of paramet@grandX\ (a); the hysteretic behavior of the system upon change in the paraméteth the parametek fixed) (b); the
bifurcation of the stationary states with respect to the parametenen the parametex is fixed and nonzer¢c).

— w3+ Nwgt+ p=0, (2.3 limit-point type at\.. For parameter values<\. there is

] one stable solution, and for> A\, there is bistability. The
where the parametera and A are linearly related to the genendence()\) qualitatively resembles of the temperature
concentratiorx and the temperature, respectively, ands & jependence of the frequency of an electronic transition in
guantity characterizing the dynamical stationary state of th‘?(Dy(MoO4)2, as measured in the Raman scattering

system. , , - _spectrunt® As can be seen in Fig. 24, a bifurcation of the
Why have we chosen this mathematical model? First, ityqng state of the system occurs in the temperature interval

has a universal character and describes the behavior of dy-11_14 K. In the Raman spectrum this is manifested in
namical systems in the space of two parameters in the pregyjiting of the electronic band corresponding to a transition
ence of a region of two stable equilibrium states. Second, ify the first excited state of the By ions. The temperature

is simple, containing only one internal parameter characterses of the magnetic susceptibility measured in Ref. 59 are
izing the state of the dynamical system. In our case thigqngistent with our ideas. Those curves exhibit two singulari-
parameter can be the frequency of the first electronic excitg;g corresponding to the region of bifurcation of the ground
tion of the system. - state of the D" ions.

In the space of parametefg, A) one can determine the It is now important to find out how the universal phase
curves separating the two regimes of dynamic couplingyiagram illustrated in Fig. 23a is realized in the system
These curves are shown in Flg..23a. T.he eX|§tence region (P{Yl_nyx(MOOA;)z. It can be supposed that the singular
three real solu_tlons ends at a point having a singularity of th%oint corresponding tau=0 falls within the concentration

cusp” type. Figures 23b,c show the dependence of the stalg,arya) 0.02<x<0.4 (u is linearly related with the concen-
of the dynamical system on the external parameters. Th@aiion x): this apparently corresponds to the crossing point
dependence ois on the parameter. at a fixed value ok ot the yiprational modes5" with the electronic modesS.

has an S-shaped form, due to the multiplicity of solutions inryig should give rise to a feature in the phase diagram of the

the intervalu,<u<u,. Here two states in this region are gystem in this concentration interval in the form a sharp
stable simultaneously. The region of bistability ends at the

points u; and u, (Fig. 23hH. The dependence ab. on the
parameten at a fixed value ofu consists of two individual

curves(Fig. 239. One of them is defined for all values bf
(curve 1), while the secondcurve 2) is defined only for 14-
parameter valued=\., and there is a singularity of the B |
40 ~ Tot
X A
(8] — 4 \\
i I .
7’ ~
_r -~
m
ml i 1
Il
m
|
obll—t 1 | | I D
] 1 0 0.4 0.6 1.0
0 10 20 30 X

T,K
FIG. 25. The &,T) phase diagram of the dynamical states of the electron
FIG. 24. Temperature dependence of the low-energy Raman-active mode efibsystem of the By ions in the system of solutions KY,Dy,(MoO,),.
the KDy(MoGQy), crystal. The experimental points are taken from Ref. 25, | is a single-mode state; Il and lll are two-mode states. The solid lines
and the solid curves were drawn on the basis of ideas about the bifurcatiodenote first-order phase transitions. The dashed lines denote transitions that
of the ground state. are in need of experimental verification.
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spike (see Fig. 25& It should be emphasized, however, that
this assumption must be checked experimentally.
The concentration interval 0<6x<<1.0 lies above or be-

— =
X

low the cusp singular point shown on the universal phase B ‘_—_\/—\ 0
diagram in Fig. 23a. This follows from the form of the phase
diagram obtained in Ref. 49 and also from the temperature - 0.05
dependence of the frequencies of the lowest electronic exci- 1
tationsv(T) in the compound KDy(Mo@), (Ref. 25. If the -
point x=1.0 corresponded to a singularity of the cusp type \1/’\/_\ 0.1

(u=0), then they(T) curve would have a bifurcation of the
“pitchfork” type. Experimentally the observed concentration 0.15
dependence of the transition temperature qualitatively re- ~ v 0.2
sembles the dependence shown in Fig. 23c. Therefore the
concentration interval 06x<<1.0 does not include a point B \/ 0.3
u=0 (see Fig. 23p and the curve on thex(T) phase dia- |
gram of the system at these concentrations should have a \f/ 0.5
monotonic character. Based on these ideas, we have con-
structed an X,T) diagram of the systentsee Fig. 25 Ac-
cording to the material presented above, the temperatures of -
the phase transitions at the critical concentratigps 0.6 0.7
andx.~ 0.4 should be finite, as is observed experimentally at ' L ' '
x~0.7 (T,~7 K). If we had the experimental possibility of 20 25 30 1 35 40
varying the parameter in a continuous manner, then at the Energy, cm
valuesx~ 0.4 andx~ 0.6 we would apparently observe first- FiG. 26. Transmission spectra of CsPyBi,(M00Q,), single crystals at a
order phase transitions with hysteresis. We emphasize th&mperatureT~6 K for different concentrationg. The arrows denote the
the phase diagram shown in Fig. 25 must be checked expeIfil_bsorption band due to electronic excitation of thé Djons.
mentally in the concentration region 0-0<0.4.

We note that the concentration region in which bistable _

. . . 2.3. Formation of low-frequency spectrum of the system of

states are realized are situated syrnmetncal!y about the COgjig solutions CsDy (MoOy),—CsBi (MoOy),
centrationx=0.5. If this symmetry is not accidental, then it
might be explained using results from percolation theory. _Unlike the systems of isostructl_JraI solid solutions de-
Since we are investigating a system with a layered structur&Coed above, where the rare-earth ions were replaced by the
we can take a two-dimensional square lattice as a model. | hter d|amagnet|c_ fon ¥, in the+ senes of solutions
considering the site problem one obtains two critical concen: sDy(MoQ,),—CsBi(MoQ), the Dy*" ion is replaced by

. ) . the heavier diamagnetic ion Hi.
;ratg)gs,xCpOA andx;~0.6, which are symmetric about In studying this system, no doubt the first item of interest

. ) i is the features of formation of the low-energy spectra with
Thus on the basis of the spectral data in the optical, IRgjiowance for the dynamic couplings of the electronic and
and Raman regions we have been able to establish that in th@yonon excitations in these compounds when the Jahn—
system of solid solutions KY_,Dy,(M0O,), in the concen-  Teller ions Dy " are replaced by the heavier diamagnetic
tration region 0.02x<0.4 and 0.6:x<1.0 the coupling of  impurity Bi®*.
the low-energy electronic excitation of the Dyions with In Ref. 61 the low-frequency absorption spectra were
vibrational branches leads to the formation of an equilibriummeasured in CsDy ,Bi,(M0O,), compounds with different
structure with dynamic ordering of the orbital moments andconcentrations of the solution components. The measure-
the onset of bistability of the ground state of the®Dyions.  Ments were made in the spectral interval 15—-40 trat a
This may be the reason that neutron scattering experi@mple temperature of 6 K. Since the parameters of the
ments have failed to find static Jahn—Teller distortiong at Crystal lattices of CsDy(Mog), and CsBi(MoQ), are

<T, in the KDy(MoQ,), crystal®’ Confirmation for this close, it was assumed that isotopic substitution of thé Dy
N V2 ions by BF" ions occurs in the solution. The proportion of

idea is provided by measurements of the temperature depelﬂ- . . L
; . the components was determined from their concentration in
dence of the elastic constants by ultrasonic metRbttsthe the initial stock

phase transition regionT¢~14.3 K) the3 anomalies in the Figure 26 shows the transmission spectra of
sound velocity are extremely slight10" "), apparently be-  cqp, " Bj (Mo0,), single crystals with different concen-
cause of the absence of spontaneous static deformations ifitions of the solution components. It is seen that the ab-
the system in the phase transition regfém criterion for  sorption band at energy}"~27 cm ! is shifted to lower
manifestation of dynamic effects in systems with a degenerenergy with increasing B concentration. Here an absorp-
ate orbital moment is knowff the energy of the Jahn—Teller tion band appears in the spectra with a peak energyﬁof
stabilization must be comparable to the energy of zero-point=22 cm !, and its position remains practically unchanged
vibrations of the nuclei. as the bismuth concentration is increased. Upon the superpo-

Transmission
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. X
22 T 1 T
— X | ] | |
o0k - l 0 0.04 0.08 0.12 0.16 0.20
X
B 1 | | | L FIG. 28. Dependence on the dopant concentration of the temperature of the
18 ' ' L phase transition of the CJTE type in the crystal CsDy(MaQ@oped with

0 0.2 0.4 0.6 0.8 1.0 trivalent impurities. The dashed line indicates a second-order phase transi-
X tion. (M)—CsDy;_Eu,(Mo0Q,), (the introduction of the Eif ions de-

FIG. 27. Dependence of the half-width of the absorption bands on the cong €ases the frequency of the acoustic vibrational branchgs)—

) . ; CsDy;_,Y,(M0oQO,), (the introduction of the ¥ ions increases the fre-
centration of the components of the solution CgDyBi,(M0Oy,), . quency of the acoustic vibrational branch&*

sition of the absorption bands]" and »$, the absorption
band is anomalously broadenddee Fig. 2Y. From the CsDy(MoQ,), crystal, the spectrum of which in the Bril-
above analysis of the vibrational spectrum of CsDy(MpO louin zone is presented in Fig. 12. When the energies of the
it has been established that the band at energy 22dsma  vibrational branches decrease, the active electronic level with
low-energy vibrational mode, while the absorption band atenergy 40 cm? gets free of the vibrational branch near the
22 cm L is electronic? Brillouin zone boundary and becomes inactive. The crossing
Let us briefly discuss the behavior of the spectrum of goint of the 22 cm* level with the acoustic branch is shifted
CsDy(MoQ,), crystal containing Bi* impurity ions and toward the Brillouin zone boundary into the region of maxi-
also other trivalent substitutional impurities. First, at a tem-mal density of states and it becomes active. Thus a change-
perature below the phase transition the appearance of th®er of the activity of the electronic levels of the Dyion
22 cm ! electronic band upon the introduction of*Biions  occurs, and the phase transition due to the CJTE takes place
is due to an admixture of the high-temperature phase. Seen other degrees of freedom. The introduction of an impurity
ond, as can be seen in Fig. 13, the lowering of the frequenthat increases the frequency of the vibrational branches shifts
cies of the vibrational branches upon the introduction ofthe crossing point of the 40 cr level with the vibrational
Bi®* ions shifts the crossing point of the 22 cMelectronic  branch from the Brillouin zone boundary toward the zone
level with the vibrational branch with which dynamic cou- center, into a region with a lower density of states. This leads
pling is symmetry allowed to the Brillouin zone boundary. to a decrease in the dynamic coupling of the electronic exci-
The zone boundary is a region of maximum density of vibratation with the vibrational branch and to a decrease in the
tional states. This leads to enhancement of the coupling gfhase transition temperature, but the crossing point of the
the 22 cm® electronic excitation with the lattice vibration, 22 cni ! electronic level with the vibrational branch with
i.e., it leads to broadening of the electronic absorption bandwhich dynamic coupling is symmetry allowed is also shifted
As a result, the 22 cm' electronic level becomes active in toward the zone center, and it remains inactive in the CJTE.
the CJTE. A study of the phase diagram of the CsDy(MQ®
Thus in the system CsRy,Bi,(M0oO,), the slight shift  single crystal in the space of phase transition temperature
of the frequencies of the acoustic vibrational branches uporersus external uniaxial pressure has revealed that when the
the introduction of the diamagnetic impurity Bi leads to a  external uniaxial pressure is applied perpendicular to the lay-
change in the dynamic coupling of the electronic and vibraered packets the phase transition temperature decreases with
tional excitations and hence to a change in the equilibriunincreasing pressuisee Fig. 28°%° This is due to the increase
structure of the crystal. of the elastic energy of the uniform strain arising in the sys-
Confirmation of what we have said comes from thetem below the structural phase transition. An estimate of this
(x,T) phase diagrani$® of the equilibrium structures of relation based on general concepts and utilizing the
CsDyR;_4(M0Q,), systems. The introduction of trivalent Clausius—Clapeyron equation
impurities that increase the frequencies of the acoustic and PV/L=A/T 2.4
optical—acoustic vibrational branches leads to a smooth de- ’ :
crease of the CJTE phase transition temperatsee Fig. whereP andV are the pressure and volume of the system,
28), whereas the introduction of trivalent impurity that lower AT/T is the relative change of the temperature of the struc-
the corresponding frequencies leads to a sharp decrease tafal transition, and_ is the latent heat of the phase transi-
the temperature of the first-order phase transition and to thgon. It is seen in Fig. 29 that the experimentally measured
appearance of a second-order phase transition. external dependence of the phase transition temperature on
These phase diagrams can be explained by starting froe external pressure is described well by relatiar).®®
the real structure of the low-energy spectrum of theHowever, the dependence of the structural phase transition in
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P, kg/cm? frequency electronic levels with respect to the vibrational
0 80 160
I

240 320 spectrum and can influence the electron—phonon coupling.
L In ARDMs the low symmetry of the static crystalline
field of the ligands of the rare-earth ions can lead to rotation
of the principal axes of thg tensor of the spectroscopic
splitting of the excited levels with respect to the principal
axes of theg tensor of the ground state. The rather strong
local anisotropy and the significant spin—orbit coupling make
for a large anisotropy of thg factor of the spectroscopic
splitting of the ground and excited Kramers doublets. There-
0o 0.02 0.04 0.06 0.08 0.10 fore, in these compounds a large difference of the values of
X the g factors of the spectroscopic splitting of the ground and
. excited Kramers doublets can arise for a certain direction of
FIG. 29. Dependence of the temperature of the phase transition of Fhe_CJTE]e external magnetic field. Thus a relatively low external
type in the crystal CsDy(Mog), on the value of the external uniaxial - ) .
pressure applied perpendicular to the plane of the layered pa@gtIhe ~ Magnetic field can cause a substantial change in the frequen-
solid line is the calculation with the use of the Clausius—Clapeyron equacies of the electronic transitions. On the other hand, the
tion. Also shown for comparison is the concentration dependence of th ; ;
temperature of the phasF(Ja transition of the CJTE typ: in the crysta%trucwre of the Iow-frequer_lcy vibrational spectrum of these
KDy, Bi(M0Oy),: the concentration of the Bi impurity ions was cOMpounds makes it possible to alter the value of the dy-
scaled to a uniaxial pressure directed perpendicular to the plane of the layaiamic coupling of the electronic and phonon excitations sig-
ered packetgdotted ling.>*® nificantly by applying an external magnetic field. This can be
done by shifting the position of the electronic levels with
) respect to the peaks of the density of states of the vibrational
the CsDy - ,Bix(MoO,), crystal, when scaled to an external ghactrym. The above facts are good prerequisites for induc-

pressure, does not obey this phenomenological reldtten g changes in the structure of the crystal lattice of ARDMs
dependenc_e IS stegp).ewhls is because at low temp_eratures by means of experimentally achievable external magnetic
the dynamic coupling of the low-energy electronic Ievelsfields

with acoustic vibrational branches plays a substantial role in The experimental studies described below were under-

the formation of the structure of these compounds at IOW[aken with the goal of ascertaining the influence of external

temperatures. L . .
L . . . magnetic field on the dynamic coupling of low-energy elec-

With increasing concentration of Bi ions the freq“e!'" tronic excitations with lattice vibrations and, hence, on the
¥ormation of equilibrium structures at low temperatures in

YARDMS.

but this does not materially diminish the dynamic couplin
of the electronic level of the Dy ions at energyv
=40 cm ! with the vibrational branch near the Brillouin 3.1. Manifestation of the dynamic coupling of excitations
zone boundarysee Fig. 12 of the rare-earth ions with lattice vibrations in an

Thus on the basis of an analysis of the electronic resultsgxternal magnetic field

we have established for three model systems that when the The KEr(MoQy), and KDy(MoQ,), crystals belong to

Jahn-Teller ions are diluted by diamagnetic impurities, & isostructural series of ARDMs having the KY(MpQ

substantial role in the formation of the equilibrium structuresgycture with symmetry space gronﬂbﬁ“, which contains

at low temperatures is played by the dynamic coupling of thgq formula units of the substance in the unit C&itéIt has

low-energy electronic excitations of the rare-earth ions withyeen estaplished from the ESR spectra that the ground state

vibrational excitations. of the rare-earth ions is a Kramers doublet with a highly
anisotropic value of thg factor of the spectroscopic splitting

3. INFLUENCE OF EXTERNAL MAGNETIC FIELD ON THE factor of the ground Kramers doublet. The relative centers

EQUILIBRIUM STRUCTURES IN ARDMs are characterized by large values of théactor of the spec-

We have discussed the features of the dynamics offoscopic splitting of the ground statg{ 20).
highly anisotropic Jahn—Teller crystals diluted with diamag- L€t us consider the features of the absorption spectra of
netic impurities and have established that impurities of subthe compounds KEr(Mog), and KDy(MoQ;), in external
stitution for the Jahn—Teller ions have an influence on thénagnetic fields. The low-frequency absorption spectrum of
dynamic coupling of the low-energy excitations of the rare-the KEr(MoQy), crystal is formed by both transitions within
earth ions with lattice vibrations and, accordingly, on thethe ground term of the Ef ions (transitions between Kram-
equilibrium structures. The non-Jahn—Teller ions can no€rs doublets formed when the sixteenfold degenerate term
only destroy but can also stimulate the CITE. This allows'l 15,2 is split into eight Kramers doublets in a field of local
one to influence the structure of the low-energy spectrum bgymmetryC,) and also by low-frequency vibrational modes.
introducing isostructural impurities that alter the frequenciesThe absorption spectrum of the KEr(Mg) crystal exhibits
of the vibrational branches and their position with respect tovibrational modes with energies;=18.5 cmi* and v,
the electronic excitations. However, the structure of the spec=26 cm * and two electronic transitions with energies
trum can also be changed by acting on the electron sub=15.4 cmi ! and »,=30.5 cmi 1. The bands with energies
system with an external electric or magnetic field. An exter-18.5 cmi  and 26 cm* are strictly polarized.
nal magnetic field can affect the position of the low- Figures 30, 31, and 32 show the frequency—field curves



20 Low Temp. Phys. 31 (1), January 2005 V. I. Kut'’ko

“ NDNWEL O, [}

13 | | ! ! |
0 10 20
H. kOe

20
FIG. 31. Frequency—field curves of the splitting of the electronic levels of
the KEr(MoQy), crystal forHllb. The inset shows the scheme of the split-
ting of the ground and first two excited electronic levels and their number-
ing. The numbers on the curves indicate transitions between the correspond-
ing sublevels.

Energy, cm~!

We note that foH|Ic (see Fig. 32the band correspond-
ing to the transition to the second electronic level is split into
three components, while the band corresponding to transition
to the third electronic levelthe 30.5 cm* band is split into
two. At a field larger than 20 kOe one observes a band whose
o 10 20 origin we ascribe to a transition between components of the

H. kOe groun_d term—z. In this geometry the faqtor of the grounq

' state is maximal. From the frequency—field curves obtained
FIG. 30. Frequency—field curves of the splitting of the electronic levels offor band1-2 it follows that at fieldsH >20 kOe theg factor
the KEr(MoQy), crystal forHila. The inset shows the scheme of the split- of the ground levels reaches a valge= 19+ 1.
ting of the ground and first two excited electronic levels and their number- Thus in an external magnetic field the electronic spec-
ing. The numbers on the curves indicate transitions between the correspond- . .
ing sublevels. trum of the KEr(MoQ), crystal displays complex behavior.

The anisotropy of the splitting of the electronic levels is a
consequence of the rather low local symmetry and appre-

of the absorption spectra for external fieldsparallel to the  ciable local anisotropy of the paramagnetic iond'ErOne
a, b, andc axes of the crystdl’ For the field orientatiotdlla  also observes dependence of the value ofgtff@ctors of the
the frequency—field curve of one of the components of thespectroscopic splitting of the low-frequency excitations on
15.4cm! band has a kink at a field of 9 kOe. Note the the value of the external magnetic field. Table VII gives the
unusual behavior of components-5 (see Fig. 3D of the  values of theg factors of the spectroscopic splitting of the
split 30.5 cm ! band near the crossover with a phonon exci-three lowest electronic levels of the *Er ions in the
tation whose energy position (26 ¢ty remains unchanged KEr(MoO,), crystal.
in magnetic field: forH>15 kOe the electronic band is not Let us briefly discuss these experimental results. It fol-
shifted in energy. This is due to the interaction of the splitlows from studies of the absorption spectra of diluted Jahn—
components of the 30.5cm electronic level with the Teller crystals that the dynamic interaction of the electronic
26 cmi ! vibrational mode. levels with vibrational branches leads to a change in the fre-

For the external field directioH|b (see Fig. 31near the quency position of the electronic levels or in their substantial
crossover of the low-frequency compondnrt5 of the split  broadening as the concentration of the Jahn—Teller ions in-
30.5 cm ! band with the vibrational mode 26 crha strong  creases. These differences in zero magnetic field are deter-
broadening occurs. Splitting of the 15.4 cinband is not mined by the energy position of the electronic level engen-
observed, only a slight shift to lower energies. dered by the splitting of the ground multiplet by the static

15
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40 TABLE VII. Values of theg factors of the spectroscopic splitting of the

< three lowest electronic states of the’Erions in the crystal KEr(MoQ),.

em™!

E 0 ~ 0.7 241 14 (H < 10 kOe)

35 19 (H > 10 kOe)

E 154 [ 3.3+1(H<9kOe)| ~0 6+1 (H <20kOe)
12 £1 (H > 9kOe)

E,| 305 8+x1(H>15kOe) | 51 {31 (H <20kOe)

Energy, cm~1

30

(e.g., toward the Brillouin zone boundarfrom the low-
energy side;

—the electronic level is found in a region of high den-
sity of vibrational states, and the magnetic field shifts it to a
region with a low density of vibrational states.

Thus the experimental frequency—field curves are ob-
served to repel the corresponding absorption bands when an
electronic level crosses an optical-acoustic mode from the

25 &-22K high-energy sidésee Fig. 3D One can estimate the coupling
[ 1-4 energy of the electronic level$ with the optical—acoustic
®0-24K aqy 2 p
‘/
/
/

6
5
4 E Vs 9, 9y 9.
3
2
1
25
]

! I ! )
0 10 20
H, kOe

(2.2). In our casevy=26 cmi ! and Av=1.5 cm %, from
which we geta=6.3 cm 2.
’ From an analysis of the behavior of the electron spec-
trum of the KEr(MoQ), crystal we can establish the follow-
ing rule. If an electronic level approaches a region of maxi-
mal density of vibrational states from the low-energy side,
then a broadening of the corresponding electronic absorption
band occurs. This broadening is so large that the absorption
band is hardly observed in the spectrum. The dynamic cou-
pling of the electronic and vibrational excitations is quite
significant, and a vibronic state arises. The repulsion of the
electronic mode, as a rule, occurs when the electronic levels
approaches the region of maximal density of vibrational
states from the high-frequency side. Formally this difference
in behavior is apparently due to the fact that the density of
20 phonon states changes in a jump from the high-energy side,
H, kOe whereas it increases smoothly on the low-energy side.
These experimental results suggest the following. The

FIG. 32. Frequency—field curves of the splitting of the electronic levels °felectronic mode (e: 30.5 cm 1) lies higher in energy than
the KEr(MoQ,), crystal forHlic. The inset shows the scheme of the split- 2

ting of the ground and first two excited electronic levels and their number-the optical—acoustic vibrational branchgfz 26 cm’ l) and
ing. The numbers on the curve indicate transitions between the correspondS @ rather localized electronic excitation. In an external mag-
ing sublevels. netic field Hila or Hilb in the region of the where a split
component of this mode crosses the vibrational ma}iehe
two modes interact. FoHIc the split component is not
crystalline field, with respect to the vibrational spectrum ofcoupled to the vibrational mode because of the different
the crystal. symmetry of the electronic and vibrational excitatioisse
By varying the strength of the external magnetic field Fig. 32.
one can vary the energy position of the electronic levels with  In zero magnetic field the low-energy electronic levgl
respect to the vibrational spectrum. There are several posdills within the region of the transverse acoustic modes and
bilities for the manifestation of the dynamic coupling of the undergoes a dynamic interaction with the low-frequency

1-2 } mode vgh using the formula for two interacting oscillators

20 ’

~
®.

Energy, cm-1

low-frequency excitations: transverse acoustic modes in the form of cross splitting of
—the electronic level approaches an optical—acoustithe spectrum in the Brillouin zone. In an external magnetic
branch from the high-energy side; field this electronic level also manifests coupling with the

—the electronic level crosses an acoustic branch, antbw-frequency optical—acoustic branche%“ and Vgh. The
the external magnetic field shifts the crossing point into thedynamic coupling leads to broadening of the high-frequency
region of the vibrational state with the larger density of statescomponent of the/§ band, split in a fielHlic, as that com-
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ponent approaches the region of maximum density of statemxesa andb the absorption spectrum consists of one intense
from the low-energy sidésee Fig. 32 electronic band. The value of tlgefactor at these magnetic

The most interesting feature is a kink on the frequency-field strengths is not much different from the values of ghe
field curve of thev§=15.4 cmi ! absorption band in a field factor in the high-temperature phase. A substantial difference
Hlla (see Fig. 30 It was assumed that the kink on the of theg factor in the low- and high-temperature phases arises
frequency—field curves of the splitting of this band at a fieldwhen the magnetic fieltH deviates from thé axis in the
H=9kOe is due to a change in the coupling between therystallographic planeab andbc. In those field directions
electronic and vibrational excitations. If this effect were ac-one does observe splitting of the ESR lines, which is absent
companied by static distortions of the crystal lattice, then thisn the spectra in the high-temperature phase. The data sug-
would be reflected in the frequency—field curve of the high-gest that in the low-temperature phase the ESR spectrum of
frequency electronic mode. However, this is not observedhe KDy(MoGQ,), crystal is formed by four magnetically in-
experimentally. Apparently the kink arises as a result of aquivalent paramagnetic centers. The components ofjthe
change in the dynamic coupling of the electronic excitationtensor of the ground state of each of the’Dyon centers for
v with an acoustic phonon branch. H<30 kOe have the following valueg,~g,~ 2, gy~ 17.

In conclusion it should be noted that the observed fea- Besides the absorption bands due to transitions between
tures on the frequency—field curves of the spectrum ofomponents of the lowest Kramers doublet, the spectrum ex-
KEr(MoQ,), are evidence of different scenarios for the hibits absorption bands corresponding to transitions between
manifestation of the dynamic coupling of the vibrational andthe ground level and the first excited Stark levels of the
electronic branches formed by the first and second exciteground multiplet®H s, of the Dy** ions, which is split by
states of the Bt ions. the static crystalline field. The measurements yielded an en-

Studies of the absorption spectra of KDy(Mg@crys- ergy splitting at zero external magnetic field of
tals in the millimeter and submillimeter wavelength ranges in~=28 cm ! at 4.2 K and a value for the anisotropy of the
an external magnetic field>® have made it possible to de- factor of the spectroscopic splitting of the first excited state:
termine the positions of the electronic levels of the®Dy for H<30 kOe the components of thgetensor of the first
ions at low temperaturesT& Ty, Ty=14.3 K). Measure- excited level had the valugg ~g;<2, g,=16. Thus it was
ments were made in weakH30 kOe) and strong H learned that the direction of maximum values of ¢hiactors
>30 kOe) magnetic fields. of the ground and first excited Kramers doublets are rotated

The absorption spectra in the high-temperature phaswith respect to each other by an anglemd® in theab plane
(T~20 K) were measured on a millimeter spectrometer ofof the crystal.
the cavity type at a frequency of 102 GFzFor an orienta- The absorption spectra of KDy(Mq®, crystals were
tion of the external magnetic field along theb, andc axis  also measured in the submillimeter wavelength range at high
of the KDy(MoGQy), crystal a single resonance line was ob- magnetic fields K1>30 kOe). At such fields one observes a
served in the spectrum, at a position determined by the efehange in the values of thge factors of the ground and first
fectiveg factors of the ground statg,~g,~10,9.~2.Ina  excited Kramers doublets due to the interaction between the
study of the angular dependence of the ESR spectra iache electronic excitations and vibrational branches and also be-
crystallographic plane a splitting of the resonance lines wasween the electronic modé%Measurements of the angular
observed which was due to rotation of the local axes of thelependence of the spectra made it possible to determine the
paramagnetic centers. Thus in the high-temperature phase équencies of the transitions from the components of the
the KDy(MoGQy), crystal there exist two magnetically ground doublet to the components of the first excited doublet
equivalent Dy centers. The principal axis of thetensors  of the Dy?** ion and the changes in the values of the effective
of the ground states of these centers are rotated irathe g factors.
plane by angles of: 14° from the crystal axes. This position In the directionH|lb all four centers of the DY/ ions are
agrees with the results of the measurements of the ESR spetiagnetically equivalent, leading to coincidence of their tran-
tra in the isostructural crystal KY(Mof), doped with a low  sition frequencies. The frequency—field curves of the transi-
concentration of DY" ions> and it is consistent with the tions between components of the ground doublet and transi-
crystal structure describing the KDy(M@Q crystal. Ac- tions from the components of the ground doublet to
cording to crystallography, two of the four BY ions be- components of the first excited doublet in this field direction
longing to the unit cell of the crystal are pairwise magneti-are shown in Fig. 33. Bands-2 correspond to transitions
cally equivalent, since they are related by a center obetween components of the ground doublet, bahe and
symmetry. It should also be emphasized that thé Dipns 14 to transitions to the excited doublet, akd3 and2—4 to
found in the layered packéDy(MoQ,),}.... are related by transitions from the upper components of the ground doublet
translational symmetry or a center of symmetry, and thereto the excited doublet.
fore each layered packet gives one paramagnetic magneti- For the orientation of the fielt in the crystallographic
cally equivalent center. planeab at a 45° angle to the axis the four paramagnetic

The low-frequency electronic spectra of the Dy centers are pairwise equivalent, i.e., the observed fre-
KDy(MoO,), crystal in the low-temperature phasé ( quencies of two pairs of paramagnetic centers do not coin-
<T,) were measured at low magnetic field$€30 kOe) at cide. The frequency—field curves of transitions between
T=4.2 in the millimeter and submillimeter IR rang@save- components of the two lowest doublets for such a direction
lengths 0.3AA<1.25 mm). It was found that for the orien- of the external magnetic field are shown in Fig. 34. Bands
tation with the magnetic fieldH along the crystallographic 1-2 and1’'—2’ are due to transitions between the split com-
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tronic absorption band-2 as the region of maximum den-
sity of vibrational states of the optical-acoustic bram@'ﬁis
approached from the low-energy side.

Thus the measurements of the frequency—field curves of
the microwave absorption spectra of KDy(MgQ crystals
in the low-temperature phase have established experimen-
tally the presence of a dynamic interaction between the elec-
tronic and vibrational excitations and also between electronic
modes.

The effect of magnetic field on the system was treated in
the framework of crystalline field theory. The Zeeman energy
operatorH can be written in the following form for arbitrary
orientation of the external magnetic fiettt

H:gO/-LB(Hxlx+Hy|y+Hz|z)v (3.0

where ug is the Bohr magnetory, is the Lande factor,,

Iy, andl, are the projections of the total moment, ards

the strength of the external magnetic field.

l I I I I | 1. The splitting of the two lowest Kramers doublets was
0 10 20 30 40 50 60 70 calculated at temperatures of 20 and 4.2 K, corresponding to

H; kOe the high-temperature and low-temperature phases of the
FIG. 33. Frequency—field curves of the electronic excitations of theCrystal. These splittings are reflected on the frequency—field
KDy(MoO,), crystal forHIlb; the chalcogenides are experimental, the solid curves obtained by the method of long-wavelength IR laser

curves are calculated. The inset shows the scheme of splitting of the e'e%'pectroscopy by the ESR method. and by far- and near-IR
tronic levels and their numbering. The numbers on the curves indicate tran- ' . '
sitions between the corresponding sublevels. spectroscop;(see Figs. 33 and 34

3.2. Magnetic-field-induced structural phase transitions
ponents of the ground Kramers doublets, batd8, 1-4,  of the CITE type in ARDMs
1'~3', and1’-4" fo transitions from ﬂ?e I?Wer colmp?nents It was shown above that the governing role in the activ-
of th? 'ground doublets, ar+-3, 2—4, 2'-3', and2’-4’ to ity of low-energy electronic excitations of rare-earth ions in
transitions from the upper components of the ground dous e cITE is played by their coupling with acoustic or
blets to components of the excited doublets for each pair Of)ptical—acoustic vibrational branchesee Sec. XL By apply-
3+ - .

Dy*" centers, respgctn_/ely. _ . ing an external magnetic field one can change the position of

It can be seen in Figs. 33 and 34 that at magnetic fieldg,e electronic excitations with respect to the vibrational spec-
H>30 kOe forHilb the frequency—field curves display @ ym and thereby alter the dynamic coupling of the low-
repulsion” of the electronic absorption bands. At fielés  onergy electronic excitations with the vibrational branches.
<30 kOe an interaction of the electronic excitatior All of this is a good prerequisite for stimulation or sup-

_ —1 . . h . .
=28 cm * with the optical phonon brancib inview ofthe  yression of the CJTE by an external magnetic field in
nonlinear frequency—field curve of the position of the elec-porpms.

tronic mode. One also observes a broadening of the elec-  The magnetic-field-induced structural phase transition
was first observed by Leask al2®in a member of the series

of ARDMs—the compound KDy(Mog),. At zero magnetic
field this compound undergoes a structural phase transition
of the CJTE type T;,=14.3 K) with the formation of an
ordered structure in the low-temperature phase. Here the
lowest electronic “quasidoublet?; ~18 cmi 1, which is ac-

tive in the phase transition, is split to a valug

R ~28 cm . In Ref. 38 the frequency—field curves of the
l;"" { absorption spectra were measured in the optical range in an
et external magnetic field. Figure 35 shows the magnetic-field
i dependence of the frequencies of the optical transitions mea-
Z sured in Ref. 38. It is seen from the figure that these curves
T ' ' ' L ' have a kink at a field of~-4 T which was attributed by the
0 20 40 60 80 100 120 140

authors to a phase transition induced by the external mag-
netic field.

FIG. 34. Frequency—field curves of the electronic excitations of the We note that, according to Ref. 38, below the structural
KDy(MoOQ,), crystal in an external magnetic field oriented at a 45° angle tophase transition the KDy(Mof), crystal takes on an anti-

theb axis in theab plane; the points are experimental, the solid curves are. : : _ : :
calculated. The inset shows the scheme of the splitting of the ground an{FrrOdIStortlve Jahn—Teller orderlng, unlike the thorothly

first excited electronic levels and their numbering. The numbers on th<.§'Fl~“3|i9(_:I substance DyV@Q where the ordering is O_f a ferro- ]
curves indicate transitions between the corresponding sublevels. distortive character. The presence of two sublattices permit-

H, kOe
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KDy(MoD,), sublattice theg factor of the spectroscopic splitting for the
ground Kramers doublet is maximal, then it is minimal for
the excited state, and just the opposite is true for the other
sublattice(it was shown in Ref. 53 that the maximum values
of the g factors of the ground and first excited doublets are
rotated by an angle of/2; see Fig. 3% This gives the maxi-

21040

-1

§ 21030 mum shift of the electronic excitations of the Dyions with

= respect to the vibrational spectrum at relatively low magnetic

g: fields and thus decreases their dynamic coupling consider-

L ably. Ultimately this should lead to destruction of the Jahn—
21020 Teller ordering. The destruction of the Jahn—Teller ordering

in a magnetic field in the KDy(Mog), crystal was observed
by an optical method. It was found that the transition occurs
through an intermediate phase.

21010} Thus we have investigated the influence of external mag-
netic field on the ordered structure in the ARDM
KDy(MoO,),. We have learned that an external magnetic
field of a certain orientation can bring the crystal to a disor-
FIG. 35. Zeeman splitting of the 21019.7 chabsorption band of the By dered phas¢paraphase

B, T

ions in the KDy(MoQ)? cr_ystal gtT=4.2_ K as a function of the magnitude An external magnetic field can also have a stimulating
g;:gagexternal magnetic field oriented in tab plane at a 45° angle to the influence on the cooperative Jahn—Teller effect. This is con-

firmed by studies of the low-energy spectrum of the crystal
KEr(MoOy,), in an external magnetic fiefd.

ted the authors of Ref. 38 to formally associate the structural  The KEr(MoQ), crystal does not undergo a structural
phase transition in KDy(Mog), to a “spin-flip” transition ~ Phase transition of the CJTE type at temperatures down to 2
in antiferromagnets. The two-sublattice model used féme ~ K.*® This is indicated by the temperature dependence of the
the molecular field approximation gives a satisfactory qualiPosition of the first excited level of the EF ions (see Fig.
tative description of the experimental results. 18), although a spectroscopic study reveals the presence of

However, starting from the real structure of the low- dynamic coupling of the first excited state of the’ Eiions
energy spectrum of the KDy(Mof), crystal, one can say (»=8 cm 1) with the acoustic vibrational spectrum of the
that the transition from the ordered phase to the paraphase @ystal. The absence of a structural phase transition at zero
an external magnetic field is due to a significant decrease imagnetic field is due to the fact that the value of the corre-
the dynamic coupling of the electronic excitation§  lation of the Jahn—Teller centers is insufficient for realization
~18 cm ! with the low-frequency vibrational branches. of the CJTE. However, the distortions of the Jahn—Teller

For destroying the Jahn—Teller ordering the direction ofcenters are manifested in a dynamic manner: a softening of
the external magnetic field was chosen so as to maximize thie elastic constants obtained from the temperature depen-
difference of theg factors of the spectroscopic splitting of dence of the ultrasound velocity occurs in an interval of tem-
the ground and first excited electronic levels of the rare-eartperatures comparable to the energy of the lowest electronic
ions (see Fig. 3B This field direction is at an angle ef45°  excitation?
to the axes of the crystal in theb plane. Here, if in one Considering this phenomenon in the framework of the
molecular field approximation, we can state that the value of
the molecular field A<A, where A=8cm ! and A
~4 cm ! (Ref. 69;A is the energy interval to the first end
level of the EF* ion). This relation can be violated if an
external magnetic field is applied. In a study of the low-
density spectrum of the KEr(Mof), crystal it was found
that for Hllc the g factor of the spectroscopic splitting of the
first excited electronic level of the EF ions is larger than
the g factor of the ground staf€.At a certain value of the
external magnetic field the first excited level can approach
the ground level, i.e., there is “quasidegeneracy” with re-
spect to the orbital moment. On the other hand, as the energy
of the first excited electronic level decreases, the point of its
crossing with the acoustic vibrational branch shifts toward
the Brillouin zone center, into the region of maximal density
FIG. 36. Shape of thg tensor of the spectroscopic splitting of the ground of states. This leads to an increase in their dynamic coupling.
and first excited states of the By ions in the KDy(MoQ), crystal in the With the goal of obtaining a magnetic-field-induced

ab plane. The dotted line shows the shape of gheensor of the excited . -
state. A and B are the sublattices of the®Dyions. The arrows denote the structural phase transition of the CJTE type, the microwave

field direction corresponding to the maximum difference ofghactors of absorption spectrum in KEr(MQ@Z was studied in Ref. 70.
the spectroscopic splitting of the ground and first excited states. The angular dependence of the ESR spectra of thé Bns
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0 10 20 H kogo 40 50 explanation of theil,T) and H,¢) phase diagrams. Appar-

ently the discrepancy between the calculated and measured
FIG. 37. Magnetic-field dependence of the microwave absorption spectra ghhase diagrams is due to the fact that the real structure of the

the KEr(MoGQ,), crystal for different directions oH in the ac plane at a low-energy exciton and phonon spectra was not taken into
temperature of 1.8 K. The arrows indicate the anomalous changes in the

absorption with increasing or decreasing magnetic field. account. L .
It should be noted that analogous phase transitions with

stimulation of the CJTE by an external magnetic field have
. . . also been observét’*in the compounds CsEr(Ma@, and
was measured in all crystallographic planes of this com-
' KTm(MoQ,),.
pound, and the frequency—field curves were measured for
Hllc. Figure 37 shows the value of the microwave absorption
of the EF* ions in KEr(MoQ,), as a function of external jA::\?HTIgL’CESEﬁggiTISUM STATES IN LAYERED
magnetic field at different values of the angle of the filld B
with respect to the axis of the crystal. It is seen that fbtiic In the previous Sections we have been considering the
the microwave absorption spectrum shows an abrupt deequilibrium structures of layered Jahn-Teller crystals of
crease(jump) of the absorption intensity when the magnetic rare-earth compounds at low temperatures and have estab-
field is increased to 41 kOe. As the external magnetic field is
decreased there is also an abrupt decrease in absorption but
at a lower field. In other words, a hysteresis with respect to H
magnetic field is observed which amounts taH
~5.6 kOe. Measurements were made at a temperature of 1.8
K. At that temperature the KEr(Mof), crystal is found in a
paramagnetic state ((F0.9 K). When the magnetic field
direction deviates from the axis one observes a decrease in
the hysteresis, which vanishes completely at a critical angle
¢.=*4.5°. Then a peak of nonresonance form is observed g
in the spectrum. As the angleis increased further, the shape
of the peak is initially modified to an asymmetric form and A
then to the usual ESR absorption line. From the experimental <
data obtained, theH,¢) phase diagram of the equilibrium
states of the KEr(Mo@), crystal was constructed. It has a
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critical point at which the first-order phase transition ends Ty=0.9K

(see Fig. 38 The H,T) phase diagram was measured ex- | | | .
perimentally, and the critical temperatur@ &5 K) and 0 10 20 30 40 50
critical field (H,~41.5 kOe) were measurddee Fig. 39 H, kOe

A theoretical model of the structural phase transition in B
FIG. 39. Dependence of the phase transition temperature of the

the KEr(MOQ‘)Z CryStaI was proposed in Refs. 71 and 72'KEr(M004)2 crystal on the value of the external magnetic field.

Without going into the_ details of these a_pproaches, we Or‘l)ﬁ—microwave absorption datd)—data of magnetic susceptibility mea-
note that the papers cited were able to give only a qualitativeurements.
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lished the role of the dynamic coupling of low-energy exci-tals for studying problems of the nucleation of turbulence
tations of the rare-earth ions with crystal lattice vibrations in(dynamical chags The main effect that can arise in these
the formation of those structures. We have investigated thenaterials in a highly nonequilibrium state is the generation
spectra of elementary excitations of Jahn—Teller crystals neaf coherent elastic vibrations under excitation of a suffi-
thermodynamic equilibrium. The external alternating fieldsciently large number of Jahn—Teller centers by a microwave
applied in the study of these spectra were relatively low, sgump. The initial set of excitations of Jahn—Teller centers in
the response of the system was treated in the linear approxinis case is incoherent. Let us consider the nonequilibrium
mation. phase transitions for the KEr(Ma{) crystal as an example.
. However, when t.h.e external rf -electric or magngtic fi.eld4_1. Nonequilibrium phase transitions induced by an

is increased, a transition to a nonlinear regime of vibrationgyternal high-frequency magnetic field in the Jahn—Teller

can occur, and that makes the mode interaction processegstal KEr (MoO
substantially more complicated. Here the dynamics of the . g
system is gzverned by nznlinearities that exis)t/ in it. Coherent In the KEr(MoQy), crystal in an external magnetic field

behavior of a large ensemble of atoms or molecules caW'th the orientationH|la the g factor of the spectroscopic

. o RS splitting of the first excited electronic level of theErion is
arise, and under favorable conditions nonequilibri(dissi- - .
. larger than the factor of the ground levél’ Therefore, in an
pative structures form.

. . . external magnetic field the ground and first excited levels
In an irreversible process structure formation occurs un-

. . . N draw closer together, and at a certain value, when the condi-
der certain conditions. Here, as in the the equilibrium phas 9

; i b ; ¢ itionat thresh fon A>A is satisfied, a magnetic-field-induced structural
ransitions, one observes a jur(jphase transitignat thresh- phase transition of the CJTE type occurs. Tl& T ) and

old values of certain parameters. However, a significant de(—H,(p) phase diagrams of the dynamical states of the

\é'.at'pn tfrom tequt'“b”ur:l IS msufflmenttfor: the forhmatlotnboL KEr(MoQ,), crystal were used to determine the critical tem-
issipative structures. It is necessary to have coherent be iﬁf’erature T.~5K), critical magnetic field K,

?or of the system, which. can occur under certain conditions_ 4 ¢ kOe), and critical anglesp(= = 4.5°) at which the
in the presence of cert.alln interactions. _first-order phase transitions go over to second-order.
The following conditions are necessary for the formation ¢ these critical points and also on lines of second-order
of dissipative structures: o phase transitions the microwave absorption spectrum has a
—the system must be open, i.e., it must exchange ensharp spike due to absorption of the radiation in the critical
ergy or matter with a medium; o region of the structural transition. With changing frequency
—the dynamical equations describing the system musgg the high-frequency magnetic field the position of this peak
be nonlinear; in respect to the external magnetic field remains unchanged.
—the deviation from equilibrium must exceed a critical It is therefore assumed that this absorption is nonresonance
value; and that the observed peak is of a relaxational nature. In Ref.
—the microscopic motions in the system must occurzs the behavior of the KEr(Mog), crystal in a highly non-
coherently, i.e., in a matched manner. equilibrium state was investigated in the critical region of the
We emphasize that coherent behavior of a system is dugryctural phase transition under conditions of microwave
to causes engendered at the microscopic level. We note thgtimping. In view of the fact that the system possesses sub-
nonlinearity is the first cause of high sensitivity of dynamicalstantial nonlinearity in the region where the relaxation ab-
systems to the initial conditions, which leads to chaotic besorption is observed and in view of the long relaxation times,
havior and is a typical property of many dynamical systemsthere are grounds for assuming that the threshold power of
In the solution of nonlinear differential equations it has beenthe microwave field for the creation of a nonlinear regime of
established that chaos can be observed in all dynamical sygotion under these conditions will be significantly lower
tems with a number of degrees of freedom2, and conse-  than for systems found under conditions far from the critical
quently at sufficiently long times their behavior becomes unregion.
predictable. Measurements were made at a bath temperature of 1.9 K
So-called deterministic chaos in dynamical systems isand a frequency of 18.7 GHz in the following sequence. First
actively studied today. Methods of diagnostics of chaotic bethe sample was rotated in {610 plane so that the mag-
havior have been developed, and quite a few general rulasetic field vector was oriented along tleeaxis. Then the
have been found. The scenario of the transition from regulapower of the microwave pump was increased. Figure 40
to chaotic motion in many dynamical systems has a universalhows the dependence of the absorption spectra of the
character and is reminiscent of ordinary second-order phaseEr(MoQ,), crystal on the value of the external magnetic
transitions. The introduction of renormalization-group meth-field at different levels of microwave pump power. It is seen
ods opens up new prospects for the study of deterministith the figure that at low microwave power the absorption
chaos. spectrum has a relaxation peak, the maximum of which cor-
Jahn—Teller crystals are convenient model objects foresponds to a field of 38.5 kOe. When the microwave power
studying phenomena in a highly nonequilibrium state. Theyreaches a certain level a narrow dip appears in the region of
can not only be nonlinear but can also serve as an activihe maximum of the relaxation peak and increases in depth
medium capable of generating or enhancing vibrations of avith increasing microwave pump power. As the microwave
certain type. The nonlinear interaction of waves in this me-power increases further, the dip broadens and a new absorp-
dium leads to a redistribution of energy between the differention peak appears at the center of the dip. The position of the
degrees of freedom and makes it possible to use these crystaximum of this absorption peak in respect to magnetic field

4)2
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/\/\/\ -12.6dB FIG. 41. Relative intensity of the the dip at the maximum of the relaxation
absorption versus the power of the microwave figldi§ the intensity of the
relaxation absorption at the maximum
-13.0dB
(n characterizes the concentration of the ordered phase
Such a dependence is also characteristic for nonequilibrium
-13.4dB second-order phase transitiofis.
Her = Wg A third important factor is that the sy;tgm !s found in the
1 _14.8dB critical region of a structural phase transition induced by ex-
| | | ) ternal magnetic field. That is, it can easily be brought to a
30 40 50 nonlinear regime of motion, which is a necessary condition
H, kOe for a nonequilibrium phase transition with the formation of a
dynamic nonequilibrium structure.
FIG. 40. Absorption spectra of the KEr(M@}3 crystal in an external mag- Let us briefly discuss the experimental results presented

netic_ field.for different values of the microwave absorption in the region ofin Fig. 40. In the critical region of the structural phase tran-
the first bifurcation. " . . .
sition in the KEr(MoQ), crystal an electronic relaxation
mode is excited by the rf field. Here a pumping of the elec-
tron subsystem occurs, and its excitation is transferred to the
phonon subsystem. As a consequence of the strong dynamic
coincides with the position of the maximum of the peak thatcoupling, this excitation is transferred to the phonon sub-
is observed at low power of the microwave pump. With thesystem in a very short time. The phonon subsystem transfers
appearance of the new peak the microwave absorption barghergy to the bath much more slowly, since the crystal is
has three maxima. As the microwave power increases, thimund in the critical region of the structural phase transition,
two side maxima are shifted to the low-field and high-fieldwhere, because of the strong anharmonicity, phonon—phonon
sides from the center peak and then vanish. As the microinteraction processes are efficient. On the other hand, the
wave power is increased further, the new absorption pealow-energy vibrational spectrum of the KEr(Mg}3 crystal
grows in intensity and becomes narrower. is nondecaying, and the thermalization time of the phonon
The evolution of the absorption spectrum describedexcitations is large, i.e., a so-called “phonon bottleneck” is
above cannot be caused by overheating of the sample or bgalized. The significant difference of the relaxation time of
the influence of saturation of the absorption bands, effectthe electron subsystem from the time from the time required
usually observed in the ESR spectrum. The concept of nornte establish thermodynamic equilibrium in the phonon sub-
equilibrium temperature was invoked to explain it. The jus-system e ,n<7p,) causes a highly nonequilibrium state to
tification for this was that the change in the spectrum has arise in the phonon subsystem: “overheated” phonons are
threshold character in respect to the power of the microwavéormed”®
pump. The decay of the relaxation excitation to phonons must
Furthermore, as is seen in Fig. 41, the value of the dip ombey the energy and momentum conservation laws:
the relaxation peak depends linearly on the value of the mi-
crowave poweW. Usually in spectroscopy the intensity of k+2 kn,=0, w+2 w,=0, (4.2
the absorption bands that rise at second-order structural n n
phase transitions varies in proportion to the square of th§yhere w,=w,(k) is the dispersion relation for thath
order parameter. Therefore, in the case illustrated one hasiganch of the phonon spectrugk is the wave vector
dependence of the type In the case when the main role is played by three-particle
processes, the conservation laws take the form

7~ a(W—We) " (4.2) w(K)=w(ky)+ (Ky), k=ks+K,, 4.3
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i.e., a decay of the electronic branch into two phonon
branches occurs. For this process to be efficient, it is neces-
sary that the conditiom(k).-o# 0 hold, and it does in fact
hold in the case under consideration.

Let us consider what branches of the vibrational spec-
trum interact with the relaxation mode. The KEr(Mg@
crystal has symmetry point group,;,. Since the relaxation
mode is excited by an electromagnetic wave with wave vec-
tor k~0, it can be associated with combinations of phonons
of the form

(quOvO) + ( - qX,O,O); (O,qy,O) + (01_ qy,O) ;
(0,00,)+(0,0~q,), (4.9

The representations of the space group for these combi-
nations of vectors contain irreducible representations of the
point groupD,,. The symmetry of the relaxation mode is
B1g- A group theoretical treatment shows that the relaxation
excitation can interact with pairs of low-frequency oscilla-
tions of the following symmetry types:

Absorption

B,4(0,04,) +B3,(0,0,—q,);
BZu(qxaovo) + B3u( - leO!O);

BZU(Oiqy!O)+BSU(O!_qyio)- (45)

We note that in the first variant, transverse acoustic
modes are excited, and in the second and third, a transverse
and a longitudinal mode. It is usually assumed that the decay
of an electronic excitation into two transverse modes is more
probable, since they are lower-enef§yConcrete calcula-
tions of the relaxation of an electronic excitation into lattice
vibrations are complicated.

In view of the Jahn—Teller nature of the magnetic-field- L 11 L
induced structural phase transition, it is natural to assume 30 He 50
that at least one phonon mode is linearly coupled to the H kOe
relaxation(pseudospinmode that is the order parameter of '
the structural phase transition. FIG. 42. Microwave absorption spectra of the KEr(M@©crystal in an

It should be noted that the unusual dependence of théxt_ernal magnetic field for d_iffer_ent val_ues of the microwave power in the

. . . . 1 jregion of the second and third bifurcations.
relaxation absorption on the power of the microwave field
and also the narrowing of the relaxation peak at microwave
powers above the threshold value suggest that at a certain
microwave pumping level a coherent structure arises for a  For studying the scenario of the transition of the system
coupled electron—phonon excitation in the KEr(MQ® to dynamical chaos, measurements of the microwave absorp-
crystal. tion in the region of the structural phase transition induced

The low threshold of formation of this structure in re- by an external magnetic field in KEr(Mq®, were carried
spect to the microwave powéaccording to estimates, sev- out at high power levels of the microwave pufig®
eral W/cn? of the substangeis apparently due to the fact Figure 42 shows the dependence of the microwave ab-
that the KEr(MoQ), crystal is found in the critical region of sorption of the KEr(MoQ), crystal on the value of the ex-

a structural phase transition. ternal magnetic fieldH at higher microwave power levels

This raises the question of the possible scenario for théhan in Fig. 40. After the first bifurcation in the absorption
transition of the system from regular motion to dynamicalspectrum there are a second and third. The behavior of the
chaos. We stress that there is no single mechanism of transpectrum in the region of the second and third bifurcations
tion to chaotic motion in highly nonequilibrium systems. differs in the fact that while the relaxation peak practically
Since a highly nonequilibrium state is described by nonlineavanishes upon the first bifurcation, upon the second and third
equations, in the space of their parameters a whole hierarchiyyis only broadened, and structure appears on it. As a result
of instabilities accompanying the transition from regular mo-of the first bifurcation the width of the relaxation peak nar-
tion to deterministic chaos is observed. In other words, in aows noticeably, while after the second and third bifurcations
macroscopic system the regions far from thermodynamisuch narrowing does not occur. In the spectral region adja-
equilibrium are characterized by a great diversity of dynami-cent to the third bifurcation, low-frequency noise appears on
cal regimes. the wings of the relaxation peak.




Low Temp. Phys. 31 (1), January 2005 V. . Kut'’ko 29

48 Hopf bifurcation, which is a transition with a change in the
i p character of the motion of the system from a stable focus to
44 a stable limit cycle with frequencl. Upon further change of
C the control parameter a sequence of period-doubling bifurca-
o .F tions occurs, leading to periodic motion with the frequencies
Q 4oL f/12,£/4,1/8,f/16... . The dependence of the bifurcations on
< the parameter and shape of the spectrum in this case is of a
36 universal character. The scaling law can be written in the
L form
32__ i B
L (Wit 1= W) (W= Wy 1) =1/8, (4.6)
gl v where §=4.6692 is a universal constant, aMi, is the
15 12 9 6 3 0 power of the microwave field of the pump at which tki
W, dB bifurcation occurs. The rate of convergence/éto W,, can

FIG. 43. Phase diagram of the dynamic states of KEr(l¥e@n the plane be represented apprOX|mater by the asymptotic formula

of the parameter$i,W: | region of the stationary state; Il, lll, and IV— Wo=W. +AsL kK 4.7

regions of regular motion; the region of the low-frequency noise is shaded. k « ’ '
whereW,, is the power of the microwave field at which the
transition of the system to chaotic motion occurs. One can

As the power of the microwave radiation is increasedeStimatéW., in terms ofW; andW:
further, th_e region qf Iow-frequency noise divi_des intp two W~ W, + 1.3 W,—W,). 4.9
parts, which are shifted to higher and lower fields with re-
spect to the relaxation peak. Then the low-frequency noise Analysis of the experimental results obtained in Ref. 78
vanishes. After that a relaxation peak similar to the peakshows that the first three bifurcations observed do not fit into
prior to the second and third bifurcations is restored. a series of period-doubling bifurcations.

According to the experimental data presented in Figs. 40 The transition to deterministic chaos by the Pomeau—
and 42 a diagram was constructed displaying the values d¥lanneville scenario can be viewed as a transition to chaotic
the magnetic field at which the absorption maxima are obmotion via intermittency of chaotic and regular motidfs.
served on the relaxation peak as functions of the microwav®uelle and Takens proposed a mechanism for the onset of
powerW of the microwave fieldsee Fig. 48 turbulenc&* wherein two sequential Hopf bifurcations occur

In discussing the evolution of the microwave absorptionin the system and then after the third bifurcation the transi-
spectrum the concept of a sequence of nonequilibrium phaden of the system to chaotic motion occurs. The behavior of
transitions in a dissipative system was invoked, since theur system resembles the Ruelle—Takens scenario, since the
phenomena described have a threshold character in relationanifestation of low-frequency noise in it appears in the re-
to the power of the microwave purfiband the system is gion adjacent to the third bifurcation. The low-frequency
found in the region of a structural phase transition, wherenoise is apparently indicative of the onset of chaotic motion
high lability is typical. We stress that the microwave power isin this region(see Fig. 42
at once pumped into three degrees of freedom of the system In summary, we can say that for the system under study
which are active in the structural phase transition, since irat the given value of the pump power the Ruelle—Takens
the critical region the frequencies of these degrees of freescenario is qualitatively the closest of the three paths to dy-
dom soften and fall within the microwave absorption region.namical chaos usually observed.

Ours is also an open system with significant absorption of The question of the evolution of a system and the
microwave radiation and energy transfer to the surroundingnechanism of the transition from regular motion to dynami-
medium. cal chaos in the Jahn—Teller elastic KEr(MQ©®upon fur-

Let us briefly discuss the possible mechanisms of theher increase in pump power remains incompletely answered.
transition to deterministic chaos in the system. The first sceTo state unambiguously that in this region the system exhib-
nario of the transition to turbulence in a hydrodynamic sys-ts motion of the strange attractor type will require careful
tem was proposed by LandaUAccording to that scenario in mathematical analysis of the low-frequency noise. It should
a dynamical system with increasing departure from equilib-also be emphasized that of the three bifurcations observed in
rium, new frequencies of motion appear as a result of a sethe absorption spectrum, the first is the strongest. This indi-
guence of Hopf bifurcations, until the whole low-frequency cates that the first bifurcation entails the strongest channels
spectrum is filled. This is the criterion of the transition to of coupling of the electron and phonon subsystems. It is
turbulence. Later the theoretical concepts of the evolution otherefore assumed that the subsequent evolution of the sys-
physical systems to deterministic chaos would undergo intem will take place via the path of increasing departure from
tensive developmerif:®L According to the modern ideas, the equilibrium on these degrees of freedom, and that should
transition of a system to chaotic motion occurs according talltimately lead to a sequence of period-doubling bifurca-
one of three scenarios which are characteristic for a widéions, and so the system should follow the Feigenbaum sce-
class of physical dissipative systems. nario. To answer this question it will be necessary to study

The best-studied of them is the Feigenbaum scefiario, further the microwave absorption spectra of KEr(MyO
according to which the evolution of a system starts from ausing more powerful radiation sources.
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QUANTUM LIQUIDS AND QUANTUM CRYSTALS
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A comparison of the kinetics of the separation processes and homogenizatida-dHe solid
mixtures is made with the use of precision barometry for samples of three types—dilute

mixtures of°He in “He and of*He in He and concentratetHe—*He mixtures. It is found that

in all types of mixtures studied the rate of the initial stage of homogenization can exceed

the rate of separation by more than 500 times. An appreciable rate of phase separation in the
concentrated mixtures, where, according to existing ideas, the impurity atoms in quantum
crystals should be localized, attests to a new, unknown mechanism of mass transfer under those
conditions, while the fast homogenization indicates that this process is nondiffusional in

nature. ©2005 American Institute of Physic§DOI: 10.1063/1.1820353

1. INTRODUCTION In this connection it was of interest to study the kinetics

) of homogenization of separaté’bHe—“He solid mixtures at
In recent years considerable progress has been made I’ﬁbh impurity concentrations in the matrix, in which case the

ghe s4tudy of thg kinetics of nucleation and separgtion Ohallistic regime cannot be realized. Under these conditions
He—"He solid mixtures. The development of a technique fory,e mass transfer occurs at very large concentration gradi-

growing high-quality crystalline samples and the use of prég s | this paper the results obtained previously for dilute

cision low-temperature methods have permitted us to obtaif,i +,res of3He in “He (with concentrations of-2% 3He)

reliable, well-reproducible experimental data. As a result, we, o supplemented by new experiments with concentrated
have registered unusual features in the mass transfer at t%xtures (30-35%°3He) and dilute mixtures ofHe in 3He
phase transition and have determined the effective cofficiert _ o, “He). The goal was to compare and contrast the re-

. . -3 .
of the mass diffusiofT™and have shown experimentally that sults obtained for mixtures of different concentration, to

. . . 4 . .
p.hase separatpn can be realizedtie—"He sgl_(;g]mlxtures compare the kinetics of separation and homogenization, and
via the mechanism of homogeneous nucleatioh. to study the possible influence of the supersaturation, the

. H40wever', the majority of experiments on the kinetics of ..oy structural phase transition, the concentration of
He—"He solid mixtures undergoing phase separation ha"?lew-phase nuclei. and other factors.

been devoted to the study of the phase transition from the
homogeneous to the separated state, when second-phase _in-

; o . : . 2. FEATURES OF THE EXPERIMENTAL TECHNIQUE
clusions are randomly distributed in the crystalline matrix.
The reverse transition from the two-phase to the homoge- Experiments were done in the same measurement cell
neous state has been investigated only in Refs. 1 and 2 fatescribed in Refs. 1 and 2. The crystal under investigation
dilute mixtures of°He in “He. The experiment was done had the shape of a cylinder 9 mm in diameter and 1.5 mm in
using rapid heating of the separated mixture from the samheight, the pressure in the sample was measursiu with
initial temperatureT; to different final temperatureg; ; this  the aid of a capacitive pressure gauge. The cell was in con-
made it possible to obtain the first information about thestant thermal contact with the plate of the mixing chamber,
kinetics of the dissolution of bce solid inclusions e in  the temperature of which was registered byHe melting
the hcp matrix of the mixturéalmost pureé'He). One of the  curve thermometer.
most interesting results was the observation of anomalously Three types of samples were studied: A—dilute mixtures
rapid mass transfer during the dissolution of the inclusionspf *He in “He; B—dilute mixtures of “He in °He;
this process having a threshold character with respect to th@—concentrated mixtures dHe in “He (Table ). We note
the difference between the final and initial temperaturesthat besides the initial concentratiap the samples differed
AT=T;—T, (Ref. 7. These effects have been explainedin their crystallographic structure. The dilute mixtureside
qualitatively in the framework of the proposed model of ain “He had an hcp structure in the homogeneous state, while
multistep process of dissolution dHe inclusions, a key  the new phase was bcc; for the dilute mixtureétéé in *He
aspect of which is the presence of nondiffusive ballisticthe situation was just the opposite. As to the concentrated
transport of impurity atoms. mixtures, under the conditions of the experiment both the

1063-777X/2005/31(1)/5/$26.00 32 © 2005 American Institute of Physics
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TABLE |. Characteristics of the investigated samplesStéé—*He solid mixtures.

Crystal structure
Type
of Initial P, bar In the After separation Ts, mK e 10% s T S
sample | Concentration, ¥, uniform state
Matrix Inclusions
A 2.6% *He 34.7 hcp hep bce 231 1.80-4.68 25-280
2.3% *He 38.6 bee bee hcp 202 0.36-39.60 | 102-1900*
2.65% *He 34.8 bce bece hcp 202 0.36-36.00* 214-320*
B 1.9% *He 31.6 bcc becec hep 194 0.54-54.00* 40-380
2.9% ‘He 35.5 bcc bce hep 211 0.72-25.20 66**
3.3% ‘He 33.0 bcc bce hep 221 0.72-7.56 | 630*-860*
30.5% °He 36.4 bce bece bce 360 1.8-63.00 79-170
C
34.2% *He 30.3 bce bce bece 380 2.16-17.28 63-176
Note An asterisk* denotes data for samples that apparently had the nonequilibrium strugturedicates that only one sample was
studied.

initial homogeneous mixture and the two separated phases The experiment was done as follows. The sample was
had the bcc structure. X-ray studiéshave established that cooled from a uniform state to a temperatiiein the two-

the initial bcc structure of the mixtures is readily super-phase region and then heated to a temperaiyrén the
cooled, and, as a rule, the transition to the equilibrium hcpuniform region(the experimental scheme is illustrated on the
structure begins only upon heating. This last circumstancghase diagram in Fig.)2 For each of the three types of
was confirmed in our experiments with concentrated mix-samples the value daf; was varied over an appreciable range
tures. so as to vary the supersaturation of the mathg=Xx,

The samples were subjected to heat treatment by mul-x(T;). In the majority of experiments the valuesgfwere
tiple cycling of the temperature from 100 mK to the homo-reached by a stepwise cooling of the sample. In that case,
geneous region; as was shown previofishjs improves the under conditions wheAT;=T, . ; a special role was played
quality of the crystals and makes for reproducible results. Irby the value of the first cooling stepT,;=Tg—T1. Itis
particular, the values found experimentally for the phasehen that a certain density of new-phase nuclei is created in
separation temperaturgs (Table ) agree within the error the sample, and, according to customary assumptions, further
limits with the equilibrium phase diagram calculated in Ref.cooling causes only the diffusional growth of those nuclei.
10. It is well known that the isotope concentrations in a solid
can differ noticeably from those in the initial gaseous mix-
ture. The concentratior, of a uniform mixturein situwas 5 rEsULTS AND DISCUSSION
refined with the Mullin formula? which, in the case of cool-

ing from a uniform state to a temperaturg, can be written Typical curves of the time dependence of the pressure,
in the form P(t), reflecting the kinetics of phase separation and subse-
uent homogenization of samples of types A, B, and C are

Xo(1=X0) =Xi(1=x;)=2.58V ,(P;—Py), @ A 9 ples o1 P

where Py is the equilibrium pressure of the mixture in the
uniform state,x; and P; are the equilibrium values of the
concentration and pressure in the separated mixture at tem-
peratureT;, andg andV , are the compressibility and molar
volume of the sample. For dilute mixturgg was calculated 0.20
directly from the measured differenceP; = P;— P, and the

0.22

values ofx; were calculated from the state diagram. Bave X
used the known values of the compressibility of ptiie or ~ 0.18
%He. In the case of concentrated mixtures, for which the <
values of 8 are unknown, curves of;(1—X;) versusAP; 0.16

were plotted, and the value af(1—X,) was found by ex-

trapolation toAP;=0. An example of such a plot for a
30.5%3He mixture is shown in Fig. 1. The value gfcan be 0.14

found from the slope of the straight line. For the given mix- 0 0.1 in b 03 04 05

ture B=2.8x10 % bar !, which is approximately 40% » Oar

lower than the additive value for the initial mixture. FIG. 1. Plot ofx;(1—x;) versusAP; for a 30.5%°He mixture.
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FIG. 2. lllustration of the equilibrium phase diagram #ie—*He solid 0.08 = b .
mixtures at a pressure of 35.1 bar and the lines of heating for samples of o
types A, B, and C from different initial temperatur€sto a final tempera- B d
ture T : h is the hcp phasey; andb, are bcc phases.
§ .
a 0.04
presented in Fig. 3. It is seen that the character of these < B 1: 2
curves is the same in all cases, the differences being only of - .' )
a gquantitative character. L 3 .

As we have stated previously more than once, the time 0.00 T_/ \\
dependence of the pressure chaad¥t), which reflects the ) o ' '2
variation of the average concentration of the matrix during t 1h
the separation process, is described well at sufficiently long ’
times by an exponential dependence of the form 0.15

AP(t)=P;—P(t)(P;— P,)exp —t/7), ) e

E 3 400
where P; and P; are the initial and final equilibrium pres- 0.10 F4 1 %
sures in the sample, andis the characteristic time constant 5 E S 1350'-'
governing the kinetics of the process. In the given experi- 2 302 304 306
ments, too, the separation kinetics for all three types of < 0.05 bt
samples was also described well by relati@h )

The process of homogenization of the mixture in a num-
ber of cases could be described to within the experimental
scatter using two characteristic times, corresponding to two 0.00 % e TR
stages of the process—a fast timg and a slow timer,, 0 10 20 30
with a weighting factorh: th

AP=[hexp —t/ Tl) +(1—h)exp — t/rz)]( Pi— Pi) FIG. 3. Typical kinetics of the change in pressure of a sample during phase

(3) separation (1) and subsequent homogenizatio2). Sample A, P,
=35.9867 bar(a); sample B, P,=31.4368 bar(b); sample C, P,
as is shown in the inset in Fig. 3c, which also shows the time=31.4368 bar(c). The inset shows the temperature variati@ and the
dependence of the temperature and its approximation by acﬁ)rresponding pressure variatio@ for the initial _stage of heating of the
. . . . sample. The solid curvéd was calculated according to formu(8) for h
exponen_ual function. In this case the time constant fqr the:O.%’ 7=135 s, andr,=2217 s: the dashed lin corresponds to the
change in temperature;r, has a value of-50 s, which is  approximation of the temperature variation by a function with a single ex-
close to the value of the characteristic time of the fast  ponential.
stage of the dissolution. This means that the rate of homog-
enization under these conditions is determined by the rate of
change of the temperature. If the time for the temperatur@ressure upon homogenization using relati®nand thereby
variation is much less than 50(the lower limit 7 is set by  to obtain a value ofr; much greater than the time constant
the Kapitza thermal boundary resistance at the interface be= for the temperature relaxation. For uniform dilute mix-
tween the solid helium and the wall of the gethen relation  tures of’He in*He and of*He in *He this could not be done,
(3) cannot be used to describe the pressure variation upaapparently because of the influence of the bcc—hcp transi-
homogenization: the weighting factér comes out greater tion. Figure 4 shows the dependence of the valuesof
than 1, apparently as a consequence of the very rapid chanfmund in this case as a function of the time constaptfor
AP. As to the second homogenization step, governed by ththe decomposition of the uniform mixture, which is a mea-
time 7,, a processing shows thap is at least an order of sure of the concentration of new-phase nuclei obtained upon
magnitude larger tham; . supercooling to the “preparation temperatuiig; of a given
It turned out that it was only for samples with very small sample.
supersaturations that it was possible to describe the change in It can be seen from Fig. 4 that, grows significantly
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180 impurities leads to a quantum diffusion effect, whiam uni-

B form mixtures is well studied both theoretically and experi-
1601~ mentally (see, e.g., Refs. 12 and)13n dilute solutions of
140; “He in®He the coherent motion of the impurities that is char-

L acteristic for quantum diffusion is impossible because of the

» 1201 absence of ideal periodicity owing to the random orientation
s of the nuclear spins of thiHe, and mass transfer takes place
100 through random tunneling. In both cases, increasing the im-
B purity concentration tends to weaken the diffusive motion
80: because of the distortion of the energy levels of the impuri-
60 ties in different lattice sites due to the interaction between
0 4 8 impurities. When this distortion of the levels in neighboring
1078 lattice sites exceeds the width of the energy band of the

FIG. 4. Dependence of the characteristic time of the fast stage of the hol-mpurlty quaS|part|(.:Ies., tunnellng IS !mpossmle, ar?d t.hIS
mogenization on the value af, in a mixture with an initial concentration should lead to localization of the impurities. The localization
of 30.5%°He. effect has been observed in NMR experim&hts mixtures
of *He in “He. Both experiment and theoretical estimates
show that the critical concentration at which localization
should set in ifHe—*He is less than 10%, and it might have
hBeen expected that no mass transfer should occur at all in

énore—concentrated mixtures.

with increasingr¢, . We note that Fig. 4 gives only a very
qualitative reflection of the processes that are occurring. T

real my(7¢1) dependence is apparently stronger, since th . .
1(72) dep PP y g However, experiments on the decomposition of

minimum values ofr; observed at larger supersaturations are, 4 i eludi h din th
clearly overstated because of the proximity to the character 16— He mixtures, including those reported in the present

istic temperature relaxation tim@t large supersaturations P2Per, refute that point of view and attest to the observation
the value ofr, is only 20—30% larger tham;, while at the of rather mtense_r_nass transfer in conce_:ntrated mixtures, at
lowest supersaturations it is 2—3 times lajgd@he range of least under cqnd|t|0ns of phase separatlo_n. Moreover, when
71 values found for samples of a given concentration isS@mples obtained at large supersaturations were homog-
indicated in Table I. At small supersaturations the values offnized under conditions of maximum heating rates the time
7, for all the samples decreased rapidly with increasing®f the first stage of dl_ssolutlon_ of |nclu5|_ons decreagec_] to
AT,, and at larger supersaturations they approached a coMalués unmeasurable in the given experiments, as is indi-
stant value, as had been observed in previous experimiénts.cated by the impossibility of processing the primary time
Also given for comparison are the values=f obtained by ~dependences even with the use of two exponentials. Appar-
processing the time dependence with a single exponentia@tly this fact can be regarded as evidence of the existence of
these values characterize the rate of homogenization in ordér vVery fast and most likely nondiffusional mechanism of
of magnitude. mass transfer. It should be stressed that such a situation
Our previous studie&ee Refs. 1-5have reliably estab- arises in all the mixtures studied, including nonconcentrated
lished that the kinetics of decomposition of solid solutions isones. It can be assumed that in all such cases the character-
governed by diffusion processes, for which the decomposiiStiC time of the first stage of homogenization of molten mix-
tion time is inversely proportional to the square of the dis-tures is not more than 20—-30 s, while the decomposition time
tancel between new-phase inclusions. Therefore the noticecan reach 2-3 hours, i.e., the characteristic time for homog-
able growth ofr; can be linked to an increase linwhich is  €nization can be at least a factor of 300—400 smaller than the
attested to by the growth af;;. The presence of two expo- corresponding decomposition time. An even larger difference
nentials in this case is quite natural, if only because of thévas observed for the concentrated mixtures.
simultaneous occurrence of the processe¥Hef penetration Formally the processes of growth and dissolution differ
into a nucleus andHe transfer out of it. It is possible that in respect to the direction of the concentration gradfert
these processes are of a diffusional character. There are sdiis known that the solution of the diffusion problem in a
eral obstacles that keep us from reaching a more definitepherical geometry at constant inner and outer radii is sym-
conclusion. metric with respect t&/x. Taking the variation of the radius
1. The lack of data on the sizes of the nuclei for sample®f the inclusion into account introduces a certain asymmetry.
of type C. However, the resulting difference in the characteristic times
2. The fact that the solution to the corresponding diffu-does not exceed an order of magnitudee, e.g., Ref. 15
sion equation is unknown. and cannot account for the stronger asymmetry, which un-
3. The complete lack of information about the diffusion doubtedly has an underlying physical cause, i.e., a difference
processes in concentratéde—*He mixtures: not only are in the mechanisms of mass transfer during the growth of the
the values of the diffusion constants unknown, but there is nénclusions and during their dissolution.
understanding of a mechanism that could bring about the We note that in five experimentsut of more than 50
transport of atoms. with dilute mixtures of*He in *He we found values ofr,
According to the existing ideas, the mass transfer at suchxceeding 200 s. The samples in those experiments were
low temperatures can take place only through tunneling proebtained at the lowest supersaturations, and we assume that
cesses. In dilute mixtures dHe in “He the tunneling of nuclei with the nonequilibrium structui@cc instead of hcp
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bcc—hcp transition, and that process was superimposed on

the process of dissolution of the inclusions. LA. N. Gan’shin, V. A. Maidanov, N. F. Omelaenko, A. A. Penzev, E. Ya.

Rudavskii, and A. S. Rybalko, Fiz. Nizk. Temp4, 1117 (1998 [Low
4. CONCLUSION Temp. Phys24, 840(1998].

. 2A. N. Gan'shin, V. N. Grigor'ev, V. A. M#danov, N. F. Omelaenko, A. A.
Thus the results of our study have shown that in the penzey, Eva. Rudavski A. S. Rybalko, and Yu. A. Tokar', Fiz. Nizk.

processes of separation and homogenization the helium at-Temp.25, 796 (1999 [Low Temp. Phys25, 592, Erratum 9281999].
oms in the crystal maintain a rather high mobility, which °V. N. Grigorev, V. A. Maidanov, A. A. Penzev, EYa. Rudavski A. S.

P e .~ Rybalko, and E. V. Syrnikov, Fiz. Nizk. Tem29, 1165 (2003 [Low
ensures the establishment of an equilibrium state even at im Temp. Phys29, 883 (2003,

purity concentrations rnugh greatgr than .the critical valuesa. penzev, A. Ganshin, V. Grigor'ev, V. Maidanov, E. Rudavskii, A. Ry-
that leads to self-localization in uniform mixtures. Here the balko, V. Slezov, and Ye. Syrnikov, J. Low Temp. Phy&6, 151 (2002.
growth of the new-phase nuclei apparently takes place by aA. Smith, V. Maidanov, E. Rudavskii, V. Grigor’ev, V. Slezov, M. Poole,

. . . . - : J. Saunders, and B. Cowan, Phys. Re\6B245314(2003.
diffusion mechanism, while the dissolution occurs much 5V, N. Grigor'ev, V. A. Maidanov, A. A. Penzev, EYa. Rudavskii, A. S.

faster than is implied by theoretical estimates for purely dif- Rrypalko, V. V. Slezov, and E. V. Symikov, Fiz. Nizk. Temp0, 177
fusion processes. A characteristic feature of the dissolution7(2004> [Low Temp. Phys30, 128(2004].

process is the presence of large concentration gradients at thé- Ganshin, V. Grigor'ev, V. Maidanov, N. Omelaenko, A. Penzev,
initial time. In nonideal mixtures such dsle—*He this gives o= davskil and A. Rybalko, J. Low Temp. Phydf 349 (1999.

ni ) 9 8S. N. Ehrlich and R. O. Simmons, J. Low Temp. PH§&. 125 (1987).

rise to a significant motive force that causes the impurity °B. A. Fraas and R. O. Simmons, Phys. Re\3® 97 (1987.
atoms to undergo jumps in the direction of the gradiseg, i’D- O. Edwards and S. Balibar, Phys. Rev38 4083(1989.
e.g., Ref. 18 Itis possible that such an effect can “unblock” ,,"- J- Mullin, Phys. Rev. Lett20, 254 (1968.
L. . .. . A. Andreev, Prog. Low Temp. Phy8, 67 (1982.
the sc_alf-locallzquon of impurities. It might also be that the 13y N Grigorev, Fiz. Nizk. Temp23, 5 (1997 [Low Temp. Phys23, 3
diffusion equations themselves must be altered at high con-(1997].

centration gradients. Clarification of these questions and th&V. A. Mikheev, V. A. Maidanov, and N. P. Mikhin, Fiz. Nizk. Temp,

: : 1000(1982 [Sov. J. Low Temp. Phys3, 505(1982].
search for other, more unconventional explanations, e.g., th@B. Ya. Lyubov, Diffusion Processes in Inhomogeneous Solid Mdifia

possible role of nonequilibrium vacancies in the mass trans- gssiaf, Nauka, Moscow(1982).
fer (it has been proposé@'®that such vacancies arise as the . R. Manning,Diffusion Kinetics for Atoms in Crystal&/an Nostrand,

temperature of a separated mixture is rajseduire further ~New York (1968, Mir, Moscow (1971. .
experimental and theoretical studies. A. N. Gan'shin, V. N. Grigor’ev, V. A. Madanoy, A. A. Penzev, EYa.

. Rudavski, A. S. Rybalko, and E. V. Syrnikov, Zh Ksp. Teor. Fiz73, 329
The authors thank M. A. Strzhemechny for helpful dis- (2001 [JETP46, 289 (2001)].

cussions. 18A. N. Gan'shin, V. N. Grigor'ev, V. A. Madanov, A. A. Penzev, EYa.
This study was supported in part by the Ukrainian Gov- Rudavski, A. S. Rybalko, and E. V. Syrnikov, Fiz. Nizk. Temf9, 487

erment Foundation for Basic ResearcliProject (2003 [Low Temp. Phys29, 362(2003);

02.07.00391, agreement F7.286-2p01 Translated by Steve Torstveit



LOW TEMPERATURE PHYSICS VOLUME 31, NUMBER 1 JANUARY 2005

On the description of electrical effects in the two-fluid model of superfluidity
A. M. Kosevich*

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, pr. Lenina 47, Kharkov 61103, Ukraine
(Submitted July 29, 2004; revised October 6, 2004

Fiz. Nizk. Temp.31, 50-54(January 2006

A model description of the electrothermal effect in a superfluid liquid is proposed. It is
hypothesized that the superfluid state is an ordered state with an isotropic quadrupole moment
which does not manifest electrical properties in an equilibrium liquid. The polarization

properties of the liquid are excited by an inhomogeneous distribution of the superfluid flow. The
Landau equations of superfluid hydrodynamics are supplemented by an equation relating

the electrical polarization of the medium with the density of the superfluid component and the
inhomogeneity of the superfluid flow. The value of the expected oscillations of the

electrical potential in a second-sound wave agrees with the measurements of A. S. Rybalko, Fiz.
Nizk. Temp.30, 1321(2004 [Low Temp. Phys30, 994 (2004]. © 2005 American

Institute of Physics.[DOI: 10.1063/1.1820356

Some members of the Editorial Board do not share the ideas set forth in this paper about the
electrical activity of superfluid helium. However, in view of the topical nature of the problem
addressed in it in connection with the experimental results of A. S. Rybalko, Fiz. Nizk. 3@mp.
1321 (2004) [Low Temp. Phy80, 994 (2004)], the Editorial Board has advised publication

The two-fluid model of the superfluidity of He Il and moment under discussion can be determined only by the dy-
Landau’s superfluid hydrodynamics based draie directly namics of the superfluid state.
confirmed by the experimental observation of second sound. We denote byQ the density(value per unit volumeof
In recent experiments Rybalkbas shown that second sound the mean IQM, assuming that it is a continuous function of
in He 1l is accompanied by oscillations of the electrical po_the coordinates. In the equilibrium state the liquid is electri-
tential. A phenomenological model of two-fluid hydrody- ally neutral andQ = const, but in a spatially inhomogeneous
namics has been proposed which permits description of thg!@t€ the IQM acquires an inhomogeneous admixture. There-
electrical effects related to the superfluidity. The :superﬂuidfore a bound electric charge appears in the system, with a
state has a noteworthy feature that is manifested in a rediéj—enSIty
tribution of the atomic electric charges in this macroscopic
guantum system. en=-AQ. (1)
The neutral He atom in theS} ground state does not 2
have an intrinsidin the absence of electric fidldipole mo-
ment but it does have an important microscopic electrica
characteristic—an isotropic quadrupole momé@M)* g3
= 8ixUo, Which has a value per unit mass of the order of
qo=(e/m)a? (e is the charge of the electroa,is the atomic
radius, andn is the mass of an Heatom). From the stand-
point of macroscopic physics this is a “latent” atomic char-
acter|§t|c, since in macrospo;t)lc mteraactnons of electrlca! SYSthe electrical potential of the walls of the vessel containing
tems in vacuum the quantityi,—(1/3)qjj' i goes to zeroin e helium can be assumed equal to Zeroa constantand

the given case. . Q does not have meaning outside the liquid, it follows from
However, we conjecture that an ordered coherent supeghjs |ast equation that

fluid state characterized by a continuous distribution in the

space of all its physical characteristics has a mean IQM. In ;= _27Q. (3)

the Landau theory it is assumeédhat the density of the

superfluid component is determined by the square modulugonsequently, the electric field in the superfluid liquid de-
of the condensate wave function, while the density of thepends completely on the evolution of the isotropic quadru-
normal component is related to the density of elementaryole moment densit@. In particular, the electric fiel& is
excitations in the superfluidphonons in the case of low determined by the gradient 6J:

temperatures The phonons are unrelated to the transport of

electric charge, and the dynamics of the isotropic quadrupole E=2 gradQ, 4

il'he presence of the charge dendily leads to a Poisson
equation for the electrostatic potential:

eAp=—-2m7AQ, (2

wheree is the dielectric constant of Mewhich in the base
approximation can be assumed equal to unity=(). Since

1063-777X/2005/31(1)/4/$26.00 37 © 2005 American Institute of Physics
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where Q=qp, with q being the isotropic quadrupole mo- mal and superfluid components appear in a somewhat sym-
ment of a unit mass of the liquid. The valuefis the main  metric manner, it can be assumed that the following formula
electrical characteristic of the superfluid state and can b&r the IQM transported by the superfluid flow will differ

written in the form from (8) and(9) by the switching of the flux densitigs and
o js: the analog of Eq(8) is Eq.(6), and the relation describ-
q= (E) 12, ing the evolution of the IQM of a unit masg, is
Jq .
wherel g is a parameter with units of length which is a fun- pE=q divj,, (10
damental phenomenological characteristic of the model; in
the general cask is a function ofp andT. which implies that
Based on Rybalko’s resulfswe shall assume that the
electrical “activity” of the IQM arises only in a nonuniform a_q:q divv,. (1)

state in the presence of relative motion of the normal and 9t

superfluid components of He II. D is some characteristic gy taking into account the independence of the normal
of the superfluid state specifically, then it is natural to assumepq superfluid flows, we shall assume that the continuity
that its transport occurs via superfluid flow. Starting from the '

i : equations for the two components are autonomous:
general scheme of two-fluid hydrodynamicae write the

momentum flux density in the forntusing the notation d d

adoptad in Ref, I y niusing %erndivvn:O,aitsﬂLpsdivvsz 0. (12
j=intis, (58 By definition the IQM densityQ=qp. We calculate the de-
. . rivative of Q with respect to time. A calculation with the use
In=pVn, Js=Ps(Vs™ V), (50) of (11) and the second equation {f2) leads us to relation

wherep is the mass density of He Il. The first termy, in (7).

Eq. (5a) gives a contribution to the normal transpé6athich, We differentiate(4) twice with respect to time and use

when multiplied by the entropy per unit mass,gives the EQq. (7):
entropy flux density® while the second ternjg, propor-

2

tional to the velocity differences—v,,, is naturally assumed g = ZWQpSi divw. (13)

to be responsible for the transport of the superfluid charac- at at

tropic quadrupole moment is given by superfluid flux density can be found using the equations of
J=qps(Ve—V,) =03, (6) standard superfluid hydrodynamits:

and the balance equation for the IQM has the fowa write a P

. ) . o e —(Vs—Vn)=|—|SVT. (14

it in the linear approximation in small deviations from the at n

equilibrium statg Substituting(14) into (13), we obtain an expression relating

aQ ) the second derivative of the electric field with respect to time
Zr = " Opsdivw, W=vs—vy. (7) " and the nonuniformity of the temperature:
The balance equatiofY) is thg main model assumption il —ZWq&psgradT. (15)

of the proposed phenomenological theory. At present it has  dt Pn

not been confirmed by a rigorous microscopic calculatam
analogous relation for a slightly nonideal Bose gasal is
derived in the Appendix Let us use the following analogy.

We apply Eq.(15) to the description of the electrothermal
effect in a wave:

As we have said above, the entropy flux enedgy in two- @' T ocgllkxot, (16)
fluid hydrodynamics has the form ,
It follows from (16) with E= —grade that
Jen= SVn=Sjn, S=ps, (8 °
whereS is the entropy densitjthe entropy of a unit volume u’e'=2mqp &ST', u=1- (17)
of liquid), and the evolution of the entropy of a unit mass of Pn
liquid is described by the equatibn Relation (17) can be used in a discussion of Rybalko’s
results> which pertain to a second-sound waves=us,,
p§=sdivj ) (9) whereus, is the velocity of second sound in the superfluid.
ot s At temperatures not too close td, one haSpnug
But the entropy is transported by the normal fluid flow, =T(s%/c)ps, wherec is the heat capacity per unit mass, and
while, by assumption, the IQM is transported only by thetherefore
superfluid flow. Comparing7) and(8) with (6), we note the e ,c oT
following relation between the entropy flux densit$), 5cp=2wa|o§p?- (18)

transported by the normal flow, and the continuity equation
for the entropy(9), with vectorsj,, andjs. Because the nor- For T—0 we havepnu§=(1/3)sTp, ps~p, and therefore
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e ST electron subsystem. However this phenomenological sort of
5<P=67TE|(2)P?- (19 concept requires theoretical confirmation at the microscopic
level.
In both cases We shall confine ourselves to the semi-microscopic
e|g ST level. Since the superfluid state is akin to the Bose conden-
S¢=(0,1-1) =T (20 sate, we use the concept of Bose condensation of an ideal gas

of atoms to explain the possible participation of the elec-
What values can be expected for the parame&l—:mllg? The tronic system in macroscopic processes in He Il. In the pro-
appearance of the superfluid state involves an energy of theess of Bose condensation a finite fraction of the atoms of an
order of T,~1 K. The energy that stabilizes the charge dis-ideal gas go into a state with momentyrs0, forming a
tribution in the atom and the the quantity are of the order coherent collective state in which all of the Bose atoms are
of magnitude 10 e¥ 10° K. Consequently, the relative con- found in the same single-particle quantum state. We recall
tribution to the atomic energy from the energy that bringsthat the helium atom contains Fermi electrons. In order to
about the superfluid state is of the order of ¥0Thus it can  understand the state in which they can be found we use the
be expected that the value of the isotropic quadrupole mostandard sorts of arguments for explaining the formation of
mentQ, which is related to the superfluid component, canelectron energy bands in a crystal. I®fbe the ground level

comprise a 10° part of (1Mm)qo: of one electron in a helium atom. Since all the atoms of the
e o condensate are found in the same quantum state, the elec-
—|2~—a%10 °~10"7 cgsesu. tronic levelE, should be the same in all the atoms. By virtue
m

of the uniform continuous distribution of atoms this level

The experimental results of Rybafkat a temperature of Should beNq-fold degenerate, wherll, is the number of
1 K give the following value in accordance with formula atoms in the condensate. In a nonideal gas this degeneracy is
(17): lifted. Taking that circumstance into account, e.g., leads to

the conclusion that the well-known conclusion that the exci-

tations of the condensate have a Bogolyubov spectrum is in
need of refinement. But whatever the concrete results of the
analysis of this problem, the electronic degrees of freedom
manifest themselves in the electrical properties of the con-
densate.

el?
- ~0.1x 10°5=10"".

It follows from the above estimate that in He Il the the value
of the parametet3 is equal in order of magnitude tt§
~(107°=10%a?. Analysis of the experiments shofuhat

IS is proportional to the square of the temperature. Therefore

for complete agreement of the proposed model with the re-

sults of Ref. 2 one should assume a quadratic dependence APPENDIX. EVOLUTION OF THE IQM DENSITY IN AN
this parameter on temperaturl%pc(T/Tk)z. This tempera- ALMOST IDEAL BOSE GAS

ture dependence d% eliminates the quandary that would

otherwise arise in the analysis @f9) in the limit T—0. . . .
ysis @9 - ance of the atomd\, in number N—Ny<<N), is found in

Interestingly, in a wave of fourth souhits velocity at o .
T—0 tends toward the velocity of first sound, and thereforemz ‘;’JZ:ZV;/S:&TO% :;r:r:nai:r:?:?relgsci[ﬁdlér;i{s(;t,eg) Vt\’lgé?:
the limiting form of relation(17) for T—0 is . '
9 (17 - the coordinate of the center of mass of the at@gmcleus
elg ST andé is a generalized coordinate of the electrons in the atom
Sp=2m——p— (2D (reckoned from the nucleusin the usual adiabatic approxi-

m- T’
. . . i _mation one can write
Consequently, the ratiée/ 5T in a possible experiment with

fourth sound will differ by a factor of three from that ob- W(X,6)=P(X)¢(§), (A1)

served in Rybalko's experimerts. where the wave functiog(£) is normalized to unity, while

We note that the main results of the present article arghe \wave functiond(X) is conveniently normalized to the
unambiguously attributed to higher dispersion, i.e., terms ofiomic massn. The charge density in the atom is
order (,k)*, which are usually neglected in stating the equa-

tions of hydrodynamics. The problem of taking them into  €N(£)=eo(8(&)— ()|, (A2)

account in a consistent way is the subject of a separate Papgiheree, is the charge of the nucleus. We suppose that the
Finally, in accordance with Ref. 2, we point out the pos-5tom is found in ar§ state: then

sibility that the properties of the superfluid state can be

linked to features of the electric charge distribution in the J 241 = A

superfluid due not to the external electric field but to the €9l =0, (A3)

guantum characteristic of the motion. Helium Il is a quantumv\,herem«g is the differential of the electron coordinates.

fluid in which the collective electron subsystem is a constitu- We calculate the distribution of the mean IQM of an

ent. The electrothermal effect under discussion is undoubty; .

edly due to the dynamics of the electrons. The interaction

between moving neutral atoms is always due to their electron at/yy_ S 2

shells. One can therefore think that the specific “superfluid” Qi(X¥)=1 [POO | (Xi+ &) (Xt G0 In(E)dT .

properties of the two-fluid hydrodynamics are due to the (A4)

In a slightly nonideal Bose gas at=0 the preponder-
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2

Using (A2) and (A3), one may be convinced thé#4) re- 9Q el dp.  eol? eol?
duces to the IQM: o Tm ?div pVe="Pc divv, (A9)
€ ; ; ; -
Qﬁ(t: _ _|q)(x)|2f & ¢(§)|2d1“§ R.elatlon (A9) links the evolution of the IQM with the.
m velocity v, . Let us proceed from the fact that the superfluid

e st_ate of a q_uantum liquid is akin to the Bose condensate in a
=— %VD(X)FJ E|Y(9))?dl :5k=Q* 8. (A5)  slightly nonldeal. Bose gas. In such a ca@eandyc play the
role of the density and velocity of the superfluid component
Let us determine the IQM density in the condensate, takingn a quantum liquid. Since phonons are absert-a0, in the
into account that all the atoms of the condensate are found itwo-fluid hydrodynamics picture there is no normal compo-
the same quantum state: nent of the motion and, henceg,=0. Therefore, formula
0=NQ (6) (A9) with the sign of the charge and the definitionl ptaken
O - into account is the analog of the main statement of this ar-
We denote the density of atoms in the condensatgas ticle in the form of relation9), which pertains to the super-

=No|®(X)|%; then fluid liquid.
e 1 The author thanks A. S. Rybalko for fruitful discussions
Q=— EOPC'S’ |(2):§f §2|¢//(§)|2ng. (A7)  and for providing the manuscript of Ref. 2 prior to its pub-

lication, to the participants at the seminar of the Verkin In-

Since the superfluid component of a quantum Bose ligstitute of Low Temperature Physics for a discussion, to V. A.
uid is defined as the square modulus of the condensate walikheev and V. D. Natsik for advice, to V. M. Loktev and
function, its analog in a slightly nonideal gas is the quantityV. G. Manzhelii for support, and to the referees for useful
pc introduced above. criticism.

Since Bogolyubov phonons do not affect the state of the
condensatit is “split off” and is treated as a fixed ground «_ .. kosevich@ilk kharkov.ua
statg, at T=0 the dynamics in the leading approximation is The valueq of the IQM is given by the formulay, = Sexx,, where the
autonomous: summation is over all electric charges in the system.

.

7 +div p.v.=0, (A8)

) ) ] L. D. Landau and E. M. LifshitzFluid Mechanics 2nd ed., Pergamon
wherev, is the macroscopic velocity of the condensate as a Press, Oxford1987), translation of 3rd Russ. ed., Nauka, Mosc86.
. L . 4(2004)].
We calculate the time derivative 6A7) with (A8) taken 9942004
into account: Translated by Steve Torstviet
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The limiting external magnetic fielt, that destroys paramagnetically the ordered state of spin-
singlet superconductors with charge density wa@&3Ws) with coexisting superconducting

and dielectric order parameters is calculated self-consistently. It is showHl thaltvays exceeds

the Pauli limits for both pure superconducting and pure CDW phases. Relevant experimental
data for inorganic and organic superconductors with high upper critical magnetic fields are
analyzed and are shown to be in qualitative agreement with the proposed the@Q050

American Institute of Physics[DOI: 10.1063/1.1820359

1. INTRODUCTION a phenomenological level to both a Peierls insulator emerg-

Clogstort and ChandrasekHadiscovered theoretically "9 due to the electron—phonon interactiamd an excitonic
nsulator caused by the Colulomb electron—hole

:)heer F;g#:n%ar?? ?ﬁge?:;zéwg?ks s;c;ntﬁfetr:)eri;ialgl— Sg grlgéecncida{ttraction?o'll The dielectric CDW instability is a conse-
Cooper-Schrieffe(BCS) theory of superconductivifythey guence of the nesting condition
obtained a limit

HBCS:ABCS(T:O) (1)
P uEv2 characterizing the electron spectrum at the FS sections la-

from above on the upper critical magnetic figfd, at zero Zggtdroayls:elc'tzrégr::jef ;;?:1; Eﬂ Vc\j/;/%cé%r\}_rse?étgirg’rdtzf
temperaturd. HereAgc4T) is the superconducting energy b 9

gap, ug =eh/2m* ¢ is the effective Bohr magneton,is the parameteb, appears on those nested sgctions. The rest of the
elementary chargé, is Planck’s constantn* is the effective FS (=3) remains undistorted, and its spectrum branch
electron mass, and is the velocity of light. £3(p) is nondegeneraten].

This conclusion may be violated in the dirty case, when [N the weak-coupling approximation, the superconduct-
a large concentration of strong spin—orbit scattering sites exng A and dielectric> =3¢€'¢ order parameters obey self-
ist and the spins of the electrons constituting the Coopeconsistency equations of the same forth.Here ¢ is the
pairs are flipped.A corresponding enhancementldf, has  phase of the CDW, usually pinned by defects or the back-
been indeed observed in Al films coated by monolayers ofjround crystal lattice in subthreshold electrostatic fiéftfs.
Pt> The Pt atoms served there as strong spin—orbit scatterefhose properties of the loW-phases, which are not depen-
due to their large nuclear charge On the other hand, a dent on the peculiar differences between the so-called diag-
similar contamination of another superconductor, the Al%nal and off-diagonal long-range ordéfs:314should be
compound Ga, exhibiting a Pauli paramagnetic effect in quite close to one another. That was indeed proved true for
the absence of impurities, altered neitttér, nor the Zee- the Peierls insulatd? (see also Refs. 16—18A physical
man splitting of the tunnel conductanteTherefore, the reason for the similarity consists in the fact that the electron—
spin—orbit mechanism of overcoming the Clogston—hole pairing couples the ban¢is the excitonic insulatgror
Chandrasekhar limit remains open to investigation. the different parts of the one-dimensional self-congruent

There exists another collective state revealing a paraband(in the Peierls insulatgrwith the same spin direction,
magnetic effect similar to the Clogston—Chandrasekhacontrary to the SDW case, where current carriers with the
one"? inherent to the BC$-wave superconductivity. It is a opposite spin directions are paired. WHhéris switched on,
charge-density waveéCDW) low-T insulator or a CDW both congruent FS sections having the chosen spin projection
metal (CDWM), where only certain sections of the Fermi (=) shift either up or down in energy. Therefore, the corre-
surface(FS) are gapped below the critical structural transi- sponding nesting CDW vectof3, andQ_ no longer coin-
tion temperaturd 4. The same description is applicable on cide, and the initial CDW state is gradually destroy&d.

§1(p)=—&(p+Q), @

1063-777X/2005/31(1)/6/$26.00 41 © 2005 American Institute of Physics
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In normal CDWMs, the highest possible magnetic fieldd andn sections’® The ratioH ,/ , contrary to its coun-
H5P"M (when only the paramagnetic effect is taken intoterpart in the non-self-consistent approdthyrns out to be
account) can be easily found from the same simple consid-described by a simple analytical formula.
erations as in the superconducting cise, that On the other hand, the relationship betwedy and

H5PYM is examined for the first time, and an additional

HCDWM:E_* \ﬁ i inequalityH_p>HEDW"’I is proved below to be valid for any

p wh 2 set of Fhe input parameters. We obtain several phasg dia-
grams in the parameter space fbr=0 and carry out their
Here, O<u<1 is the relative portion of the FS sections analysis in terms (_)f the observed variables. Relevant experi-
gapped by CDWsY, = #T4/y is the bare CDW gap af ~ Mental data are discussed.
=0 in the absence of superconductivity, ape 1.7810... is

the Euler constant. The parameteis defined by the relation
2. CALCULATION OF PHASE DIAGRAMS

BCS
HP

#=Ng(0)/N(0), 4 To calculate the paramagnetic limit, one must consider
the free energieE per unit volume for all possible ground-

whereN(0)=N,(0)+Ny(0) is the total initial(@boveTy)  state phases in an external magnetic fléldThe parent non-
electronic DOS on the FS, andy(0) andN(0) are the reconstructed phadactually existing only abova!), with
relevant DOSs on thd andn FS sections, respectively.  poth superconducting and electron—hole pairings switched

At the same time, the diamagnetic reaction of substancegsf and in the absence ¢, serves as a reference point. At
gapped by CDWs is much weak®than that in supercon- T<T, we deal with relatively small differencesF reck-
ductors, with their complete Meissner diamagnetism belowyned from this hypothetical “doubly-normal” stafe.
the first critical magnetic field. Nevertheless, it always Since we assume the Meissner diamagnetic response to
manifests itself in CDW metals or insulators and can everpg negligibly small, the external magnetic fietl should
modify the CDW wave vector itseff:?° Therefore, in cal-  coincide with that inside the specimen and be almost uni-

culating the total response both the paramagriepa) and  form. Therefore, the additional energy of the paramagnetic
diamagnetic  contributions  should be taken into

account'826-33

In this connection, Eq(3), similar to the case of BCS
superconductors, gives a limiting upper valuelbthat does 6Fp=—N(0)(ug H)2. 5)
not destroy the CDW state. One should note, however, that The reconstructed superconducting state with the FS
CDW-triggered persistent currents were claimed to be ob- o .
served far above the Pauli limi8) in ac susceptibility mea- gapped both by superconductivity and CDWSs consfitutes an-

Syt 1o tho Compoun(BEDT TIPSO, 21 MmOty pase e i ree ey con e
(Ref. 22. The authors of Refs. 22 and 34 suggested the 9 P g :

. _ . 6
existence of the Fidich ideal conductivity® in this sub- adopted B'”i“’ McM|!Ian model the F)rder parameters
stance. These intriguing conclusions have not yet been cot(T) and X(T) satisfy a self-consistent system of

phase in the magnetic field, when bathandS are equal to
zero, takes the forff

firmed by other groups. equationd? This system has a solution, which determines
It is well known'*8 that there are plenty of materials in tWwo differentT-dependent energy gaps on theandd sec-
which CDWSs and superconductivity coexist B T,<Tj. tions of the FS. Specifically, there is the superconducting

Here T, is the critical temperature of the superconducting€"€rdy 9apA(T)=Agc(Ao,T) below T on then sections,
state. It is important to stress that the assumed superconduhereas thel sections are influenced by the effective gap
tivity is possible only if the CDW gapping of the electron P(T)=Agc(Do,T). HereAgcqG,T) is the Mihischlegel
spectrum is partiadl®®i.e., the distorted phase remains me-9ap function of the BCS theory witB=AgcgT=0), S04,
tallic. From the aforesaid, it is natural to expect that in the@nd Do are the values of the relevant gapsTat 0. The
mixed phase, possessing two spin-singlet order param&terseﬁecnve quantityD(T) is a combination of both constituent

and3, the paramagnetic limitl,, exceeds both expressions gaps.
(1) and(3) inherent to the states with either of two orderings. D(T)=VAYT)+34T). (6)

H ; ; BCS
demonsised v b vals o i pocaint vlbes e param e YAUEDeo s equal (o the parametd, define in he
eters inherent to the Bilbro—McMillan mod® That result, Introduction. The assumed equality of the superconducting

. . . apsA, andA, on then andd FS sections, respectively, is
as is shown below, remains correct in a more accurate ap-

X . - a consequence of the strong mixing of the electron spectrum
proach. Nevertheless, our previous consideratforishad a . g 9 b

L S o branches by the matrix elements of the effective four-
significant limitation. Specifically, the treatment of the SUPert . mion interaction Hamiltonian
conducting phase with CDWSs was not self-consistent, which Thus on both parts of the Iés BCS-likbut different)

quite unexpectedly made the whole problem more rather .
) . ap functions are developed. The change of the free energy
than less involved. In our current calculations we use th P . . .

. . oFs at T=0 is determined by their zerd-values in the
results of the self-consistent calculations of the thermody

. . : . conventional mannet:
namic properti€¥ applied to a metal with two order param-

eters: a dielectric onE(T), existing on the nested FS sec- SE.= —N (O)A—g—N (O)ﬁ )
tions, and a superconducting oA€¢T), unique for both the S mer2 d 2
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Finally, a paramagnetic superconducting CDW phase
should be considered. The free energy of this phase, charac-

terized by two order parametes{T) andX(T), depends on

H explicitly. Moreover, both gaps depend &hin a strange
way, increasing wittH. Such a phase is a generalization of
the metastable phase found theoretically by Sarma for BCS
superconductorésee, e.g., Refs. 3 and ¥ZThe free energy

of the paramagnetic superconducting CDW phase is higher
than that given by Eq(7) for all values ofH up to the
limiting value H, at which superconductivity ceases to
exist®’ so that it cannot be realized in the system. Of course,
the same is true for the Sarma phase in BCS superconduct-
ors.

It is worth noting that any orbital magnetic field effects
favorable for the CDW state are not taken into account, be-
cause the values ¢ relevant to the problem concerned are
considerably smaller than those which reduce the dimension-
ality of the electron spectruit:?*We also do not take into
account the possibility of the Larkin—Ovchinnikov—Fulde—
Ferrel (LOFF) inhomogeneous superconducting stat-
though there are some hints that it might have been observed
in low-dimensional organic compounds.

Thus, with the assumption of the order parameter homo-
geneity, the procedure of the paramagnetic limit determina-
tion is formally the same as that used by Clogstand
ChandrasekharNamely, one should equaiF, and oF;.

This leads to a basic relationship for the actual paramagnetic
limit H, of the mixed phase with two superconducting gaps
A andX:

=Te/Ty

Ay /Do

1
(k5Hp)?=5[(1— ) AT+ pu3]]

1
= §[A3+ w(ZZ—AY1. (8)  FIG. 1. Contour plot of the ratio, /HBS: 1.01(1); 1.1(2); 1.5(3); 2 (4);
3(5); 5(6) (panel aandH, /HSP"WM: 5 (1); 2 (2); 1.5(3); 1.1(4); 1.01(5)

. . . . BCS CDWM
Since3, =Dy>A,, which is a consequence of equati@y, ~ (Pane! b on the plane To/Tq, ). HereH,, Hy™, andH, " are the
paramagnetic limits for superconductors with charge-density-waves

the limiting magnetic ﬁeIdHP in a CDW supercondugéor (CDWs), BCS spin-singlet superconductors, and CDW metals, respectively,
always exceedshe Clogston—Chandrasekhar vaIl:r% T, andT, are the observed critical temperatures of the superconducting and
(1). At the same timer is always largerthan the paramag- CDW transitions, respectively, and is the portion of the nested Fermi

. - . surface sections where the CDW gap develops.
netic upper limitH;°"™ (3) in the normal CDWMs. gap P

The quantityD,=2, , as has been indicated in the In-

troduction, is ll')nkid to the T’trPCtuL@XCﬁONQ tra_nS|t|onf spin—orbit scattering At the same time, the Pauli limitation
temperaturd 4 by the BCS relationship. The same is true o on HSDWM is not so conspicuous, because the role of super-

the pairo andTe (Ref. 40. Hence, it comes about that conductivity itself in theA-S, symbiosis is subdominant.

H, 2 Do\ ? Tq\? There is another way of representing the results. To this
Tcs) =1+u —) =1l|=1-p)+u|l — (99  end a primordial superconducting gdp, at T=0 in the
Hp Ao Te absence of CDWs is introduced. The observable supercon-

and ducting order parametey, can be expressed in terms of the
bare input parameters in the following wé:

Hp |2 1—p) Af 1-p) [Tc\2
C—SW) =1+ tow —2:1+ S —C) . (10 A\ Ve
Hp n Dg o Ty Ag=3, S . (11

*

All guantities in Eqs(9) and(10) can be easily measured or . o
inferred from the experimental data. The corresponding con- _Thgn the.mcrease qf th? relevant paramagnetic limit over
tour curves are displayed in Fig. 1. One can readily see thépe'r primordial values is given by the formulas

for typical T, /T4=~0.05—0.2(some A15 compounds are rare

exception$® and moderate values gf~0.3—0.5, the aug- Ho\2 s \21u
mentation of the paramagnetic lin{®) becomes very large. (Tpg) =(1-pu)+pu _*) (12)
Of course, this outcome may be essentially reduced by the \Hp A,
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1.0 hole pairings are simultaneously depressed by the paramag-
netic effect, whereas, in the calculationtéf“®andH ;Y

the detrimental influence of the external fi¢ldon either of

the order parameter@energy gapsis taken into account.
Therefore, larger fieldsl are required to produce the same
effect as in the absence of a partner gap.

It is of interest that recently the enhancement of the para-
magnetic limit for superconductors has been also found theo-
retically for a model related to the CDW model and taking
into account the Van Hove singularity of the two-
dimensional electron density of stafés.

0.8

0.6

A./Z.

0.4

0.2
3. DISCUSSION

From the aforesaid it becomes clear that there is a unique
Pauli limit in the mixed phase, which, in principle, can be
attributed either to the superconducting or dielectric order
parameters. Since in the case of the coexistence between

and2 experimentalists are most often interested in supercon-
ducting properties, the apparent exceeding of the Clogston—
Chandrasekhar paramagnetic limit is interpreted without any
reference to CDWs. Therefore, to verify our theory it would
be desirable to prove the coexistence between CDWSs and
superconductivity in the same samples whetg>H>¢S.
Unfortunately, such a direct verification is still lacking.

In principle, photoemission experiments might confirm
simultaneous superconducting and CDW gapping of FSs and
give FS momentum-space maps in the highungapped
and lowT (gapped states’’ In particular, such measure-
ments might verify or disprove the strong-mixing concept
discussed in the previous Section. There are, however, meth-
odological difficulties which can hamper the unambiguous
identification of the magnitudes as well as the directional and
FIG. 2. Contour plot of the ratiosl,/H3%: 1.01(1); 1.1(2); 2(3); 10(4);  temperature dependences/dofand> (see, e.g., the analysis
100(5) (panel g andH, /H5PWM: 5 (1); 2 (2); 1.1(3); 1.01(4); 1.001(5)  in Ref. 48 as applied to B8r,CaCyOg. ). Another impor-
(panel b on the plane 4, /X, ,u). HereA, andX, are bare values of the {5t hoint is a three-dimensionality of the FS in cupr4fds.

order parameters in parent phases with only Cooper or CDW pairing, re- . . : . . . .
v P P y ~oop paiing: *such warnings are ignored, the situation with gapping in the

A/Z.

spectively.
photoemission spectra for JBr,CaCyOg. , (a high-T, ox-
ide, the most suspicious from the CDW point of vielwoks
and as follows?’ The superconducting gap has ad-wave mo-
mentum dependence in thg—k, plane, with definite nodes.
Hy, 2 (1—p) (A, P r The same features are appropriate to pseudogaps, earlier
H‘p:DW = LS : (13)  identified by us as CDW oné< Therefore, a clear-cut divi-

sion of the cuprates’ FS into two parts, one non-nested and
The level lines ofH,/H3® and H,/H;®" on the phase gapped byA and the other nested and gapped by Bbtind
planes A, /X, ,u) are shown in Fig. 2. It is clear from the A [see Eq(6)] is so far unconfirmed.
plots that the smaller the ratio between the superconducting The FSs and their gapping in layered dichalcogenides
and CDW coupling constants, the larger the excess of theave been studied extensively by the photoemission method
paramagentic limit. as well as by tunneling. In particular, the tunnel
The dimensionless parameteks /3, and u are inde- measurementSfor 2H-polytype compounds showed a con-
pendent of each other. As has been mentioned above, thpicuous anticorrelation betweenh (or T4) and T.. For
latter can be determined experimentally, in particular, by re2H-NbSe the CDW gap2~34 MeV is the smallest non-
sistive, specific heat, or optical measuremérit<On the  zero one, whereas, is 7.2 K. Nevertheless, has escaped
other hand, the bare gags, and, are difficult to mea- detection by photoemission, although a much smaller super-
sure, because to get rid of either superconductivity or CDWsonducting gap was discloséf? The authors of Ref. 52
it is necessary to apply pressure, external magnetic field, dvelieve that this result is due to the fact that the nested FS
alloying. Therefore, various background electronic and crysportion (« in our termg is tiny. This explanation does not
tal lattice properties would be inevitably altered, including seem satisfactory, since all FS sheets and all directiofks in
gaps(some insight can be obtained from Refs. 11, 49, 45 space were investigated. At the same time, a superconducting
Physically, the rise oH, overH“®andH;""in CDW  gapping was found for thE-centered" andK-centered FS
superconductors is quite natural. Both Cooper and electroneylinders. Notwithstanding substantially different electron—
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phonon coupling strengths at various points of FS cylindershat the CDW nature of the lovi-insulating state in nonsu-
surrounding theK point, the gapA~1MeV is uniform  perconducting salts stems from observed paramagnetic
there. This behavior counts in favor of the strong-mixingeffectg’?430:32336hot appropriate to the SDW phase.
paradigm adopted here. All the preceding means that the mi- Application of external pressur to the initially insu-
croscopic relationships between two types of gapping in laylating compound «-(BEDT-TTF),KHg(SCN), leads
ered dichalcogenides are far from being resolved. to complete suppression of CDWs fBr>Py~2.5 kbar and

Let us turn back to the paramagnetic properties of CDWo the appearance of superconductivity will~0.1 K61
superconductors. It seems quite plausible that the phenonThis agrees well with our concept, and one should expect
enon predicted in this article has already been observed ithatH,(0) will exceedH}“® under pressur® <P, when
the C15 compound Hf ,Zr,V,, whereH,(T)=230 or 208 the CDW is not completely destroyed. Such behavior is
kG for x=0.5 and 0.6, respectively, atd5°<190 kG if ~ similar to  what has been reveaféd in
the simplest possible estimate is made. On the other hand, #tr (BEDT-TTF),CUN(CN),]CI. On the other hand, the su-
these solid solutions the CDW gapping was found directly byPerconducting transitions become extremely broad at pres-
resistive measurements. sures belowP,, demonstrating something like incomplete

More recently the necessary correlations between the irSuperconductivityi which is not covered by our theofy.
crease of the paramagnetic limit and the appearance of dowever, this behavior may also stem from experimental
CDW have been revealed for organic superconductors. F(ﬁrtifgcts, such as unattained thermal eqL_JiIibrium or internal
example,H¢,(0) in the layeredk-(BEDT-TTF),Cu(NCS), ~ strains.  In —any  case, magnetic studies  of
with T,~10.4 K and the FS prone to nestifftovertakes the @ (BEDT-TTF),KHg(SCN), would be very important for
corresponding—|§cs (Ref. 59. At the same time, thd@ de- elucidating the nature of the CDW, superconducting, and

pendence of the resistance for this compound demonstratesSgPerconducting CDW phases.

high and wide peak in the range 85-100 K, interrupting the A €W oxide KOsO; with a defect pyrochlore structure
metallic trend appropriate both to low and room tempera-and TC_,9'6 Kis tQSSmOSt recen_tly syntheS|z_ed supercon-
tures. ductor withH ,>H 7>~ (Ref. 62. Since many oxides exhibit

Most probably, this behavior reflects the partial structural metal—insulator transitions with Iolvphases of a

/,8,63—65; ;
CDW-gapping?® The competition between CDW insulating ng nature,” I .woul'dhbe of mter((ajst to ghgck \r/]\{hether
state and superconductivity, triggered by an external pressulce 5’ actually coexist with superconductivity in this com-
P in the related compound (BEDT-TTEI,-2H,0, can und.

be considered as additional indirect evidence for the _T_O summarize, we have obtalr_1ed simple fo_rmgla_s de-
cribing the increase of the Pauli paramagnetic limit for

possible presence of a CDW in the superconductingls_| ,(0) in CDW superconductors over the Clogston—
C

it-?thDTc-)'fl'TF)I; é&ﬁ?;;lr)z []:():ZIC;( ’;ﬁ;ﬁ er C(E :r]; etr g’r?s.fer Chandrasekhar value of the BCS theory as well as over the
salt with the k-packing arrangement in whicH ,(0) con- paramagnetic limit in the partially gapped normal CDWM
c2 phase. The similarity of the paramagnetic properties for

i ly ex BCS (Ref. 57. It is remarkable that thi )
spicuously ceeqsp (Ref. 57 t s remarkable that this s-wave superconductors and CDW partially gapped metals
substance is an insulator at ambient pressure but becomgﬁd the interplay of the two coexisting order parameters are
metallic and superconducting foP>0.3 kbar. In view play 9 P

o . . responsible for the effect. There are strong experimental
of such a proximity between dielectric and superconduct- : : .
ing phases, it seems quite possible thatgrounds to link the observed experimental data with the pro-
x-(BEDT-TTF),CUN(CN),]Cl retains nesting properties of poseAd l(\:/lonézlka)gvich is grateful to the Japan Society for the
its FS for higherP. The observed positive curvature of Prom.otio.n of Sciencegfor support of hFi)s visit to ythe Hi-

H.,(T) in the neighborhood of ., a feature appropriate to bp

superconductors with density wavsagrees with the as- roshima University(Grant 1D No. S-0320kand to the Mi-
sumption made. At the same time, at larger 6 kbar the anowski Foundation for support of his visit to Warsaw Uni-

" . ity. Th hh I he NAT
critical temperaturel; reaches a rather high value of 12.8 \g/?;ﬁt%STeC:_eGsega;; 4 46a2: de i? ep;r;r?t?g&%rtigcbégo%z ©
K.%*In the framework of our modé&f-éit corresponds to the and Scientific éesearc(rNo 15540345 of the Ministry of

FS dlst'ortlon .W'th'uﬂc.)' The authors of Ref. 57 pomt. out Education, Culture, Sports, Science and Technology of Ja-
thgésspln—orblt scattering cannot leadH,(0) e_xceedlng an. The authors are also grateful to Jun Akimit$akyo),
Hp~~in the case discussed, since the Shubnikov—de Ha"%erguei Brazovski{Kyoto), Kenji Ishida(Kyoto), Yoshiteru

guantum oscillations in this compound are distinctly Seer]\/laeno(Kyoto), and Mai Suan LiWarsaw for fruitful dis-

4
under pressure cussions of the paramagnetic properties of the charge-
In the layered superconductor density-wave state

a-(BEDT-TTF),NH4Hg(SCN), the value of H,(0) is

comparable t¢1°® (Ref. 59. This salt, withT,~1K, isthe o

only superconductor of thex-(BEDT-TTF),MHg(SCN),  Email gabovich@iop.kiev.ua

family, while other sister compounds demonstrate a groung———

state of the density-wave type, aiig~8 K for M=K or Tl

and 10 K for M=Rb.>* A comparison of critical tempera- A M. Crllogsdtony iEySfevl- I;;t& 256(179612.

tures shows t.hat densny-vyavg correlations are stronger tha@i: i gb:l?osrg\sl,eFu?gan?gﬁtalsy; thini'h(eogrszo.f Metalsorth-Holland,
superconducting ones, which imply larBg /A, and hence  Ansterdam(1987).
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Direct evidence for superconductivity in the new magnetic compound hnAds revealed for

the first time. The distinct Andreev-reflection current is observed in metallic point contacts

(PO based on this compound. The data obtained provide reason enough to suggest that the rise
of superconductivity depends strongly on the local magnetic order varying over the

sample volume. The triangular-shaped PC speadI(V)) in the vicinity of the zero-bias

voltage suggest an unconventional type of superconducting pairing. As follows from the
temperature and magnetic field dependences of the PC spectra, the superconducting energy gap
structure transforms into the pseudogap one as the temperature or the magnetic field

increases. ©2005 American Institute of Physicg§DOI: 10.1063/1.1820362

According to the conventional views, only a perfect an-netic structure remains very complicatetiSo far, only very
tiferromagnetic(AFM) order is well compatible with super- restricted information about the electronic structure is
conductivity in a quite broad temperature range. New magavailable’ Recently’ we have proved the existence of a su-
netic superconductors whose magnetic structures are fgerconducting phase in Yi&lg by the point-contactPC)
from having perfect AFM order provide a new insight into Andreev-reflecton technique. The character of the measured
the problem of interplay between magnetism and supercorPC spectrddifferential resistance versus voltagid//d1(V))
ductivity. A few years ago, a new class of magnetic superimplied an unconventional type of superconductivity in this
conductors with the ThMp-type crystal structure was per- compound.
ceived to exist. Radio-frequency impedance and heat Here we present for the first time the direct evidence for
capacity measurements carried out on several compounds sfiperconductivity found in Andreev-reflection experiments
this family have revealed distinct features in the corresponden another recently synthesized compound, Ridg’ This
ing characteristics which might be associated with superconfact appears to be very impressive, because the Pr component
ductivity in some regions of the samples. Such indications ofs very antagonistic to superconductivity and can destroy it
superconductivity have been found in LyPAég, ScFeAlg, entirely. That is what occurs in PrB@u;O, unless special
YCr,Alg, YFeAlg, and PrAglng.? These compounds preparation techniques are used. We studied point contacts
crystalize with the comparatively simple tetragonal body-with the metallic conductivity of the needle-anvil geometry
centered structure of space gronmm(Dﬂ, nr. 139. between Ag and freshly fractured surfaces of a RiAg
In spite of the AFM transition well above 100 K, the mag- polycrystal prepared by arc melting. According to the stan-

1063-777X/2005/31(1)/5/$26.00 a7 © 2005 American Institute of Physics
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ity arising in In clusters, which could appear, for instance,
due to composition variations. Then, if the superconducting
features in our spectra were caused by Andreev reflection
from In clusters, the shape of spectra would agree with that
typical for N-S contacts based on conventional
superconductor®. Because such spectra were never ob-
served, this is reliable proof that superconductivity in
PrAgsIng is not due to a free In component. Moreover, the In
clusters should result in wide variations of gap-feature volt-
ages in different contact$,and that was not observed either.

=] y
% 5;& N The PC spectra have a very unusual shape as compared
55K — /> to those of conventional BCS superconductors and show a
54K j\/\ number of striking features. When the temperature goes
2.2K /\/\ down, the dV/dI(V) characteristic develops into a
1.95K J\/\ triangular-shaped structure at low voltages. This behavior is
1.7K | not consistent with the fully gapped Fermi surface expected
[ 14K N/ v for conventional BCS superconductors and may be taken as
an indication of the presence of nodes or lines of nodes in the
R =140 10-3 Q gap function. Indeed, according to the Blonder-Tinkham-
N , , 1 Klapwijk (BTK) theory*® of N—S contacts based on conven-
-10 -5 0 5 10 tional superconductors, nedr=0 the PC spectra should dis-
Vv, mv play either a double minimum structure if a potential barrier

occurs at the N—S boundary or a flat bottom if this barrier is
FIG. 1. dV/dI(V) characteristics of the point contact Ag-Pgw; mea-  gpsent. The measured spectra are characterized by the horn
sured at different temperatures indicated at each curve. For clarity, thet t that i ft b din | hmi tact |
curves are shifted vertically and the upper part of the spectra is shown on anuc urt_a a_ '_3 O en observed In low-ohmic contacts, al-
enlarged scale. though its origin is not understood fully even for conven-

tional superconductors. Besides, it is seen that the width of

the superconducting structure does not change strongly with

dard x-ray examination, the sample had the propef€mperature and remains nonzero uf t63.05 K, where no
ThMn,~type lattice without noticeable traces of additional structure can be seen at all. Because of the extremely unusual
phases. The PC method employed enables one to measure¥Re of PC spectra measured, the standard BTK model can-
N—S contacts the Andreev-reflection current, whose energ)ot be used for finding the gap parameter. Hence, the spectra
and temperature dependences allow to infer the basic supdRay be characterized only phenomenologically. Each curve
conducting characteristics. The high reliability of PCis described by the depth of the resistance minimim
Andreev-reflection method can be seen by comparing th& Rv—Rs, whereRy andRs are the contact resistances at
gap values of highr, superconductors measured by this V=0 in the normal and superconducting states, respectively,
method and by tunneling spectroscBms well as by the and by the width of the zero-bias minimum at its half depth,
photoemission technigieThe contact sizes varied within 20.
5-70 nm. The standard modulation technique was used to As is seen in Figs. 1 and 2, with rising temperature the
register thedV/dI(V) characteristics. resistance parametd®, decreases and slowly approaches

Figure 1 shows the typical PC spectra of the Pylag ~ zero at 3.05 K. Correspondingly, the relative paramégr
compound measured at different temperatures, which furnistiicreases and goes Ry, . Such behavior does not agree with
direct evidence for superconductivity in this material. In-the BTK theory(see inset in Fig. 2 Both of these depen-
deed, as is well known, the resistance decrease of metallidences change their slopes near 2.8 K, showing that the am-
contacts near zero bias voltage is due to the Andreev refle@litude variations are about 98% below this temperature and
tion of quasiparticles, which is always occurring at an N—sonly about 2% above it. Near=2.8 K, the Rg(T) curve
interface. Thus, the zero-bias resistance minimum which firsiooks very much like the smeared resistive N-S transition.
arises on th 3 K curve and whose amplitude then increasesrherefore, we may quite reasonably take this temperature as
with decreasing temperatut€ig. 1) is a distinct indication the critical temperatur@,. In the vicinity of and above 2.8
of probing the superconducting region. Such indications oK, the behavior of theRy(T) and Rg(T) dependences is
superconductivity with a critical temperaturg, varying  probably determined by superconducting fluctuations, i.e.,
within 1.7-3.3 K were found in many parts of the fractured Cooper pairs arising abovg;. It is worth noting that the
sample surfacésometimes, up to 10% of the total surface width of the whole superconductirdv/dI(V) structure(see
Noticeably, the radio-frequency experiments carried out orthe arrows on the 1.4 K curve in Fig) &nd the distance
the same sample resulted Th.~8 K in the first measure- between horns decrease slowby ~40%) as the tempera-
ments and in an irregular lowering ®f. in subsequent tests. ture increases up to 2.8 K and then remain practically un-
Perhaps the reason is connected with some variations @hanged in the temperature range from 2.8 to 3.05 K.
magnetic structure when the AFM transitions happen. The The width 25 of the resistance minimum has another
critical magnetic field could reach about 0.5 T in some casesemarkable temperature dependence. When the temperature
which essentially excluded the possibility of superconductiv4increases, & first decrease¢by ~25%) but then, neaf,
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FIG. 2. Temperature and magnetic field dependences of the main parameters
for the dV/dI(V) structure: the deptRy=Ry— Rg and the widths of the
zero-bias resistance minimufsquares and triangles, respectiyelgr the
contact presented in Figs. 1 and 3. Inset: the analogous dependences of the
zero-bias contact resistanég (circles together with the dependence ex-
pected from BTK theoryRg(T) (solid line).

dv/di

comes back practically to its initial value, thus passing
through a minimum near 2.2 K. Thé parameter of the
dV/dI(V) structure is usually associated with the energy gap 10 '5 CIJ :5, 10
or order parameter in superconductors. On the other hand,

the resistance parametd®g and Rg are associated with the v, mv

number of superconducting quasiparticles involved in the!G. 4. Another type ofdV/dI(V) characteristics for the point contact
Andreev-reflection processes. So. it is reasonable to su Oég—PrA%In6 measured at different magnetic fields indicated at each curve.

P ’ ! . Pp oOr clarity, the curves are shifted vertically and the upper parts of the spectra
that near 2.8 K we see the smooth transformation of thgre shown on an enlarged scale. As is seen, the new pseudogap-like structure
superconducting gafor order parametgrinto a pseudogap arises after practically full disappearance of the superconducting Andreev-
with the same energy scale at this temperature, and that onfgflection structure nedd =0.08 T.

a small number of fluctuating paired quasiparticles persist in
the pseudogap regime.

Our scenario is in qualitative accordance with the resul'[%(Ba Cu,0, (Ref. 13. If the pseudogap model is valid, this
2 y - 49. )

OI ttu rl‘sr‘l'i"”r? q \‘j’vﬁﬁcirhoscrﬁpy Orf mﬁrr]tha?LéOg+ﬁ rS':tgls may imply that we are dealing with thdwave type of su-
crysta's, - a € measurements of a conere OSOperconductivity proved for high- superconductors, for
current in the normal state of the high- superconductor

which the pseudogap is known to be typical. In this case the
Fermi surface is not gapped entirely, and this explains the
unusual shape of owV/dI(V) characteristics.

The triangular-shaped PC Andreev-reflection spectra
were recently observed by U YFe,Alg. Earlier, similar
behavior of the PC spectra was reported in Ref. 14 for the
heavy-fermion UR{. This behavior was attributed to the
d-wave symmetry of the order parameter in that supercon-
ductor. The BTK theory extended for N—S contacts based on
the d,2_y2 superconductors also predicts a triangular shape
of the PC spectra for most crystallographic directions if the
contact barrier transparency is enough high, i.e., the dimen-
sionless barrier strength factér 1.1°

The effect of magnetic field on the PC spectra of
PrAgsIng is very surprising, resulting in steplike behavior of
the spectra in varying fieltsee Fig. 3 for the same contact as
in Fig. 1). Without additional experiments it is difficult to
explain this phenomenon clearly. The nonuniform distribu-
tion of the superconducting parameters over the sample vol-
ume (cf. Figs. 3 and #gives evidence for intrinsic structural
or/and magnetic inhomogeneities in the given materials, as
, , ) , . , was earlier seen in contacts with Yd4 single crystal$.In
-10 -5 0 5 10 this case, a lot of uncompensated magnetic moments of ir-

VimV regular ordering should appear, which may result in an exotic

FIG. 3. dV/dI(V) characteristics of the point contact Ag—Pghy; mea- - : .
sured at different magnetic fields, indicated at each curve. For clarity, th symmetry of the Cooper pairing and the unconventional be

curves are shifted vertically and the upper parts of the spectra are shown ZP@Vior of PC spectra in t_he field. o o
an enlarged scale. Remarkably, the main tendencies in the magnetic field

0.25,

0.28,03T

dv/di
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dependences of the resistance parameters characterizing #ieove strong proof that the superconductivity cannot be
Andreev-reflection structure remain practically the same asonnected with hypothetical chemically free In atoms, but
in the case of temperature variations. As is seen in Figs. Pather originates from the primary crystal structure. The
and 3, the resistance minimufparameter®!, andRg) van-  small amount of superconducting phas€10% of total
ishes atH=0.45 T. However, the main changes of the pa-sample volume may result from some distortions of the
rametergabout 98% take place below 0.25 Twe may take crystal structure, e.g., when slight displacements of the mag-
this value as a critical field showing that only a very small netic Pr atoms may provide significant changes of the local
number of paired quasiparticles persist in the field rangénagnetic structure, and so the superconducting phase can
0.25-0.45 T. In this field range, zero-bias minima may beappear only in separate sample regions with certain magnetic
considered as an exhibition of the pseudogap state. order. The unconventional shape of the point-contact charac-
The magnetic field dependence of the energy parametdgristicsdV/dI(V) strongly implies non-s-wave symmetry of
5, mirroring the gap or the order parameter, is presented ithe Cooper pairing. The basic parameters of dvédI(V)
Fig. 2. Neglecting the steps, one can see thatdti¢) de-  Structure which undoubtedly are associated with the energy
pendence resembles that 8(T), passing through a mini- 9ap or the order parameter in superconductors do not become
mum within the 0.15-0.20 T range. Note that the magnetie€ro When the temperature or magnetic field increases up to
field dependences of the width of the whole superconductingm critical value. Here the superconducting spectra are trans-
structure indV/d1(V) and the distance between the horns,formed smoothly into another gaplike structure, demonstrat-
which also correlate with the superconducting galer pa- NG gradual conversion of the superconducting gegter

rametey, resemble very much the temperature dependencd¥rameter into a pseudogap. This means that between the
discussed above. superconducting and normal states there exists an unusual

On some of the point contacts we observed quite interiNtérmediatepseudogapstate which possesses properties of
esting behavior of the PC spectra in an applied magnetioth the normal and superconducting phefge!q:cordmg to
field (Fig. 4. In these spectra, after practically full suppres-our knowledge, this is the first observation of the pseudogap

sion of the low-magnetic-field Andreev-reflection structureregm.1e in a _n.on—higﬁic superconductor. Finallyz exciting
typical for PrAgng (at 0.08 T for the contact in Fig.)4 steplike transitions of thdV/d1(V) Andreev-reflection spec-

there arises another pseudogap-like structure. The latter ﬁrgt?Acaused by the magnetic field have been discovered in

increases with field but then disappears at a higher field, Gl -

slightly above 0.35 T for the given contact. In some cases, we .WOUId Ill(;e\t/o chank (éAf Gogadze_ for :/hery hrelpful
this high-field structure could persist up tb=2.5 T. iscussions and V. Zaremba for preparing the RiAg

The data presented above strongly imply that the arisiné’amples'

of the pseudogap state is attributable to superconductivity.
Indeed, nothing other than the Andreev reflection associatete-mail: dmitriev@ilt.kharkov.ua
with fluctuating Cooper pairs can result in the zero-bias re-
sistance minimum on the PC spectra abdyer H,. If the
pseudogap were not caused by superconductivity, its sigq
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Measurements of the magnetic susceptibijitythermopower, and resistivityp of the

manganate Rr,CaMnO; with x=0.33 are made on single-crystal samples in the temperature
range 77—-300 K and at pressures upPte 13 kbar. AtP=8.8 kbar a metal-insulator

transition is observed. The phase transition temperatures and their pressure dependence are
obtained: the temperature of a possible structural transitjgn250 K (dT,/dP=—1.7 K/kbar);
the charge-ordering temperatufe,~230 K (JT.,/dP=—0.8 K/kbar); the Nel

temperaturel =140 K (dTy/dP= —1.1 K/kbar); the temperature of the appearance of a
spontaneous ferromagnetic mom@t~100 K (#Tc/dP= —1.2 K/kbar), and the temperature of
the metal-insulator transitiomy,, (dTy,/dP=2.8 K/kbar). Thea(T) curve is dome-shaped

and is shifted into the negative region with increasing pressure, twice changing sign with the
variation of the temperature. Ak is approached the thermopowet 0, with ||

>500 nVIK. © 2005 American Institute of Physic§DOI: 10.1063/1.1820364

Among the many manganites possessing colossal mag-MM phase thus obtained persists in a metastable state for
netoresistancéCMR), the compounds Pr,CaMnO; are  quite some time after the external influence is removed.
distinguished by a number of outstanding properties. The Pr—Ca compounds witt=0.3—0.33 are of particu-

1. Because of the close values of the radii of the iondar interest, since they lie near a boundary. On one side of
PPt and C&" (1.18 A),! the mean radiugr,) and, hence, this boundary(for x<0.3) the CO state is not realized, and
the angled formed by the Mi—O—Mnline and the value of the sample goes into a ferromagnetic insuldkm|) state at
the exchange interaction between Mn ions, which depend§<Tc. On the other side, they are quite far from the com-
on that angle, change weakly as the Ca concentratiarthe ~ pound withx=0.5, in which the CO state is most stable and
compounds is varied. Therefore, in a study of the depenean be destroyed only by a high magnetic fiel®4 TU
dence of the various physical parametersxoim the com-  These compounds have been investigated in many studies by
pounds Py_,CaMnO; (Pr—Ca this factor can in many the methods of x-ra§*=2* neutron]?%2325-27 gnd
cases be neglected. electrort®?® diffraction, magnetic methods12142629gnd

2. For all values ok, at temperature$<300 K and at by measurement of the resistivity>*heat capacity;***42°
atmospheric pressure these compounds lack the ferromatiermopower,?>*® thermal expansio®, and spin-muon
netic metallic(FMM) phase present in the Pr—Sr, Sm2Sr, relaxation’® It has been found that the compound
La—Sr? and La—C4 compounds. Pry 6 Ca 33MN0O;5 exhibits a number of magnetic, charge, and

3. In the Pr-Ca compounds in the temperature regiorstructural phase transformations as the temperature is low-
100-250 K a transition to a charge-ordef&D) state of the ered. At room temperature the sample is found in a paramag-
Mn3" and Mrf" ions is observed. And, while in the La—Ca netic(PM) state and has a quasi-tetragonal lattice of the class
compounds the CO state is realized in the narrow region Pbnmwith parameterd>a~c/\2 with weak Jahn-Teller
=0.48-0.52, i.e., near=0.5, in Pr—Ca it is observed from (JT) distortions. As the temperature is lowered in the region
x=0.3 with the CO temperatufg.,~200 K tox=0.85 with  T,,=250-260 K there is a structural transition from one
Teo~100 K, with the maximum value of ,,~250 K atx  quasi-tetragonal phase to anotheh>@a~c/\2)—(b~a
=0.5.2 The fact that the CO state is preserved over such ac//2).? At a temperaturd ;,= 180—230 K a charge and
wide range ofx may be due to additional ordering of the orbital ordering arises. As the temperature is decreased fur-
excess MA* and Mrf* ions? ther, atT=130-150 K the CO phase undergoes a transition

4. The Pr—Ca compounds wi¥ 0.3—0.5 at lowT can  from the PM state to an antiferromagnefi&FM) state with
be brought from the CO antiferromagnetic insulat@Fl)  a known pseudo-charge-excharigeeudo-CEordering?>2°
state to a ferromagnetic metallic state by an external influin this ordering the magnetic moments of the Mn ions are
ence: the application of magnetic fiéld'® pressuréd®>*®or  coupled antiferromagnetically in a zig-zag chain in tie
electric field'® or irradiation by a laser pulsg, visible plane, and the chains themselves are coupled ferromagneti-
light,*® x rays!® or an electron bearf. At T<60 K the cally. In the direction of the axis the coupling of the planes

1063-777X/2005/31(1)/7/$26.00 52 © 2005 American Institute of Physics
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is also ferromagnetic. At a temperatufe=100-120 K a -
spontaneous magnetic moment appears in the sample. The or T YONPA ooreo
number of FM clusters in the AFM matrix increases with -1
decreasingl, but the number necessary for percolation to v F o “F ~,
occur (=17% by volumé® is not attained on cooling down S-2F ¥ aof e -"v-:
to helium temperatures. The phase-separation picture, as N:‘ & sof "‘;:.;Io,:v" '.."I',\
against the canted antiferromagnet hypoth&sigs recently o-3F ~ ¥ r géf:." ."‘-.;.
found experimental and theoretical suppont?223:26:32 5_42 AR s, T

In Prg;Ca 3qMNO5 the change off ¢ under pressure to Lo, B0F s YR
the temperaturd,, of the insulator-metal transition has not -5fe, -t0p =4
been studied. It follows from the magnetic measurenfénts gEeY 100 40 TE0. 220 260 300
that T decreases with increasing fiehtl. It was shown in B S e g
Refs. 13 and 15 that at a press&#® 5 kbar Pg Ca, ;MnO, 100 140 1801. K220 260 300

undergoes a transition to a metallic stateTg}, and that
Twm, also increases with increasing pressure. This relatioiG. 2. Temperature dependence of the thermopowerf€g, ;MnO; at
between these temperatures and the reason why they behzayessures [kbar: 0 (W), 5.0 (A); 8.0 (O); 12.7(V). The pressure corre-
differently with pressuréand magnetic fieldare questions —SPONdS to room temperature.
of no small interest.

In the present study we measure the magnetic suscepti-
bility x, resistivity p, and thermopowes in the temperature State. Up to a pressufe= 6 kbar the maxima of are shifted

range 80—300 K and at hydrostatic pressures up to 13 kbato lower temperatures at a rate 6Tc/dP=—1.2 K/kbar
(0InTe/dP=—1.1xX10"2 kbar 1). At a pressure of 12 kbar

SAMPLES the maximum ofy is shifted in the opposite direction.

A PryeLCa3qMnO; single crystal was grown by the
floating zone method with radiant heating in A. M. Balbash-THERMOPOWER
ov’s laboratory at the Moscow Power Institife. The
samples for study were cut from the cylindrical boule, the
axis of which lay along th¢100] direction of the crystal.

Measurements of the thermopower were made in the dy-
namic regime on cooling and heating of the high-pressure
chamber by the method set forth in Ref. 34. Figure 2 shows
the temperature dependence of the thermopawaer differ-
ent pressures. One can notice some common traits of all the

The magnetic susceptibility was measured by a modu- curves.
lation method at an ac frequency of 19 Hz with a magnetic 1. All of the «(T) curves are dome-shaped with a posi-
field amplitude of~10 Oe. The method is explained in de- tive maximum atT,,,,~190 K, which with increasing pres-
tail in Ref. 34. sure decreases in height and shifts to higher temperatures.

Figure 1 shows the temperature dependence of the mag- 2. With increasing pressure all of the(T) curves are
netic susceptibilityy of a Pg ¢/Ca 3dMNO; sample at differ-  similarly shifted toward negative values af
ent pressures. The maxima in tiie-100 K region are iden- 3. In the temperature regiom<Tg;=115-145 K the
tified with the temperatureTc at which ferromagnetic sign of @ changes from positive to negativee€0). With
ordering (a spontaneous magnetic momeamfises in the increasing pressure the temperatligg increases at a rate of
sample. Here the bulk of the sample remains in the AFMIT, /9P —2.3 K/kbar @ In Ty, /9P=2x10"2 kbar 1).

4. For T=270 K at the pointTg, the sign ofa also
changes from positive to negative. With increasing pressure
Ay the temperatureTy, decreases at a rate ofTg,/dP
=—2.8 K/kbar @ InTy,/dP=—10 2 kbar 1).

; 5. In the temperature regioh~ 250 K thea(T) curves
have a kink, which is especially noticeable at atmospheric
pressure. It is seen most clearly on a plotacf f(1/T) (see
Fig. 4b.

6. At T>T,, the thermopower tends toward a constant
negative valuex,,, which increases in absolute value with
increasing pressure.

7. As the temperature approachgs (Fig. 2 the ther-
mopower tends toward large negative valuese|(
>500 uVIK).

MAGNETIC SUSCEPTIBILITY

— A
N

units

X, arb. Ini

O N b~ OO 0O O

100 150 200 250
T,K

FIG. 1. Temperature dependence of the magnetic susceptibility oRESISTIVITY

Pry.:Ca 3dMNn0O; at different pressureB [kbar]: 0 (1), 2.0(2), 6.0 (3), 12 .

(4). The pressure values given are the averages for the temperature intervals FOr t_he re_S|St|V|ty mea_sure_ments we used two samples
corresponding to the phase transitions. 5.5 mm in height. The resistivity at room temperature and
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FIG. 3. Temperature dependence of the resistivity @fsfa :dMnO; at 40
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the resistivity in the region of the & temperaturdy at P [kbar: 0 (1), [
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atmospheric pressure wagg x=0.1 () -cm. The measure- or T,=239.8K b

ments ofp were made by the 4-contact method. The tech- A

nigue is explained in detail in Ref. 34. 32 36 40 44 48 52 56
Figure 3 showp=f(T) on a semilogarithmic scale for 1031/1., K

different pressures. It can be seen that the resistivity of the

samples decreases slightly with increasing pressure. THeG. 4 Plots of the resistivityp=f(T"*) (@ and thermopowera
curves can be approximated over appreciable temperature ifff (T ) (b) for PhoCa,3MnO; at pressure® [kbar]: 0 (O); 12.7 (W).
. . . . The pressure COI’I’ESpOﬂdS to room temperature.

tervals by straight lines, and the points at which slope
changes occur are identified as phase transition points. The
inset in Fig. 3 illustrates the determination of the antiferro-
magnetic transition temperatufg,~ 140 K, at which a tran-

sition from the PM phase to an AFM phase of the pseudo-CE  as is seen in Fig. 2, the maximum of the thermopower

type occurs. The characteristic temperatufes Tco, and  gccurs afT~190 K, when a charge-ordered state is already
Tc indicated on the plot were determined as follows. Theestablished in the sample in the PM phase. However, a broad
temperatureT,~250 K is the kink point between two maximum (hump of « in this temperature region has also
straight lines on the plot o =f(1/T) (Fig. 4b. The charge-  peen observed previously in perovskite structures, where nei-
and orbital-ordering temperaturé;,~225 K was deter- ther charge ordering nor orbital ordering is present. Among
mined by an analogous method but from a plot opIn hose compounds are the manganatg o5& ;MnO; (Ref.

=f(1/T) (Fig. 4_8), and the Curie poinTc~100 K from @  34) and yttrium and mercury HTSC cuprafes theoretical
plot of x(T) (Fig. 1. Finally, the temperaturd@,,, of the

transition from the insulator to the ferromagnetic metal state
was observed on the sam@&T) and Inp=f(T) curves at a

DISCUSSION OF THE RESULTS

pressureP=8.8 kbar (0 k=11 kbar) (Fig. 3). The pres- 2601 a T

sure dependence of these characteristic temperatures is 2 . N

shown in Fig. 5. The temperaturds,, T.o, Ty, and T¢ 220 ° ° Tc;n =
decrease with increasing pressued.,/dP=—1.7 K/kbar B

(8InT,/0P=—6.5x10 2 kbar ), dT.,/9P=—0.8 K/kbar 180

(0InT.o/dP=—3.3x10" 3 kbar %), dTy/9P=—1.1 K/kbar =T T

(aInTy/oP=—7.6x10 2 kbar %), aTc/oP=—1.2 K/kbar 14or——vw—u1u o N

(0InTe/dP=—1.1X10 2 kbar 1). The temperatureTy,, , -

. . . iral for  40AL e TC TM‘
on the contrary, increases with pressure, as is typical for 100} oo S
manganates: JTy,/dP=2.8 Kikbar (@ InTy/oP=4.3 L L
X102 kbar ). 0 2 4 6 8 10 12 14
The curves of Ip=f(1/T) (Fig. 48 and Inp=f(1/T4) P, kbar

(Fig. 6) have a characteristic bend at=190 K. It can be fG. 5 p devend ¢ the phase ransition FBNT .., T
. P FIG. 5. Pressure dependence of the phase transition pBintd¢,, Ty,
assumed that a transition from an activational type of cons ™, dT,, . obtained from measurements of the thermopoar resis-

.. . . . . C
dUCt|V|tY_ to variable-length hopping occurs in this tempera-yity , (0,m), and magnetic susceptibilily (O,®). The pressure values are
ture region. given with allowance for the pressure relief with decreasing temperature.
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105E 102K . In the regionT>T, it has the valuav,~100 MeV, while in
10 Te=1 the regionT<T,, its value isw,~190 MeV.
af . x It is interesting to note the coincidence of the value of
S 10 § ‘ % these gapdE;~112 MeV (= 1300 K) obtained by the au-
du 102f T.. = 95.2K" thors from measurements pfin the temperature range 225-—
< 101 E . MI . 300 K and the value of the energy gafE= 1380 K obtained
r from measurements of the recovery time of the resistivity of
10°§r a sample brought from the insulator to the metallic state by a
10_1; magnetic field, after the field is switched 6fft is possible
10 of that relaxation of the metastable metallic state occurs via the
L I ) | ) 1 1 1 1 1 1
24 26 28 30 32 34 same local centers. ,
10T V4 K4 At a temperaturelT <190 K, which corresponds to the

maximum of the thermopowes, the temperature depen-

FIG. 6. Temperature dependence of the resistivity f(T~Y4) for dence of the resistivity obeys the Mott |aig. 6):
Pry6/Ca 3MnO; at pressure® [kbar]: 0 (O), 12.7 (M).
p~exp(B/TY4, (©)

whereB=const.
attempt to explain this maximum on the basis of strong  This dependence is indicative of hopping conductivity
electron—lattice coupling was made in Ref. 8®rrelated via localized states, with a variable hopping length.
polaron theory. On the basis of the general argument that the value of the
According to Refs. 5 and 37, at high temperatures thexchange coupling increases with increasing preséuae
sign of the derivativeda/dT determines the sign of the expects that the activation energy should decrease with in-
charge carriers. 18a/dT>0, then the carriers are electrons, creasing pressure. However, the large scatter of the values of
while if da/dT<O0, they are holes. As the number of carriersAEp and AE, obtained under pressure do not permit us to
decreases, the value pfa/JT| increases, and vice versa.  determine their pressure dependence. It is possible that the
On the basis of these considerations it can be stated thatatter is due to an incomplete structural transition in the
for T>T, ~190 K the thermopower is due to holes, while sample in the heating—cooling cycle that unavoidably ac-
for T<T, . it is due to electrons. companies changes in the chamber pressure.

As is seen in Fig. 4, the temperature dependences of The sharp increase ¢#| andp in Pro 6/Ca 3MNO; with
p(1/T) anda(1/T) have an activational character from room decreasing temperature below120 K correlates with the

temperature down td~190 K at least. Then, according to results of experiments on the irradiation of BCa 3MnOs
Ref. 37, by muons, when the rate of relaxation increases sharply as

the Curie pointT is approache@ The general cause of

p=constexp(AE,/KkT), (1) these effects is probably scattering of carriers on ferromag-
whereAE, is the activation energy of the conductivity. netic fluctuations, which grow a%¢ is approached; such
The thermopower can be described using the expressidtictuations arises both from FM clusters and from the FM
characteristic for semiconductots: interactions between layers of an antiferromagnet with a
structure of the pseudo-CE type.
a= E(ﬁJFA ) 2 The CO state is characteristic for those manganates in
e\ kT which the average ion radiys») is small(Pr—Ca, La—Ca

whereAEy is the activation energy of the thermopower, andSO that because of the large canting of the rudtahedra

A, is a coefficient characterizing the charge carrier scatteringnd the decrease of the exchange coupling betweeh” Mn
process. ions the widthW of the one-electron band is rather small,

It is seen in Fig. 4 that in the temperature region which stabilizes the CO and AFM structure of the mangan-

~220-260 K the Ip(1/T) and a(1/T) curves each have a até o
kink, but at temperatures 20 K apart. We identify the tem- The effect of pressure and magnetic field on the tempera-
perature~230 K of the kink on the Ip(1/T) curve as the ture T.o Ccan be understood qualitatively on the basis of the
ordering temperatur@,, and the temperature:250 K of ~ double-exchange theory:
the kink on _thea(l/'l’) curve as the point,, of a _structural b=bycogA®/2), @)
phase transition. In the majority of neutron studies known to
us the structural transition either is not mentioned at all owhereb is the effective integral of the transition of ag
else it coincides with the charge-ordering temperature. electron to a neighboring iorhg is the transition integral
At the kink pointsT., and T,, the activation energy un- without spin scattering, anfl® is the relative angle between
dergoes a jump; at atmospheric presshiEg, increases from  thet,y spins of neighboring ions.
AEp; =112 MeV to AEj;=212.5 MeV, while AE; in- Pressure increases the widtt of the band of carriers,
creases from\Eg; =16 MeV to AE;,,=25 MeV. their mobility, and thereby the value bf, (Ref. 34. A mag-
The different activation energies for the conductivity netic fieldH decreasea®, aligning all the spins along the
(AE,) and thermopowerAE;) indicate that in this region of  field. Both factors increase the integral of the transition be-
temperatures hopping conductivity via localized states is retweenb ions and makes it harder to establish charge order-
alized, with the activation energy of a hep=AE,— AE;. ing. Our valuedInT,/0P=—3.3x10 3 kbar ! is some-
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what greater than the value for Pr—Ca samples with increasing the tolerance factor. Based on a sttidy man-
=0.35 (~2x 102 kbar ! from Ref. 14. With increasingc  ganates of the compositionyAA, ;MnO;, the coefficient of
the derivatived In T.,/dP and d In T.,/6H increase, but their equivalence between the two pressures was calculated (3
ratio remains constant, in the range 6-9 kG/Kiathe re-  x 10~ % A/kbar), and it was found thaf,,, has a strongly
lation between the pressure and magnetic field is also maimonlinear dependence @n,). With increasing’r ,) the tem-
tained on passage through the other characteristic temperperatureT,,, increases, going to saturatidfig. 4 in Ref.
tures. For example, from thB and H dependence of the 13), and the derivativeTy,, /d(r 5) decreases. This also pre-
metal-insulator transition temperatufg, in Pr, CaMnO;  supposes a decreaseddty,, /P with increasingr ,) and/or
the following relationship has been established: a pressure @iressure. For example, for §#a MnO; (Ty; =255 K;

1 kbar is equivalent to a field of 6 kG.* Interestingly, in  (r,)=1.205 A) the value JTy,/dP=1.5 K/kbar is
Ref. 38 a similar relationship was found in a study of theobtained:®> and for La;StyaMnO; (T =364.4 K, ()
effect of pressure and magnetic field on the transition tem=1.244 A) the value'T,; /dP=0.5 K/kbarl* The mean ra-
peratureT, to the charge-ordered state of a ferromagneticdius (r,)=1.18 A of PgCa MnO; is too small for the
insulator in the manganate .51, ;MnO3: a pressure of 1 metal-insulator transition to occur without external assis-
kbar was equivalent to 6.2 kG. In both cases the temperaance. The transition begins at a pressure of 5 kigj, (

tures Ty, and T, increased with increasing® and H, ~50 K). The Ty, (P) curve is clearly nonlinear and
indicating that both of these factors tend to increase the de’T,, /dP actually decreases with increasing pressfre.
localization of the carriers. The interrelation between the external pressure{@apyl

The decrease of ¢ with increasing pressure in our ex- in Pry/CaMnO; can also be traced in the thermopower
periments is confirmed by measurements of the magnetidata. In Ref. 30 the change {n,) was achieved by a partial
susceptibilityy of the manganate PyCa qMnO; as a func-  substitution of the C& ions in the compound
tion of T andH in Ref. 29. The appearance of the secondPr, /Ca, ;MnO; by SP™ ions. Despite a certain fundamental
maximum on they’(H) curve atT=T-~120 K andH difference from our data under pressure at low temperatures
>0.2 T and its shift to higher temperatures with increasing(a changes sign for us ang~0 in Ref. 30, there are also
H complicate the picture of the transition of the sample tosome common traits:)1«| decreases with increasing pres-
the FM state. Ferromagnetic clusters appear when the sampdere and increasing »); 2) the temperature of the maximum
is still in the paramagnetic pha€é®and are probably due to of « increases; Bfeatures which are probably due to a struc-
local dynamic JT distortions of the lattice. The establishmentural transition are observed @t 250 K; 4) « decreases and
of the CO state through growth of the local stre$$85 changes sign af=290 K with increasing® and(rp).
should facilitate cluster formation. However, because of the  The behavior of the thermopower with pressure af
disorientation of the spins, they do not contribute to the mag=290 K is interesting. At atmospheric pressure the ther-
netic moment of the sample. A spontaneous magnetic mamopower is positive and equal to 1.6//K. With increasing
ment appears only af=Tc,%?"?° due to correlation of the pressure, howevera,q, changes sign to negative &
spins of individual cluster$® Pressure will prevent the inter- ~3.7 kbar and increases almost linearly at a rate of
action of clusters, causing a lowering of the temperalige  Jda,q0/ IP=—0.46 uV/(K-kbar). Such behavior ofryg,

At a temperaturel ;. (the second maximum on the’(H) but as a function of the hole concentratisnhas been ob-
curve?® the creation of FM clusters in the magnetic field served for a large class of manganates: Pr—Ca, La—Ca, and
occurs. With increasing field the temperatiligincreases at  La-Sr¥° in autodoped LaMn@ (Ref. 39, and in HTSC cu-

a rate of 0.6 K/kG, which correspondst63.6 K/kbar if one  prates, in which the sign change @§q, occurs atx~0.16°

uses the coefficient found above for the equivalence betweeln Ref. 30 the dependence afqq 0n the mean radiuér »)
pressure and magnetic field. The value obtained for thevas traced; the sign af,q, changes afr,)~1.02 A. The
pressure-induced shift of the metal-insulator transition temunderlying cause of this dependence @fy, on P, x, and
perature in RyeCaMnO;, T\, /dP=2.8 Kikbar, is (r,) is probably the overlap of the Mn—O orbitals in the
close to this value. We assume that at the temperdiyfea ~ manganates and of the Cu—O orbitals in HTSC cuprates. The
long-range spin order is established between the FM clustersame effect is achieved by different influences.

the number of which satisfies the percolation condition, and The magnetic and transport characteristics of the manga-
an insulator-metal transition occurs on account of the doubl@ates and, in particular, P4Cay 39MnO; can to a large de-
exchange. gree be due to the presence of spin and charge disorder in

According to our estimates, the shift of the temperaturehem. These factors have been dded explain the large
Twmi under hydrostatic pressure in Ref. 13 had a value closealue of the linear termyT (y~30 mJ/moleK) in the ex-
to 4.6 K/kbar. However, as was mentioned in Ref. 13, arpression for the heat capacity of,P€a sMnO;. The forma-
analogous shift ofTy,; can occur not only under external tion of a state resembling a spin glass has been?tiéeth
pressure but also under interfehemical pressure. The un- explain the small value of the total magnetic moment per Mn
derlying basis for the correspondence between the two faden (uw~2.36ug instead of the expected Jg). It was
tors is the increase in the hopping integbglin Eq. (4) as  assumed in Ref. 29 that this same cause is responsible for the
a result of a decrease in the angle of deviation of thedependence of the maximum of the magnetic susceptibility
Mn—O-—Mn line from 180°. External pressure does this by y' and temperatur& on the modulation frequency.
decreasing the disparity between the ionic radii of the ele- When the temperature is decreased beldy in
ments and causing a closer packing of the oxygen ion®r, L& iMnO;3, in addition to the spin and charge disorder
around the ion at site A, while internal pressure works bythere is phase separation into a charge-ordered CE-type an-
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tiferromagnetic insulator phase CO and a weak- 4. At temperature§>180 K the resistivityp and ther-

ferromagnetic “spin-glass-like” phase RO®.When the mopowera have an activational character. Fox 180 K the

temperature is further lowered beloly. the degree of local- resistivity is due to variable-length hopping.

ization of the carriers and the orbital ordering in the CO and  The authors thank V. A. Ventsel’ and A. V. Rudnev for

ROO phases behave in opposite ways; this, in the opinion diielp in this study.

the authors, gives rise to significant stress at the boundary of This study was was supported by Grant No. 03-02-

the two phases. This stress is the source of the existence afh@237 from the Russian Foundation for Basic Research and

stability of two phases of mesoscopic dimensi@&0—-2000 by a grant from INTAS(Project No. 99-1136

A). At the microscopic level the formation of FM clusters
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For junctions between metals partially gapped by charge density wa\@#/s), the

quasiparticle tunnel currenffV) and conductanceS(V) in external magnetic fieldsl are

calculated as functions dfl, the bias voltage/, temperatureTl, the dielectric gaps.,, and the
gapped portiong: of the Fermi surfacéFS). The paramagnetic effect ¢f is taken into

account, whereas orbital effects are neglected. General expressions are obtained for different CDW
metal electrodes. Analytical formulas are obtainedTer0. Explicit numerical calculations

are carried out for symmetrical junctions. The results are substantially unlike those for junctions
between superconductors. It is shown that due to the interplay between quasiparticles from
nested and non-nested FS sections the junction properties involve features appropriate to both
symmetrical and asymmetrical setups. In particular,Her0 discontinuities aeV= =23,

and square-root singularities @/= * 3, should coexist. Here is the elementary charge. Fbir

#0 the former remain intact, while the latter split. It is suggested to use the splitting as a
verification of the CDW nature of the pseudogap in highsuperconducting oxides. @005
American Institute of Physics[DOI: 10.1063/1.1820368

1. INTRODUCTION analogous to those observed in the setup where one of the
electrodes is a normal metal without any electron spectrum
Instabilities of the parent metallic electron spectrumdistortion and the other one is a partially gapped CDW
leading to the formation of charge density wav€®Ws)'  conductoP’
are in some sense similar to the superconducting Cooper If an external magnetic fieldl is applied, the dual nature
pairing phenomenofiNamely, although theoherentprop-  of the partially gapped CDWM should result in the Zeeman
erties of the reconstructed low-temperatdl@v-T) phases (spin splitting of the peaks in the conductance-voltage
are quite different, the resulting gapping of the Fermi surfacéG-V) characteristic$3(V), which, e.g., in the case of su-
(FS due to many-body correlations is described by the samgerconductivity are appropriate to S—I-N junctions rather
equations, at least in the weak-coupling limit. Therefore, thehan to the S—1-S ondsompare with Refs. 4, 8—10In this
so-called semiconducting aspects of both superconductoesticle we obtain the corresponding expressions for)Gn a
and excitoni¢? or Peierl$ insulators are analogous. Never- symmetrical COWM-I-CDWM structure and demonstrate
theless, as has been demonstrated previdublgy are by no  the existence of the peak splitting. On this basis, relevant
means identical. It is worth noting that the quasiparticle elecinferences are drawn for recognized CDW materials and
tron density of state¢DOS) of conventional nondegenerate high-T. cuprates, strongly suspected of belonging to this
semiconductors, adequately described by the one-body bamthss'!*?
theory, is nonsinguldtcontrary to what happens in the mod-
els both for superconductdrand many-body insulators3
In this publication we want to call attention once more to
the quasiparticle tunneling between metals partially gapped As has long been understoddee revieW?), the 1-V
by CDWs(CDWMs). The expressions for the tunnel current- characteristics for tunneling between two superconductors in
voltage(l-V) characteristicd(V) in the general case of dif- an external magnetic fieldl, which induces Zeeman split-
ferent CDWM electrodes are obtained, and a number of prading of the electronic DOS due to the Pauli paramagnetism of
tically important particular cases are considered in moreslectrons, nevertheless, does not exhibit splitting of the gap-
detail. Their analysis shows that due to the coexistence afelated peaks. The nonexistance of the splitting irIS-S
gapped and nongapped FS sections, the I-V characteristics pinctions is explained by equal shifts in energy of electron
tunnel junctions with CDWMs on both sides of the potential subbands possessing the same spin projection value on both
barrier possess some unconventional features. They asides of the barrier and the conservation of spin direction

2. THEORY

1063-777X/2005/31(1)/14/$26.00 59 © 2005 American Institute of Physics
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while tunneling in the absence of the spin-orbital effédbn ~ whereQ is the CDW vector. Due to the interaction of qua-
the other hand, tunneling across S—I-N junctions revealsiparticles from different i=1,2) nested FS sections, a
such a splitting, because in this situati@{V) is propor- many-body correlatiofleading to a pairing, which is a close
tional to the superconducting and normal electron DOSsnalog of Cooper pairingappears between them. The CDW
shifted with respect to each other in the magnetic fild®  pajring can be described by a dielectric order parameter

As concerns the paramagnetic properties, a CDWM dean( a relevant dielectric gap emerges at both nested sec-
scribed either by the excitorlié or Peierl$ models is quite  tions. If this interaction is mainly of a Coulomb oridifand
similar'**® to ans-wave Bardeen-Cooper-Schrieff@8CS)  the branches; (p) represent the electron and hole bands,
superconductof’'“ This means that foH not exceeding @ respectively, the CDW gapping corresponds to the excitonic
certain value, mathematically analogous to the Clogstonmsylator. Another possibility appears if the degenerate spec-
Chandrasekhar paramagnetic liththe CDW gap (T) may  trum ¢, (p) is quasi-one-dimensional and the quasiparticle
be considered as a BCS-like one, not dependerii oBuch interaction is mediated by phonons. Then CDW gapping re-
an expectation is supported by experiment. For example, thgits in the emergence of a Peierls insulator stdteboth
destructive influence off on the critical temperaturgy of  CDw cases, the coupling occurs between quasiparticles with
the structural phase transition was observed to be extremelyynositely directed spinsinglet pairing. Those alternatives
small at low fields for such different substances with CDWscan pe considered in the framework of the same approach.
as the A15 compound 3&i (Ref. 19;T4=20.15 K atH=0  The rest of the FS remains undistorted by CDWs and is
and is reduced by-0.6 K atH=156 kOe) and the quasi- described by the nondegenerate electron spectrum branch
one-dimensional organic metal Beku(mnt),] (Ref. 20 £ (p). The portion of the FS gapped by the CDW instability

and could not be detected for any other CDW compounds. (partial gappingis determined by the dielectric-gappirdj-
On the other hand, in the following analysis we are go-g|ectrization parameter

ing to completely ignore the diamagnetic response of the

CDWM. The experimental reason for this neglect was cited  w©=Ngyo(0)/Ng(0), 2
above. From the theoretical point of view, it may be justified ) o

as follows. Due to the different type of long-range order in'Where No(0)=Nno(0)+Ngo(0) is the total initial (above
comparison to that for superconductors, the Meissner effecta) €lectronic DOS on the FS, ard,o(0) andNno(0) are

is absent in excitonic or Peierls insulatoreil 2 although  the relevant DOSs on the degenerad@ &nd nondegenerate
other interesting coherent phenomena may ottif. The  (n) FS sections, respectively. _

more conventional orbital effects of the magnetic field [N Principle, CDWs may be commensurate or incom-
should exist, but their influence on the CDW phase is nofnénsurate with the background crystal Iattlc_e. In_ the exci-
destructive. On the contrary, according to Refs. 25 and 2¢onic insulator model, the Coulomb-induced distortion below
the inevitable paramagnetic effects are augmented by didh€ transition temperaturé, is commensurate. Moreover,
magnetic ones, favorable to CDWs due to the reduction ofhe phase of the ordeL parameter in excitonic insulators is
the electron spectrum dimensionality for large* These always pinned®3!and> is an either positive or negative
considerations are supported by recent experifiéfasthe  quantity?11232330n the other hand, in Peierls insulators,

organic metal-(BEDT-TTF),KHg(SCN),, where a series  jncommensurate CDWs with the order parameferss ¢

of phase transitions between subphases with different valuggay exhibit a rich dynamics, although in the direct current
of the nesting vectoQ was observed. A stabilization of measurements they are usually pinned with arbitrarily frozen
CDWs by the restricted orbital motion in the magnetic field phasesp.>?

is analogous to the emergence of field-induced spin-density |n the framework of the approach adopted, the partially
waves (SDW9 in (TMTSF),X organic salts® Therefore, gapped nonsuperconducting CDW mé@DWM) in the ab-
this phenomenon, which preserves CDWs, would be helpfusence of an external magnetic fietti is described by the
for the spin splitting of CDW-driven peaks iB(V), al-  following temporal Green's functionss;;(w), where i,
though it might make the interpretation of the spectra more- 1,2,3 are the subscripts labeling the FS secti¢sme

ambiguous. above:
2.1. CDW metal G11=G2=Gy, (3
2.1.1. Zero magnetic field G12=G21=Gg, 4

The starting point of our approach is the mean-field
Hamiltonian of the partially gapped superconducting CDW
metal proposed by Bilbro and McMillaff. For our current  Eor il the otherij combinationsG;;=0. The functionG,
purposes we need a simpler case of a normal CDW metajjescribes the electron-hole pairing. It is “normal” in a con-
which can be obtained from the original model when theyentional sens&’ since it is not a product of either creation
superconducting gap is identically ;ér«Accordmg to this o annihilation operators only, but is, nevertheless, “anoma-
model, the FS of the CDWM is split into degeneratested,  |ous” in analogy with the Gor’kov Green’s function, because
1=1,2) and nondegenerafaon-nested; =3) sections. For it is proportional to the CDW order paramet&r All tech-

the former, the bare quasiparticle spectrum branches reck- . : - :
. . .~ “hical details of the calculations and explicit expressions for
oned from a common Fermi level are linked by the relation

the functionsG,, G., andG,, can be found in our previous
§1(p)=—&(p+Q), (1)  publications>*?

G33=G,,. 5
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Thus, one sees that in the Bilbro-McMillan motfel
adopted by us here and in accord with the division of the FS
into d andn sections, the electron states are of two different cowm' CDWM
kinds, dubbed from here on asandd states. Nevertheless, nid din
it is important to comprehend that whatever the distinctions 1 a5 S + utH
of the electron spectrum between quasiparticle branches, the '+ pgH '__= ———— i HB
whole system has a common chemical potential pinned to - .
that of the metallicn component and disposed inside the S — ugH _-t Z - pugH

dielectric gap2 inherent tod states. On the other hand, in
the model of the doped excitonic insulator, the Fermi level is Fermi level ==
supposed to be located above or below the gap edge in its ol
nearest neighborhood. Decades ago, a significant enhance- -2+ ugH
ment of the superconducting. due to the DOS increase in
the indicated energy range was expected to happen if such a = —pgH I =~
situation were to be realizé* Unfortunately, these hopes
turned out to be vain, and in all compounds in which super-

conductivity and CDW gapping have been proved to coexist _ o _
FIG. 1. The energy level scheme in a tunnel junction between partially

the latter _IS detrimental to the forméf! gapped metals with charge-density wav€®WSs) affected by an external
Thus in the reconstructed CDW phase belbythe den-  magnetic fieldH at zero bias voltage. Quasiparticle energies for non-nested
sity of then statesN,(w), may be considered as that in the (n) and nestedd) Fermi surfaceFS) sections are depicted separately on
y n y _ _ ! :
absence of CDW gapping. Hereafter, the energy distanceoth sides of'the |nsulatlng barilé:.’ andX are the CDW gaps on the left
from the Fermi level will be denoted as. Since the phe- 2nd on the right, respectively.s is the Bohr magneton. +” and * —

. . . . L. . denote spin subbands with projections aléhgnd in the opposite direction.
nomena 'nves_“gated in this publication are determined OnI)f'he dashed and solid lines correspond to the possible tunnel transitions
by the states in a narrow shell near the FS, the energy deithout spin flipping, which contribute to the current components that do
pendence oN,(w) can be neglected, i.eN,(w)=N,(0). not depend or do depend &h, respectively.

At the same time, the energy spectrum of thestates in-
volves a dielectric gap beloW,, so that its DOS takes on a

superconducting-like appearafce

= = Fermilevel

“mhr
X

'q.-; ~% + pH
PR |

l .
—n —Z-ugH
I

duce a unique paramet& representing the junction resis-
tance in the normal state. The quantiB is inversely

lw|0(|w|—3) proportional to the averaged square of the tunnel matrix
Ng(@)=Ngo(0) (6)  element$*? The same theoretical approach has been dem-
Vo=3 onstrated to be applicable for tunneling between normal

12
As was shown by Frenk&?® (see also extensive ac- CDW metals and superconductdrs:

counts in Refs. 9 and 3;/the tunnel current] across the

biased barrier between metal electrodes is given by the algé:1-2- Nonzero magnetic field

braic sum of the forward and backward components. The If an external magnetic fieldH (the spatialz axis is
voltage dependence dfis exponential for large and Ohmic chosen to be aligned withl) is switched on, thel andn

for small V.3 We shall not extend the subsequent analysisstates exhibit quite different paramagnetic properties. To de-
beyond the Ohmic regime, since experimentally relevant discribe them properly, it is convenient at first to restrict the
electric gap energies fall within the range 0.5 meY  respective reasoning to the limiting situatids 0. For non-
<30 MeV, whereas the deviations from Ohm’s law, indicat-zeroH (hereafter we consider valueslidfless than the para-
ing a changeover to the Fowler-Nordheim tunneling, emergenagnetic limitH , for CDWM, see below; electrons with the
when the electron energy gaalV becomes comparable to spin projections,= +1/2 ontoH increase their energies by
the conduction band widtWV for either of electrodegHere-  ugH, while the electrons with the opposite spin direction,
after,e>0 is the elementary chargeActually, in the major-  s,= —1/2, reduce their energies by the same amé&tihtere

ity of metals the energyV exceeds 1 eV, so that the existing ug =efi/2m* ¢ is the effective Bohr magnetof,is Planck’s
power-law corrections to conductand®§V)=dJ/dV of the  constantc is the velocity of light, andn* is the effective
tunnel junctions involving such metalare not important for mass of the current carriers. Henceforth, quasiparticles with
our purposes. One can imagine, however, a hypothetical sitweither spin direction will be labeled by+" or “* —." The
ation when more than one conduction band for each metajuasiparticle level scheme is shown in Fig. 1.

take part in tunneling, which is plausible for narrow-band Quasiparticles belonging to thesection, for which the
metals. In that case additional features @(V) may Fermi level segregates occupied and empty states, behave in
appear?® a conventional manner inherent to normal metaf¥.

In studying tunnel currents between CDW metals, weNamely, the states from the+” spin subband, forH=0
shall use a fruitful analogy between the latter and BCS sueoinciding in energy with its =" counterpart and, therefore,
perconductors. The standard way of handling tunneling beequally populated, shift upwards in energy. As a consequence
tween superconductors is the tunnel Hamiltonianof the quasiparticle transfer from thet* to the “ —" sub-
method**94°ThenJ(V) constitutes an integral of electronic band, the former becomes more and more deplete# as
DOSs and the difference between the Fermi distributiorincreases, whereas the number of occupied states in-tfie “
functions of the two electrodés**! Insofar as the conduc- subband rises simultaneously by the same amount. This
tivity in the superconducting state is Ohmic, one can intro-field-induced spin-polarization results in a change of the
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chemical potentiale, the latter coinciding with the Fermi Since the ga (T) appears only on thd (nested FS
energyEg of then electrons aff =0. For smallH the rela-  sections, we obtain

tive corrections tgu are of the order of £5H/Eg)?. Since

we are interested in the effects whetfH is, at least, (Mng)2:ﬁg2, (7)
smaller than2, the inequality 1k H/Eg)2<1 is valid, and 2

we may neglect the changes fo altogether. It should be where3,=3(T=0), so that
kept in mind that in itinerant Stoner ferromagnets this is not

the case, andi is altered conspicuously by the respective H 2& \/ﬁ

spin polarization¥ (see also an account of concomitant phe- Poug V2

nomﬁ?a inhRefsl. 45 and )GI‘DGOS d the Fermi distributi The reduction of the actuatl, in comparison to the
hus the electronic > and the Fermi distri ut'onlimiting value of the complete gappingu=1) should be
function in the phenomenological expressions for the tunneéllowed for when comparatively analyzing orbital and spin

current are not affected, in a first approximation, by magnetiGo s in cDW substances. In particular, one should mention
fields which are of the order of the energy parameters reercttwhe organic substances-(ET) MHg(SCN) (M=K, Tl
ing many-body gapping of the parent electron specttum. i 10 1850-52 2 N Y

The paramagnetic splitting of quasiparticle states from
the gapped FS sections can be examined analogously to that
for superconductor§:** The reason for the similarity is due 2.2, Current—voltage characterictics
to the fact that both CDWelectron-hol¢ and Cooper pairs

are spin-singlet and therefore are prone to the destructiv,fa nnG:enelrarIl ExEressEnt\sN forr] qu;S'ﬁ%rﬁ'C:e %Jg\e;\?'\t/ls (across
action of the Zeeman splitting*847“%s a result, the qua- JnNNne! junctions - betwee ssimiia sta

siparticles of the gapped+” and “ —” subbands shift in tChDWM. —fI—CttDWM f,“tﬂc“."” artg gltve;n |rr1]Append|x A. But
opposite directions in energy fdd+0. All spin-flip pro- € main leatures of In€ investigated pnenomena are appro-

cesses leading to the smearing of the ideal splitting are igpriate also to a simpler case of symmetrical junctions with

nored hereafter, because we are interested in a qualitati\}gentlcal CDWM electrodes. In  the Bllbro-McMnIan
picture only. modef® this means equality of the paramet&sand . At
Once formed from the praphase, the electron system dhe same time, the |-V and G-V characteristics become
the partially gapped CDWM is stable against the influence offuch less cumbersome. Indeed, the singularity positions, de-
magnetic fields in the range defined below, the chemical poPending on the CDWNand CDWM gap magnitudes, merge
tential 2 being pinned at the original Fermi level. in the symmetrical case, and certain pre-integral factors be-
When T is finite, the Fermi distribution factors are no come equal.
longer steplike functions and the thermally excited electron- ~ But in making use of the emerging simplifying symme-
like and holelike quasiparticles appear above and below th&y one should be very careful. For example, consider the
gap3, respectively. At the same time, the chemical potentiaPair Jen+ and Jye— . It is easy to ascertain from generic
7. decreases witlf, the relative correction being of the order €quations(A3) or by analyzing the translation-containing

®

(kg T/Eg)? (Ref. 4. Herekg is Boltzmann’s constant. symmetry propertieéA17) and (A18) of the current compo-
In what follows, we shall describe tunneling in a mag-nents, thatJc,.(eV)+Jnc-(eV)=0. If we calculate the
netic fieldH #0 with the help of the Green’s functiois,,  overall charge transfer regardless of the spin projection, the

G., and G, mentioned above. The only modification, in Pairs of components likdc,. andJ,.- may be neglected
comparison to the expressions of Refs. 5, 11, and 12, is thdiom the outset. However, it is a spin-splitting analysis. A
now the number of Green’s functions is doubled: six relevanPremature mutual cancellation of the terds,, andJ,c—
H-dependent functionG4., G.s, andG, are denoted by an Would result in misleading results for each of the-" and
extra subscripts=*. They are functions of the relevant “ —" components. Therefore, the best way to automatically

variablesw ¥ w5 H, the signs being inverse to thosesf ~ avoid such traps is to add up the components with a cestain
separately before making the final comparison between

J (V) andJ_(V).
Nevertheless, for symmetrical COWM—I-CDWM junc-
tions, we can exclude thed= anddcx components from
As has been indicated above, there exists Pauli limitatioonsideration, sincéd.q{(eV)=—J4.{eV) for eachs.
to CDW pairing similar to the Clogston—Chandrasekhar  Thus a complete set of components of the quasiparticle
limit*”“® for superconductors. Since the Meissner orbital eftunnel current through a symmetrical CDWM—I—CDWM
fect is absent in excitonic or Peierls insulatbfs?the para-  junction is as follows:
magnetic effect manifests itself here just as it is. The evalu- 2
ation of the paramagnetic limitH, for CDWMs is Jdd+:M_f doK|o=|f(o-,3)|w-—eV]
methodologically the same as in the case of BCS - 4eRJ-«
superconductors Specifically, one should compare the free

2.1.3. Paramagnetic limit for COWMs

energy of the partially gapped phas€ -pwn With that of Xf(wz=eV.2) ©
the paramagnetic state in the presence of the magnetic field (u3)? (=
8F,. Moreover, we should take into account that the para-  Jee==775R f_wdwK sgnw:)f(ws,%)

magnetic CDWM phaséthe analog of the Sarma state in
superconductojss energetically unfavorabl¥. Xsgnw-—eWf(w-—eV,), (10
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Jnd==
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F doKsgnow:)f(w:,3), (14

f doK sgnwz—eV)

Xf(ws—eV,3), (15) 0l——7L—

where the factoK=K(w,eV), generated by the Fermi dis- evV/Z,
tributions of current carriers in the two electrodes, and the
tunnel resistanc® are determined by Eq$A5) and (A4), b
respectively.

For T=0, all the current components except the trivial 2
Ohmic termJ,,+ can be expressed in terms of elliptic inte-
grals. The relevant expressions are given in Appendix B. For
T+#0, numerical calculations were ma@see the next Sec-
tion).

RdJ/dv

3. CALCULATIONS

9
-

A
i
’
i
[

The representative quantities of the setup under investi- 9 )
gation(a symmetrical CDWM—I-CDWM junction in a mag- A s L/
netic field are as follows: the critical temperature of the
CDW phase transitionTy or, equivalently, the zero- . 0
temperature dielectric gapo=(7/y)T4, and the gapping ol v v
parameterw [Eq. (2)] in either electrode, the junction resis- -3 -2 -1 0 1 2 3
tanceR [Eq. (A4)], the temperatur&, and the external mag- eV/Z,
netic fieldH. Herey=1.78... is the Euler constant. Hereaf-
ter, we use the dimensionless parameterkgT/>, and

{
!
!
b
)

.
e

FIG. 2. The dimensionless conductange RdJYdV of the symmetrical
% tunnel junction between similar CDW metals is shown as a function of the
h= MB leO- dimensionless bias voltage//X,,. HereR is a tunnel junction resistance in
the undistorted state above the critical temperaiy®f the CDW transi-
tion, 3o=mT4/y is the CDW gap aT =0, J is the quasiparticle curren,

It is well known that the differential tunnel G—=V char- is the elementary chargg=1.78... is the Euler constar, is the tempera-
acteristicsdJ(V)/dV are much more informative than the ture,t=kB'l;/EO is the dimensionless temperatukg, is Boltzmann's con-

o " ) : stant,h=uiH/3q, =Ng(0)/Ng(0), No(0)=Npo(0)+ Ngo(0), Ngo(0)
original I-V characteristicd(V), with the former acting as andN,(0) are the initial(aboveT,) electronic densities of states on tte
an amplifier of the gap-driven peculiariti%m particular, the  andn FS sections, respectively. The sighsand — indicate a predominant
G-V characteristics give direct information about the energyspin polarization of the peaks. Parfb) shows a decomposition of the total
dependence of the electronic DOS, renormalized due tg°nductance, displayed in panefa), into two summandgs, each com-
COOpefl’B'g’Ss or CDWA54 pairings for junctions between ip;gj;gggcgrfrlbutlons of current carriers with the corresponding spin polar-
“normal” electrodes and those having a “gapped” electron o
spectrum. Thus, for brevity, we shall confine ourselves below
to the analysis of tunnel G-V characteristics and introducesee a discussion in Appendix).QOne can readily see that
dimensionless spin-dependent conductance components each square-root singularity from the positive or negative
—RdI../dV 16 voltage branch is split into two peaks, whereas the steplike

Gijs=RdJ;s/dV. (16 peculiarities remain unsplit. Moreover, the conductance in

The G-V characteristics for a symmetrical CDWM-—I- each split peak has a predominanot unique polarization
CDWM tunnel junction are shown in Fig. 2a for the casesindicated by a+ or — sign. Figure 2b illustrates a decom-
where the external magnetic fiettl is absent or present. For position of the resulting G-V characteristic fe¥#0 into
the sake of definiteness, we shall restrict the numerical catwo components with different spin polarization of current
culations in this Section to the cage=0. The main proper- carriers. One also sees a novel remarkable feature, namely,
ties of the overall conductance versus voltage dependendhe peaks of the +” component move apart in the magnetic
and its splitting in the magnetic field survive for arbitrary field, whereas their " counterparts converge. Such behav-

3.1. Conductance—voltage characteristics



64 Low Temp. Phys. 31 (1), January 2005 Ekino et al.

ior differs drastically from that appropriate to S—I-N junc- o |

tions, for which theg, (V) andg_ (V) peaks move in oppo- i i

site directions, irrespective of the voltage polarity. As to the 2 N (©)

tunneling through an 'S-1-S junction, the peak-to-peak S
separation does not depend dnand is the same for either g [ 2;'-.

sign of s.131% To explain the distinction between the super- & : i} Kolw) 0
conducting and CDW cases, we should consider in detail i T I
each current constituent involvedecall that thecd= and ® COwM i N (©) 0
dc* components were excluded from analysis for the sym- § ¥ /' E d+ i ‘\
metrical CDWM-I-CDWM configuration due to their mu- & 104 E_—_ vV 2 “‘:2\\
tual compensation ] S S Kolo) T

First, as stems from the speculations in Appendix A, the
tunneling between the gapped FS sections, as well as the
transfer of the electron-hole pairs across the barrier, do not
induce any peak splitting in the assumed absence of spin
flips. This concerns the contributiodsl+, cc*, cd=+, and
dc=* to bothJ(V) andG(V), and is similar to what happens | | | | T : l
in S'—1-S junctions. At the same time, the “normatin+ ~Z-ppH - —Z+pgH 0 Z-pgH T T+ppH
components should reveal no noticeable magnetoresistance oV
under the action of relatively small magnetic field$
<0.2§0/M§~2.8Hp/\/_, which are, e.g. far below the FIG.3. The schemc_a of the pt_aak_ spin-splitting for the conductance compo-

nentsgqyn+ andg,q, in magnetic fieldH. (a) The energy dependence of the

fields experimentally found necessary for orbital quantlza-gappe d DOSH;.. () for the primed electrode dfi—0 (dotted curves,

tion in the organic ma_teriah'(BEDT'TTF)ZKHQ(SCN)4 subscript 0 andH # 0 (solid curves, subscrig). The functionK () is a
(Refs. 27, 51 Here relation(8) was taken into account. Had T-dependent kerngEq. (18)] originating from the Fermi distribution of the
it not been for other components, the G-V characteristics of electrons.(b) The same as in panéd), with an accuracy up to notation,

CDWM—I-CDWM junctions would have possessed only ‘;c";egem“;‘gg:‘?g ;;‘g)oge'tﬁ: e;f”;e:sv‘.’]f ;hés.azanoellaagrgls.zi:ggl.‘ggh re-
. _ . | y valu | | V | led.
featur? B&Igts ateV=+2%, as is the case for S-I-S (c) The resulting contributiongy,; andg,q; to the G-V characteristic.
tunneling.»® Any peak in a certain conductance component appears if a DOS singularity
Now let us pass on to the tunnel processes that conneat one panel is overlapped by the kernel function in the other [tmese
then ES section of one electrode and thé&S section of the three relevant elementthe peak, the DOS, and the kernate drawn using
ther(Eia. 3. Eor th ke of definit tart | the same style of the curyieThe numbering of the peaks corresponds to the
0_ er_( ig. 3. For the _Sa e Or geliniieness we start our ana y"‘parent" DOS singularities in panel&) and(b). See further explanations in
sis with the “+”-polarization conductance. The components the text.
dn+ andnd+ are contributions to the G-V characteristics
of the type known from the theory of superconducting
splitting % Using this analogy, it can be shown that the
dimensionless conductanog, ng+ =RdJyns na+ /dV can
be represented as

__arb. units

of bias voltage. The bias magnitudes, needed either to shift
the Fermi level of the unprimed electrogee Fig. 3bKj)
downwards in reference to the lower edge of the CDW gap
of the other electrodéFig. 3a, %, dotted or to step it up

* _ , with respect to the upper edge of the same @&g. 3a, 3,
Gan-+(EVH)= fodwKO(w eVIF (@), (17 dotted are equal. Hence, the positions of relevant singulari-
ties in the termgy,. (eV) are equidistant from/=0 (Fig.
” , 3c, component d of the combined peakt2, and compo-
eV,H doK F(o—eV,H). 18 . .
Gna+( ) j_m wKo(w)F (@ ) 8 ent 2, of the combined peakgt 2}, dotted. The same is

valid for the contributiong,q.(eV) [Eg. (18)] which con-
tains peak 3, positioned at the same bias as tijgo2ak, and
peak 2, disposed at the same bias as tHepkak. Their

Here F()(w,H)=N{)(w,H), i.e., the densities of the
gapped “+” states for the relevant electrodes

o 0 lo—uiH|0(|w—uiH[-3) _ampl_itudes are also pairwise equal, since for t.he symmetrical
Ny (@,H)=Nyq'(0) 2 T TSS0E junctionKo(w) =K{(w) andNg(w)=N}(w). Evidently, one
(0= pgH)™= (19 cannot distinguish between contributions of the pair elements

to the corresponding features of the G-V characteristic, the
[cf. Eq. (6)], and the kerneIKg’) are the derivatives of the latter therefore being unsplifig. 3c, dotted peaks 2,
kernel K(w,eV) [Eqg. (A.5)] in the integrand of Eq(A3). and ly+2().
The quantitiesKg') are &like functions with the maxima at When the magnetic field is switched on but the junction
the Fermi levels of the unprimed or primed electrodes, reis not biased, the 4" subsystem in each electrode shifts
spectively, in the degenerate case considered. In the limitingpwards in energy by+ugH relative to their common
caseT=0, theV dependence of the conductangg, . (eV) Fermi level, which remains fixe(see Fig. 3a, solid curves,
coincides with that ofNj,(eV,H) [see Eq.(17)], while  and Fig. 3b, dashed curyesThus, different bias voltages
Ong+ (eV) becomes proportional tbly,(—eV,H) [see Eq. with different H-driven offsets should be applied now to ob-
(19)]. tain peaks in either of the conductance terms. In particular,
WhenH =0, the electrode Fermi levels are located at thethe singularities in thegy,.(eV) component shift to+3,
center of the relevant CDW gaps and coincide in the absence ugH positions(Fig. 3c, solid peaks 1 and 2,) and the
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symmetrically crowding together along thé axis as the
magnetic fieldH grows.

The conductance behavior obtained for the CDWM—I—
r CDWM sandwich is due to the fact that the FSs have lmoth
andd sections. This means that the whole configuration can
be viewed as a combination of two asymmetrical junctions.

> :

g | . Hence, there are twanequalcurrent component$, 4. and

g i Jans connecting the gapped and non-gapped quasiparticle
,c,» D+ _/,/E subsystems. Moreover, the terig,. andJ,., , related to

\:Mﬂ s the CDW pairing, result in the appearance of antisymmetri-
(0] : cal conductance peaks. The interplay of all constituents leads
""" : to the effect described above.

Ien+ ; i
An analysis of the sunQgn-+9cn-t9ng—+ Gne- IS
i performed in the same way. The resulting two peaks con-
I verge symmetrically, whereas the two cusps symmetrically
T move apart, with increasingl. Since the cusps of one po-
-3 -2 -1 0 1 2 8 larization superpose on the singularities of the other polar-
eV/Z, ization and there is no spin filter in the circuit, the cusps may

FIG. 4. An illustration of the component compensation: the selected contri-be inconSpicuous againSt the baCkground of the singularities

butionsggn , Gens to the overall conductanag and their sum. An almost ~ (S€€ Fig. 2l Taking into account the other components not

complete mutual compensation of the logarithmic singularities for negativeexhibiting a peak splitting of any nature, we obtain the G-V

V and their amplification fqr p(_)sitiv@' is demonstrated. The relevant pa- characteristic shown in Fig. 2, which reveals four

rameters are the same as in Fig. 2. H-dependent polarized peaks @V==*3=*ugfH and two
fixed jumps aeV= +2%3.

The pattern obtained is a consequence of the cheice
sinqularities in the (eV) component shift to+3 =_0 made above. If one assumes another realistic_ situation
g* . > Ond+ P _ with the order parameter phase averaged(se¢ the discus-

—ugH positions(Fig. 3c, dashed peaks,land 2,). The sion in Sec. 3.% component$14) and(15) should disappear,

nomenclature .Of. pe?"‘s. n .F'g' 3c coincides with that'ln F'g'so that the G-V characteristics will change substantially. To
3a or 3b, explicitly indicating the gap edge responsible for

. o easily embrace all possible cases with varyingit is con-
each feature. Thus, either of the G-V characteristic peak?/enignt to analyzepall conductance comp)gﬁlgnts'ﬁefo

being combined in a zero magnetic field, splits into two : : .
X The results are summarized in Appendix C.
smaller ones foH#0. The peaks belonging to ttgg,,. or PP

Ong+ COmponents shift symmetrically in opposite directions
of theV axis, which can be deduced directly from E¢7)
and(18). On the other hand, the apparent motion of the pealg"z' Influence of different factors on the G-V characteristics
pairs (3;,—1y and %,—24), each originating from bothgp Figure 2 distinctly reveals the main peculiarities of the
andg,q. terms, is directed inwards and outwards, respecG-V characteristics for a symmetrical CDWM—I-CDWM
tively. But even this rather complicated picture does not sigjunction. Namely, there exist discontinuities at
nify the end of the story. H-independent locationsV= =+ 23,, determined merely by a
The involvement of thege,: nc+ components, directly dielectric gap value. Besides, there &tedriven square-root
descending from the electron-hole pairing, changes the sitisingularities shifted by- 4% H from the basieV=+3 bias
ation radically and makes the resulting G-V characteristicyalues. It is obvious that the larger is the magnetic fidld
highly unconventional. In particular, the componegt. is  the stronger are the inward and outward displacements of the
also of the form(17) but with another functiorF(/)(w,H) singular conductance peaks. As was clearly demonstrated
=ij’+)(w,H). The termg.,; (V) has thesame functional above, the apparent splitting has a dual nature reflecting both
dependences and amplitude of singulaatythesame volt-  the intrinsic configurational asymmetry of the junction con-
age valuesas the componertgy,, does, but, contrary to the cerned and the Zeeman effect.
latter and due to the nontrivial properties of the Green’s  Nonzero temperatures smear the overall cug(&@$ and
function G.(w), it is antisymmetric with respect to. As a  especially the singular peaks. It is shown in Fig. 5a that these
consequence, thg.,, singularity enhances its counterpart of dependences are highly sensitive to the dimensionless pa-
O4n+ ON the positive voltage branch and almost compensatesmmetert. Therefore, to observe the predicted splitting in the
the singularity ofgy,. on the negativé# branch, transform- magnetic field one should either heavily reduteor use
ing it into a cusp. This is illustrated in Fig. 4. The resulting CDWMs with largeT4's and hence CDW gaps,.
pattern moves as a whole along tkleaxis towards larger The influence of the control gapping parameteon the
positiveV if an external fieldH is applied. At the same time, G-V characteristics is demonstrated in Fig. 5b. It is readily
theV dependence of the sugyq. +09,c+ constitutes a mir- seen that the increase @f reduces the minimal value of
ror reflection of the curvgy, (V) +gcns (V) relative to the  g(V), determined by the@,,. contributions, and enhances
g axis. Therefore, the overall conductariee(V), whichisa  the jump amplitude a¢V= +23. As stems from Fig. 5b and
sum of all the four relevant contributions discussed aboveEgs.(12)—(15), to improve the observability of the predicted
has two peaks symmetrically moving apart and two cuspsplitting effect one should maximize the facta(1—pu),
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To make the predicted effects observable, it is cru@el
least in the symmetrical setyfor the componentd,,, and
Jnd, describing the tunnel current linkind andn FS sec-
tions, to survive. In our phenomenological approach, when
all matrix elements of the tunnel Hamiltonfaare consid-
ered equaltunneling is not considered directiohathat is
the case. In the other extreme limit of complete tunneling
directionality?’ the components, and J,4 may not exist,
and the spin splitting may disappear. In principle, any degree
of directionality is possible. The actual realization of the in-
termediate situation stems from the analysis carried out for
tunnel spectroscopic studies of high-oxides>®~% There-
fore, one should consider the limit of no directionality and
equal probability of all processes connecting different FS
sectionga unique quantityr) as an idealized picture, so that
for some junctions the feature points @¥= =+ might be
weakened in comparison to thoseedt= +23,. As a conse-
quence, the spin splitting might be also partially suppressed.

The appearance of superconductivity for smaller T
<T,4 in any specific CDW substandsee reviews') may
serve as a clear indication that this material is a metal rather
than an insulator, and, therefore, of its ability to demonstrate
the Zeeman spin splitting. Hence, the low-dimensional met-
als exhibiting CDW instabilities, such as NhSeNb;Te,,

i
o - : LigoM0gO,7, TIoMOgSes, layered dichalcogenides, alloys
0.51 " ¢ with the A15 and C15 structures, &lu,Siig, PsW14050,

i '.'\ pn=0.5 ,’: h=0.2 tungsten bronzes doped by alkali metals, and solid solutions
R i) t=0.05 BaPh ,Bi,O; may serve as good candidates. Other mono-

p=0.7 phosphate bronzes (BR(WOs),,, doped and undoped by

ol 0 oy alkalis, are also suitable partially gapped CDWH#E®

-3 -2 -1 0 1 2 An important conjecture should be made concerning the
eV/Z, magnitude of the CDW gaps. For superconductors, the ratio

FIG. 5. The dependencegeV/2,,) for differentt (a) and differentu (b).

i.e., those substances withclose to 0.5 appear to be more

promisi

ng.

4. DISCUSSION AND CONCLUSIONS

2A(0)/kgT, is usually of the order or somewhat larger than
the BCS value #/y~3.52* The only exception is Mgk

In that case, the very character of the superconductivity is as
yet ambiguous and an intrinsic two-gap scenario is often
acceptedsee the relevant critical discussion of this concept
in Refs. 66 and 6)7 On the other hand, the observed depen-
denceX (T) in CDWMs and CDW insulators has a general-
ized BCS-like form. Namely, in the coordinat&gT)/> (T

=0) versusT/Ty, the data follow the Mhlschlegel curve,

The predicted splitting of the G—V characteristic in- Whereas the ratio2(0)/kgT4 substantially exceeds the BCS
duced by the paramagnetic action of the magnetic fi¢ld Weak-coupling limit(such behavior is described by the phe-
can be observed, in principle, for any CDWetal i.e., the ~nomenological scherfi§. For example, this quantity is
electron spectrum gapping should be incomplete, which igbout 13 in the insulating La:Sk s NiO,.* Layered
usually the case for a large number of low-dimensionadichalcogenidesid—TaSg, 2H-Ta$, and H—-NbSg are
Peierls metals with incommensurate CDWs. The specific remarked by extremely large value&.g0)/kgTy=15.2, 15.4,
quirement is to maintain a balance betweeandn portions ~ and 23.9, respectivefy.In NbSe, with its two CDW tran-
of the FS (~0.5; see Sec. 3)2This means that external sitions atT§¥=59 K and T}"=145 K,**2 the respective
control of the parametex (e.g., by an applied pressimmay  ratios, as was shown by direct tunneling studfefall into
be crucial for the success of an experiment. The magnitudéhe ranges 3%(0)/kg TW~11.8-14.3 and
of the CDW gaps, defines the natural scale for the figld ~ 23"9%0)/kgT}9"~11.4—14.4. Taking the observed Gauss-
Nevertheless, largel and3, do not mean that the investiga- ian spread of the CDW gaps into account gives somewhat
tions can be carried out at high First, the spin splitting will  lower values Z'°"(0)/kgT?"~9.2 and Z"9(0)/kg T}
be smeared and not resolved even for moderAte(see Fig. ~8.2."? Larger gap-toF, ratios are favorable for our pur-
5). Second, in a close neighborhood of the paramagnetiposes, since to clearly observe the splitting, one should avoid
limit it is possible to enter the region where, in analogy with high temperatures during the experiment, while large gaps
the case of superconductors, fluctuatfSrand the influence are convenient.
of the magnetic and spin-orbital scatterifgsiot covered by Superconducting cuprates can be suggested as another
the present theory, may become important. class of substances in which the CDW-triggered spin-
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splitting in magnetic field can be observed. Two kinds ofthe perturbation schenté8®Under the assumption that there
features testify that CDWs exist in a number of highex-  is no spin flipping while tunneling, the overall tunnel current
ides. The first one is a dip-hump structure®fV) for volt-  J can be described as consisting of the following 18 terms:
ages exceeding the positions of the superconducting gap "

maxima’?"3while the other one is the so-called pseudogap, Ji.+ocRef do’

3., , persisting both above and beldwy .**1274="8\e think a -

that the CDW origin of those peculiarities is quite plausible,
whereas the most popular interpretation based on the precur- dow : ,
sor Cooper pairingsee, e.g., the reviéW and references o0 o' —ot+eVvV+io

therein should be rejected, at least because the applied mag- (A1)
netic field influences true gaps and thg’s in a different
way2°-82Moreover, the predominantly paramagnetic charac
ter of the magnetic field influence on thg 's is attested by
the existence of Zeeman scalifigroportionality between

foc IMGly(' ¥ uiH)Gjs(0F uiH)
X

which correspond to various combinations of Green’s func-
tions and spin projectionss¢E *) for the two electrodes.
Here the quantities related to different electrodes are primed

the pseudogap-closing field,, and the characteristic or unprimed, the subscriptsand| of the Green’s funct.ions
pseudogap temperaturd™* determined resistively in G(@) are equaltal, n, orc[see |§qs(3)—(5)], and the signs
Bi,S,CaCyO,_, (Refs. 83, 84 This means that the huge in the argumen.ts of Fhe.Greens functions are opposne to
orbital Meissner effect is absent far, , so that at least in thpse of the spln.prOJectlon. Hereafter, the potgntlal of the
Bi,S,CaCy 0, it may be identified withS. We recom- prlmeq electrode is taken.as zero, S0 that the b|a§ voltage
mend the recent comprehensive revigw&-778%0 com- comprises the electrostatic potential of the unprimed elec-

pare the arguments advanced by various analysts in this fielf°de- After standard calculations following the pattern of
Low T of measurements may tumn out to be a necessarfte’s: 5 11, 12, we obtain the expression

condition for resolving the spin splitting of CDW gaps

(pseudogaps Since one can draw more-definite conclusions ~ J= > s (A2)

i d,n,c
+,—

for the pure CDW phase abovE., it is advantageous to ’sj::

carry out investigations in magnetic field for substances withit, each component and the overall current depending on

relatively low Tc, much smaller than botfiy and %(T). e pias voltage/, temperaturdr, andH. All current com-
That is why we consider the experiments of Ref. 86 VeryponentsJijS have the general form

important. Specifically, a well-resolved superconducting gap

1 (= ~
A and a pseudogap were found by the authors of Ref. 86 _t doK Zi(0F uiH,3 ")

for Bi,(Sr,_,La,)CuQs, s mesas with 10 KT,<32 K. In Yi==7er) ..
looking for the predicted effect in cuprates, one should 5
search through substances in which the following conditions XZj(oFugH—eV,2). (A3)

are satisfied:(i) a clear-cut resolution betweeA and

3, 7380-82.86-8jj) || four coexistent features, positioned at
+3 and* 2%, should be manifested, ariii ) the tempera- R™1=4me®Nj(0)No(0){| Tpgl?es (A4)

ture of observation must be as low as possible. The last re- ) . ) .

quirement might not be so severe as it seems at first glanc$ the conductanceénverse resistangef the junction above
because the sanié that drives the Zeeman peak splitting T4, where both electrodes are in the non-gapped state. The

would suppress superconductivity, making the CDW gap itsquare of the modulus of the tunnel matrix elemepy is

self open for probing. averaged over the FS, i.e., all matrix elements of the tunnel
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The quantity

w—eV

2T

(A5)

APPENDIX A: TUNNEL CURRENT COMPONENTS Zi(0,2)=z(0,2)fi(0,%) (AB)
Let us consider the general case of two different cD-Of One of the characteristic functions

WMS with reIevant.paramgter§(,M’) and (2',,11«) on two zd(w,§)=,u|w|, (A7)

sides of the potential barrier created by an insulating inter- 5 B

layer. The current-voltagd—V) characteristicd(V) for the Z(w,2)=psgnw)s, (A8)

guasiparticle tunnel current in this junction are calculated by _
the tunnel Hamiltonian meth8d®4%4?in the first order of z,(4,2)=(1—w)|w|, (A9)



68 Low Temp. Phys. 31 (1), January 2005 Ekino et al.

and the factor Going to the casél+#0, we should consider the changes of
the CDWM electron spectrum on both sides of the junction
f05)= 0(|w|—2) (A1g)  under the influence of the external magnetic fidde Fig.
ne JoZ-32" 1). As was indicated in Sec. 2.1.2, the Fermi levelsemical

_ potential$ in both electrodes, differing from each other by
which describes the presencE+£0 fori=d andc) or ab- eV, remain practically unchanged whéh is switched on.

sence § =0 fori=n) of gapping;d(x) is the Heaviside step Hence, the electron spectrum on theFS sections is also

function. Fori =n, the Z,, function reduces to unchanged. On the other hand, the quasiparticle energy sub-
5 bands with the spin projectics= + on thed FS sections in
Zy(w,2)=1—pu. (A11)  both electrodes shift upwards by the valugH, while the
subbands with the projectios= — shift downwards by the

When gapping is absent in both electrodes=(u’
=0), the total current consists df,,- components only and
has a conventional Ohm’s law for/R in the whole volt-
age range, independent®fandH. Of course, in the general

same value.

Since tunneling is assumed to preserve spin values, it is
clear that a current component depends$ioonly in the case
where the subbands involvédne from the primed electrode
, o t%ind the other from the unprimed gnehange their energy
stantially exceeding " and=. _ difference with increasing magnetic field. Relevant links are

Tunnel currents between CDWMs across the barriers Oghown in Fig. 1 by dashed lines. Therefore, all 18 compo-

different transparencies making allowance for the depengenig can be divided into three groups. The first one contains
deﬂcesl%fg mne and¢’ have been StUd'%g in @ number of 46 terms which do not depend in They aredyge, Jece,
paperst9-23Contrary to some of thefft **we shall con- Juce, Joge, andd, rq, and for them

CcS» cas:» nns»

sider the most general setup, wheand¢'’ are independent
of each other. The situation when= ¢’ will stem from the Jijs(eV,H)=J;5(eV,0). (A16)

general equations as a particular case. _ The next group of current componendgy,, , Jent » Jnd-»
Let us analyze the symmetry properties of different CUr-andJ,._ , is shifted towards larger voltages foi=0, i.e.,
rent components. It is convenient to start from the ddse

=0. Such an analysis has been done eatl®rt to investi- Jijs(eV—ugH,H)=J;5(eV,0). (A17)
gate below a more involved situation with nonzeétp itis  pe remaining termdy,_ , Jen_ » Jngs , @NdJnes MoOve in
necessary to carry out an additional examination. We shajh,q opposite direction of the axis, i.e.,

use the notation);;o=J;js(H=0), since in this casev.

=w in the integrands ofA3), and therefore;;  (H=0) Jijs(eV+ ugH,H)=J;js(eV,0). (A18)

=Jij-(H=0). o . ) Various links describing suchl-dependent current compo-
The components can be divided into symmetrical anthents are specified by solid lines in Fig. 1.

asymmetrical ones with respect to the voltageThe sym- Those components play a crucial role, because they lead

metrical components, for which an unusual relatigh to a new phenomenon revealed in junctions between CD-
Jijo(—V)=J;0(V) (A12) WMs exposed to a magnetic field. Specifically, the overall

tunnel current and peaks @&(V), originating from the CDW
holds, are those that contain the “anomalous” Green’s funcgapping, are spin-split even in the symmetrical setup. This is
tion G, once in the integranfEq. (A1)]. These arelyen,  unlike the total absence of splitting when both electrodes are
Jedos Jnco, andJeng. The other components, namelyyqy,  superconducting, whatever the relative magnitudes of the su-
Jecor Jnnos Jano, and Jngo, satisfy the conventional perconducting gaps.
equation It is worthwhile to discuss one peculiarity, concerning
_ the shifts(A17) and (A18) of the |-V (and, by implication,

Jijol=V)==Jijo(V). ALY the G-\) characteristics along the axis. It happens that
It is worth mentioning that the integrand df, includes a  J;; (eV=0,H#0)#0 for those current components, al-
product of two Green’s function§,, the anomalous sym- though each component in the s@AR) becomes zero in the
metry properties of which compensate each other. absence oH and in the absence of voltagé;j,(eV=0)

The differential conductance&s(V)=dJ(V)/dV is a  =0. But this does not signify any violation of the laws of
quantity of primary interest to experimentalists. The same igjuasi-stationary electrodynamics, since only the total current
true for its symmetry properties. The depende@(®) and  (A2), for whichJ(eV=0,H+0)=0 irrespective of the mag-
similar V dependences of its componef@g will be hence-  nitude ofH, has physical meaning.
forth called the conductance-voltagé—V) characteristics.

The symmetry relationships fdB;;(V) are easily deduced ,ppenpix B: ANALYTICAL EXPRESSIONS FOR TUNNEL

from those ford;;o(V). Namely, for thedd0, cc0,nn0,dn0, -~ RRENT COMPONENTS IN ASYMMETRICAL AND
andnd0 components, they have the standard form SYMMETRICAL JUNCTIONS AT T=0 AND H=0

Gijo(=V)=Gjjo(V), (A14) Here, theanalytical expressions for tunnel current com-
ponents across the insulating barrier between dissimilar
CDWM electrodes afT =0 and in the absence of the mag-
netic field are calculated. The derivation of the correspond-
Gijo(—V)=—=G;jjo(V). (A15) ing expressions is straightforward although cumbersome.

whereas for thelcO, cd0, nc0, andcnO terms, the symmetry
properties are anomalous:
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The final results are displayed below. Only the brancties

>0 of the components of the I-V characteristic are explic-

itly shown, because their negativecounterparts can be eas-
ily obtained using the symmetry propertigsl2) and(A13).

Jdd(v>0)=% [N+2V3 S |E(a)

4VSS[N+E'S]
[N+2y2'3]

K(a)o[eV— (' +3)];
(B1)
Jee(V>0)

B 4u'u'3 cose’ coseK(a)bleV— (X' +3)]
eRIN+2y3'3]

(B2)

1
Jan(V>0)= —={u'(1-p)6(eV=3")(eV)? -3 "2};
(B3)

1
3ndV>0)= —={u(1- ') 6(eV-3)\(eV)Z- 37},

(B4)
2u’ "3 0[eV— ('
Jea(V>0)= ppx (EeRN (2 +2)]co ’
ZH(W ev—-x' -3 MEDTNS
P2 evesras k) 7KM)
(BY)
2u' u ' 0eV— (2 +3
Jac(V>0)= i ieRN ( )]COSqo
T eV-%'-3 K e
S B s R R
(B6)
1
Jen(V>0)= e—R,u’E’ cose’ 6(eV—23')
eV+(ev)2-3'2
XIn 57 : (B7)
1
Jn(V>0)= ﬁﬂz cospf(eV—73)
eV+/(eV)2-32
XIn S . (B8)

Expression(11) for the current between FS sections con-
serves its form. Her& (x), E(x), andII(7/2x,y) are the
complete elliptic integrals of the first, second, and third kind,
respectively. Their arguments are

VeV -(3'+3)°
N

k (B9)

and
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N—23'
o= N2 (B10)
N+2y3'3
whereas the quantiti is equal to
N=(eV)’—(3'-3)2 (B11)

One can readily see that the analytical expressions for
the tunnel current between dissimilar CDWMs differ sub-
stantially from their well-known counterparts in the case of
the quasiparticle current between different supercondugtors.
Namely, there is a single terty (V) for the superconduct-
ing junction, coinciding with our componedy(V) with an
accuracy up to substitution of the superconducting giaps
and A for the CDW ones¥’ and 3, while settingu’=u
=1. Extra terms originate from the pairwise combinations of
the Green’s function§3), (4), and(5) appropriate to the cur-
rently investigated case of the junction involving CDWMs.

The main qualitative distinction between
superconductor- and CDWM-based junctions consists in the
different form of the feature points. There is one break point
in the superconducting junction atv=A'+A, where the
current changes steeply from zero to the value

aVJA'A
2eR °

At the same time, from Eq<B1), (B2), (B5), and (B6) it
follows that

A= (B12)

ooz AT

o (1+cose’)(1—cosep).

(B13)

One should note that there is an intrinsic asymmetry in Eq.
(B13), i.e., AJ depends on each of the phasgs and ¢
separately and in a different way. Both phase factorsetos
and cosp will change their signs for the opposite voltage
polarity V<0. A similar asymmetry takes place in asym-
metrical junction between CDW conductotsThe jump dis-
appears in the particular case of an excitonic insulator, where
each of the phase angles is either Ompicontrary to what is
appropriate to the superconducting tunneling.

The emergence of square-root singularities in dhg,

Jnd» Jen» andJ,. componentgsee Eqs(B3), (B4), (B7) and
(B8)], respectively, is another important phenomenon appro-
priate to asymmetrical junctions involving CDWMs.

The phase dependences of the current compordgpts
Jyc, Jen @andJ,c, represented by EqéB5), (B6), (B7), and
(B8), respectively, were obtained assuming definite constant
values of the phaseg’ and ¢ for the two electrodes. Actu-
ally, an averaging of the currents over the junction cross
section, as a consequence of the phase randomness, may
wipe out these terms. To preserve them, the use of the break-
junction technique, confining the contact area, would be of
benefit. Nevertheless, the resulting curréfl¥) would differ
substantially from its superconducting analog even in this
case. In particular, the jumfJ(eV=23'+3), expressed by
Eq. (B13), disappears, contrary to what stems from the BCS
theory and experiments carried out fof-$-S junctions’
Another very important phenomenon that survives the aver-
aging is the square-root dependence of the comporlgpts
andJ,q on the voltagdsee Eqs(B3) and (B4)].
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The general resultéB1)—(B8) can be substantially sim-
plified in the case of identical CDW parameters in both elec-

trodes §’=i andu'=u). In that case the expression for
the tunnel current takes the following form:

Ekino et al.

Gan=(V>0)

_ u(l—p)(eVxugH)o(eVE ugH-3)
2R\(eV* uiH)2—3?

1
IV=0)= (1= u)%eV+2u(1- ) fleV—3) (C3)
Gy (V>0)
X\(eV)*—32+u?6(eV—23)| (eV+23) (1 p)(eVF uhH)6(eVT pEH—3)
- 2R\(eVF uiH)2—32 ’
4K (a)2[eV+3(1+cog ¢)] V(eVF ugH)*-X
XE(ae)— eV oS .(B14) (C4)
Here 1— )3 cospb(eVx ugH-—3
Gcnt(v>o)=_ﬂ( M) po(eV+ ug )’
_ev-2s 2R\(eV= ugH)? -2
Xe= TS (B15) (CH
For the pinned phase of the commensurate excitonic insula- w(l—w)S cosp(eVEutH—3)
tor (¢=0 or ), the results of our previous wotlare repro- Ghe=(V>0)= —
duced. 2R\(eV+ uiH)2—3 <

One can imagine a plausible situation wherein a tunnel
current is assembled from a large enough contact area, $0sum of component$C1)—(C6) gives the overall conduc-
that the CDW phases vary substantially over the contactanceG(V); its shape is shown in Fig. 2.
plane. Then allp-dependent terms should be averaged out. |t follows from Egs.(C1) and(A14) that
This means that all components directly involving CDW
pairing amplitude, i.e., possessing at least ansubscript,
must vanish in an asymmetrical configuration. For the
CDWM-I-CDWM junction, this will result in a substitution
of 1/2 for cog .

7T,LLz
AG(eV=t22)=ﬁ, (C7

regardless of the order parameter phasé is necessary to
underline that the tunneling conductance for the supercon-
ducting symmetrical junction is determined by quite a differ-

APPENDIX C: TUNNEL CONDUCTANCE IN A MAGNETIC iof 10
ent expressioft,

FIELD AT T=0
It follows from the basic equation§)—(15) that the G (V>0)= 6(eV—2A) E(a) (eV)®—2A?
C-V characteristics for CDWRM-I-CDWM junctions s¢ (eV—2A)R s eV
should differ substantially from their counterparts for AA(eV—A)
S'—1-S tunnel structures. Moreover, CDWMI-CDWM +K(ag) ————|, (e5:)
junctions exhibit peculiar Zeeman splittiigee Sec. 3)lto- ev+2A
tally absent for currents between superconducting eleCtrOdeﬁlhereA is the superconducting gap and
Below, analytical formulas fofG..(V) components are rep-
resented as direct illustrative evidence for the predicted phe- eV—2A
nomena. Likewise in Appendix B only the branchés 0 of XsT eVt 2A " (C9)

the components of the C-V characteristics are explicitly
shown. The conductanc&¢(V) diverges whereV tends to A from

In particular, the field-independent terms of the totalabove:
conductance have the form G..(V) A
sc eV—=2A+0 (eV—2A)R"
Gyd+ (V>0)+Geey (V>0)=Gyq-(V>0)

2
+Geo (V>0)= g—R f(eV—23)

(C10

The distinction between properti¢€7) and (C10 is due to
the fact that the pertinent tunnel current in superconductors

2 2 . . . .
(eV)?—232(1+cos ¢) comprises a direct one-term convolution of the Fermi-

x| Eae) eV(eV—-2%) distribution factor and two gapped DOSs. On the other hand,
for CDWMs, the singularities in the ternSy44(V) ateV
+ASK (ap) 2(1+C0252 <p)—2eV , (C1)  =*2% areto a certain extent compensated by the contribu-
(eV)*-4% tions from the termsS..{V) formed by two “intersection”
(1—p)? Green’s functionsG, (Refs. 5, 11, 12
G (V>0)=G,,_(V>0)= SR (C2 As for the spin-split peaks at two times smaller voltages

eV==*3 in G(V) for CDWM—I-CDWM tunnel junctions,
The notation here coincides with that of Appendix B. Thethey should be observed only for partially gapped metals.
other components split in a magnetic field and appear as Therefore, such substances, as, e.g., TTF-=TCNQ, (JaSe
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o-TaS;, or Ky3MoO;, which are insulating belov 3
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41, Solymar, Superconductive Tunneling and Applicatip@hapman and

cannot reveal the predicted phenomenon of anomalougHa! London(1972.

magnetic-field-induced splitting.
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The results of an experimental study of the resistiyitgnd thermopower in the temperature

range 4.2-300 K are presented for commercial-grade copper subjected to plastic deformation at
room temperature. A number of inter-correlated anomalies, due to dislocations, are observed

in the temperature dependence of the resistivity and thermopower. The probable cause of these
anomalies is the resonance scattering of free electrons and thermal phonons by electrons
localized near the dislocations. @005 American Institute of PhysicgDOI: 10.1063/1.1820371

INTRODUCTION carried out to establish the temperature correlation between

the features op of the thermopower.
Measurement of the resistivify is known to be an effi-

cient macroscopic means of studying the structural state of
metal. It has been not&d that the change in resistivity re-

sulting from the introduction of dislocations into a metal In our experiment, part of a commercial-grade copper
displays a number of features as the temperature is lowereslire 0.47 mm in diameter was rolled at room temperature to
which are due to the scattering of electrons by the dislocaa strip 0.05 mm thick. Figure 1 shows a diagram of the
tions themselves. For example, these features can be marsiample, where part A of the wire was rolled and part B was
fested in the form of a step on the curve of the additionalnot.

EXPERIMENTAL TECHNIQUE

resistivity in a certain temperature interv@0-150 K); as To distinguish the contribution due to dislocations, the
was noted in Ref. 4, they do not depend very much on thesamples were annealed after rolling, since it is well known
degree and means of deformation. that the resistivity of a metal increases as a result of plastic

However, besides this step, which has been observed ljeformation because of the introduction of defects in it—
many author$;>* there are also features in the resistivity atvacancies, dislocations, etc. It is also known that processes of
lower temperaturesT(~ 10 K),® which are also sensitive to recovery and recrystallization occur in deformed metals dur-
the deformation state of the metal. Thus the temperature déag a controlled heat treatment. For example, a partial an-
pendencep(T) of deformed copper exhibits features of the nealing of defects, vacancies in particular, takes place in cop-
resistivity both at comparatively high temperatuf@6—150 per even at close to room temperatures. Therefore to remove
K) and at low temperatures30 K). None of the theoreti- the vacancies formed we annealed our samples at 100 °C for
cal models currently known to us predicts anomalies causedne hour.
by plastic deformation in the temperature dependence of the It follows from Fig. 1 that the copper sample comprises
resistivity. a differential thermocouple, one of its metals being the rolled

Many papers have been published on the behavior of theire (A) and the other the unrolled wird). The transition
thermopower in pure metd& and the effect of various from the deformed to the undeformed part of the copper is
impurities and plastic deformatidft!! on its temperature essentially equivalent to a junction between different metals
dependence. As a rule, those studies examined the featuresinfan ordinary thermocouple. The resistivity measurements
p and of the thermopower in narrow temperature intervalswere done by the four-probe meth¢sensitivity ~10"7 V,
and from those sources it is difficult to assess the behavior aheasurement current-0.1 A) simultaneously on the de-

p and of the thermopower of deformed copper over the temformed and undeformed parts of the wire. In addition, for
perature interval from helium to room temperatures and tdemperatures in the range 4.2—-60 K measurements were
discern the temperature correlation between the features ofiade using a bridge circuit.

the resistivity and thermopower. In the thermopower measurements the wire leads were

The present study was devoted to investigating the temheld at one temperature, e.g., room temperature, while the
perature dependence pf and of the thermopower of de- junctions between the deformed and undeformed parts were
formed copper in the temperature interval 4.2—300 K. Aheld at temperatures, and T,, one of which was constant
comparative analysis of the two temperature dependences and the other varied from room temperature to helium tem-

1063-777X/2005/31(1)/4/$26.00 73 © 2005 American Institute of Physics
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FIG. 1. Diagram of the sample for measurement of the thermopower: seg- ’

ment A is the deformed part of the wire, part B is undeformed. 0.9

perature. The voltageAU =f1i(SB—SA)dT is the ther-

mopower, and the differential difference thermopower is de- adl

termined asSpg=Ilim 1_oAU/AT. It is easily shown that ]

Sag=Sg— Sa, WhereSg and S, are the absolute or specific b

thermopowers of metals B and A. It is usually assufrtedt

P/pg
o
o

PR R T S W I SO0 WA M I 0 A SR

M R
the absolute thermopower consists of two terr8s; Sy 0-750 100 150 200 250 300
+ Sy, whereS; is the diffusion thermopower ang, is due T,K
to phonon drag. For certain metals, copper in particular, at 0.45

T=0.0Qp the termS;> S, and a maximum is observed on

the temperature curve & at temperatures-0.2Qp (here
Qp is the Debye temperatureSuch nonmonotonic behavior, 0.40
as has been confirmed by numerous stufiiédis a result of g s
phonon drag and is very sensitive to various forms of impu- 0.35L 1 l
rities and deformations. )
c

EXPERIMENTAL RESULTS AND DISCUSSION 030 =155 "3 70

Curvelin Fig. 2a shows the temperature dependence of T.K
the ratio of the resistivities of the undeformed and deformedig. 2. Temperature dependence of the ratio of the resistivities of the un-
parts of the wire. deformed(p) and deformed 44) parts of the samplél) and of the differ-

It is clearly seen in the figure that the deformation con-éntial difference thermopowd,g (2). The temperature dependencepbpq
tribution is manifested as nonmonotonic temperature depe |sashown on an expanded scale in the interval 50-30@)kand 4.2—-40 K
dence of the ratio of the resistivities of the undefornied '
and deformed 44) wires. Figures 2b and 2c show an en-
larged view of the given fragments of th&py(T) curve
(curvelin Fig. 2a in temperature intervals where the dislo- temperature dependence of the ratio of the resistiityof
cation contribution is manifested. the undeformed part of the sample to that of these unde-

In the determination of the temperature dependence dormed part. Curv@ demonstrates the deformation contribu-
the thermopower, metal BFig. 1) was the same undeformed tion to the temperature dependence of the differential differ-
wire of commercial-grade copper that was used in the resis€Nce thermopoweBap=Sg—Sx.
tivity measurements, while metal A was the same deformed One notices the influence of the correlation of the char-
wire; temperaturel; was held constant (0 °C) anf, was acteristic features on the curves. For clarity the features of
varied from room to helium temperature.

Curvelin Fig. 3 shows the temperature dependence of
the thermopower of the given pair of metals. Cuele- 0.2

scribes the behavior of the differential difference ther- 2r —L

mopowerS,g in this same temperature region. Naturally this 0 R

curve, as the derivative, reflects the behavior of the integral 5 101 o

thermopower(curve ). 3 -2r 2 =
Thus in the measurements of the temperature depen- — _, [ :;

dences of the thermopower and resistivity our main objective < J 0 o

was to distinguish the dislocation contribution after the va- —GP/

cancies were annealed out, and in addition to note the corre- -3 N T RO B, I

spondence between the features on these curves, since these 0 100 200 300

guantities are related by the Wiedemann—Franz law. T.K

_ For a comparatiye analysis ¢70d(_T) and SAB(T) S€€  FIG. 3. Temperature dependence of the thermopavigrof the sample1)
Fig. 2. Curvel describes the deformation contribution to the and the differential difference thermopow@ss (2).
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the dependence/py(T) are shown on an enlarged scale and 0.2
are indicated by arrows in Figs. 2b and 2c.

For example, at a temperature 6f140 K the Spg(T) 3
curve has a feature in the form a passage through zero. This 0.1
corresponds to a plateauing of thépy(T) curve as the tem-
perature is loweredsee Fig. 2h The next feature is at a
temperature of~40 K: a maximum is observed on the
Sag(T) curve and an inflection point on th&py(T) curve. r

It should be noted that these two features correspond to a ol oy 1
step on the temperature dependence of the difference of the TK
resistivities of the deformed and undeformed parts of the '

sample and are analogous to those observed in Refs. 1 2 aht$- 4. Temperature dependence of the differential difference thermopower
4 " “ofa sample under tensile loads of (D), 15 (2), 20 (3) kg/mn¥; the tem-

. . perature dependence 8fg from Fig. 3(4).
As the temperature is decreased further we again see a

passage through zero on curat a temperature of 20 K,

which corresponds to plateauing of cutésee Fig. 2 The  potential of the electrons. In our case part A in Fig. 1 is such

next feature on curve takes the form of a minimum at z metal.

~12 K, which corresponds to a sharp drop on cuivat Unfortunately, the presence of characteristic resonance

~8K. It should be noted that in Ref. 3 this feature wasenergies or temperatures corresponding to the features on our

manifested either as nonmonotonic behaviop@T) in the  experimental temperature curves of the resistivity and ther-

~10 K region for samples of pure copper deformed by bendmopower was not dicussed in the papers cited, although it

ing or as a plateau in a certain temperature interval. Thgvas mentioned in Ref. 15 that it remains possible that inter-

slight disagreement of the temperatures at which the featuressting features appear in connection with the possibility of

appear on curve$ and 2 (Fig. 2) can be explained by the resonance scattering of free electrons and thermal phonons

circumstance that the Wiedemann—Franz law is no longeon electrons localized near dislocations.

obeyed at low temperatures. To estimate the dislocation densipy, we use the fact
Thus it can be assumed that such nonmonotonic behaghat in polycrystalline copper the resistivity incremely

ior of the two curves characterizes a change of mechanisnfdie to dislocations increases in proportion to the dislocation

for the scattering of electrons on dislocations. One possibléensity. Therefore, using the coefficients of proportionality

explanation of this behavior is the presence of quasiloca@iven for various metals in Refs. 16 and 17, we obtain in our

vibrational modes of the dislocatioAdndeed, such an hy- Caseépn=10"m?. Such a dislocation density is also charac-

pothesis is justified if it is assumed that a mechanism analderistic for the samples in Ref. 3, indicating that in both cases

gous to that considered in Ref. 12 is operating in our systerf'® densities are rather high.

(in that paper the influence of impurity-related quasilocal !t Should be noted that the features on g, curve

modes on the resistivity in the Cu—Be system was investi:below 40 K are more sensitive to the degree of deformation

gated theoretically and experimentallAt least the low- in comparison to the higher-temperature parts. This effect

temperature intervals in which the anomalies were observeﬁ/as mentioned back in Ref. 10, where the rolling of copper

. . ; o . ad a substantial influence on the phonon drag effect. It is
in the impurity resistivity in Ref. 12 and in the present paper . : .

. . therefore of interest to compare the influence of various
are practically the same. We note, however, that this hypoth:-

. . . . . forms of deformation on the behavior of the differential dif-
esis has not yet found rigorous experimental confirmation

d the infl f iiocal q th istivit tference thermopower in this temperature interval.
an € influence of quastiocal modes on the resistivity o Figure 4 shows a comparison of the behavior of the dif-

polycrystalllr_1e samples subjected to plastic deformation "€ arential thermopoweB,g in the region of large “elastic,”
mains a topic for further study. _ _linear strains and during plastic deformation by rolling. The
Another explanation is based on the fact that d'SIO‘:at'O”%xperiment was done according to the same schiige 1),
in a metal are known to influence various thermodynamic,,y nart A was subjected to linear extension rather than
and kinetic characteristics of the electron gas. For examplé|astic deformation. As a criterion of the region of elasticity
the thermopower is due not only to the onset of electronye ysed the absence of thermopower when the load was
diffusion in the bulk of the conductor as a result of a tem-removed. Curved—3 in Fig. 4 show the variation of the
perature gradient between the two contacts but also to potegifferential thermopoweS,g(T) for different degrees of ten-
tial jumps resulting from a difference of the chemical poten-sjle |oading. For comparison, curvé reflects theSyg(T)
tials of electrons in the contact materials. In our case we argependence for the same sample under plastic deformation
talking about a contact between deformed and undeformegsee curve? in Fig. 3.
parts of the wirg(see Fig. 1 The maxima on curved—-3, in the 30-35 K, region
As was noted in Ref. 13, the influence of dislocationsdiffer slightly in position from the maximum on curvg at
leads to a dislocation shift of the chemical potential. In par-~40 K: this is evidence that mechanisms of electron scatter-
ticular, localized electronic states arise on a rectilinear edgég on dislocations are turned on at these temperatures, and
dislocation:* and a shift of the chemical potential is causedthat circumstance is reflected on tp€T) curves. Unlike
by electrons leaving the conduction band for dislocation levcurvesl—3, curve4 passes through zero &t-20 K and has
els. In a bulk metal this leads to a lowering of the chemicala minimum aflT ~12 K, thus indicating a different scattering
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Some novel aspects of the problem of linear electromagnetic—plasma waves on a plane
metal-vacuum interface are investigated. The analysis is based on Maxwell's equations for the
electric and magnetic fields, supplemented by the hydrodynamic equation for the electron
plasma of the metal. This system of equations admits the existence of specific long-wavelength
inhomogeneous eigenmodes of the polariton typeMaves having frequencies of the

order of the plasma frequeney, of the conduction electrons and a polarization direction of the
magnetic field oscillations that lies in the plane of the interface and perpendicular to the
direction of propagation along the boundary. These waves, which have not been discussed before,
are the result of hybridization of longitudinal electron-density waygasmons of the

metal with the transverse modgshotong of the metal and vacuum. In particular, it is shown

that the excitation of plasmons in the bulk of the metal is accompanied by the appearance

of an electromagnetic wave localized near the surface, consisting of a mixture of metallic and
vacuum photons. This inhomogeneous wave has the dispersion relation of of bulk

plasmons and exists in the frequency band that is characteristic for such plassgens,

<V2wy; here the characteristic values of the localization parameter are of the ordan pf

(c is the speed of light in vacuumFor standard metals this parameter has values of

10-50 nm, and these modes can therefore play an important role in the description of
electromagnetic resonances and radiation effects in metallic nanostructur2@03American
Institute of Physics.[DOI: 10.1063/1.1820374

INTRODUCTION pendence is due to the finite value of the compressibility of a
degenerate electron plasiid, and taking it into account

The interaction of electromagnetic radiation with metalleads to the well-known dispersion relatian(k) for longi-

surfaces has been studied for many decades, and the expetidinal charge-density wavdéplasmong in a homogeneous

mental and theoretical results have been described in marand isotropic metal:

review articles and monograplisee, e.g., Refs. 1+5The 20 2, 29

overwhelming majority of the theoretical papers addressing 0} (K) = wpFupk®, @

this problem have been devoted to the study of the divershere the dispersion relation paramatgtas a value of the

linear and nonlinear effects due to the specific and extremelgrder of the electron velocity on the Fermi surfacéthe

significant frequency dispersion of the dielectric function quantityvf, is proportional to the derivative of the quantum

£(w) of metals: the vanishing df(w) in the vicinity of the  pressurgp(n) in the electron plasma with respect to its den-

characteristic plasma frequenay, of the conduction elec- sity n). The finite compressibility of the electron plasma is

trons; the large negative values &fw) for o<w,, and the  also taken into account in constructing the general theory of

presence of an imaginary component f{(fw) due to the charge-density waves localized near the free surface of a

dissipative properties of the electrons. metal(surface plasmong~ for which the dispersion relation
The propagation of electromagnetic waves in the bulk ofws(K) is described by the expression

a metal is ordinarily analyzed with allowance for the spatial 1

dispersion of the dielectric function, i.e., the dependence of — wZ(k)= E[w§+v§k2+vp|k|(2w§+v§k2)l’2], 2

&(w,k) on the wave vectok.® In the long-wavelength limit

|k|a<1 (a is the characteristic interatomic distaintieis de-  wherek is the wave number of the surface mode.

1063-777X/2005/31(1)/8/$26.00 77 © 2005 American Institute of Physics
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FIG. 1. Geometry of the probleni—metal,2—vacuum. 2 E
In the theoretical description of the many specific phe- "(2 K2

nomena of linear and nonlinear interaction of electromag- p
netic waves with atomically smooth metal surfaces, particu- - _ _ ) _ _
lar attention is paid to frequencias< wp., and the effects of FIG. 2. Schematic |!Iustrat|on of the _dl_sper5|on relations for electromagnetic

. 3 - - and plasma waves in systems of infinite extemicuum and metaland also
spatial dispersion are usually neglected against the backhe existence regions 1-V of inhomogeneous electromagnetic—plasma
ground of more significant effects due to frequency dispermodes in a metal-vacuum system with a plane interface.
sion and damping. The high-frequency regiof w, in this
problem has remained little studied, apparently because of
the difficulties of conducting experiments at such frequen-acquire substantial inhomogeneity in the transverse direction,
cies. We have not found a systematic description and classi-e., the complex amplitudes become dependent on the trans-
fication of electromagnetic waves on the metal-vacuum inverse coordinate:
terface at frequencies= w, in the literature that is available . _ i .
to us, although the featurgs of the dispersion of the dielectric {B(rO:H( D} ={ &) H(2)texili(kx= o) ] @
function of an infinite metal at high frequencies have beenlhe dispersion relations for the waves and their existence
studied in some detaI® At such frequencies the dissipation regions on the k% plane are thereby altered signifi-
in real metals is small, and one therefore expects a clear@antly: new existence lines appear, e.g., the plot of dispersion
manifestation of not only spatial dispersion effects but alsgelation (2), w?=w?(k), shown by the dashed curve in Fig.
of some other dynamical features of the modes of oscillatior2;” in addition to the lines there are several existence sectors
of a spatially inhomogeneous system, which at low frequeni—V with dispersion relations specific for each of them and a
cies are masked by dissipation. specific character of the spatial distribution of the fields.

In the analysis of the changes introduced in the A detailed description and classification of such oscilla-
electromagnetic—plasma modes by a plane metal surfadé®ns will be the subject of a separate paper; in the present
(Fig. 1) it is convenient to employ a diagram in the? k?) article we analyze two particular examples of inhomoge-
plane(Fig. 2). Shown schematically on this diagram are theneous waves existing in sectors Ill and IV in Fig. 2. These
dispersion relations of photons in vacuugh(k)zczkz, waves are hybrid modes that arise as a result of surface mix-
and of photonswf(k):wng c’k? and plasmonsw?(k)  ing of transverse electromagnetjghotor) modes having the
=w§+v§k2 in an unbounded metak(is the speed of light dispersion rtalc’:ltionsfugh(k)=C2k2 and wtz(k)=w,23+ ck?
in vacuum. In a homogeneous physical systémetal or  with plasmons having the dispersion relatimf(k)=wf,
vacuun all of these modes are uniform plane waves of the+ v,zjkz: they propagate along the interface, remaining delo-
electric fieldE(r,t) and magnetic fieldH(r,t), which have a  calized on one sidén the vacuum or the metaénd expo-
constant amplitudé and are classified according to the val- nentially localized on the othéin the metal or the vacuum,
ues of the wave vectdt: respectively. In the terminology of the electrodynamics of

. continuous media they can be classified as waves of the po-

{E(rO;H D} =Aexi(kr —a(k)t]. ®) lariton type®® A specif}i/c feature of these waves is the sulf—
Analogous formulas describe the oscillations of the electrorstantially different character of the spatial distribution of the
charge density and current in an unbounded metal. The vaklectric and magnetic fields. In particular, at frequencies
ues ofk occupy continuously all the points of reciprocal > w, there exist inhomogeneous waves with a magnetic field
space(in a metal with a boundaryk|a<1), but for any that is localized on both sides of the surface and with
chosen direction of propagatidn free oscillations exist only electric-field, electron-charge, and current oscillations that
on the lines in the ¢?,k?) plane shown in Fig. 2. are delocalized inside the metal.

In a spatially inhomogeneous metal-vacuum system a It is important to note that for the waves under discus-
hybridization of the waves listed above occurs, and the fresion the characteristic spatial scale of the inhomogergkity
oscillations take the form of mixed waves, which in the casecalization in the distribution of the wave fields in the vicin-
of a plane boundary remain uniform along the boundary buity of the metal interface is determined by the parameter
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k,;l: clw,, which for typical metals .has a value of th(.a.order Pi=p(r,t)8ix=[po+ vgm*"ﬁ(r )16 (7)
of 10-50 nm. This means that the field inhomogeneities and o
resonances associated with these modes can be important'i®re P(r.t) and p, are the total and equilibrium values of
the analysis of the high-frequency electromagnetic and radidhe pressure in the electron plasma, arfdis a coefficient
tion properties of metallic nanostructure systems, the studgharacte_nzmg its compressibility. In a_S|mpIe model of the
of which has in recent years has again become a topic&onduction electrons the parametéis given by the expres-
problem in solid-state physics. sion v;=3/5vg, wherevg is the electron velocity on the
Fermi surface:*
A quantum statistical analysis shows that expangion
1. BASE SYSTEM OF EQUATIONS AND BOUNDARY describes the mqin features of the dynamic behayior of the
CONDITIONS electron plasma in a metal rather well at frequeneiesnd
wave numbersk satisfying the inequalities*1<w~wp and
The analysis of the problem under discussion is based ojk|<k., wherek.,= w,/v,~1/a, and 7 is a relaxation time
well-developed concepts wherein the low-energy excitationgharacterizing the dissipative properties of the electrons. At
of the system of conduction electrons in a metal can be difrequencies considerably greater thap relation(7) breaks
vided into two branche§® The first of these is the Fermi down on account of the complicating influences of interband
branch of one-electron excitations with a certain dispersionransitions and excitation of the electron shells of the ions.
relatione(p) and a corresponding Fermi energy, which is In a description of the joint free oscillations of the elec-
determined by the average density of collectivized electrongron plasma together with the electromagnetic field it is as-
No. The second branch, of the Bose type, comprises collecsumed that the density(r,t) is nonzero only in the metal
tive oscillations of the electron densiti=n—ng and current  (including the boundarsg), that the condition of global elec-
which are coupled to the oscillations of the electric and magirical neutrality of the metal holds, and that on the surface
netic fieldsE andH. It is also knowA>8that in metals the the component of the electron plasma velocity along the sur-
dynamics of collective motions of the electron plasma withface normals is zero:
characteristic spatial scales greater than the interatomic dis-

tance is described rather well in the hydrodynamic approxi- [n(r,t)—ng]d3r=0, (8
mation. In that approximation the ion core of the metal is
treated as a continuously distribution positively charged sv(r,t)=0 for res. 9)

“jelly” that compensates the equilibrium distribution of the
electron charge, and the electron plasma is identified as & Eq. (8) the integration is over the volume of the metal.
liguid whose motion is characterized by fields of densityThe natural conditions that all physical fields related by the
n(r,t), velocity v(r,t), and interelectron stres®;(r,t)  system of equationt5)—(7) be finite and the conditions of
which are interrelated by the hydrodynamic equation continuity of all components of the vectofs(r,t) and
H(r,t) on the surfaceS between the metal and vacuum

=—V.P—enE— gn(vx H) (5) should also hold: we note that boundary conditi¢®sen-

c sure the continuity of the normal component of the veé&ior

H 1
Heree andm* are the modulus of the charge and the effec-at the interface:

tive mass of a one-electron excitatidAh,is the stress tensor We shall consider small free oscillations, with angular

introduced above, and(r,t) andH(r,t) are the local values frtequtenc?l/w,hof the eIectromagr!etlf f|gld and plasmatm a
of the macroscopi¢averaged over a volume with linear di- structurally homogeneous and isotropic metap= const).

mensions of the order of) electric and magnetic fields, Assuming that the time dependence of all the dynamic fields

which satisfy Maxwell’'s equations: is given by_ th_e fgctor expfiwt), Iinearizing equat_ion$5)—
(7), and eliminating the plasma dynamical variables from
10E 4me 10H these equations, we obtain a closed system of equations de-
curl H=2 =+ =———nv, curl B+ - —-=0, termining the spatial distribution of the electric fiefqr t)
and magnetic fieldd(r,t):

v2V divE+ (0’ — wj)E-iwc curl H=0, (109

m*n

ov v
E+(V' WV

divE=—4me(n—ngy), divH=0. (6)

Equations(5) and(6) turn into a closed system of equa-
tions describing the self-consistent evolution of the electron ¢ curl E—iwH=0. (10b)
plasma and and electromagnetic field if they are supple- ) o
mented with an expression for the stress terBgr that Here «p is the plasma frequency, which is related to the
specifies explicitly its relation to the variations of the densityMean densityno, effective massn*, and electron charge
7 and velocityv. Strictly speaking, such a relation has beenPY the expression
obtained in a consistent approach only by solving the quan- 41N ye?
tum kinetic equation for the conduction electréridowever, w;f:
in the solution of the problem we are interested in, that of
short-wavelength oscillations of the electron plasma, one ca/e note that the equation div=0 is satisfied identically by
use a phenomenological linear expansiofPgfin powers of  virtue of Eq.(10b).
fi and v.3=° If, moreover, one is considering an isotropic Equationg10) are valid in a metal; these same equations
model of the metal and neglects dissipation, then this expardescribe the fields in the vacuum if one seis=0 andv,
sion has the form =0 in them. The solutions of the system of equati¢h8)

o (1



80 Low Temp. Phys. 31 (1), January 2005 Smirnov et al.

permit one to find the spatial distribution of the electrona separate paper; here we shall only describe two particular

chargen(r) and the current densifyr) in the metal, accord- E modes. We shall therefore not write out and discuss the

ing to the formulas equations for the functiong, ,H,,&,}; the system of equa-
tions that determines the modes has the form

1
N=no= 7 dvVE, (12 V2 (EY+KEY + (02— wd)E,+ wCkH, =0, (159
[ ikv2& +(w?— 02— v2k?) E+iwcH, =0, (15b)
j=—en0v=m(w§E—v§V divE). (13 et PP Y
ic&+ckE+ wH,=0. (15B)

The equations given above are valid for any shape of the i
metal—vacuum interface, but in this paper we restrict consid"Ve recall that on going from the metazI{O) to thg vacuum
eration to the simplest geometry of the problem: we shalfZ>0) one should se,=0 andv,=0 in equations(15)
assume that the surfacis a plane and use a rectangular and the unknown functlons{EX,é’z,?-ty} must remain
Cartesian coordinate system,y,z) with the z axis perpen- bour_1de_d at all values qfand mus_t_ satisfy the conditions of
dicular to the surface and theandy axes in the plan€Fig. continuity and the_ auxiliary (_:ond|t|om4) atz=-0.
1). By virtue of the homogeneity and isotropicity of the The propagation of an inhomogeneoliswave of the

metal we can without loss of generality seek the modes in th™M (4) is accompanied by analogous oscillations of the

form (4). The amplitudes o£(z) andH(z) must satisfy the electron densityfi(r,t) anq current density(r,_t) i.n the
conditions of finiteness and continuity at all values zf metal. The complex amplitudes of these oscillatidw)

including the pointz=0. Formula(13) and the boundary andJ(2) are easily calculated if the solutior)s of the system
condition (9) imply an auxiliary condition on the compo- of equations(15) have been found. According to formulas
nents of the vecto€(z): (12) and(13) we have

vl E5(2) +ikE(D)]=wpE(2) at z=—0; (14 N(z)=—#[5§(z)+ik5x], (16)

here and below we use the notatidfidz=f’. According to
Ref. 11, condition(14) is equivalent to the condition of con- [ .
tinuity of £,(2) atr(z=)0. ’ 3(2)= g—[wpec+idmekupN(2)], (173
If the vector equationg10) are written for the compo-
nents in the coordinate system chosen above, a remarkable
thing happens. First, the six equatiofi®) decompose into
two independent subsystems giving two sets of unknown
functions, {&;,&;, 1y} and {7, 7,,&}; second, since the , \\16VMEGENEOUS POLARITON MODES WITH
auxiliary condition(14) pertains only to the solutions of the FREQUENCY w=w,,
first of these subsystems of equations, the independence of
the solutions is not destroyed by the boundary conditions In the description of electromagnetic modes on the
either. This means that the vibrational states of our physicainetal—-vacuum interface in the framework of the electrody-
metal—-vacuum system with a plane interface consists of twmamics of continuous media, when the plasma properties of
sets of mutually independent waves of the foin the metal are characterized by a dielectric funcéorertain
—in waves described by the set of functiddy , &, , Hy} anomalies appear at the frequeney- w, if damping and
the magnetic fieldH is polarized in the plane of the interface spatial dispersion effects are ignored. These features are due
and perpendicular to the direction of propagation of the waveo the vanishing ot atw= w,; strictly speaking, they are of
along the surface. These waves are usually called modes afnonphysical nature and vanish when a more accurate de-
the electric E) type or, alternatively, transverse magnetic scription of the modes is used. Since at frequeneieso, in
(TM) modes; simple metals dissipation effects are actually extremely
—the second set of function$},,H,,&}, describes small, it can be important to take into account the dispersion
waves with an analogous type of polarization for the electricdue to the paramet(-tvrf,qé 0. In this Section we examine the
field E. They are called modes of the magnetit)(type or, question of the existence and characterEofmodes with
alternatively, transverse electf@E) modes. frequencies» and wave numbers lying in sector IV in Fig.
We note that the possibility of separating the electromagz2; in particular, we shall considéf modes withw=w, and
netic waves into modes of the electric and magnetic type$k|skp=wp/c. The existence region of these waves is a
has been discussed previously in several problems of macratraight line segment represented by the dotted line in Fig. 2.
scopic electrodynamictsee, e.g., §88 and §91 of Ref.2 For o= w, the expressions describing inhomogeneous waves
To the best of our knowledge, however, the possibility of ahave a comparatively simple form and can be used to illus-
strict separation of electromagnetic—plasma modes into twtrate the main features characteristic of polariton modes in
independent sets of modes has not been discussed befosector IV.
Meanwhile, this possibility permits one relatively simply to We note yet another circumstance that determines the
obtain in explicit form a complete set of eigenfunctions andinfluence of the parameter, on the character of the modes
the dispersion relations for the free oscillations of the giverfor w=w,. From a comparison dfL0) or (15) it is seen that
physical system and to propose an exhaustive classificatiahe relationsw=w, andv,=0 define a singular point in the
of them. The results of such an analysis will be given later inspace {,w,,v,) of admissible values of the parameters of

J,(2)= '—[w§52+4wev§N'(z)]. (17b

4w
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these equations, and it is therefore important to pay attentioB-mode states investigated here we shall limit consideration
to the procedure for obtaining physically correct solutionsto the linear approximation in that parameter. As a result we

corresponding to that point.

Let us first consider the space<0 occupied by the
metal. Foro=w, equationg15g and(15b) imply a closed
second-order equatiofthe Helmholtz equationfor the am-
plitude of the magnetic field{,(z):

H,—k*H,=0. (18

If the solution of equatiori18) has been found, the calcula-
tion of the amplitudes of the electric field componefitéz)
and &,(z) reduces to the solution of a system of two inho-
mogeneous first-order differential equations:

&, —ik&,=ik,H,, (193
2
’ o kp ’
£ +ikE=— WH),. (19b)

In the vacuum regiorz>0 one must set,=0 andv,,
=0 and thenw=w,, in Egs.(15). In this case the amplitude
of the magnetic component of tle mode with frequency
o= w, should satisfy the equation

" 2 2 _
Hi+ (K2~ k2)H, =0, (20)

and the amplitudes of the electric field components are de-

termined by the relations
Kp&x=—iHy, (213
KpE,= —kH, . (21b

The bounded solutions of equatio$8) and (20) in
their domains of definition have the form
H,(2)=AelM?, z<0; (229
(22b

Here and below the symbdél, (¢=1,2,..) denotes an arbi-
trary constant, and the parametpcan without loss of gen-
erality be assumed nonnegative:

q=(k3—k?)*2 (23

After substituting(22a into (19) one can without par-
ticular difficulty find those solutions of the system of the
inhomogeneous equatiori9) which are bounded at<0.
Let us seek those solutions in the form

E(2)=(As+Agz)el?,

Hy(z)=A;sinqz+Azcosqz, z>0.

(249

E(2)=(Ag+Asz)elkz. (24b)

obtain:
—in the vacuum forz>0

. 2vpalk|
Hy(z)=A| sinqz— —53>—cosqz|, (259
cky
g [2vpalk|
E(z)=—1A— >——Singz+cosqz|, (25b
Ko\ cokp
k([ . 2v5qK|
E(z)=—A—|sinqz— —5 > C0sqz|; (250
Kp cky
—in the metal forz<0
2v,23q|k|
Hy(z)=—AWexq|klz); (263
P
g
E(2)=iA - ([klz—Dexp(|K|2); (26D
p
L y 203 K| ’
52(2)_Ak_§ pZ+C2—kp exp(| |Z) (260

We note several key features of these soluti¢2s),
(26). They describe waves traveling along the interface and
which are inhomogeneous in the transverse direction. These
waves are conveniently classified according to the values of
their wave numbek, which varies in the intervak| <k In
the vacuum £>0) these waves can be regarded as a super-
position of photons with frequency,, incident on the sur-
face [expi(kx—\/kzp—kzz— wpt)] and reflected from it
[expi(kx+\/k2p—k22— wpt)]. In the metal ¢<0) the propa-
gation of anE mode of the electromagnetic field is accom-
panied by oscillations of the electron charge density and cur-
rent density[see formulag16) and (17)]; those modes are
localized near the interface at distances of the ordek|oft
and are qualitatively similar to the modes accompanying the
propagation of surface polaritons with a frequenay/v2
(Ref. 4. However, unlike the surface polaritons, the localiza-
tion near the surface of the inhomogenedaspolariton
modes considered here is not purely exponential because of
the presence of the power-law functions in the pre-
exponential factors in formula®6).

In formulas(25) and (26) we have kept the corrections
linear in the small paramete:lf)/c2 to permit illustration of
the degree to which the structure of thenode is influenced

The solutions giving the components of the electric fieldby the finite compressibility of the electron plasmag, ¢ 0)

for z>0 are analogous t®2b) and can be obtained by sub-
stituting (22b) into (21).

Thus the solution$22) and (24) contain seven arbitrary
constant®\, («=1,2,...7). The conditions that the system of
equationg19) be solvable and the continuity conditions for
the amplitudes, , &, andé&, leave only one arbitrary con-
stant in this set, which we denote As(the auxiliary condi-
tion (14) holds automatically if the amplitudes are continu-
ous. In addition, since for real metals the rathé/c2 has a
very small valugof the order of 104), in writing the coef-

and the finite propagation velocity of the electromagnetic
field (c#=). It is easy to see that the electric field distribu-
tion in theE mode under discussion is practically insensitive
to the value of the parameterﬁ/cz, but the magnetic field
penetrates into the metal only insofar as that parameter is
nonzero. Formulag25) and (26) admit a physically correct
transition to the Iimitvs/cz—>0. When one neglects the spa-
tial dispersion ¢ ,=0) or retardation ¢=) the component

of this mode that penetrates into the metal goes over to
purely longitudinal plasma waves (clE=0) localized near

ficients in the final expressions for the amplitudes of thethe surface to depth of the order |&d 1.
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3. INHOMOGENEOUS E MODES WITH MAGNETIC FIELD The inhomogeneouE modes of the typd4) with am-
LOCALIZED NEAR THE SURFACE OF THE METAL plitudes(31)—(33) obtained here are the result of mixing of
plasmons with two transverse photon modes. Unlike the
modes considered in the previous Section, in this case the
lectromagnetic field in the vacuum is exponentially local-
ed near the interface, and the modes in the metal are delo-
calized and can be regarded as a superposition of charge-
8ensity wavegplasmons incident on the surfacgexpi(kx
+0z—wt)] and reflected from if (expi(kx—qz—wt)]. These
waves are conveniently classified according to a two-
dimensional continuum of values of the wave numbers
Hy— 772(w,k)Hy:o, (27 (k,q), with Eq.(30) considered to be the dispersion relation:

Let us now considelE modes with frequencies and wave
vectors lying in sector Ill on thed? k?) plane(Fig. 2). In
this case the construction of the solutions of the system ¢
equations(15) conveniently reduces to the solution of two
independent equations for the amplitudes of the magneti
field Hy(z) and the amplitudéN(z) of the electron-density
wave. Straightforward transformations of equati¢ty with
(16) taken into account lead to two Helmholtz equations:

N”+q2(w,k)N=0. (28 w=wl(k,q):[w’23+v'2)(k2+q2)]1/2. (34)

Equation(27), which determinegt,(z), is valid both in the ~ For such a classification, the parametggs and 7, charac-
metal (Z<O) and in the VacuumzPO), but the value of the teriZing the inhomogeneity of the fields near the interface
parameterp? makes a jump on passage through the interWill be determined by the expressions

face: 2 2 112
_ _|l1_2P|p2_ZP 2
77t2=cfz(w,23+02k2—w2) for z<O0, = nt(k’q)_[(l 02>k c2d| (353
= 29
g np=c (c*k?~w?  for z>0. @9 v2 v2 112
_ 1= 2Plk2_Py2_2
Equation(28) and the functiorN(z) have physical meaning 7= 77pr(K, @) = (1 c2> K 2 Kp (35b)
only in the metal, forz=0, and there One must of course remember that the domain of varia-
9?=v, (0= w5—vik?). (30)  tion of the wave numberk andq is determined by several
If the solution of equation&7) and(28) has been found, conditions:
then the amplitudes of the electric field components can be vs -2 wp
calculated using the formulas 1-2]  keslk<ke, kCZU_pNa ; (363
E£2)= [4mev2kN(z) — coH!(2)] (313 c vp 12
X wz_wg p y e 0=g= v—{(l—c—g)kz—ks} . q<ke. (36b)
p
£(2)= [47revf,N’(z)—kaHy(z)]. (31b) Inequality (36) ensures both the applicability of the hydro-

wz—wg dynamic approximation and that the valueskofinder con-
sideration lie in sector Ill in Fig. 2. In particular, inequalities

It is seen that in the region under consideration, sector I 0?36b) restrict the region of admissible valuesofor which
the (0?,k?) plane, the coefficients in front of the unknown "5, 0 [see f 9 301, | q ® h these |
7pn=0 [see ormula(31)]. In accordance with these in-

; : . . s
]};; ctl’ozns C']r;>b gthl nE?hse(zc?;saengf(ZIES(;(g%V?higosilrt::\ijem\g;iz equalities the frequency of the inhomogeneBusnodes con-
t s phs ‘ i ; ; i
leads to exponential localization of the magnetic field onSldered here is restricted to the interval
both sides of the interface. The solution of equati@n) that Ur% -1 . 5
is bounded at alz and continuous at the poit=0 is a — 2| opso<ojtuvki~2wg, (37
piecewise-continuous function with one arbitrary constsant
A which approximately coincides with the interval in which
- _ plasmons exist in an unbounded metal.
Hy(z)=A.e™, z<0; (323 The final expressions for the functiofigz), &,(z), and
T @2 72 fake the folowing fom
—in the metal(for z<
The solution of equatioi28) that is bounded inside the

metal forg?=0 is the sum of two trigonometric functions Ed2)=AK{[ i ni+ v (K +0%) 7pn]0 cosqz

with arbitrary coefficientdA, andAz: n sz)kz sinqz— w?q e, (383
N(z)=A,sinqz+A;cosqz, z<0. (33 ) .
o ’ , EA2)=iAg{[0f 7+ vi(k2+q?) 7] singz
In this solution the parametey can, without loss of gener-

ality, be assumed nonnegative. — wik? cosqz+ wik?en?, (38b)
Substituting(32) and (33) into (31) and taking into ac- iA
count the continuity conditions for the electric field compo- % (z)= — — v 2(k®+q?) w,q ke (380
— . . . y c P | ’
nents az=0, we are left with only one arbitrary constant in
expression$32) and(33), which we shall denote by the sym- —in the vacuum(for z=0)

bol A [we note that the continuity of, and &, also ensures 2o o B
satisfaction of the auxiliary conditiof14)]. E(2)=Avy(k“+a”)gknpe 7P, (393
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E(2)=iAv2(k*+g?)qkle e (39h  Ciesw=w,, in which the magnetic field oscillations are po-
P ' . . . .
larized in the plane of the interface and perpendicular to the
iA direction of propagation of the waves along the surface of the
— 202y o2 — TpiZ. iIrec propag g
Hy(2) c vp(k+ a7 wigke 7 (399 metal. Such modes are the result of mixing of longitudinal

The most interesting feature of the metal-vacuum Sys_electron-density wavegplasmons of the metal with trans-

tem modes considered in this Section is the essentially difYerse modedphotonﬁs of the metal and vacuum on th.e

ferent character of the spatial distribution of the electric andN€tal-vacuum interface. It was assumed that in the high-
magnetic fields. In the propagation of inhomogene@is frequency region cpn5|dered, the effects of dlss_lpatlon in the
modes of this type the magnetic field remains exponentially?yStém of conduction electrons and the resulting frequency
localized near the interface: to a demﬁl in the metal and  dispersion are negligible, and attention was focps_ed mainly
n;hl in the vacuum. Here, according to formulé@s), 5, ~ On an analy5|s _how the structure of t_hg modes is m_fll_J_enced
=(k§+ ngh)1/2>nph’ and thereforeygh1> nt—ll The charac- DY the spatial dispersion due to the _f|r_1|_te compreSS|b|I|ty of
teristic values of the wave numbefk| and q for these the electron plasma. The compressibility was characterized

2 . . .
waves, of the order ok, , correspond to values of the pen- Py the parametev;, the value of which is proportional to

etration depths of the order &f, '=c/w,,. the derivative of the quantum pressure in the electron plasma
The electric field in théE mode of this type also has an With respect to its densityvi,=vg). .
exponential inhomogeneity near the interface, but its distri- e have considered in detail the structure of the inho-
bution in the interior of the metal corresponds to a superpoMogeneous modes of the polariton type at the singular point
sition of the fields of two homogeneous electron-density°f the mode spectrumw=w,. We showed that an inhomo-
waves(plasmong Thus the excitation of longitudinal waves 9eneous mode with frequencys = w, and propagation pa-
of the electron density and electric fielglasmons in the ~ rameter(wave number k taking on arbitrary values in the
bulk of the metal is accompanied by the appearance of Hiterval [k|<k,=w,/c can propagate along the surface of
wave localized near its surface, consisting of a “mixture” of the metal. The amplitude of such a wave is substantially
metallic and vacuum photons. We note that in the localizedionuniform in the direction perpendicular to the interface:
component of th& wave the magnetic and electric fields are the vacuum wing of the wave is delocalized and consists of a
of the same order of magnitude whgq is of the order of ~ superposition of photons with wave vectas = \/kzp—kz,

Kp: incident on the boundary and reflected from it; in the metal
the propagation of this mode is accompanied by almost lon-
|H |~&|5|Nﬁ|g|' gitudinal electron-density and electric-field oscillations, lo-
' clk| K| calized to a depth of the order | %, with a small(of the
There are two other noteworthy features of Enenodes ~ Order ofv3/c?) admixture of magnetic field.
under discussion. First, at the lower boundary of sector 1l We have also described inhomogenedisnodes with

(Fig. 2), which is specified by the equatian2=w§+v2k2 frequenciesn> w, and wave numberk|>k,. Such waves
and on which the parametey goes to zero ifv;#0 [see ~ are specified by values of the propagation paramétereng
formula (30)], these waves vanislgy ,&,,H,=0 for all val- the surface and in the perpendicular direction, wh|-ch are
ues ofz. Second, their existence far>w, is possible only ~related to the mode frequency by the plasmon dispersion
because of the finite compressibility of the electron plasmdelationw?= w?+v5(k?+g?). In the bulk of the metal these
(U’Zﬁ& 0). It is seen from formulag38) and (39) that forvg waves are delocalized and consist of a superposition of plas-
—0 the magnetic component vanishd$=€0), and waves Mons with wave vectorsk(q), incident on the interface and
of this type degenerate into modes with a single frequencyeflected from it. There are also electric and magnetic com-
w=w,: these are longitudinal modes of the electron densityponents in the wave which are exponentially localized on
and electric field (curE=0) which are concentrated en- both sides of the interface: to a depm’lzc(w§+ c’k?
tirely in the metal. Thus solutioné38) and (39), like solu- —®?) "2 in the metal andz,,'=c(c’k?*~w?) " in the
tions (25) and (26) obtained in the previous Section, admit vacuum. In the limit where the compressibility parameter
transition to the limitsw— w,, andv,§_>o and give a physi- goes to zero 1('590) the magnetic component in this wave
cally correct description of the modes corresponding to thezanishes, and the wave degenerates into a purely longitudinal
“singular point” of the base system of equatiofi)). wave of electron density and electric field which is concen-
trated entirely in the metal.

The inhomogeneous polariton modes considered in this
paper, with frequencie@=w,, have a characteristic inho-

We have investigated some novel aspects of the problemmogeneity parameter of the order lq]'1=C/wp, which for
of linear electromagnetic—plasma waves on a plane metalstandard metals has a value of 10-50 nm. Therefore, these
vacuum interface. Our analysis was based on Maxwell'snodes or others like them can play a substantial role in the
equations for the electric fiel&(r,t) and magnetic field description of electromagnetic resonances and radiation ef-
H(r,t), supplemented by the hydrodynamic equation for thefects in metallic nanostructures.
density fieldn(r,t) and velocity fieldv(r,t) of the constitu- The authors are sincerely grateful to A. M. Kosevich for
ents of the electron plasma of the metal. his interest in this study and helpful advice.

We have shown that this system of equations admits the This study was supported in part by the Comprehensive
existence of specific long-wavelength spatially inhomoge-Program of Basic Research of the National Academy of Sci-
neous modes of the polariton typE fnodes with frequen-  ences of Ukraine, “Nanostructure Systems, Nanomaterials,
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2004.
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YThe dispersion relatioi2) for surface plasmons is obtained in the limit
c— (in neglect of retardation Taking retardation into accoditleads to
an acoustic type of dispersion relatian(k) ~cl|k| at rather small values
of the wave number, i.e., in Fig. 2 the Iimézwg(k) goes to the origin of
coordinates, while remaining in sector V.

21t should be noted that the use of the terBismode andH mode is
contradicted by §88 and §91 of the monogréph.
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Manifestation of the band structure in the tunneling characteristics of materials with
low Fermi energies
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(Submitted July 12, 2004
Fiz. Nizk. Temp.31, 109-114(January 2006

The ideal behavior of the tunneling characteristics is investigated for metal—insulator—metal
junctions in which the Fermi energies of the electrodes do not exceed 1.5-2.0 eV. It is shown that
in this case the band structure of the electrodes has a substantial influence on the tunneling
characteristics, contrary to the accepted ideas in tunneling spectroscopy. For example, the
dependence of the differential tunneling conductam¢¥), calculated for a symmetric

rectangular barrier, is asymmetric. In addition, at a bias volelequal to the difference of the
Fermi energies of the electrodes one observes a jump of the conductance that is not

susceptible to temperature smearing. It is shown that curve of the second derivative of the
current with respect to voltage can display the feature corresponding to this jump even in the case
of conventional metal electrodes with Fermi energies of the order of several

electron-volts. ©2005 American Institute of Physic§DOI: 10.1063/1.1820377

1. INTRODUCTION bias region. In the present paper it is shown that for a certain
combination of barrier parameters the electronic characteris-

The problem of determining the ideal behavior of thetics can not only have a substantial influence on the behavior

intrinsic characteristics is of fundamental importance in elecof the o(V) curve as a whole but can also lead to a sharp

tron tunneling spectroscopy, as for any other spectroscopiocal feature on it.

method. For the case when the “banks” of the tunnel junc-

tion are Fermi metals found in the normal state, this problem. zERO TEMPERATURE

was solved back in the early 1975% Detailed studies have

established that the dependence of the differential tunnelingll_

conductancer(V)=dl/dV on the bias voltag® across the o ; - :
character, i.e., in going from the initial electrode to the final

junction in the intermediate voltage region, wheW is no lectrode the electron conserves its total engand tran
longer small but is not yet greater than the height of the" cctrode the electron Conserves 11s total energynd trans-

tunnel barrier, is in the form of a parabola shifted with re- VeIs€ quasimomentum c_or_n_ponekrmt Figure 1a ShOVYS the
spect to zero voltage by an amourg, that is determined reC|procaI_ space of the initial elec_trode, the Ferml_energy
exclusively by the asymmetry of the potential barriep Er, of which is less than the Fermi ener@y of the final
=1~ ¢,, Where,; and ¢, are the barrier heights on the electrode. In such a case at a voltagall of the electrons

two sides of the tunnel junction. The electronic properties of 10Ving toward the boundank¢>0) which lie in a spherical

the electrodes, in particular the values of their Fermi enerShellEr, —eV<E<Eg, (the shaded region in the figurean

curves. Their behavior is entirely determined by the barrie© 10k , the integration over enerdy, in the expression for

parameters. It is for this reason that they have come to bthe tunneling current is done from O B (Refs. 8 and 2

called the barrier characteristics in the literature. The validity

of the conclusions drawn in Refs. 1-4 has since been con- |(v)=K

firmed in practice in tunneling researtH. Suffice it to say

that a parabolic rise of the differential tunneling conductance £ _ev

o(V) in the intermediate voltage region serves as a criterion +evf F1 P(E,,V)dE,!, (1)

of proof that the main mechanism responsible for the charge 0

transfer between elegtrode_s in the normal state is tunnelln.gbvhere K=4mzmeh?,
However, the notions discussed above as to the behavi

of the ideal characteristics were developed for convention

metals with Fermi energies of the order of several eIectron,Eron mass in all three components of the tunnel junction.

volts. It is therefore incorrect to apply them in the study of If the Fermi energyEr, of the initial electrode is greater

novel materials such as metal-oxide superconductors. Thi . i .
circumstance was first pointed out in Refs. 8 and 9, where i}%an the Fermi energﬁpz of the final electrode, then at bias

was shown that if the Fermi energies of both electrodes argoltages eV<Eg —Eg, only those electrpns lying in a
low, thena(V) is no longer a monotonically increasing func- spherical shellEg —eV<E<Eg and having momentum
tion, and a conductance peak should be observed in the zergreater thark.,=2m\/Er —Er —eV/# participate in the

Let us begin by considering the zero-temperature case
0. We shall assume that the tunneling is of a specular

Ef,
|7 e mrapELvIaE,

—eV
Fy

P(E,,V) is the transparency of the
linnel barrier, andn is the effective mass of an electron,
hich for simplicity is assumed to be equal to the free elec-

1063-777X/2005/31(1)/5/$26.00 85 © 2005 American Institute of Physics
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K £ k; E. +eV Analyzing formula(4), we see that for bias voltages
Er-eV y Fa p Fa Viump=(Er,—Eg,)/e @ jump is expected to appear which is
Eg directly proportional to the product of the difference of the
: 77 ™~ Fermi energieAEx= Er,—Er, of the electrodes multiplied
K K’ by P(0,Vjump), the barrier transparency for electrons lying at
z z ; .
> the bottom of the conduction band:
X—— . The barrier height for electrons at the bottom of the conduc-
K ' tion band is made up of two terms:
Er-eV Y  Ee ATY Ep+eVv
: ! Fz $1=¢11Eg, (6)
Er,
= where ¢, is the barrier height measured from the Fermi
Kmin K’ level. Therefore the absolute value of the jump falls off rap-
9 K, z idly with increasing Fermi energlr . To estimate the rela-
Er - Er,—eV tive value of the effect, we use the approximate formia
b from Ref. 4, according to which the quadratic rise of the
conductance for a rectangular barrier=¢,=¢, can be
. - . _ written as
FIG. 1. Reciprocal space of the initial and final electrodes at a bias voltage
V across the contact) &he Fermi radiu:kFl of the initial electrode is less 3 A 3
than or equal to the Fermi radiks2 of the second, and therefore all of those A0-2~ > d KeA E,Z: ex,{ — Ay @) , (7)
electrons from a spherical shélf, —eV<E<Eg, that are moving toward 32 \/; 2

the boundaryk,>0 (the shaded regigncan take part in tunneling;) g,
<sz' and only electrons witte,> EFl—EFZ—thake part in the tunnel-

whereAy=4d+2m/3%. The relative valuey of the effect is

ing. inversely proportional to the differenceE :
A(Tl
N= AN~ T A~
tunneling(i.e., their momentum satisfies the inequalkty,
<kZ<k,:1; the shaded region in Fig. Lbin this case the in- P(O AEF)
tegration is done fronEFl—EFZ—tho Er: _ 3 \/5 " e ®
e 32 A4AEf 3A Jolp OAEF)’
|<V)=K[ J " (Er,mE)P(E,.V)dE, TR 2 ave e
F,—€
' and therefore, in order for the effect to be noticeable against
+evf S P(E, V)dE eV<E. _E the overall background of the voltage dependence of the dif-
Er,—Ep,—eV z! Z( Fi =Ry ferential conductance, it is necessary th&r be small. As-

sumingAE:<4¢, we have

3
~eX[< - EAd\/QD‘F EFl

)
ForeV>Egr —Eg, the expression for the tunneling current p( O,&
e

agrees with formuldl).
Differentiating (1) and(2) with respect to voltag¥, we  and
obtain an analytical expression for the differential conduc-

C . i 3
tance which in the casér <Eg, consists of two terms: 3 Vo ex;< - EA" [o+ Er,
o(V)=K[o(V)+ (V) ], @) T3 AAE 3 3 :
dAEF
where x;{—zAd\/Z +exp(—§Ad\/<p+EF1
Er,—eV P 9)
‘Tl(V):efo P(EzvVHVW dE;, For tunnel junctions made from ordinary metals, in which
the Fermi energies of the electrodes exceed the height of the
_ (Er d tunnel barrier by several electron-volts, the value 7pfs
oa(V)= Er _eV(EFl_ Ez)(y_vdEZ’ negligibly small. However, if the electrodes have Fermi en-
! ergies of the order of one or two electron-volts, being, say,
and in the cas& >Eg, has three terms: metal-oxide superconductors, the jump in question can be
uite noticeable. For example, in order for the relative value
(V) =K[o(V)+ 0o(V) + a5(V)], @ 3 b

of the jump to be greater tham, it is necessary that the

where Fermi energies of the electrodes not exceed the values
o3(V)=’VP(Eg —Er,—eV,V)O(Eg —Eg,—eV), 2

—¢. (10)

Ep<

3 n AdAEF
321-9 Jo

2
. » . Vo= z5—In
and®(Eg —Eg,—eV) is the Heaviside step function. 3Aq
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1.15 case the lower limit of the integration ovEf in the formula
for the tunneling current is equal to zero onlyef/> Er,
—Ef.:
S1.10f l F2
L 2e [~ >
S I(V'T):Ff dEZP(EZ,V)f dEg[f(E,+E,,T)
©1.05+ L(V) 0
J —H(E,+E,+eV,T)], (11)
1.00 | ! i | L here L(V)=(Er —Er —eV)®(Er —Er —e and
T400 200 0 200 400 where - L(V)=(Er,~Er,~eV)O(Er,~Er,~eV), a
v, mv f(E,T) is the Fermi—Dirac distribution function. After inte-

gration overkg; we have

FIG. 2. Differential conductance of a tunnel junction with electrodes having
low Fermi energie€r =1.8 eV andEg,=1.5 eV, calculated for a symmet-
ric rectangular barrietp; = @,=4 eV of thicknessd=10 A. The curve is
asymmetric: the left arrow shows the position of the minimuvhy
~55 mV; the right arrow indicates the position of the local band feature at
Viump= (EF17 EFZ)/e-

)

I(V,T)=Kij

dE,P(E;,V)
L(V)

1+exd —(E,— EFl)/kT]
“IM T e —(E,—Er revikT] |

(12

Without loss of accuracy the upper limit in this formula can
Inequality (10) can be used to determine what values of thebe replaced by the finite valukg + 7(T), where 7(T)

Fermi energies can be considered small. For example, for 8 k7. Wwe differentiate(12) with respect tov and write the

tunnel junction of thicknessl=10 A and heighte;= ¢,
=4 eV the jump should exceed ten percent0.1) under
the condition thaEg<<1.75 eV.

Figure 2 shows the results of a calculation of the differ-
ential conductancer(V) in the framework of the WKB
model, according to which the expression for the transpa
ency of the tunnel barrier is given by the formula

P(EZ,V)=exp[ - % deZm\/¢(z,V)—Ezdz ,

whered is the thickness of the tunnel barriet(z,V)= ¢,
+(p1—eV—d,)z/d, and o= ¢, + Er, (remember that all

energy values in formulagl)—(4) are measured from the
bottom of the conduction band of the initial electrpd€he
following values of the barrier parameters were assumed:
Er,=18eV,Er,=15eV,d=10A, ¢;=¢,=4eV. No-

tice that the curve in Fig. 2 is asymmetric—its minimum is
shifted with respect to zero voltage by an amoMat,
~55 mV. Since it was calculated using a symmetric rectan-
gular barrier, its asymmetry can only be due to differences in
the electron density of states in the materials. As expected,
the jump on ther(V) curve atVj,,, can be large enough to
influence the behavior of the differential tunneling conduc-
tanceo (V) as a whole.

3. FINITE TEMPERATURES

We now consider the case of finite temperatures0. It
can be shown that if as a result of temperature excitation an
electron occupies a state with  kK,>Kpin

=2m,/EFl—EF2—eV/h, then it will be able to take part in
tunneling, while ifk,<k.,, it cannot. That is, the plank,

=2m\/EF1— EFZ—eV/ﬁ:const as before divides the recip-
rocal space into two regions. To the right of that plane lie
states from which tunneling is possible, and to the left of it
states from which tunneling cannot occur. Therefore, unlike
the corresponding expression given in Ref. 5, in the present

resulting differential conductance(V,T) in a form analo-
gous to formula4):

o(V,T)=K[a(V,T) +o,(V,T)+0o3(V,T)], (13

Wwhere

iE JEFI-%—W(T)—eVﬁP
>< — [
z Er,~ 7(T)—eV Y

Er,—E,—eV
1+exp ———

oe).

X

In KT
Ep,—eV+ 7(T)

o,(V,T)=ekT f P(E,,V)
Ep,—eV=n(T)

exd —(E,— EF1+ eV)/kT]
T+ exT — (E,—Er,+evykT] 2

Ep,—eV—n(T)
+f P(E,,V)dE,,
L(V)

o3V, T)=ekTRE: —Er,—eV,V)

1+ exp[(EF2+ eV)/KT]

Xm =7 exi Er, /KT]

X@(EFl_Epz_e\/)] .
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. . \ N FIG. 4. Dependence of the second derivati?e/dV? on the bias voltag¥
0 100 200 300 across the function, calculated for values of the barrier parametersp,
=4eV,d=10 A, andI'=2 meV. The local band feature is well resolved
VvV, mvV against the background of the characteristic shown, even though the Fermi

energies of the electrodes are not sma}i; =3.75 eV,Er_=3.5 eV.
FIG. 3. Theo(V) curves calculated for temperatures of 4.2dgirve1) and 1 2

295 K (curve?2), demonstrating the stability of the local band feature against
temperature smearing. The fixed parameters of the calculation were assumed . o
to have the value€r =2.0 eV, Er =18 eV, ¢;=¢,=4 eV, d=10 A. wherel is an energy parameter related to the lifetimef

The inset shows the influence of the finite lifetime of an electron near thethe particle in the electronic state by the relatlos /7 and
Fermi surface on the sharpness of the band feafidre0 (——) and T’ is assumed to be constant in our calculations.

=5meV (- -+ - -). The fixed parameters were assumed to have the values It is shown in the inset to Fig. 3 that the effect is ex-
Er =1.6eV,Er.=15eV, p;=¢p,=4eV,d=10 A. . . .

1 2 tremely sensitive to the parametéri.e., pure materials are
required for observation of a clear jump in the tunneling
conductance. However, if the purity condition is met, then as
is shown in Fig. 4, the feature in question remains noticeable
) against the overall background of thé dependence of
room temperatures, and, as a result, thgV,T) term in  42)/4\2 even when the “banks” of the tunnel junction are

formu!a (13), which is responsjble for.the jump on the dif- made of materials with Fermi energies of the order of several
ferential conductance curve, is practically the same as thgiactron-volts.

analogous term in formul#4). This means that the (V)
feature under discussion is insensitive to temperature smear-
ing. Indeed, curved and?2 in Fig. 3, calculated for helium - CONCLUSION

temperature and room temperatufier=4.2 K and 295 K, It is generally known that the electron density of states is
differ only by a slight shift relative to each other along the reflected in the tunneling characteristics of superconductors.
vertical axis. The presence of local features insensitive gt js owing to to this circumstance that tunneling has played
temperature was noted back in Ref. 10. We emphasize thatkey role in understanding the mechanism of superconduc-
such behavior is extremely nontrivial, since the effects ordi+jvity. However, for normal metal electrodes the question of
narily considered in tunneling spectroscopy are due to thehe influence of their band structure on the tunneling charac-
interaction of the tunneling electron with different types of teristics is not so obvious. In the classic paper by Harfison
excitations that are observed both in the electrodes and insidgas shown in the framework of an independent-electron
the barrier. Since in those processes the electron starts fromode| that the electron density of states in the WKB approxi_
the Fermi level of one metal and finishes at the Fermi levelation should not be manifested in the tunneling curves,
of another, the presence of low temperatures is a necessagihce the one-dimensional density of stateé(E,)
condition for their observation. In our case, however, thex(ryE/(;kz)—l is completely canceled out by the pre-
sharpness of the feature in question is determined by thgxponential factor from the expression for the transparency
smearing of the plandm,=2m\Er —Er —eV/fi=const,  of the tunnel barrier. In the present paper we have shown that
which does not depend directly on temperature. Harrison’s conclusion is valid only for electrons with large

Fermi energies, for which inequali§l0) is clearly cannot
4. ALLOWANCE FOR THE FINITE LIFETIME IN THE hold. For _tunneI juncti_ons in yvhich the electrqdes are con-
ELECTRONIC STATES ductors with low Fermi energiedess than 2 eYinequality

(10) may or may not hold, depending on the barrier param-

The boundary between tunneling and nontunneling eleceters: it can hold for high and thin barriers but not for wide

trons can be smeared on account of the finite lifetimes of thend low barriers. Satisfaction of conditigh0) means that a
particles in the initial and final states. This smearing is takersubstantial role in the formation of the tunneling current is

We note that if Er, is not very small, say,Er,
>50 meV, then the condition e><|ﬁ(2/k1)>1 holds even at

into account according to the formula played by electrons with a nonzero transverse momentum
1 T componenk;, as a result of which the tunneling character-
Osmeak V) = —f ———>0(V,E)dE, (14 istics can reflect the associated two-dimensional density of
™) [E5+17] statesN(E) = (dE/dk,) 1. In that case the tunneling con-
O'(V,E)ZK[g’l(V)+(_)'2(V)+eVP(EF1—EF2—eV ductance of symmetric junctiorEFlz EF2 can exhibit an

anomalous zero pedkwhile asymmetric junctionsEF1

#E_ have a local feature at a bias voltage across the junc-
2

+E,V)0(Eg,—Eg,—eV+E)],
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The propagation of spin waves in layered conductors in the presence of an external magnetic
field is studied theoretically. It is it is shown that for certain orientations of the magnetic

field with respect to the layers of the conductor there is no collisionless absorption, and weakly
damped collective modes can propagate even under conditions of strong spatial
dispersion. ©2005 American Institute of Physic§DOI: 10.1063/1.1820379

In recent years there has been a significant increase imave shown that such a Fermi surface is possessed by a con-
interest in layered structures with a metallic type of conduc-siderable number of organic conductors based on tetrathi-
tivity and a quasi-two-dimensional electron energy spectrumafulvalene salts.

These include organic conductors of the family of tetrathi-  In normal metals at low temperatures in a magnetic field,
afulvalene salts, transition metal dichalcogenides, graphitesarious weakly damped collective modes of the Bose type
etc. In the absence of external magnetic field the conductivean exist: electromagnetic, sound, and spin waves. In layered
ity of these substances along the layers, is several orders conductors the propagation of collective modes differs in a
of magnitude greater than the conductivity across the layersjumber of features due to the topology of the Fermi surface.
o, . The marked anisotropy of the kinetic coefficients of For certain orientations of the magnetic field relative to the
layered conductors is a consequence of the quasi-twdayers of the conductor the projection of the electron velocity
dimensionality of their electron energy spectrum. The maxi-on the direction 0B, averaged over the period of motion of
mum velocity of electrons with the Fermi energy along  an electron along the cyclotron orbit, is negligible. For those
the normaln to the layerspy,=v-n, is much less than the directions ofB, collisionless absorption is absent, and the
characteristic velocity of electrons in the plane of the layerspropagation of weakly damped waves is possible even under
ve, and their energy can be written in the form of a rapidly conditions of strong spatial dispersion. In this communica-

converging series: tion we report an investigation of spin waves in layered con-
ductors with a quasi-two-dimensional electron energy spec-

- np, trum. Collective modes involving oscillations of the spin
S(D):So(vapy)’Lzl 8n(vapyv’?)cosﬁ- (D density of the conduction electrons in quasi-isotropic con-

ductors lacking magnetic order were predicted by 3iind
The functionse,(py,py,7) fall off substantially with in- observed experimentally in alkali metals by Schultz and

creasing index: Dunifer?
In the case when the conditiodhwg=T< 7eg is met
ent1(Px:Py, 1) <en(Px,Py,7),&1(Px,Py, 1)~ neE. (where T is the temperature angg is the cyclotron fre-

guency of a conduction electrprthe density matrixp is an
Here = (o, /o))" is the quasi-two-dimensionality param- operator in the space of spin variables and a quasiclassical
eter,pp=#/a, i is Planck’s constant, ana is the distance function of the coordinates and momenta, while the addi-
between layers. Formuld) corresponds to the tight binding tional energy of the quasiparticle due to electron—electron
approximation, when the overlap of the electron shells ofinteraction effects can be written in the framework of the
atoms belonging to different layers is small and the distanc@ andau—Silin theory of the Fermi liquid:
between layers is much greater than the interatomic distance
within a layer. The Fermi surfacg(p) =& correspondingto d3p’ R R R
dispersion relation(1) is open, with a slight corrugation 56(p,l‘,t)=TrUrf(277—ﬁ)3L(p,0',p’,0’)5p'(p',r,o",t),
along thep, axis; it can be multisheet and consist of topo- 2
logically different elements, e.g., cylinders and planes. It will
be assumed from here on that the Fermi surface of the laywhereL(p,o,p’,6")=N(p,p’)+S(p,p’)dd’ is the Landau
ered conductor is a slightly corrugated cylinder, all sectionsorrelation function,ép is the nonequilibrium admixture to
of which by the planepg=(p-By)/By=p,cosd+psind  the density matrix, and are the Pauli matrices.
=const are closed for w/2—9>%n; here By For anglesd between vector8, andn not too close to
=(Bgsin,0,Bycosd) is the external magnetic induction. /2, the closed electron orbits in momentum space are al-
Numerous experimental studies of magnetic oscillationgnost the same for different values of the momentum projec-

1063-777X/2005/31(1)/4/$26.00 90 © 2005 American Institute of Physics
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tion on the magnetic field direction, and the aBa,pg) of  Here®= £+ (S£), the angle bracket denotes averaging over
the section of the Fermi surface by the plang=const and the Fermi surface,
the components, andv of the velocityv= de(p)/Jp of the
conduction electrons in the plane of the layers depends 2d3p’ c?fo(s )
weakly on pg, with an order of smallnesg tand. This (S§)= J 27h)3 ( )
means that the energy of the quasiparticles in the one-
electron approximation and the Landau correlation function

. . : : 0
can be expanded in an asymptotic series, the leading term of Je = Sle—egp),
which is independent gbg . In the zeroth approximation in
the small parametey; the functionsN(p,p’) and S(p,p’)
can be represented as Fourier series:

S(p,p")&(p’,r,t)

B~ (r,t) is the rf field, e is the electron charge, ardis the
speed of light. The collision integral,, determines two re-

_ ) laxation times:7; and 7,, the momentum and spin-density
N(p,p’)= 2 Ny(ep)ehte=e), relaxation timesz,> ;. For processes corresponding to the
T frequency regiorkc> o> 1=, '+ 7, [the wave vector
k=(k,,0k,)], the asymptotic behavior of the spectrum of

S(p.p')= 2 Sa(ep)ente=e") (3)  collective modes is completely independent of the specific
e form of the collision integral.
with coefficients coupled by the relations_,,=N,, S_, Expanding the function®=£+(S&) and £ in Fourier

=S, . As variables inp space we chose the integrals of mo- series in the variable and substituting the results into Eq.
tion £ andpg of the charge carriers in the magnetic field and(4), we find that the circular components of the renormalized
also the phase of the electron velocify= wgt;, wheret; is  spin densityd(*)=d,; +i® ~exp(-iwt+ik-r) of the con-
the time of motion along the trajectos/=¢g, pg=const. duction electrons satisfy the integral equatfons
Taking the next terms of the expansion of the correlation
function in powers ofy into account leads only to negligibly (+) ¢ , iofe
small corrections to the spectrum of the collective modes. @ :J_ de’ ex f de"(@*Q

The paramagnetic spin modes are space—time perturba-

tions of the spin densityy(r,p,t)=Tr,(op). For small Mo B
deviations from the equilibrium state the spin density can _k‘V(GD"’pB))> 'w_B(k'V(ﬁD'va)iQ)B:

be written as the sum of the equilibrium part

Oo= — uBgo(dfp/de) and a small nonequilibrium admixture

—(afol3e) &(r,p,t), wherefy(e) is the Fermi functionu —i w—Bpr A CI)( Jdpe’ ) 5

=uo/(1+Sy), mo is the magnetic moment of a conduction

electron,S; =v(eg)Sy, andv(eg) is the density of states at q)
the Fermi level. The integral Qiygy(e) over the unit cell in
p space gives the magnetizatiovip= xoB, in a uniform — ,
static magnetic field with inductionB,, and y, TSp), ®=w+i0, ®y=(e P?®)/(1), B:=B, *iB, O

=, cosv—d,sin, thex, axis is directed perpendicu-
lar to they axis and to the vectoB,, where\,=S;/(1

= uomv(eg) is the static paramagnetic susceptibility. =ws/(1+Sy), and ws=—2uoBg/% is the spin paramag-
According to Ref. 2, the linearized kinetic equation in netic resonance frequency.
the case when the perturbation of the spin dengity per- Multiplying Eqg. (5) by exp(~in¢) and integrating with
pendicular toB, has the form respect to the variable8= pg/pg cos? and ¢, we obtain an
ag 9 3 2 infinite system of linear equations for the coefficiedss™)
0t v—+ (v>< Bo) — ) 7[Bo><<l)] of the Fourier series of the function
_Mov%‘f' ZMMO[B()XB ]—lco“ (4) <q)(+)>ﬁ__ﬂ_J‘7ﬂ_qu)(i)(8FIB!(P)

Em ( 5np_)\pw_a;<fnp(,8)>,6> (I_)pi)

: (6)

1 [37[2"dede[kv(B,e— @1) FQlexdi(p—n) —ip<p1+iR<<p,<p1>]>
B

=— B+ <277| 1—exd 2@iR(2m,2m)]

1 [57f5Tdedes exdi(p—n)e—ipei+iR(¢,¢1)] ,
fop(B)= 2 l-—exd2#iR(2m,2m)] ' @)
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Here R(¢,¢q)= 1/wa$_‘pld<p’[5)19—k~V(,8,<,D’)], and responding to the dispersion relatighl) are easily found

Snp is the Kronecker delta. The dependence of the cyclotroiiSing the standard methods of nonlinear mechanics

frequency onpg should be taken into account only in the _ (0) (1 0)s y—

expressiork,w,/ wg in the argument of the exponential func- Uxlt) =oi (1) F oy (t) vy (L) =, coswg(B)ty,

tion, under th_e_condition thavkx_v,:~w_B. vil)(tl) = e tandJo(@)sin B
The coefficients of the Fourier series of the smooth func-

tion v(eg)S(p,p’) fall off rapidly with increasing summa-

[

Jn(a)sin(B—n/2)

tion index, and it is therefore sufficient to keep a finite num- ~MUE ta”ﬁzz n2—1
ber of terms of the series in Eg®) and (6). The system of
equations(6), together with Maxwell’s equation, relates the X cosnwg(B)ty, (12

variable magnetic field and the magnetization and describes _
the natural oscillations of the spin density in layered conduc- v(t1) = nuE SiN(B— a coswg(B)t1).

tors with an arbitrary energy spectrum and correlation fU”CHerewB(,B)=wB[1+(ntanﬂJl(a)cosﬁ)/2] is the cyclotron

tion. It is easy to see that for finding the spin-wave Spec”“”?requency of quasiparticles with energyd) in a field
it is sufficient to use the homogeneous version of the system

of equations(6). We shall neglect ir6) the small inhomo- Bo=(Bysin9,0B,cos?), wg=(|e|By/mc)cosd,
geneous term proportional taoB=, which takes into ac-
count the influence of the self-consistent fi@d . The dis-
persion relation for the “free” oscillations of the spin density J () is the Bessel function,
has the form

a=(Mmvg/pg)tand,

(1)
Uy (0) 7Po
+ m—vFCOS(,B— a)

) ©® v, =ve| 1-
D(w( )1k)Ede 5np_)\pw_8<fnp(,3)>ﬁ =0. 8) UF
is the amplitude of the first harmonic of(t), and the initial

Up to terms proportional tqo~ wiv(ef) the frequencyw of  phase is chosen such tha(0)=0.
the natural oscillations of the magnetization is equal to the |t follows from relations(12) that

frequencyw(® of the “free” oscillations of the spin density. .
At that frequency the magnetic susceptibility has a sharp  (KV),=kvg=7vedo(a)(kctand +k,)sing. (13

max"’*.‘“m- and the determinabt(w,k) is equal in order of £ 156 directions dB,, for which « is equal to one of the
magnitude toyg.

h diti hat th b lision! q ) fzeros(;ziz(va/po)tam‘}i of the Bessel functiody(«) the
. The condition that t ere be no collisioniess damping o average(k-v) ,~ 7%, and the asymptotic expression for the
spin waves reduces to satisfaction of the inequality

coefficientsf,,(8) takes the form
|o—nwgT Q>max(k-v),|. 9

Outside the region ob, k values corresponding to condition 1 m(w+ Q) ™

(9) the functionsf,,(8) have a pole, and after integration fp(B)= Koo COtQ,—BCOSE(”_p)
over pg the dispersion relation acquires a imaginary part
responsible for strong absorption of the wave. In layered
conductors the electron drift velocity along the magnetic T
field, ve=(v),, oscillates as a function of the angtebe- Ri(91)+ 5 (n+p)

tween the magnetic field and the normal to the layers. For + ) : (14
certain directions ofB, with respect to the layers of the sin
conductonvy is close to zero, and the damping of the wave is

governed by collision processes. Here the existence of colyhere

lective modes is possible even under the conditighv
=Zwg. In the region ofw and k values such thak-v,,
>wg, o+ Q<k-v,, wherev,, is the maximum value of the
velocity in thek direction, there exist solutions of the dis-
persion relation(8) in the neighborhood of the resonance

sin

wp

_ w2 k'V(‘P) _ kva
Rl(ﬂi)_f—w/z on(B) 372 ou(B)

0o=Nwg*Q+Aw,Av<wg,n=0,1,2.... (10

Keeping only the first two terms in formuld) and ne- + n%tanﬁi cospB; 2 ‘]2“;—1(2“')1
glecting anisotropy in the plane of the layers, we write the wg n=1n(n+1)(2n+1)

energy of a quasiparticle in the one-electron approximationy he struve function,g=vr/wg, andB;=pg/py cosd . In

as the case when the correlation function is determined by the
2, 2 zeroth and first Fourier harmonics
e(p)= 2 2 pgcos 1 , ,
2m Po S(p,p")=Spt2S, code—¢’),

wherevg=+2e/m. The asymptotic solutions accurate to the solution of dispersion relatio{8) is determined by for-
terms of ordery for the system of equations of motion cor- mula (10) with
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Nwg* ) gous type of excitations exists in quasi-isotropic metals only
W= Tk Y12 when the direction of wave propagation is strictly perpen-
dicular toBy.

It is easy to obtain front8) a quadratic equation foy, ,, the
roots of which are

*E-mail: stepanenko@ilt.kharkov.ua
1
7’1,225[)\0“‘ 2N+ (—1)"No—2M)g= ((No+ 2Ny

1J. Singelton, Rep. Prog. Phy&3, 1111(2000.

+(=1)"(\g—2X1)g)?+ 8\ 1(— 1+g*+h?)) 2], 2y, P, Silin, Zh. Eksp. Teor. Fiz35, 1243(1958 [Sov. Phys. JET®, 870
e _ (1959].
whereg=(sinRy(%))z, andh=(cosR(%));. 3. Schultz and G. Dunifer, Phys. Rev. Let8, 283 (1967).

In the short-wavelength limit for the selected directions 4y . Peschansky and D. I. Stepanenko, JETP [Z8t.322 (2003.
of the external magnetic field there exist spin waves with °N. N. Bogolyubov and Yu. A. Mitropol'ski Asymptotic Methods in the
frequencies(lO) close to the resonance frequenciew Theory of Nonlinear Oscillationgranslation of 2nd Russ. ed., Gordon and
_ . Breach, New York(1962), cited 4th Russ. ed., Nauka, Mosc@h974).
=nwg* ). The correction15) to the resonance frequency
is a rapidly oscillating function of wave number. An analo- Translated by Steve Torstveit
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A theory of the reentrant effect in the susceptibility of mesoscopic cylindrical NS samples is
proposed which is essentially based on the properties of the Andreev levels. The specific feature of
the quantum levels of the structure is that in a varying magnetic faldemperatureeach

level periodically comes into coincidence with the chemical potential of the metal. As a result, the
state of the system becomes strongly degenerate and the amplitude of the paramagnetic
contribution to the susceptibility increases sharply.2@05 American Institute of Physics.

[DOI: 10.1063/1.1820383

In 1990 Mota and co-worketsletected a surprising be- the density of states of the NS structure exhibits a peak near
havior of the magnetic susceptibility of a cylindrical NS zero energy. The theofys largely based on the assumption
structure(N and S are for the normal metal and supercon-of the repulsive electron interaction in the normal metal. The
ductor, respectivelyat very low temperatureT(<100 mK)  question of whether the reentrant effect is due to specific
when the external magnetic field was applied parallel to theroperties of the noble metals or is shared by any normal
NS boundary. Most intriguingly, a decrease in the samplanetal experiencing the proximity effect can only be an-
temperature below a certain poilf (at a fixed field pro-  swered experimentally. We can just note that the theories in
duced a reentrant effect: the decreasing magnetic susceptibiRefs. 6 and 7 do not describe the temperature and field de-
ity of the structure unexpectedly started growing. A similarpendences of the paramagnetic susceptibility of the NS struc-
behavior was observed with the isothermal reentrant effect iture and do not explain the origin of the anomalously large
a field decreasing to a certain valli below which the amplitude of the reentrant effect.
susceptibility started to grow sharply. The samples were su- It is worth mentioning the assumption made by Maki
perconducting Nb wires with a radilsof tens ofum coated and Haa%that below the transition temperature {0 mK)
with a thin layerd of very pure Ag. It is emphasized in Ref. some noble metal&Cu, Ag, Au) can exhibitp-wave super-

2 that the detected magnetic response of the NS structure é®nducting ordering, which may be responsible for the reen-
similar to the properties of the persistent currents in mesostrant effect. This theory does not explain the high paramag-
copic normal rings. It is assumkd that the reentrant effect netic reentrant effect either.

reflects the behavior of the total susceptibiljgyof the NS In this Letter a theory of the reentrant effect is proposed
structure: the paramagnetic contribution is superimposed owhich is essentially based on the properties of the quantized
the Meissner effect-related diamagnetic contribution andevels of the NS structure. Levels with energies no more than
nearly compensates it. Anomalous behavior of the susceptiAy (24, is the gap of the superconduct@ppear inside the
bility has also been observed in AgTa, CuNb, and AuNbnormal metal bounded by the dielecti@cuum on one side
structures: and contacting the superconductor on the other side. The

The origin of paramagnetic currents in NS structures hasumber of levelsng in the well is finite. Because of the
been discussed in a number of theoretical studies. Bruder amharonov-Bohm effect,the spectrum of the NS structure is
Imry® analyzed the paramagnetic contribution to susceptibila function of the magnetic flux in a weak field. The specific
ity taking into account the paths of the quasiparticles that ddeature of the quantum levels of the structure is that in a
not collide with the superconducting boundary. The authorvarying fieldH (or temperatureeach level in the well peri-
note an appreciable paramagnetic effect in the physical situedically comes into coincidence with the chemical potential
ation under discussion. However, the ratio derived by thenof the metal. As a result, the state of the system suffers strong
for the paramagnetic and diamagnetic contributions is rathedegeneracy and the density of states of the NS sample expe-
small, and cannot account for the experimental restfts.  riences resonance spikes. We attribute the reentrant effect to

Fauchere, Belzig, and Blatfeexplain the high paramag- this resonance.
netic effect assuming the pure repulsive electron—electron Resonance spikes of the density of states as a function of
interaction in noble metals. The proximity effect in the nor-the magnetic field were predicted earlier in our study of a
mal metal induces an order parameter whose phase &ructure consisting of a normal metal cylinder coated with a
m-shifted against the\ phase of the superconductor. This thin superconducting layé?.
leads to paramagnetic instability of the Andreev states, and Let us consider a superconducting cylinder of radius
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coated with a thin layed of a pure normal metal. The struc- We proceed from the expression for the thermodynamic
ture is placed in a weak magnetic field(0,0H) applied potential

along its symmetry axis. We proceed from a simplified NS
model assuming that the order parameter modulus of the
superconductor changes in a jump at the NS boundary. We
introduce the angle of incidence of a quasipartielen the
dielectric boundary, measured from the cylinder radius. It iSyhere the summation is over all quantum states of the spec-
evident that there are two classes of quasiparticle paths ifeym, Eq. (1), and the spin(Boltzmann's constankg=1).

side the normal metal. One class includes those in which \ye yse the approximation of equidistant levels in which the
varies within 0 a=aq, (a IS the angle at which the path second term in Eq(1) can be replaced with 1/2. The contri-
touches the NS boundaryin this case the quasiparticle col- pytion to susceptibility(per unit volumeV of the normal
lides successively with the dielectric and the NS boundarymeta) can be found ag = — (1V)(92Q/9H?2). Taking into

The other class withe>ac, consists of the paths whose account two orientations of the spin and two possible signs
spectra are formed only by the quasiparticle—dielectric colli-of o andq, as well as the finite number of levets, we
sions. The spectra of the two classes of paths differ consityaye the starting expression for the susceptibilityig the

0= —TES In[1+exp —es/T)],

erably. _ . cylinder height, is the chemical potential of the meal
First we consider the paths with=< a.,. The spectrum
of quasiparticles of the NS structure is readily obtainable by o ie e ay Pe
the method of multidimensional quasiclassics general- Y~ J J da sir? af dqgVa(q)
ized for the presence of the Andreev scattering in the n=-no J-¢ chzi 0 0
system?> We have 2T
_ whV(q)cosa N 1 e Do) X 6(e—en(Q,a)). 3
en(q, )= B F— n ;arccosA—O Dy |

(1)  We take an integral over using theé function and introduce

the dimensionless ener
HereV,(q)= \/pZF—qZ/m*, pe is the Fermi momentung is %
the momentum component along the cylinder ami, is the e=slds (Ss=mhVel2d).

effective mass of the quasiparticle, afg is the supercon-

ducting flux quantum. The magnetic flux through the areaginces/s5¢>1, the lower limit of the energy integral can be
bounded by a part of the NS boundary and by the quasipaggp|aced with— . By introducing the variable=tana and

ticle path at an angler is given by the notationa,=n+1/2, b=b(H,T)=a/®,, X,=tana,,
d =/2R/d and taking into account the parity of the integrand
Cb(a):Ztame A(x)dx. we obtain, instead of Ed3):
The integral ofA(x) can be calculated if we know the dis- No +e  dele?
tribution of the vector potential field inside the normal metal. x=A f oS nel2l
The problem of the Meissner effect in superconductor- n=01..J0 COSH[7el2]
normal metal (proximity) sandwiches was solved by ol —
Zaikin1® The screening current in the NS structure was cal- % on A f(|an—bx —[e] V1+x*) _ (4)
culated in terms of the microscopic theory, and the expres- 0 |an—bx|3\/|an—bx|2—ez(l+x2)

sion A(X)=Hx+ (4mx/c)j(a)x(d—x/2) can be obtained
from the 'I\/.Iaxwell equation cuHl = (4/c)j with the bound- HereA= 27d?9/(7R®2), n=0e/T, andf is the Heaviside
ary conditionsA(x=0)=0 andd,A(x=d)=H. The screen-  step function. It is seen in E¢4) that for a given “subzone”

ing current is a function of n the amplitude of the paramagnetic susceptibility increases
d sharply whenever the Andreev level coincides with the
a= fo AX)dx, j(a)=—jse(al®y), chemical potential of the metal. The resonant spike of sus-

ceptibility occurs whera,—bx tends to zero on a change in
wherej, is the superfluid current and(x) is an oscillating the magnetic fieldlor temperature Because of the finite
function of flux (at a/®y<1 we havej(a)=—ja/®,). number of Andreev levels, the existence region of the iso-

Thus, we can write down the self-consistent equation fothermal reentrant effect is withinOH=<H,, .
.13-15

a The indefinite integral ovex can be calculated exactly.
d2 4 The roots of the square trinomial under the radical to within
a=H >t §j (a)d?, (2)  the first-order terms ire are x; ,=ao* |e| 1+ a3/b (ag

=a,/b;0<x;<ag<X,<Xq). Thef function bars the region
j(a) becomes zero recurrently  when a/®, x;<x<X, from consideration. On substituting the limits of
=1/2,1,3/2,2,.... The spectrum of Eq) is similar to Ku- integration, the expressions obtained have different powers
lik's spectrunt® for the current state of an SNS contact. of the parametefe| ~1. We retain only the most important
However, Eq(1) includes an angle-dependent magnetic fluxterms of ordete| 2. The integral over energy is taken easily
instead of the phase difference of the contacting supercorwhen these terms are substituted in it. Finally, the suscepti-
ductors. bility of the NS structure becomes
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1\2 [#7hVe 1 paramagnetic contribution to the thermodynamics of the
(2 Do (n+ 5 th[ﬁ n+s paths witha> a, has a much smaller amplitude.
X= > > - (5) The author is indebted to A. N. Omelyanchouk and A. A.
TROGn=01,.. nt |+ b2(H,T) Slutskin for helpful discussions.

The fluxb=al/d, (Eq. (2) depen(_is on both the magnetic *E-mail: gogadze@ilt kharkov.ua

field and temperature. The screening current of the NS struc-

ture isj = — jp(a/dy), wherej o~ T texp(—4nTdAVE) for

T>#Ve/d. B3 Pltis seen from Eq(5) thatb(H,T) increases
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