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The influence of phase separation on the thermal stability of supeffigiefHe mixtures heated

from below by a heat flux with a power dens'@ up to 20uW/cn? is investigated in the

temperature region 100—-500 mK. It is found that instability is observed only in the presence of
phase separatidin the high-temperature regipeven at manifestly high heat flux densities.

With increasing power of the heat flux at low temperatures the system undergoes phase separation
and then, on further increase @ suffers thermal instability, which is manifested in a

sharp increase in the effective thermal conductivity. These effects are apparently due to the
destabilizing influence of the interface between the separated phases owing to capillary effects. The
values of the Rayleigh and Marangoni numbers, which characterize the influence of the

buoyancy and capillary forces, respectively, in relation to each other are analyzed, and it is noted
that the concentrated phase is more sensitive to the action of capillary forcg®0®

American Institute of Physics[DOI: 10.1063/1.1820539

1. INTRODUCTION +0.1 mK at 150 mK and+0.5 mK at 480 mK, and the
capacitive sensors determined the concentrations to an accu-
racy of 0.05 and 0.1%He.

A heater, creating a heat flux of power densly was
a placed, as before, in the lower part of the cell. To ensure a

situation in which the lighter part of the liquid lies in the mbore u.n.|fohrm hea:‘ flux a copper me_slh Wads mountgd fdlrectﬁh(/)
upper part of the cell, and the system is gravitationallya ove it; the mesh was a commercial product made from

stable. That is why the conventional experimental studies ofm diameter wire with a cell size of 136m.

the convective instability of superfluid mixtures &fe in A mixture with an initial concentrf_;ltmn of 9.8%1e at a
“He have been done with heating from above. pressure of around 100 torr was studied at three temperatures

The first experimental study of the thermal instability of of the midpoint of the ceIITI'm_= 150, 270, and 480 mK. The_
3He-*He superfluid mixtures heated from belbwhowed upper flange of the cell was in constant thermal contact with

that in this case efficient heat transfer arises in the mixture atpe mixing chamber, and the temperature and concentration
certain critical values of the heat flux power density, and thi&radlentsVT gnde were measured ‘Tﬂ a constant power of
was identified as the onset of thermal convection. It wa§he heat flux in the temperature region around each of the
found that the critical temperature of the gradients due to thézhree chosen values @, Measurements were madg at 'Fem—
onset of convection correspond to Rayleigh numbers mangerature& 1_0_ .15 mK above and beloWy, to permit reli-
orders of magnitude higher than the critical Rayleigh numbe ble determination of the values BT and Vx correspond-

in the case when the mixture is heated from above. Ing '{/(:/the g|vEn v?lue of'r, by mterpol_atlon. laced
In Ref. 7 it is noted that one of the possible destabilizing e note that the upper concentration sensor was placed a

distance 1 mm from the upper part of the cell, and therefore

factors initiating instability is phase separation of the super- £ 155 mK the ph ion bound
fluid mixtures in the presence of a heat flux. In the presenFt a temperature o mK the phase separation boundary

article, which is in fact a continuation of Ref. 7, is devoted to'@ Inside the sensor, the upper part of which then contained
h@e concentrated phase.

When superfluidHe-*He mixtures are heated from be-
low, the temperature gradieMT directed vertically down-
ward is accompanied by the appearance @ifla concentra-
tion gradientVx in the opposite direction. This creates

a detailed study of the influence of phase separation on t
convective instability of a system.
3. OBSERVATION OF THE ONSET OF THERMAL
INSTABILITY

2. EXPERIMENTAL TECHNIQUE The superfluid mixture studied, with an initial concentra-
tion of 9.8% 3He, had a phase separation temperaflye
We used the same measurement cell as in Ref. 7 except235 mK in the absence of heat flux. When an upward di-
that the distance between thermometers was increased to P¥cted heat flux was switched on, temperature and concen-
mm. RuQ resistance thermometers were mounted on thération gradients directed counter to each other were created.
ends of cylindrical capacitive concentration sensors. The effhe resulting increase in concentration in the upper, colder
ror of temperature determination for each thermometer wapart of the cell led to phase separationTat T in accor-
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FIG. 1. Dependence of the temperature gradient on the power of the heat
flux at a mean temperatufig,= 150 mK.

dance with the phase diagram. The onset of separation is
easily observed from a characteristic kink in the temperature
dependencésee Figs. 2 and 3 in Ref.).8At temperatures

above the separation temperature the concentration of the

mixture at the upper sensor increases with increashng 02

while that in the lower part decreases; the concentration in I~ b
the median plane remains unchangdidthe case of a linear ol — L L 1 L 1
concentration distribution At temperatures below the sepa- 10 20 39 40 50 60 70
ration temperature théHe concentration at the sensors be- Q,pw

gins to decrease with Incréasing power of the heat flux IfFIG. 2. Temperature gradiefd) and concentration gradieii) versus the

they are both found completely in the lower, diluted phasepower of the heat flux at a mean temperaflige= 270 mK. The value of the
In the temperature region below 155 mK the boundary betemperature gradient at which separation sets in is indicated by an arrow.

tween the separated phases drops down into the upper con-

centration sensor, and measurements of the concentrati?lrcjx (Fig. 4. Since the Nusselt number is the ratio of the

radient were not made in this case. . - .
g ﬁﬁectlve thermal conductivity, which depends on the heat

The measured values of the temperature gradient an o the th | ductivitk in the ab ;
concentration gradient of the mixture as functions of the ux, 1o the thermal conductivityin the absence of convec-

power of the upward-directed heat flux for three different!lV€ Motion, one has Nu1 in the absence and M in the
temperatured , are presented in Figs. 1-3. In Fig. 1, which Presence of convection, and Nu increases with increa3ing
corresponds to a temperatufg =150 mK, only the values It is seen in Fig. 4 that at temperatures of 270 and 150 mK
of the temperature gradient are shown, since, as we just saithe Nusselt number deviates substantially from unity @or

at that temperature the line of phase separation fell within the-Q,, indicating the onset of convection. At=480 mK no
capacitive concentration sensor. such deviation from unity is observed.

In Figs. 1 and 2 one can clearly see the kinks occurring  We note that the values measured in the given experi-
at certain critical values of the heat flux power denQy, ment for the critical temperature gradients corresponding to
which may be regarded as the onset of convective instabilitfhe onset of thermal instability are rather close to those re-
of the mixture, since the effective thermal conductivity; ported previouslilfor other distances between thermometers.
=QIAT increases there. We note that Fig. 1 corresponds to &NiS is shown in Fig. 5, where the solid lines denote the

temperature of 150 mK, when the mixture under investigavalues of the temperature gradients at which phase separation

tion is already separated &=0. At the same time, at the of the mixture is observe@o the left of this ling. It is seen

higher temperature 480 mKFig. 3 the mixture does not in Fig. 5 that with increasing temperature gradient first phase

undergo phase separation at all, and no anomalies indicati\rc‘er"’m’"tlon oceurs in the m|x.tL'1re and _then, at somewhat larger
of the onset of convection are observed in this case. At ap{alues OfVT, thermal instability sets in. At atgmperature of
intermediate temperature of 270 n{Rig. 2) separation sets %?20 Tg_l_the two processes occur at practically the same
in when the temperature gradient reaches about 8.5 mK/crUe © :
(indicated by an arrow in the figureand the onset of insta-
bility occurs at a large¥V T—around 13 mK/cm. Thus a com- 4. RAYLEIGH NUMBER IN THE CONCENTRATED
. : . AND DILUTED PHASES
parison of Figs. 1-3 shows that phase separation plays a key
role in the onset of convection in a superfluid mixture under  One of the main parameters describing convective pro-
heating from below. cesses is the dimensionless quantity proportional to the ratio
The onset of convection is clearly manifested in the de-of the buoyant forces arising due to the change in the density
pendence of the Nusselt number Nu on the power of the heaif the substance in the heating region and the viscous forces
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of the power of the heat flux at a mean temperaflife= 480 mK.

FIG. 5. Temperature dependence of the critical temperature gradient causing
thermal instability: the results of the present stu@y, results of Ref. 10J).

The solid line denotes values of the temperature gradient at which phase
separation begins in the system.

As we have said, at low temperatures the mixture under
study is a two-phase system in which the upper, concentrated
normal phase af <300 mK is practically pure’He. The
thicknessh; of the concentrated layer is determined from the
phase diagram for separation and the conservation of the
amount of*He in the mixture:

Xo—Xq\| |V
XS_Xd> s @

h3: Sa

wherex; is the®He concentration in the concentrated phase,
kt is the thermodiffusion ratiox, andxy are the initial con-

kr VT+
Txs

due to dissipatiotviscosity). This parameter, called the Ray- centration ofHe and the concentration &fe in the diluted
leigh number, has the following form for a one-componentphase, respectively, and andS are the volume and area of

fluid:

vVTh?
Ra: gﬁ—,
vx

D

the measurement cell.

Assuming that the concentrated phase of the separated
mixture is a single-component system consistingH$, we
can calculate the corresponding values of the Rayleigh num-
ber according to formulél) with the use of the known data

where g is the gravitational acceleratiol is the thermal
expansion coefficienth is the vertical sizey= 5/p is the
kinematic viscosityy = «/pC,, is the thermal diffusivityy is
the coefficient of shear viscosity,is the thermal conductiv-
ity, C, is the heat capacity, andlis the density of the fluid.

on the physical properties of liquitHe and the thickness of
the layer of this phase according to E&). A calculation
shows that the values of the temperature gradients in the
concentrated phase at which convection appears in the sys-

Nu
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FIG. 4. Dependence of the Nusselt number on the power of the heat flux for Ra,

temperatures of 15Q0\), 270( <), and 480(0) mK.

100

tem give extremely small values of the Rayleigh number,
Ra.~1-100, and the value of Raecreases with increasing
temperaturéFig. 6). On heating from below the density dis-
tribution over height in the concentrated phase is such that
the heavier component collects in the warmer, lower part,
and that makes the system more stable. This means that the
onset of convective motion in the concentrated phase is hin-
dered.

The lower, diluted superfluid phase is a binary mixture in
which the®He concentration comprises 9.8% at the separa-
tion temperature and decreases with decreasing temperature.
In this case, as was mentioned in Ref. 7, two Rayleigh num-
bers are considered: the temperature Rayleigh number Ra
associated with the temperature gradient and corresponding
to Eqg. (1), and the concentration Rayleigh number,Ra
which is associated with the concentration gradient:

9B Vxhg
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FIG. 6. Temperature dependence of the Rayleigh numbers for the concen- .
trated(CJ) and diluted(O) phases. FIG. 7. Temperature dependence of the Marangoni number of the concen-

trated(CJ) and diluted(O) phases.

whereD is the diffusion coefficienth is the thickness of the ) . ) )
layer of diluted phaseyx is the concentration gradient aris- surface studied give rise to a tangential force directed along
the gradient of the surface tension. This causes a radial flow

ing in the presence of a heat flux in the superfluid mixture,

and the parametes, is related to the change in density due of the liquid along the surface and, by virtue of continuity, a
to the change in concentration as rise or fall of new elements of the liquid, i.e., an initial dis-

turbance should grow.
~1fdp 4 The growth of a disturbance is impeded by dissipative
= plax . ) processes due to viscosity and heat conduction, and a quan
. titative characteristic of the process is the Marangoni num-
In this case the convective stability is described by a modiber, which is the ratio of the capillary forces to the dissipa-

fied Rayleigh numbér tive forces.
Ré=Ray(1+ a?N)(1+&)—Ra, . For a one-component liquid in a cell of he_|g1nIW|th an
interface between two phases the Marangoni number is usu-
5 o X ally written in the fornt°
=Rg|1+a*N+e|l 1+ a*N+ ||, (5)
D Vo ATah? ,
which agrees with the expression for the total Rayleigh num- a= nx 0

ber determined in Ref. 9 and used in Ref. 7, where . : _
a=—Kke/T, N=(T/Cp)(dpldX)1 p, w is the chemical po- whereAT is the temperature difference along the height of

tential of the mixtureky= — (Vx/VT)T is the thermodiffu- the (;ell, a_nda is the temperature coefficient of the surface
. . . : . tension,a=da/JT, so that
sion ratio, and the parameterdescribes the relationship be-

tween the temperature gradient and concentration gradient:  o(T)=0,(0) — aAT. (8
By VX Let us estimate the Marangoni number for our system.
€= B VT 6)  since at low temperatures the concentrated phase can be re-

- N ) ,_ garded as a one-component system, the interphase surface

The critical value of the modified Rayleigh number Ra tansjon in this case can vary only on account of the change in
for the diluted phase in the investigated temperature region igsmperature, and the quantitative characteristic will be the
of the order of 16-10 (Fig. 6), which is many orders of temperature Marangoni number calculated according to for-
magnitude greater than in the case of steady convection gf|a (7). The results of such a calculation are presented in
heating from abové-®We note that in the diluted phase, too, Fig. 7, and the temperature dependence of the numbgiMa
on heating from below the denser part of the liquid collectsyye mainly to the variation of the thickness of the concen-
in the lower part of the cell, and this does not bring aboutyated phase layer with variation of the temperature.
thermal instability. The influence of capillary effects on the lower, diluted
superfluid phase is more complex. There the interphase sur-
face tension is a function of both the temperatlreand
concentratiorx, where in the equilibrium cas€é andx are
related by the equation of the phase separation line:

5. INFLUENCE OF CAPILLARY EFFECTS ON THE
INTERFACE BETWEEN SEPARATED PHASES

The fact that thermal instability on heating from below Jo
was observed in these experiments only in the separated mix- o(T,x)=0(0,0)— ( —) AT—
ture suggests that the interface between the separated phases JT
has a dominant influence on the stability. Since the inter-
phase surface tensiendepends on temperature and concen- —aAT
tration, any temperature or concentration perturbation of the

7] Ax=04(0.0
KTX_O-O(v)

1+

JT\ AXx 9
) AT/ ©)
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[ o Fig. 8 is that Ma/R&1 for the concentrated phase, espe-
1043_ cially at high temperatures, i.e., the dominant destabilizing
_ o factor is that of the capillary forces at the interface. At the
oF o same time, the influence of these forces on the diluted phase
ks 10 3 is negligible in comparison to that of the buoyancy forces,
5 F o since Ma/R& 1. This means that the thermal instability in
= 00 me the separated solution can be initiated by capillary effects at
r the separation boundary and that the concentrated phase is
10_2§_ the more sensitive to them.
F o 9 o o o o 6. CONCLUSION
1074 ] 1 . ] ; Q
100 200 300 400 A series of experiments has revealed tftae—*He su-
Ty, mK perfluid mixtures can experience thermal instability not only

FIG. 8. Temperature dependence of the ratio of the Marangoni to the Rayc-)n heatlng from above, When the system Is graV|tat|onaIIy
leigh number for the concentratéd) and diluted(O) phases. unstable, but also on heating from below. In the latter case
the influence of phase separation of the mixture is substan-
tial, and capillary effects at the interface between the coex-
This means that for a binary mixture the temperaturgsting phases can initiate instability. Precise identification of
differenceAT in the expressiolt7) for the Marangoni num- the mechanisms of instability will require additional experi-

ber should be taken with allowance for the relation betweermental and theoretical studies of this system.

Ax and AT through the thermodiffusion ratioky The authors thank K. E. Nemchenko and Zh. A.
=—(Vx/VT)T: Suprunov for helpful discussions. This study was supported
by the Ukrainian Program for Basic Resea(Bhoject 02.07/
AT=AT| 1+ ﬁI)fi (100 00392
ax) T |

where the derivativedT/dx), is taken along the phase sepa- E-mail: sheshin@ilt kharkov.ua
ration line.
The values obtained for the Marangoni numbers in the
diluted phase are also presented in Fig. 7, and the values df. warkeutin, H. Haucke, and J. Wheatley, Phys. Rev. 4&{918(1980.
the various quantities needed in the calculation were takeriH. Haucke, Y. Maeno, P. Warkeutin, and J. Wheatley, J. Low Temp. Phys.

. . 44, 505(1981).
from Refs. 7 and 8 for this same mixture. 3R. E. Ecke, Y. Maeno, H. Haucke, and J. Wheatley, Phys. Rev. B&t.

To analyze specifically which factabulk or surface 1567(1984.
has the greater destabilizing influence on the two-phaséyY. Maeno, H. Haucke, R. E. Ecke, and J. Wheatley, Phys. Rev. btt.
SHe—*He mixture, it is advisable to consider the ratio of the _340(1985; J. Low Temp. Phys59, 305 (1985.

. . ~ . 5G. P. Metcalfe and R. P. Behringer, Phys. Rev A 5735(1990.
Marangoni number to the Rayleigh number, Mal R&is o1 g sejlivan, v. Steinberg, and R. E. Ecke, J. Low Temp. P8gs343

quantity will be proportional to the ratio of the surface cap- (1993. )
illary forces to the bulk forces of buoyancy; "A. A. Zadorozhko, T. V. Kalko, EYa. Rudavski V. K. Chagovets, and G.
A. Sheshin, Fiz. Nizk. Temp29, 829 (2003 [Low Temp. Phys29, 619
(2003]. .
— 8A. A. Zadorozhko, T. V. Kalko, EYa. Rudavski V. K. Chagovets, and G.
X s T A. Sheshin, Fiz. Nizk. Temp29, 367 (2003 [Low Temp. Phys29, 275
R . (11 (2003 ].

2 2 9 X 9G. Z. Gershuni and E. M. Zhukhovitgkilzv. Akad. Nauk SSSR, Mekh.

gBph“| 1+ aN+e| 1+ a°N+ — Zhidk. Gaza6, 28 (1980.
D 10G. z. Gershuni and E. M. ZhukhovitgkiConvective Stability of an
Incompressible Fluidin Russian, Nauka, Moscow(1972.

aT\ ke

al 1+

The values of the ratigll) are presented in Fig. 8 for
each of the corresponding phases. The main conclusion fromanslated by Steve Torstveit



LOW TEMPERATURE PHYSICS VOLUME 31, NUMBER 2 FEBRUARY 2005

Vortex nucleation in the process of phase separation of a supersaturated SHe—*He
mixture
E. A. Pashitski *

Physics Institute of the National Academy of Sciences of Ukraine, pr. Nauki 46, Kiev 03028, Ukraine
V. N. Mal'nev and R. A. Naryshkin

Faculty of Physics, Kiev National University, pr. Glushkova 6, Kiev 03022, Ukraine
(Submitted April 22, 2004; revised September 7, 2004
Fiz. Nizk. Temp.31, 141-147(February 2005

It is shown that subcritical phase-separation nu@eimains of decompositigrarising

spontaneously in a supersaturafett—*He mixture can become centers of hydrodynamic vortex
generation in the presence of a local nonzero or global vorticity of the liquid. The

acceleration of the “rigid-body” vortex rotation of an incompressible fluid within a domain is

due to the joint action of convective and Coriolis forces in the presence of a convergent

radial flow whose velocity is linked by the continuity equation to the velocity of an ascending
vertical flow, which increases with height. Such flows, which arise on account of the

chemical and dynamical equilibrium between the domains of decomposition and the surrounding
metastabléHe—*He mixture, compensate the escape of the Iitffeé component from the

volume of the domain to the surface of the liquid on account of its buoyancy in the Earth’s gravity.
Depending on the conditions of the decomposition of the solution inside the domains,
acceleration of the vortices can occur according to an exponential law or by a scenario of nonlinear
“explosive” instability. The formation and growth of such hydrodynamic vortices in
decomposingHe—*He mixtures gives rise to quantum vortices in the superfluid component and,
as a consequence, leads to acceleration of the process of heterogeneous decomposition
(phase separatigrin comparison with homogeneous decomposition2@5 American Institute

of Physics. [DOI: 10.1063/1.1820542

1. INTRODUCTION rapidly “thread” through the entire volume of thtde—*He
superfluid mixture until reaching the solid walls or the free

Research on the physical properties dfle—*He  gyrface. This process of elongation of the quantum vortices is
guantum-liquid mixtures, which was begun in the pioneeringaccompanied by the trappinuilding in) of 3He impurity
work of Refs. 1 and 2, remains an active topic in low- atoms in the normal core of the vortéss a result of which
temperature physidsee, e.g., Ref.)3In the present paper it the vortices become extended nuclei of heterogeneous de-
is shown that under conditions of supersaturation of aomposition of theHe—*He mixture®®
3He—*He mixture within spontaneously nucleated regions of  This is apparently the cause of the high rate of phase
a decomposed phagsubcritical nucleji classical hydrody- separation of théHe—*He mixture which was observed ex-
namic vortices can arise in the normal component. Thesgerimentally in Refs. 10 and 11, a rate much higher than that
vortices are formed by the combined effects of convectivepredicted theoreticallj for homogeneous decomposition.
and Coriolis hydrodynamic forces generated by convergeriThe creation of classical and quantum vortices in decompos-
flows. The latter tend to equalize the concentratior’léé  ing *He—*He mixtures is also confirmed by direct optical
atoms and, hence, the chemical potential in the bulk of th@bservation of the small-scale vortex turbulence in Ref. 13
mixture under conditions of chemical and dynamical equilib-upon rapid separation of a supersaturatdd—*He mixture
rium between the nucleated regia@®maing of the decom-  near the tricritical point.
posed phase and the surrounding metastable phase of the
*He—"He mixture. 2. KINETICS OF THE DECOMPOSITION OF

The vortex rotation of the normal component inside thesUPERSATURATED 3He—“*He MIXTURES
domains of decomposition of the mixture entrains the super- . . .
fluid component as a result of the interaction between the . According to the experimental datd,the density of a

. . - 3 . .
normal and superfluid components according to the two-fluidmxtutre m;athe I|Ight.(|js?tope ;fbhe“?m (—ie% tIQ ahsuperf_lwcti
hydrodynamic$, on account of the nonlinear gradient term quantum Bose fiquid tormed Dy atoms of the heavy ISolope

) X .
V(Vy—Vg)? (Vs are the velocities of the normal and su- ( |_i|r?t) _vrw<tr_1rze[jo sp:‘((jbosr?Tﬁ aﬁ "? tttia\:npersturrirb(:,_lovx]{ tt:e
perfluid componenjs This gives rise to quantum vortices EHO E m A)ndeper/; bso rexir(re]at detco ced abo:) eb th
which, in turn, promote the linking and mutual entrainment € aloms and can be approximated to good accuracy by the

of the normal and superfluid componentSince quantum relation
vortices cannot terminate inside a superfluid ligithey p(X)=po(X) +Xpg+(1—X)pg4, 1)

1063-777X/2005/31(2)/6/$26.00 105 © 2005 American Institute of Physics
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wherep; andp, are the densities of the liquid phases’de In a supersaturated metastaBiée—*He mixture a pro-
and*He, andp,(x) is a certain additive correction that varies cess of spontaneoufuctuationa) nucleation of domains of
weakly withx and vanishes at=0 andx=1. We note that the separated equilibrium phase begins with the formation of
the \-point temperaturd, in the mixture also depends on microdroplets of puréHe, which coalesce and float to the
x. 12 surface in the Earth’s gravity, removifigle from the volume
An analogous relation holds for the molar specific vol- of the domain.
umesV; andV, of the isotopesHe and*He in the mixture: If each domain were a closed, isolated system, the pro-
cess of decomposition of 3He—*He mixture in a domain
V(X)=Vo(X) +XVa+(1-X)V,. 2) would occur by an exponential law of the tyg®) with a

It should be emphasized that the difference of the vol-certain local decomposition rate,. Here the rate of change
umesV; andV,, is determined not by the chemical properties (increasg of the density of the mixture in the domain, ac-
(identical for isotopesbut by the quantum behavior of the cording to Eqs(1) and(5), would be equal to
®He and*He atoms.

On the other hand, in the superfluid state oftHe—*He p
mixture at T<T,(x) the following relation holds in the at
framework of the two-fluid hydrodynamics:

= Yo(pa— p3)(Xo— X)€"~ 70'>0. (6)

However, the domains of decomposition are open sub-
p(X) = ps(X) + pn(X), (3)  systems found in chemical and dynamical equilibrium with

the surrounding metastablde—*He mixture, with the initial

whereps andp, are the densities OT the superfluid anq nor concentratiorx, of the light isotope’He. Therefore to main-
mal components. Here the superfluid component consists ex-. ; . .

. a : . - “tain values of the chemical potential and total density of the
clusively of*He atoms, while théHe atoms are contained in

: o . mixture which are constant in time and uniform in space,
the normal component of the mixture. Substitutior{Dfinto . . . A
. . - radial and vertically ascending flows dfe atoms arise in
(3) gives the following relation:

the domain, and these entrain the normal component of the

ps(X)=psa(1—X), “He. We note that at sufficiently low temperaturds
<0.1T, , when the density ofHe atoms in the normal com-
Pn(X) = pna(1—X)+Xp3z+ po(X), (4)  ponentp,,<10 %p,s, the normal densityp,(x) is practi-

cally completely determined by the density %fe atoms in
the mixture,xps;.
The continuity equation of the two-fluid hydrodynanfics

where pg+ pna=p4 is the density ofHe, andpp,<pgs in
the region of low temperaturéB<T, .

The equilibrium concentration ofHe atoms in a
%He—*He mixture is determined by the phase diagram of
mixing and depends on the temperatdreand pressurd® —(pstpn) +div(psVs+p,V,) =0, (7)
(Ref. 2. with decreasingl (or increasingP) the maximum dt
attainable concentration oiHe atoms in the mixture in-
creases, and upon a rapid increasel afor decrease oP)
the phase separation of tiele—*He mixture into a light
fraction (the normal Fermi liquid®He) and a heavier
fraction—an equilibriun?He—*He mixture with a light iso-
tope concentration of 6.7%—occurs in the gravitational field oN. V. oV
of the Earth. We note that this latter value of thée con- divv= a_rr+ Tr+ azz=0, (8)
centration is determined by the competition between the
positive chemical affinity(the identical natuseof the *He
and“He atoms and the Pauli principle for the fermicie,
the Fermi energy of which at this concentration Eq;s
=10 K. V. (r)y=—pgr, 9)

In the process of decomposition of a saturatdd—*He
mixture the mean concentration of tAide atoms, according can be compensated by an ascending vertical flow with an

to the experimental data of Ref. 3, falls off in time by the axial velocity that increases linearly with height and is uni-
exponential law form with respect ta,

at constant and uniform densitieg and p,, and under the
condition of complete entrainment of the superfluid compo-
nent by the normal componefsee below takes the follow-
ing form for axially symmetric flows:

whereV=V,=Vs. It follows that convergent radial flows
with the hydrodynamic velocity inside the domain,

X(1) =X+ (Xo— X)€", (5 V,(2)=V,0+az, (10)

where X, and x., are the initial (at t=0) and final (at t

‘ - . ! if the parametersy and B are related by the equation
=) relative concentrations oHe in the mixture(for xo

>X,,~0.07), andy is the rate of decomposition of the mix- a—2B=0. (11)
ture, which depends of andP.
In experimentdat T~100 mK and normal atmospheric We shall show that under such conditions, hydrodynamic

pressure the decomposition timeys1=50-100 s. Here it vortices with “rigid-body” rotation of the liquid, with an
should be kept in view that the decompositiseparationof ~ azimuthal velocityV ,(r)~r and with an angular frequency
a>He—*He mixture is a first-order transition and occurs with w(t) that increases in time, can arise inside the domains of
the liberation of heat. decomposition.
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3. NUCLEATION OF A HYDRODYNAMIC VORTEX INSIDE mined by an expression corresponding to the Laplacian of an
A CYLINDRICAL DOMAIN OF DECOMPOSITION axially asymmetric flow with velocities/,(r,¢)=u(r)e¢
andV<p(r,qo)=w(r)e“", whereg is the phase corresponding
to the azimuthal angle in going along a closed conteug.,

in calculating the circulation of the velocityand is analo-

Let us start from the well-known equations of two-fluid
hydrodynamics for a superfluid quantum liqdid:

[V Ps PsPn 5 gous to the Berry phase in two-dimensional wageantum
ps| 7 T(VsV)Vs|=— ;VPJF 2 V(Va—Vy) systems. It is because of this that the term describing the
) viscosity in the Navier—Stokes equation for the vortex rota-
+psonVT+psg, (12)  tion of a viscous incompressible fluid with azimuthal veloc-
g ity Vy(r)~r or V(p(r)~r‘1 is exactly equal to zerdthe
o] =2 +(\/nv)\/n} —_Prgp_ psp“v(vn_vs)Z so-called Rankine vortéX.
| ot p 2p We shall consider vortex flows inside and outside a cy-

—pno VT+ 7,AV,+p,g, (13  lindrical domain of radiuR, and height in the presence of
) ) ~convergent radial flows and ascending vertical flows that en-
wherea,, and 7, are the entropy density and the viscosity syre constancy of the density and composition of the
coefficient of the normal component, agds the accelera-  3e_4He mixture in the decomposition process. The coordi-
tion due to gravity, which is directed downward in the direc- hate dependence of the ax¥l,,V,,, azimuthalV,,V,,,
tion opposite to the axis. _ . ~ and radialVy,,V,, velocities are chosen in the following
We consider axially symmetric hydrodynamic flows in form:

domains of cylindrical shape. In cylindrical coordinates Egs.

(12) and (13) take the forn}* Vi,sd2)=VnsA0) +an sz, 0sz<h; r<Ry,
Ng, Ng Vog 1P p, 0 Vo2 onsf,  T=<Rg
T e T e g Y Yool D7 o R, 1Ry
(14 ’
—Bn sh r< RO
AV Ng, Vg Vs - ’

Vgt S g, as ~ Vner { —BaeRYT, TRy 20
Ve, Ve, 1oP p, 0 wherew, 4 are the angular velocities of rotation or the vor-
— 4 Vg—=———+——(V,—Vy?—g, (16) ticity of the superfluid and normal components, and; and

dt 9z p oz 2pdz Bns are parameters determining the vertical and radial flux
N, N, Vr2w 1P pg 0 , densities. It is easy to see that When the expressions for

pr + N T T T E(Vn—vs) Vnz(z)_, Vmp_(r), and V_m(r) corresponding to Eq(Z_O? are

substituted into equatiori4)—(19), the terms describing the
Vy 1V, Vi viscosity of the normal components are identically equal to
+ vy WT"‘ r o 2] zero. In this case Eq$14), (17) and (16), (19) differ from
each other only in the sign of the coefficient in front of the
17 difference gradient term/ or (V,,— Vo) ?, while Egs.(15) and
Nog Nno  VarVne (18) are completely identical. .
=t +Vor o ; It follows that the exact solution of equatiofis4)—(19)
for the vortex motion with velocitie$20) is a particular so-
IVu, 1Vn, Vi, lution that corresponds to the complete entrainment of the
Ul T2 Ty Ty _Tz_)' (18 superfluid component by the normal component, wkign
=V,=V; i.e., in Eq.(20) we can set
0Vnz+v 0VnZ:_£8P ﬁi(v —V,)? as=ap=a; Bs=Br=8; ws=w,=w (21
&t nz (92 p (92 2p (?Z n S S n ’ S n 1 S n "
22V Here the continuity equation for an incompressible fl(8¢
+ ,,n?znz_g_ (19) reduces to relatiorfll), and equation$14)—(19) in the re-

gion r<R,; and 0O<z=<h, according to Eqs(20) and (21),
Here v,= n,/p, is the coefficient of kinematic viscosity of reduce to the following:
the normal component. We assume that the temperature is dB 1 9P
uniform (VT=0) and that the radial\(s,,V,,) and azi- -+ Bl wi=—— —, (22)
muthal Vs, ,V,,) components of the velocity depend on the Fp or
coordinater and timet and that the axial components of the de

velocity (Vg,,V,,) depend orz andt. T 2Bw=0, (23
It should be stressed that in curvilinear coordinates the

effects of viscosity for an incompressible fluid in the da 1 9P g

Navier—Stokes equation are not described by a simple La- a+a2= - 5 97 7 (24)

placian of the velocityvA?V but contain additional terms
(see Refs. 14 and 19n particular, in cylindrical coordinates Settinga=2B=const, we find from Eq9.22) and (24)
even for axially symmetric flow the viscous term is deter-that the pressure distribution inside the domain is
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- r2 of an incompressible viscous fluidormal componentwith
P(r,z,t)=Po(t)+p g[wz(t)—ﬁz]—zﬂz 2—92]- azimuthal velocityV,, inside a sphere<R, in the presence

(25) of radial flows with velocityV, but in the absence of meridi-
onal flows, when the polar component of the velocity
=0, is described by the following system of Navier—Stokes
equations in spherical coordinatés:

It follows from Eq.(23) that for a nonzero initial vortic-
ity of the liquid w(0)#0 its angular velocity of “rigid-
body” rotation V,(r,t) = w(t)r increases in time by an ex-

ponential law: AYA N, Vi 1P  [8%V, 24V, 2V,
—+tV,— —=———+ V| =t — —|,
w(t)=w(0)ezﬂt. (26) ot or r p or ar r or r
(31

In the outer regionm >R, according to(20) the convec- 5

tive acceleration V,dV,/dr and Coriolis acceleration %JFV N VrV<p:V IV, 20V,

V.V, /r on the left-hand sides of Eq¢l5) and (18) have ot Tor r ar’ o r oo

opposite signs and exactly cancel each other out, so that 1 5

dw/dt=0 andw=w(0). This means that as the rotation of + a—z(sin oV,)

the liquid inside the domain accelerates, according to Eq. resing d¢ ¢

(26) the discontinuityjump) of the azimuthal velocity/ ,(r) v

at its boundaryr =R, increases. This growing jump of the -2, (32)

: : ; " : r2sir’ 6

tangential velocity should lead to instability of surface dis-

turbances at the boundafyand to the rapid growth of small- 2 1 9P

scale turbulence with an anomalously large turbulent coeffi- T“’cow: praryE (33

p

cient of viscosityvy > v, (Ref. 16.
The pressure distribution in the regior>R,, where Here, as before, it is assumed that complete entrainment of

Vsn,=0, according to Eq(14) or (17), has the form the superfluid component by the normal component occurs
R2 (Vs=V,), and the equations of motion of the superfluid
P(r,z,t)=P,.— Z—rozp[wz(o) + B?]-pgz, (279  component differ from{31)—(33) only by the absence of vis-

cosity (v=0). In Egs.(32) and(33) the possible dependence
where P.. is the equilibrium pressure in the surrounding of V,, andP on the polar anglé@ is taken into account.
3He—*He mixture. From the condition of equality of the ~ The escape ofHe from the volume of the decomposed
pressureg25) and (27) we find the pressure on its axis ( Mixture inside the domain will be described as a volume sink

=0): of the substance with a certain characteristic timey, .
- Then the continuity equation takes the fdfm
Po(t)=P.,— pRgw=(t). (28)
It follows that the pressure on the axis of the vortex falls off divv= (9(;/’ + Evr: — 1 (34)
rr T

exponentially with increasing velocity of rotation of the lig-

uid; this can affect the chandéncreasg of the rate of de-  which implies that the radial velocity of the convergent flow
composition of the mixture inside the domain. that tends to equalize the chemical potential 3fe concen-

The system of equation®2)—(24) has another simple tration inside the domain has the value
self-similar solution*®

1
1 2 1 V. (r)=—pr; B==. (35
- - - R 37
o)== a=2600=— =5 (29
which corresponds to a nonlinear instability of the “explo-
sive” type, when formally infinite values of the velocities are
reached over a finite time segmept The pressure distribu-
tion in the core of the vortex in this case has the form

It is easy to see that for such a radial velocity the term de-
scribing the viscosity on the right-hand side of E81) is
equal to zero.

To find the radial and angular dependence of the azi-
muthal velocityV (r,6) that makes the right-hand side of
5, , Eq. (32) vanish, we specify it in the fori ,= wrf (6). Then
gl — 2 we obtain a Legendre equation for the associated polynomial
——>— —pgz (300  PM(6) with m=n=1:

(to—t) "
The : o e - 1 9 f(6)
growth time of this instability is determined by the ——— —[sin0f(0)]— ——+2f(0)=0. (36)
initial vorticity w(0)#0, i.e., by random deviations of the sing 96 6
domain shape from cylindrical and asymmetry of the conver-
gent radial flows, or by the total vorticity of the liqui@.g.,
on account of the Earth’s rotatipn

P(r,z,t)=Po+p

The solution of this equation has the foriG) =sin 6.
Thus the azimuthal velocities of the normal and superfluid
components are equal:

4. SPHERICAL SUBCRITICAL NUCLEI V(p(r ,0)=wr siné. (37)

Let us consider a subcritical nucle(domain of decom-  Substituting(37) into the left-hand side of Eq:32), we ob-
position of spherical shape with radilg, in the bulk of a  tain the following expression for the angular velocity as a
3He—*He superfluid mixture. The axially symmetric rotation function of time:
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o(t)=w(0)e?. (38) by a scenario of nonlinear “explosive” instability, analogous

to the mechanism considered in Ref. 16 for the nucleation
and growth of powerful atmospheric vortices—tornadoes
and typhoons—in the formation of dense cloud systems in

Here the pressure distribution that automatically satisfie
Egs.(31) and(33), with allowance for(35) and(37), has the

form the process of intense condensation of water vapor in moist
pre[ 1 oy air cooled below the dew point.
Pr.o.)=Po=—-|gz—@ (t)sirf 6|. (39 The formation and existence of such vortices is favored

. ) ) by the vanishing of the terms describing the viscosity in the
Thus, exponential acceleration of the vortex rotation of theyavier—Stokes equations in the axially symmetric hydrody-

incompressible fluid under the condition of complete entrainy,gmic motion of an incompressible fluid with velocitiex0)
ment of the superﬂuid component by .the normal component, ihe case of cylindrical symmetry art@s), (37) for spheri-
can also occur inside spherical domains. _ cal symmetry. Such flows correspond to minimal energy dis-
At the same time, acceleration of the rotation of the SUsipation (i.e., a minimum of entropy productiorand are
perfluid component in both spherical and cylindrical domainsperefore relatively easily realized under suitable natural con-
should lead to a process of accelerated creation of quantugltions. The formation and growth of such hydrodynamic
vortices. The numben of the latter is determined by the \grtices in a decomposingHe—*He mixture leads to the
relationn=m,I'/h, wherem, is the mass of théHe atomh  creation of quantum vortices in the superfluid component
is Planck’s constant, anid is the circulation of the velocity, anq, as a consequence, to the acceleration of the decomposi-
I'(t)=w(t)Ro, and increases exponentially in time, accord-tion (phase separatioprocess in the mixtufén comparison
ing to Egs.(26) and (38). However, the creation of each g homogeneous decompositith.
quantum vortex decreases the total circulation of the super-  pirect observation of the small-scale vortex turbulence
fluid component by an amount equal to the quantum of cirjy 5 rapidly decomposindHe—*He mixture near the tricriti-
culation, k=h/m,, and thus slows the rotation of the super- ca| point with the aid of optical methotfsconfirms the re-
fluid liquid. _ ality of this mechanism of heterogeneous decomposition of
This means that as a result of the creation of quantumie_“He mixtures both inside the subcritical nuclei and in
vortices the superfluid component will “brake” the normal guantum vortices with trappete atoms.
component on account of the mutual entraiznment, Propor- |n closing we express our sincere gratitude to E. Ya.
tional to the value of the gradierit (V,,~V)", and also  rygavskii for numerous and fruitful discussions and exhaus-
owing to the additional “linking” through the quantum e information about the results of experimental observa-
vortices? This process, together with dissipative effects atijons of the process of phase separatiorfléé—*He mix-
the boundary =R,, should lead to slowing of the accelera- tyres. One of the authoréE.A.P) thanks the Deutsche
tion of the macroscopic hydrodynamic vortex inside a do-porschungsgemeinschd®FG) for financial support of this
main of decomposition and then to its braking and dampingstydy and Michael Wyrauch individually for arranging his
However, quantum vortice®r vortex rings continue to  yisjt at the Physikalisch-Technische BundesanstaltB),

exist in the superfluid component even after it has stoppedgyaunschweig, Germany and for helpful scientific discus-
and, trapping théHe atoms in their normal cores, they be- sions.

come extended centers of heterogeneous decomposition of

the *He—*He mixture throughout the entire volume’ .
E-mail: pashitsk@iop.kiev.ua
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Influence of internal stresses on the superconductivity of nanocrystalline vanadium
films
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Nanocrystalline vanadium films 7—20 nm thick are obtained by crystallization of amorphous
condensates of this metal by heating to a temperafut€0 K. Immediately after completion of
the crystallization the critical temperature of the superconducting tranditiaf these

films is 3.1-4.3 K. When the films are heated to room temperature in an ultrahigh vacuum the
values of T, decrease by=0.4 K. It is shown that this decrease is due, in particular, to

relief of the tensile stresses that arise in the films during crystallizatior20@5 American
Institute of Physics.[DOI: 10.1063/1.1820544

INTRODUCTION The vanadium was evaporated by evaporators made of
, ) , cleaned tungsten wire. To degas the mounting of vanadium

Itis known that when vanadium vapor is condensed on &4 ngsten a significant part of the mounting was evapo-

substrate cooled by liquid helium the films formed up 10 a¢eq off while the substrate was shielded:; the substrate re-
thicknessesi~20-40 nm have an amorphous structtife. 1 ineq in continuous contact with the liquid helium, and the

When this critical thicknesd, is exceeded during condensa- average temperature of the vanadium layer during condensa-
tion the whole volume of the film undergoes spontaneous;y, was not over 18 K

explosive (avalanchg crystallization with the formation of
the usual bce phase. If the layer thickness is less tharits
amorphous structure is stable up to a temperaflye,

The electrical conductivity of the films was measured by
a compensation method using a four-probe scheme with an
. , = accuracy of 0.01% or better. The critical magnetic field per-
~40-60 K, and the value G, . increases with decreasing o gicylar to the plane of the film was produced by a super-
d by an approximately hyperbolic laff: We have previously  ¢,nqycting solenoid. The thickness of the films during con-
investigated the superconducting properties of the amolgengation was monitored by its conductance, and after the
phous phase of vanadiufriThe critical temperature of the experiment was completed and the was ampoule opened it
superconducting transitiofCTST) of the crystallized film is was measured by an optical density metAod.

approximately 1.5 K higher than the valueTfin the amor- The microstructure of the crystallized vanadium films

phous state. Further heating of the samples .. 10 54 their surface topography were investigated at room tem-
room temperature is usually accompanied by a lowering ofe a1re on a JEM-100CX analytical electron microscbpe.
the CTST: This behavior has not yet been explained corrne  microstructure was investigated by photography in
rectly in the published literature. The goal of the presenty,ngmited light. Both bright-field and dark-field images
study is to attempt an explanation. were obtained. The vanadium films were removed from the

substrate by dissolving in water a thir-@0—30 nm) NaCl

layer that had been condensed on the glass substrate prior to
TECHNIQUE deposition of the metal.

The_technlque_s used to grow th_e films _and to study the'EXPERlMENTAL RESULTS
electronic properties are described in detail elsewh&hale
used welded-up glass ampoules with a flat polished substrate Figure 1 shows the change of the resistivity of a newly
and welded-in leads of platinum wire for making electrical condensed vanadium film=16 nm thick upon heating to
measurements of the metallic film condensed on the subroom temperature. The practically vertical segment of the
strate. After being pumped down to a pressprel0 4 Pa  curve corresponds to the transition of the film from the amor-
the ampoules were hermetically sealed with a gas torch anghous to the crystalline stata{-c transition. Interesting,
removed from the vacuum apparatus. The ampoules werenmediately after the— c transition (T,_,.~40 K) and on
mounted in a helium cryostat which was then flooded withup to room temperature thg(T) curve becomes practically
liquid helium, creating an ultrahigh vacuum-@0 °Pa) reversible, i.e., the residual resistiviby at T=6 K is prac-
with respect to all components of air. The bulk vanadiumtically equal to its valug/, for the same film after heating to
used had a resistivity ratio ef 550 between temperatures of room temperature. If the critical temperature was exceeded
300 and 6 K. during the condensation process and explosive crystallization

1063-777X/2005/31(2)/5/$26.00 111 © 2005 American Institute of Physics
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TABLE |. Some characteristics of the crystalline vanadium films investi-
j gated.
l . M,oo P300
Sample d,nm Te, K Te, K 0o pb
1501
Vi 7 3.10 2.7 0 2.2
Vs 8 3.35 2.98 5 3.5
E
C(:? 100 V3 15 3.90 3.52 2.5 3.7
=
a Vy 16 4.20 3.78 0 4.76
50 l Vs 22 (de) 4.30 4.30 =5.4 3.15
B Note: The temperature smearing of the superconducting transitions for films
V;—Vs is 0.10-0.12 Kthe interval (0.1-0.9)¢], andpsq is the value ofp
= at 300 K.
! i
0 100 200
T,K exhibited a noticeable increase in residual resistivity which is

o o due, as we shall show below, to an intensification of the
;Igl.(n::s;':Tgirﬁt.ure dependence of the resistivity of a vanadium film Ofcracking process. It should be emphasized that the films
V,—Vs were annealed to room temperature in ultrahigh
vacuum (10 1° Pa). For this the upper part of the ampoule
containing the substrate was heated by a furnace under a
hood in the form an inverted Dewar while the lower part of
the ampoule was immersed in liquid helium. This precludes
the possibility of contamination of the annealed film by re-
; . sidual gases, the pressure of which without these precaution-
only for vanadium films. For all the other low-temperature 4 .

ary measures would reach10™ * Pa at the higher tempera-

condensates of pure metdls, Sn, Al, Tl, etc) known to us, . .
the residual resistivity continually decreases as the film istures(see Technique In this case the decrease of the CTST

annealed up to room temperature, owing to the annealing gn heating could be ascribed to impurities falling into the

defects and the growth of grains. For example, when an aIlCJ}-'Im from the surrounding medium, as it is known that vana-

minum i (4=70 ) s neted om e o room - 91 TSkt by ey emeeraures,
perature T, decreases from 3.25 to 1.45 K and the residual 9 o . _p ] P :

o 4 . cal magnetic inductiong.,=B,., ; Ref. 9 for the film V,.
resistivity decreases from 16 to 1.2%)-cm.” Apparently in :

. ) . ., . Curvel was taken after heating = T,_,. and corresponds
vanadium films the lattice defects that have a substantial in: ) :
e . to a valueT.=4.2 K; curve2 was taken after heating to
fluence on the resistivity are not annealed in the temperature ,
interval T=40—300 K room temperature and corresponds to a valye 3.78 K.

The critical temperature of the superconducting transi—Near the CTST the value ®, varies linearly with tempera-

tion for the crystallized vanadium films directly after their ture, while at lower temperatures the dependence is approxi-

heating toT=T,_., denotedT,, is always substantially mately quadratic:
higher than the valu&; for the same films after annealing to
room temperature. The value of the temperafliyeemains

occurred, thep(T) curve is reversible from the start and is
described by the lower part of the curve in Fig(without
the vertical segmept Such behavior ofp(T) is observed

practically constant after the films have been annealel to 14
=190-200 K. Only after further increase in the annealing - 1
temperature does the CTST decrease fiymto T.. If the 1.2
film has crystallized as a result of explosive crystallization 1 0'_
(atd=d.) the values ofT, and T/ are equal. L 2
Table | gives the values of, and T for typical low- = 0.8~
temperature condensates of vanadium. These values are ,E i
lower than the CTST for for pure bulk vanadium. The 0'6__
mechanisms causing the decrease of the CTST with decreas- 041
ing thickness of metallic films are discussed in detail in Ref. 0. -
4. -2
Some films show signs of crackin@ slight growth of ol . o
the residual resistivily already at room temperatur@see 0.5 0.6 0.7 0.8 0.9 1.0
Table . T/Te

Sometimes a rather Iong hold at room temperature IeadéIG. 2. Temperature dependence of the critical magnetic induction for a

to a. slight decrease in the residual reSiSti\(me the r(_esu't crystalline vanadium film=16 nm in diameter after annealing To[K]: 50
for film V). After heating toT =330—-340 K all of the films (1), 300(2).



Low Temp. Phys. 31 (2), February 2005 V. M. Kuz’'menko and T. P. Chernyaeva 113

TABLE Il. Parameters for the calculation and the calculated valué$( 69
of the film V, after annealing td' =50 and 300 K.

Heati dTlr., N©,
cating 4B /AT | o o
temperature, K T/K 107771 m3
50 0.754 11.5 23.28
300 0.741 11.5 22.88

opened; from that we infer that crack formation is practically

absent. The absence of cracks in those films is confirmed by

FIG. 3. Dark-fie_ld electron micrograph of the nanostructure of a vanadiumthe studies of their surface topogra;?riy.was found that the

film ~37 nm thick. . . . .

surface of the vanadium films on glass did not exhibit no-

ticeable relief after heating to room temperature, i.e., the
micro-irregularities of the surface did not exceed 3—-5 nm

} (1) and there were no noticeable cracks. Cracks appeared only

after the films were heated te 340 K.

T 2
ouradi-(1]
whereB, is the value oB., at T=0K.

Electron diffraction patterns of the films show only the
lines of the bcc phase of vanadium. The grain size in thédISCUSSION OF THE RESULTS

films that have undergone explosive crystallization is practi- It was shown in Refs. 10 and 11 that at the lowest term-

cally the same as in films of the same thickness crystallized : ; i
by heating. The mean grain size in both cases is 54-55 mﬁeratures(below 0.5 K the heat capacity of vanadium is

(Fig. 3. The grains have a flat shape and, judging from the etermined by the normal BCS energy gap A2

Moiré patterns on some electron micrographs, they are often, 3.5 Tc). Approximately the same value ofi3 has been

stacked on one another. Thus the mean grain size in th%btamed in experiments in which the energy gap is measured

direction perpendicular to the plane of the film is less than its y the methods of absorption of electromagnetic radiation,

thickness. The electron mean free patin the vanadium ;Z?OT;O;ngftEgr?:?eurgﬂEsgdciltr;;ui?]ngg}g efg eg:;d;;a
films studied here, calculated from the relatiph=3.5 ) '

X 107120 - cn? (Ref. 10, amounts to 2—3 nm, a value attest- superconductors with - strong coupling - one hasl,?2

_ _ 11,13,14 it ;
ing to a significant degree of intragrain disorder. (4.3-4.5KgTe. Sophisticated tunneling

It is important to note that films condensed on a sublayeFXpe”memgz have given a valua =0.82 for the electron-

of NaCl had numerous cracks up to 700 nm long and 30 nn;i)honon coupling constant of vanadium; this value is consid-

wide (Fig. 4). The cracks form at the time when the ampouleered too h'gh by the authors. For supt_arconductors with
) . : . strong coupling the values of found experimentally equal

is opened to atmospheric pressure, as is manifested by trle7_2 8 Thus vanadium must be treated as a weakly
sharp increase in the resistivity of the films at the time of .

opening. This indicates that the films prior to the opening ofCOUpled superconducté?. This conclusion is somewhat at

) : . odds with a theoretical studfythat gave a valua=1.19 for
the ampoule were in a maximally stressed state. Prior to the : . i
. ) Vanadium, but even in that case the coupling would be more
opening of the ampoule the films condensed on a NaCl sub- . : .
aptly described as intermediate rather than strong.

layer, like films condensed on glass, displayed a reversible For the films studied<Z,, where&, is the coherence

trend of p(T) from the point of thea— c transition on up to length for pure “bulk’ vanadium €,~45 nm) In that case

room temperature. For the the films condensed on glass th|F follows from the microscopic theory developed by

resistivity changed insignificantly when the ampoule Wass ooy for weakly coupled superconductors in magnetic
field'® that the electron density of states at the Fermi level
(with allowance for the two spin directionss given by the

expressiotf

WldBczldTch

NOO)=—2rep

2

wheree is the charge of the electron akg is Boltzmann’'s
constant.

For superconductors with intermediate and strong cou-
pling a coefficient of the order of unity should be introduced
in the denominator on the right-hand side of form(#a’8

Let us estimate the density of states for film Wfter
FIG. 4. Bright-field electron micrograph of the nanostructure of a vanadiumneating toT=50 and 300 K(see Table Il on the basis of
film ~37 nm thick. formula (2) with the values ofdB,/dT|+_ (Fig. 2) andpy.
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Qualitatively similar behavior ofd BczldT|TC andN(0) of our results above we have used the modified McMillan

as functions of the heating temperature are observed for film®rmula without renormalization of the parametexsand
V;—V; as well. In the case of the film &/the values of u*.

|dBc,/dT|r, andN(0) immediately after explosive crystal- The reversibil_ity Ofp('l_') in _the temperature interval
lization and after heating to room temperature were the sam&om 6 to 300 K in vanadium films immediately after the
within the experimental error. a— C transition attests to the fact that the number and size of
The BCS theory for weakly coupled superconductorsthe grains(and, hence, the area of the grain boundaries,
gives the value which gives the main contribution to the resistivity of nano-
crystalline filmg remains practically unchanged during an-
1 nealing of the films after tha— c transition. Meanwhile, the
T.=1.146, exp{ - W) (3) internal stresses, which have little effect on the resistivity,

can change substantially.

Indeed, internal stresses are absent in amorphous metal-
whereV* is the electron interaction parameter afglis the  Jic films.?* The density of vanadium films increases upon
Debye temperature. crystallization, and because of the coupling of the film with

According to Eq«(3), in order forT, to change from 4.2 the substrate, that gives rise to tensile stresses. The tensile
to 3.78 (as in the case of film )}, the value ofN(0)V*  stresses should increase when the film is heated, since the
should decrease by a factor of 1.023. A formuIaTQn'n the mean values of the thermal expansion coefficientsf va-
case of superconductors with strong or intermediate couplingadium are much smaller than those of the soft chemical-

was derived by McMillaf’ and later modified & laboratory glass S89-2No. 23 used for the body of the
ampoule and the substrate.
T _ @log ex;{— 1.041+)) _ (4) At room temperature one has=(8.8-9)x10 ¢ K1
¢ 12 A—pu*(1+0.620) for glass No. 23(Ref. 22 and a=7.75<10"® K1 for

vanadiun?® For NaCl the «(T) curve lies considerably
higher than for glass or vanadium and at 300 K it has a value
of around 3% 10 % K™ ! (Ref. 23. Therefore, the vanadium
films condensed on a NaCl sublayer are subjected to much
higher tensile stresses on heating than are the films con-
N(0)(12) densed on glass.
=, (5) It should be kept in mind that from 73 to 273 K the
M(w?) . . :
ultimate tensile strength of vanadium decreases from
where (12) is the square matrix element of the electron-~980 MPa to~490 MPa, while the relative contraction in-
phonon interaction, averaged over the Fermi surfa@d) is ~ creases from=64% to~80% (Ref. 24 owing to the cold-

atom. qualitatively similar behavior. It can be assumed that the ten-

According to Eq.(4), in order for T, for film V, to  Sile stresses arising as a result of the-c transition cause
change from 4.2 to 3.78 K the value pfat u* =0.15(Ref.  elastic straining of the film because of the high values of the
12) and wjoy=245 K (Ref. 11)] should decrease from 0.654 Ultimate strength and yield stressTat T, .. . It appears that
to 0.635 This decrease of by a factor of 1.030 agrees with itis these stresses and the elastic strains they produce that are
the decrease dfl(0)V* estimated with the use of the BCS responsible for the increased values of the density of states
formula (3). and CTST of low-temperature condensates of vanadium im-

As we see from Table II, the value df(0) decreases by mediately after their crystallizatioisee theT, values in
a factor of 1.018 when the film is heated from 50 to 300 K.Table . As the heating temperature is increased=t200 K
Thus the change dfF,, for film V, from 4.2 to 3.78 K can be this behavior continues in spite of the growth of the tensile
attributed predominantly to the change in the density ofstresses in the film due to the higher thermal expansion of the
states upon a slight change of the paramsferin formula  glass as compared to vanadium. Therefore on the return to
(3) or of the parameteré ) and(w?) appearing in Eq(5).  helium temperature the elastic strains in the film are approxi-
This conclusion pertains to all low-temperature crystallinemately the same as immediately after the-c transition,
vanadium films with thicknesses less th@n As is shown and so is the CTST.
below, the most obvious reason for the behavior described is When the temperature is increased from200 to
internal stresses in nanocrystalline vanadium films. ~300 K the tensile stresses apparently exceed the lowered

In concluding this analysis we should mention the do-yield point of the vanadium film, and plastic deformation of
main of applicability of formula4) without corrections for the latter occurs, which is often manifested in fractionation
spin fluctuations. Contrary to some previous papers, in Refof the blocks inside the grairfé.During plastic deformation
12 a weak influence of spin fluctuations on the supercondudhe internal stresses in the film are relieved, lowering the
tivity of vanadium was mentioned, although it is not ruled density of states and the CT%3ee the values of in Table
out at the level\~0.1. The theoretical paper of Ref. 11 ). Heating in the temperature interval 200—300 K can also
denies any dependence of the paramaten the spin fluc- lead to annealing of some lattice defects that have an appre-
tuations in the case of vanadium and many other supercortiable effect on the CTST but not much effect on the resis-
ductors except palladium. Therefore, for qualitative analysigivity of the film. The values off in Table | agree with the

Here w|oq is the logarithmic mean phonon frequengy; is
the Coulomb pseudopotential of Morel and Anderson, char
acterizing the electron-electron interaction, andis the
electron-phonon coupling constant:
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values of the CTST for vanadium films of the same thicknessame films. The internal stresses, which have an appreciable
obtained in ultrahigh vacuump(10~° Pa) on substrates influence onB., and T., clearly have little effect on the
above room temperatuf@?® A situation analogous to that resistivity. It may be that the change &, is influence by
described above for vanadium films has been observed f@ome lattice defects that are annealed when the films are
“bulk” vanadium.?” Specifically, the elastic internal tensile brought to room temperature but which affect the resistivity
strains arising as a result of the plastic deformation of “bulk” only weakly.
vanadium afT~4.2 K were considered by the authors to be  The authors are grateful to A. N. Stetsenko for assistance
responsible for the increase in the CTST of the samples by d@s the electron microscopic studies and for a discussion of
much as 0.5 K. The relief of the internal stresses on heatinthe results.
the samples to room temperature lowered the valug.ab
nearly the initial value. A qualitatively similar result on
“bulk” vanadium was also obtained in Ref. 28. The lattice
defects that determine the resistivity do not depend much on )
. . vbuts@kipt.kharkov.ua
the internal stresses; this accounts for the lack of a cleakor pyik vanadium withT,=5.4 K the analogous estimate gives
connection betweel; andp in the films studied here and in  =0.702.
“pulk” vanadium sampleg’
Cracking of the vanadium films on a glass substrate, as
we have said, starts at temperatures close to room tempera-
ture, while for films on a rock salt sublayer the films crack
when the ampoule is opened at room temperature. The crack- _ _ , , _
. . . . . . J. C. Suits,Transactions of the Ninth National Vacuum Symposiiiac-
ing process is evidence that the internal tensile stresses in thqni”any New York (1962
films have exceeded the ultimate strength. Consequently, weév. M. Kuzmenko, B. G. Lazarev, V. I. Mel'nikov, and A. I. Sudovtsov,
were correct in assuming that at lower temperatures they Zh. Eksp. Teor. Fiz67, 801 (1974 [Sov. Phys. JETRO, 396 (1975].

A . . ; ;
exceeded the vield stress and plastic deformation of the fiImsW' Felsh, |nProcee_d|ngs of Thirteenth International Conference_ on Low
occurred y P Temperature Physics (LT-13Boulder, Colorado, 1972, K. D. Timmer-

i . o . ) haus, W. J. O’Sullivan, and E. F. Hammel, eds., Plenum Press, New York
At first glance it seem surprising that for vanadium films (1974, vol. 3.
that have undergone explosive crystallization during conden-Yu. '? KO;nnik, Physics of Metallic Filmgin Russiaf}, Atomizdat, Mos-
: : : the cow (1979.
Satlon_the values of the_ CTsT Immedlately after c 5V. M. Kuz’'menko, Doctoral Dissertatiofin Russian and UkrainignB.
transition and after the films had been annealed up to rOOM yerkin Institute of Low Temperature Physics and Engineering, National
temperature are the sanf{see \{ in Table ). Here one Academy of Sciences of Ukraine, Khark¢1992.
should remember the nature and the features of the explosiveY: M. Kug’_m:enroy i_arubezhnaya Radie&tronika. Uspekhi Sovre-
crystallization mechanist® In amorphous vanadium films 728223,'?:“:‘0 Ph}t,rsolné '452’11(71%%02)'
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Y . 10R. Radebaugh and P. H. Keesom, Phys. Ré@, 209 217 (1966.
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reaches tens of meters per second. This process is close 'f@. Zasadzinski, D. M. Burnell, E. L. Wolf, and G. B. Arnold, Phys. Rev. B
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. . . _ . 3W. Buckel, Supraleitung: Grundlagen und Anwendung@hysik Verlag,
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Interaction of Abrikosov vortex with grain boundaries near H.;. |. Potential barriers
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The effects of the interaction of an Abrikosov vortex with grain boundaries is investigated in the
framework of a model in which the vortex, grain, and grain boundaries are treated on a

unified basis. An exact solution is found for the vortex—laminar model. New types of potential
barriers for the entry of a vortex into a superconducting polycrystalline are predicted.

Like the traditional Bean—Livingston barrier, the value of the “edge” barrier in these materials
depends on the value of the external field, but it also depends on the normalized grain

size, the intensity of the coupling between grains, the anisotropy, and the degree of “specularity”
(smoothness of the material in the case of ultrafine-grained superconducting

materials. ©2005 American Institute of Physic§DOI: 10.1063/1.1820547

1. INTRODUCTION superconductor of thickness and is separated from the
other grains by an insulating spadgosephson junctigrof

Studies of the penetration of magnetic field into Y-Ba—, . .
Cu-0 superconducting ceramics and the recently di:scoveret!fi'Cknesst much greater than the thickness of the vortex

et iapp : i .
polycrystalline MgB for various structures of the grain sur- core. The magnetic fiel#,™ is applied along ther axis

face have led to the conclusion that these materials can hay} rallel to the surfaces of the grains. The currents induced by

a surface barrier of a different nature than the Bean— ¢ €xternal field flow in theXZ plane. The dashed curve

Livingston barriet=3The penetration of vortices into a poly- reflepts the profilg of the pgnetration of the fielq to the pen-
crystalline superconductor has the feature that the induce tratijon fhe)\pjft“a; ;\n th? gtrr?lns a_nd;o ar:j ef_fectl\(/)e ptine\t]ra—
currents generated by the Abrikosov vortices interact'On 9ePtNA; (>Xqp) in the grain boundaries. On the Jo-

strongly with the set of defects on the grain boundaries. As 3ephson junction side the magnetic field penetrates into the

result, the penetration of magnetic flux differs strongly from 9rains to a dept.hc—the penetration depth along the crys-
that which can be observed in isotropic superconduétors. ta_llographlcc.ams. The dot.ted loop shows the contour that
Precise measurement of the first critical fidlid; remains will ﬁetused n t%e mtegrattlonlpf expt)]ressmﬁi). i h th
problematical because of the existence of “edge” barriers. It €L us consider a vortex ine Whose currents reach the

is therefore important to eliminate the influence of such bar_surface and banks of the junction. The position of the vortex

riers on the results of the measurementif (Ref. 6. corresponds to the coordinate pointg, (z;). We shall as-

The goal of the present study is to investigate the interSume that>1 and that the axis of the vortex coincides with

action of an Abrikosov vortex with grain boundaries in su- }[:e\.( ?X'S ?nd IS %arallgl t.o th(?”s]urface Oft.th?. slzn;plssn? o
perconducting polycrystals at magnetic fields ne@ag. In € nternai grain boundaries. 1he magnetic field cistrioution

Part | of this paper we consider a vortex—laminar model foﬂphthe grtam md:jhefte\bsence ct)f afycl)(;tex r\:yars] Z).utndtmtﬁef' 1L
describing the dynamics of an Abrikosov vortex in an indi- € vortex adds 1ts magnetic field, which distorts the sur-

vidual grain; specifically, we explore how the “edge” barri-

ers for Abrikosov vortices are influenced by the normalized
o
@ @f *

grain size, the strength of the coupling between grains, the

anisotropy, and the magnetic field and also by the degree of

“specularity” of the material. Part Il will be devoted to the

magnetic and transport properties that follow from the results

obtained with the use of the vortex—laminar model for the

system under study and that are manifested in the shape of

the response of the system to changes in the aforementioned

parameters of the medium and the external magnetic field. A

theory of these effects was constructed by the author in Refs.

7-10 with the use of a simplified model. —rfle—t
25> =2
v X

2. THEORETICAL MODEL

. . - . - . FIG. 1. Transverse cross section of a laminar model, illustrating an Abriko-
The interaction of a vortex line with grain boundaries sov vortex, its mirror images, and the images of the images in an anisotropic

Wi"_ be_ tr_eated on Fhe _baSiS of the Vo_rte_x_laminar model,syperconducting grain of thickneas separated from the neighboring grains
which is illustrated in Fig. 1. Each grain is a homogeneousy grain boundaries of thicknessn the limit of large grainsa/2x > 1.

1063-777X/2005/31(2)/7/$26.00 116 © 2005 American Institute of Physics
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faces in such a way that, first, an additional field is not credis the change of phase of the order parameter withzthe
ated on the surface nor in the Josephson junctisimce the componentA, of the vector potentiaA. Between grainsg
field at the surface is specified and equaH@Pp, while in  andj the dependence aof on x andt is specified by the
the junction it is equal td—|§ppexp(x/)\J)], and, second, the nature of the coupling between grains. In the limit of small
current normal to the surfaces vanishes. This can be achieveldsephson currents the relation takes the fdrmJ, siny
if the mirror images of the vortex with respect to the sur-=J.x. This relation will be taken into account everywhere
faces, with opposite direction of the field and current, arebelow. It will be shown that the electrodynamics of the prob-
added to the original vorte$Fig. 1). The main energy of the lem is extremely sensitive to the ratio of the fractions of the
vortex is concentrated in the regidp,<x<<\,, and{.<z  superconducting phases in the grain and in the Josephson
<\.. Then one can consider by the problem without know-junction; this corresponds to the strength of the coupling
ing the structure of the vortex core. It is important only thatbetween grains and is given by the raN§,/\3. For ex-
the order parameter and the current associated with it deimple,)\gb/)\§<1 corresponds to a weak link. This param-
crease with distance and go to zero at the center of the coreter arises in a comparison of the inductance of the grain
The field of the vortex will satisfy an anisotropic London boundaries and the inductance of grains with a similar
equation with 2(2+1) sources(herelL is the number of length. The inductance per unit volume of the grain is ex-
coordination zones considered, counted from the vortex to itpressed by the Josephson relatoy= ® /27, (the induc-
images and the images of the images; Fig. 1 shows threance is defined as the ratio af; to the volume. On the
superconducting lamina¢=1}, {0}, and{1}, which corre-  Josephson junction side the field will penetrate a distance
spond to one coordination zore=1, while in the general into the grain; this corresponds to half the width of the insu-
caseL —x): lating spacer. The inductance of the superconducting grains
per unit length is equal tao)\gb; then for a length 2. the

5 _ N (+) inductanceag= Z,uo)\gb)\c. The ratio of these two induc-
VXN T H=Dogy n:E—L [(=1)"(p=pn") tance parameters corresponds to the ratio of the fractions of
the superconducting phases at the grain boundaries and in the

B grains and gives the parameter of the coupling strength be-
+(=1)" " 8(p—py, ))]]. @) tween grainsmg/a,=A2/\2.

The second-order equatid®) must be supplemented by
wheree, is a unit vector along thg axis, ®,=hc/2e isthe  boundary conditions. The first three boundary conditions
magnetic flux quantumg(p—p,) is the two-dimensional have the formt
Dirac delta function in theXZ plane; p")=[xo,(—1)"z,

L

—na] is the position of the vortexn=0) and of the images Hy(x=0)=H, 3
(n+0) in the region of the superconducting graiakng the
Z axig), where+n and —n correspond to counting the co- Hy(x—)=0. (4)

ordination zones to the right and left of the vortex, respec-

tively; p)=[ —xo,(—1)"zo,—na] is the position of the im- a t

ages in the nonsuperconducting regior<@Q), and[\?] is a Hy< z= 57 5) = Hy< z=
tensor(which will be assumed diagonatlescribing the an-

isotropy of the material. We set>¢&,;,,&. and thus we can . . i
neglect the influence of the grain boundaries on the OrderCond|t|on(5) reflects the symmetry of the problem with re

. . . ) Spect to the center of the graithe field of the vortex is
parameter in the grains. Using the Maxwell's equation equal to zero in the insulating interlayemhe last boundar
X H=J, we obtain the following equation for the field dis- q 9 Y

Lo . . ..~ conditions can be found from the condition that Josephson
tribution in the grain for the geometry illustrated in Fig. 1: . . : . . ; !
vortices are absent in the junction. This is possible in the

t

a
~5+3)- (5)

92H 92H framework of our model, since the geometric and energy
A2 p o +)\§ba—2y— Hy characteristics of the Abrikosov and Josephson vortices dif-
z X fer by a factor of 18—10° (Ref. 13. Then integration of the
L phase of the superconducting wave functigraround the
=—dy > {(=D)"8[x—x%gl8[z—(—1)"zg—na] dotted contour shown in Fig. 1 will give the last boundary
n=-t condition:
+(—=1)" 15[ x+x%0] [ z— (—1)"z,—nal}. 2

An important difference between this equation and the jg de=0.
anisotropic London equatithis the presence of sources for
a vortex carrying one magnetic flux quantuln, and its  The vertical segment of the integration contour is the infini-

mirror images. tesimal phase change ow#x, and the phase is given by the
The grain boundaries will be treated as regions acrosgyell-known formula

which the phase changes. Then for the Josephson current
density between grainsandj we haveJ=J(y,t), where Vo= (2m®y) (o[ N2]I+A).

2 (i . . .
A dz The phase increment in going around the contour and across

= Ap— —
XiZ29 7, the junction gives
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21 a t the homogeneous equation and the particular solution
—[y(x+dx)—y(x)]+ 3[ ﬂgAdHMo)\g K3t+35 H,(x,z) of the inhomogeneous equation with 2(21)
0 sources:
a t
-J (2 2) dx|= H(x,2)=H1(x,2) + Hx(x,2). (7

The solutionH(x,z) of the homogeneous equation, as in

It follows from the symmetry of the problem that Ref. 11. is chosen in the form

Jy(al2—t/2)=—J,(al2+1/2). Expressing the vector poten-
tial in terms of the fieldH, under the assumption that the H1(x,2) =HJ(x,2) + H}(x,2), 8
field does not vary inside the junction over a distah@nd

dividing by dx, we obtain where
dy 2 t d|J, H3(x,2)= Happexp( - L) 9
& q)o tH +2)\ J 2 2) —d—X J_c y y )\ab
Assuming that the contribution of the insulating spacer is o (x,2)= Happ ok
negligible (e.g, for weakly coupled grain$<<2\.) and ex- X2 0 27
pressing the currents in terms of the field with the aid of , 2 21
Maxwell's equations, we obtain the last boundary condition: » 4kN3  sinkxch[ (1+N5.k9) 7 (2/\,)]
PHy Ao iHy(z=a2) 1+ N5pk? NjkPcoshy+(1+\5,k?) Yoshy’
y
ax2 \2 iz -0 © (10)
In typical weakly coupled Josephson junctions>\ ,,, and 2 K2 1 @
one can assume that the penetration of the field into the su- = (145K 2)\ (11)

perconducting grains is not distorted by the presence of the
weak link, and thugi,~ exp(~z/\). Substitution of this ex- To find the general solution of the inhomogeneous equation
pression into Eq(6) g|ves(92H Jox2=H /)\J which is the  We introduce the two-dimensional Fourier component in the

usual formula for the penetration of the magnetic field into a*Z Plane:
Josephson junction. Below we shall also use g for de- +oo +oo s
scription of the penetration of the field into weakly coupled ~ Hkq= f_ de_ H(x,z)e**"99dz. (12)

junctions.
The solution of the inhomogeneous equat{@ncan be  Solving this equation, we obtain the Fourier component for
represented in the form of a sum of the solutlé(x,z) of  Hq:

n——L{( 1)ne|[kx0+q[( b Z°+na]]+( 1)”+1eF[ kxg+al(—=1) zo+na]]}

Hikq=Po 1+ N2 K2+ N 202 (13
|
In real space this solution has the form PN(X,X0,2,Z0)
— 1)MK(\/[x+xc>]2+[z—<—1>“zo—na]2
— 0
Naph
Hal(X,Xo0.2,20) = 5~ S [Pz e
xabxcn_f (16)
+PN(X,%0,2,20)]. (14)

corresponds to the field of a vortéantivorteX lying in the
region x<<0) outside the chain of superconducting laminae
(hereK, is the modified Bessel function of order zgtd

The first term . .
I Then the solution of the inhomogeneous equat®rhas the

form
PR(X,X0,2,20)
o H(x,2)=H$+H)+H,. (17)
[X—Xo]*+[z—(—1)"zy—na]?
—1)"Kq Nabhe (15) In expression(17) H;f’ and Hj are due to the penetration of

the external field into the grain from the surface and Joseph-
son junction sides, respectively, akig is the field distribu-
corresponds to the magnetic field created by a voféesti-  tion of a vortex line located at the poink{,z;).
vortex) located within the region of thath lamina, and the Using formulas(2) and (17), we find the energy in a
second term specified field:
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2.2
J QSHdV=f QSdV—(47-r)’1H§‘ppJ’ HdV, (18 ;
O=QO=O=O==O==O=O=O0=0=O
whereQ s,=H?/87 is the magnetic field energy, afdlg is 2 2147
the kinetic energy of the supercurrent. 2.1 0000000000
Let us calculate the energy per unit length along Yhe £ 2146 - !
axis and integrate it over the half plaxxe=0 and in the £ >
interval z=[ —a/2;a/2]. In this case, unlike the case of an > <?°’ 2145
isolated vortex, the integral over the surface does not vanish. » 2.0 =) N
The total free energy of an anisotropic superconductoris o 5 2144 2
equal to s 2143 , ,
> e 10 20
0 1 2 1.9 ~ L
(Qs— O >)dv=ﬂ (HX[A?]3)dS
1 3
+—J H(H—V X[\?]3)dV. c=0.01
8 1.8}
- 1=2.04
(19
i | L
The surface integral i119) is 0 5 10 15 20
I
1 , 2, o[ M
g (HX[A"]9)dS=— g Hy Wdz FIG. 2. Dependence of the surface energy of an Abrikosov vortex on the
x=0 degree of “specularity’L of the material for different values of the normal-
2 ized grain sizer. 3 (1), 0.3(2), and 0.03(3).
¢ Happ
+ — R
87THy J'z=a/2 Jz dx
- )\E Happ o d 20
8r' Y |, gz 0% (20 In expression (22) the terms (/4m)HPexp

(—Xo/N\gp) and (®0/4W)Hj(xo,y0) describe the interaction of
The volume integral i19) is calculated using Eq$2) and  a vortex line with an external field and with the screening
(17). Here the function&y(x, =a/2) andKy(0,z) should be  currents associated with them near the surface and near the
replaced by N/@)'w where A=\;/Jm; and & interfaces between grains and correspond to repulsion.
=¢/Jm;, and the effective masses obey the condition  The terms in the summand correspond to the attraction
mymym.=1. This substitution is necessary because at disand repulsion between the vortex lines and the image anti-
tances less that,, and &; the proposed theory is inappli- vortices and the image vortices, respectively.

cable, and for such distances the fieldnust be extrapolated At distancesxo<§&,, and |+al2xzg|<&. we replace
from its values forx~ £, andz~&.. In addition, we take  Ko[ o(X,y)/VAaphc] by INAsphe/(Eant) M2
consideration that We note that in the general case the model presupposes a

@ 12 solution of the problem with 2(2+1)—1 “images.” The
Hop ()= 0 |n<)‘ab)‘°) _ (21)  Question arises: How does the degree of “specularitydf
Amhaphe |\ Eanée the material influence the energy of an Abrikosov vortex?

When 6,17 for H(x2) ' substivted o0, tems 1 (S8 YAeS o e pemei 02 a5 1
appear which will correspond to the energy of the field in erical caicula 9

layersA,, and A without a vortex. This energy will not be the surface barrieU_(xo ’_ZO)|Zo:0 is practically ir_1depen_dent
taken into account. Altogether, the energy associated with 8f L (curvesl and2 in Fig. 2). Here the alternating series of
vortex is equal to the functionU(L) rapidly converges, and consequently it is
appropriate to take a single general solution vith-oc. The
D, Xo picture changes only in the case of ultrafine grains, when
U(Xo,20)= yp Hippex% - )\—) —HJPPP+Hq (o) ~0.03 and one observdsurve 3) a small energy barrier
ab (~5%U (<)) for L=2, which rapidly vanishes with increas-
ing L. Thus the results of a study of the vortex—laminar

+H§(Xo,Zo)+ % mod_el attest to the presence of a grain—sFructure pot_ential
Thabhc barrier for the entry of an Abrikosov vortex into a ultrafine-
L grained superconducting sample.
X E Pﬁ(xo,xo,zo,zo) In a real system the structural picture is undoubtedly
?n:;:oli more complex. However, for the results obtained in the
. present paper the very fact that the grain boundaries influ-
+ > PM(Xg.X0,20,2 )” 22) ence the structure of an Abrikosov vortex is important; this
LAt N model can therefore apparently be used to discuss the prop-

erties of polycrystalline superconductors.
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FIG. 3. Surface barrier opposing the entry of vortex lines into a superconducting grain, plotted in the form of the energy of a vortex line as &f finection o
reduced distance from the surfaxg/\ 5, for variousHJ™ (a), 7=\c/\gp (), anda=N\,,/\; ().

3. “"EDGE” BARRIERS FOR THE ENTRY OF ABRIKOSOV The model developed in the previous Section is appli-
VORTICES INTO HTSC GRAINS cable to both the cases of weak and strong coupling between
grains, when the Josephson relatiop= ®y/27J. does not
hold. Thus it is clear how the modified anisotropic London
eequation implies the existence of new energy barriers for
I,_A\brikosov vortices.

It is knownt® that type-Il superconductors have an en-
ergy barrier(the Bean—Livingston barrignear the surface,
impeding the penetration of vortex lines into the sample. Th
barrier arises because of the attraction of an Abrikosov vo
tex to its “mirror image” near the surface. This prevents the3.1. Surface barriers
penetration of the vortex into the sample in magnetic fields
from H=H., to H=H, (H. is the thermodynamic critical ) ) app : .
field). There the field-induced currents become large enougH®S ©f the applied fieldd ™" is shown in Fig. 3a for the
to tear the vortex away from its “mirror image” and “drive” llowing values of the system parameters:=10, 7
it into the samplé” In polycrystalline superconductors, un- — 2-04, @ndo=0.1. Hence it is seen that at fielts~H., a
like homogeneous materials, there are inhomogeneities thRPtential barrier arises around the surface, preventing both
influence the magnetic flux penetration. One such factor i€he €ntry and exit of a vortex into and out of the grain. The
the presence of grain boundaries. In particular, this pertain@&'er vanishes with increasing field only féf,>Hey;
to oxide superconductors, which in ceramic form inherentlythere the slopedU/axo)[x,- ¢, becomes negative.
have a pronounced grain structure, in oriented thin films Another manifestation of the surface barrier is the de-
have close-packed strongly coupled grains, and in Sing|@endence of the barrier height on the anisotropy parameter
crystals are separated into domains by twin boundaries. Fo7=MAc/Aap . It is seen in Fig. 3b that with increasingthe
different materials the intergrain coupling varies from weakheight of the potential barrier decreases, vanishing at a cer-
to very strong. Yet another feature of granular materials igain valuen=n,.
the significant variation of the grain size. Finally, the charac-  Finally, with increasing distance of the vortex line from
teristics of the grains of oxide superconductéasd super- the center of the graim,=0, one can observe yet another
conductors of the MgBtype) are determined by their strong form of energy barrier at the surface of the grain. Figure 3c
anisotropy. In addition, in granular superconductors theréhows the form of the functiord/dxo)|,, - ase for different
should exist energy barriers preventing the entry of vortewalues of the intensity of the intergrain coupling
lines into the grains from the Josephson junction side. =\an/\;, when the applied fieltH"P=H:, =300 Oe. The

Experimentally the surface Bean-Livingston surfacebarrier diminishes with increasingand vanishes at a certain
barriers have been observed in the Y-Ba—Cu—O supercovalueo=o,,.
ducting systents®19owing to the extremely large value of
the parametek=\/£é~100[ N\ =mc*/(4mnse?) is the Lon-
don penetration depth of the magnetic fieldlat 0 in clean
superconductof8 and = &,= (A ve/m)A(0) is the coher- Figure 4 shows the form of the functid(x,z,) on the
ence length in the BCS thedryFor manganese diboride reduced variablezy/\. for xg=\,,/2 for the four curves:
MgB, one hask=\/£~38.2! Such a large value df pre- =2 (0=0.1 and 10 and o=2 (=0.3 and 3.3 calcu-
supposes that the “edge” barriers can play an important roléated in a fieIdH;1pp= H.1=300 Oe. It is easy to see that in
in MgB, even in the case when the barriers are suppresseatidition to the dependence of the “edge” barriers@and
by surface defects. It is important to note that in real situa-n, there is also dependence on the normalized grain size
tions the magnetic flux penetrates into the sample as a resutta/2\ . Importantly, one can obsergmuble potential bar-
of the formation of critical nuclei consisting of one or severalriers for Abrikosov vortices moving along th@ Z axis in the
vortex loops. case of smallr (Fig. 43. Possibly herein lies the answer to

The form of the functior (X, ,20)20:0 for different val-

3.2. Potential barriers in the banks of Josephson junctions
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FIG. 4. Dependence of the vortex energy on the reduced distance alo@thegis for normalized grain sizes=0.5 (a), 1 (b), and 10(c) for anisotropy
parameterp=2 (o=10 and 0.1 and intergrain coupling parameter=2 (»=3.3 and 0.3

the question of why the highest critical current densities areero vortex energy, and the parameteletermines the shape
inherent to fine-grained structur€sWhen r increases to the of the curves for constant and 7.
value 7=1 (Fig. 4b) the double energy barriers vanish. It is Thus the penetration of an Abrikosov vortex into a grain
seen in Fig. 4b that an order-of-magnitude increaserin is regulated not only by the parametH§pp, 7, o, andL but
and/or decrease i will lead to a decrease of the potential also by thecharacteristic grain size=a/2\ .. We note that
barrier in the banks of the Josephson junction~b§0% and in the present paper we have considered the case of a single
~88%, respectively. vortex. In the real situation growth of the potential barrier
The dependence of the energy of an Abrikosov vortex orcan occur. This is possible, first, because of the presence of
the reduced coordinatg /\ . is shown in Fig. 5 for different  pinning centers, and, second, in fielHépp>Hcl the mag-
values of the applied fieldHy"™™=0.5H.,, Hcy, and H¢,  netic flux will penetrate into the grain in the form of vortex
(p=2,0=2) for the cases=0.5, 1, and 10. It is seen that chains?® and the vortices that have already entered the grain
with increasingH;a,pp the U(zy) curves are “shifted” toward  will repel vortices entering the material.
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FIG. 5. Variation of the energy of a vortex line along & axis for various values df-lj‘ppfor 7=0.5(a), 1 (b), and 10(c), when =2 ando=2.
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The dc Josephson critical current of %M)IS tunnel structure in a parallel magnetic field is
investigatedhere S is a superconductor, S/M is a proximity-coupled S and paramagnetic

metal M bilayer, and | is an insulating barriekVe consider the case when, due to Hund’s rule,

in the metal M the effective molecular interaction aligns the spins of the conduction

electrons antiparallel to the localized spins of magnetic ions. It is predicted that for the tunnel
structures under consideration there are conditions such that the destructive action of the

internal and the applied magnetic fields on Cooper pairs is weakened, and increase of the applied
magnetic field causes field-induced enhancement of the critical tunnel current. The

experimental realization of this interesting effect of the interplay between superconductivity and
magnetism is also discussed. Z05 American Institute of Physic$DOI: 10.1063/1.1820549

1. INTRODUCTION magnetic field, exert an effective interactidsS on the spins
In ferromagnetidF) metals the exchange fiekz acting of the conduction electrons. The latter, whether it arises from

on the spin of the conduction electrons via the exchangd'€ usual exchange interaction or due to configuration mix-
interaction with the magnetic moments of ions is, in general!Ng: according to Hund's rules, is of the antiferromagnetic

so large as to inhibit superconductivity. When an externafyPe. i-€.,J<0. In particular, such an M metal could be a

magnetic field is applied, superconductivity is suppressedfyer ©f pseudoternary compounds like (EuSnjfsip or

due to orbital and spin pair-breaking effects, as well. How-10M0sSs. (While experimentally the Jaccarino-Peter phe-
ever, there are magnetic metals, such as (EuSg§diRefs,  NOMENon was observkd for paramagnets, this mechanism

1, 2) or HOMa,S; (Ref. 3, where an applied magnetic field is applicable both to ferromagnetic and paramagnetic metals,

can induce superconductivity. Several mechanisms that magnd Poth types of magnetic order will be assumed hate.
enable superconductivity to develop in a ferromagnet or emonstrate that in the region where the destructive action of

paramagnet have been investigated in more or less dgtail the fields on b_oth.tunnel electrodes is decreased, an increase
Refs. 4. 5 and references thefei®ne of them is the so- of. t.he magnetic field causes enhancement of the Josephson
called Jaccarino-Peter effetit takes place in those para- cfitical current.
and ferromagnetic metals, in which, due to the Hund cou-
pling energy, the exchange interactidss orients the spins
of the conduction electrons antiparallel to the s rare-
earth magnetic ions. The effective field acting on the spin of  The system we are interested in is #®M)IS layered
a conduction electron iggH+gugld(S), with J<O (ug is  structure of a superconducting S/M bilayer and S films sepa-
the Bohr magneton, anglis theg facton. In such magnetic rated by a very thin insulating) barrier (see Fig. 1 The
metals the exchange fieldgugJ(S) can be reduced by an S/M bilayer consists of proximity-coupled superconducting
external magnetic fielggH, so that the destructive action of and paramagnetic metals in good electrical contact. It is as-
both fields on the conduction electrons can be weakened @umed that the thicknesses of the S layers are smaller than
even canceled. If, in addition, these metals posses an attrattie superconducting coherence length and that the thickness
tive electron—electron interaction, as, for example, inof the magnetic layer is smaller than the condensate penetra-
pseudoternary compountls, is possible to induce bulk su- tion length, i.e.ds<&s anddy <&y . Here g is the su-
perconductivity by a magnetic field. perconducting coherence length of th@V$ layer; dg is

In this report, we consider the dc Josephson effect for @he thickness of the (1) layer. In this case the supercon-
tunnel structure where one electrode is a proximity-couplediucting order parameter may be regarded as being indepen-
bilayer of a superconducting filnlS) and a paramagnetic dent of the coordinates, and the influence of the magnetic
metal (M), while the second electrode is an S layer. Thelayer on the superconductivity is not local. Other physical
system is under the effect of a weak external magnetic fieldguantities characterizing the S/M bilayer are modified, as
which by itself is insufficient to destroy superconductivity. well. Such an approach was recently discussed in Refs. 7 and
The dc critical current of such a junction has been calculate® for SFIFS structures, and, as was demonstrated, under
using an approximate microscopic treatment based on thihese assumptions, a thin S/F bilayer is equivalent to a su-
Gor’kov equations. We discuss the case when in the M metgberconducting ferromagnetic film with a homogeneous su-
the localized paramagnetic moments of the ions, oriented bgerconducting order parameter and an effective exchange

2. THE MODEL

1063-777X/2005/31(2)/4/$26.00 123 © 2005 American Institute of Physics
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z Asm and\ g, respectively. Then the magnetic field is uniform
I in both electrodes. The conditiomg<<¢g, dy<<éy ensure
X YIlH that orbital effects can be neglected, as well. The longitudinal

dimension of the junctionyV, is assumed to be much less
than the Josephson penetration defithg A ;, so that a flux
guantum cannot be trapped by the junctibhV(dy, +2dg
ds +1) <<y, Where g is the flux quantum and is the thick-
ness of the insulator.

dy ///// \ If the transparency of the insulating layer is small

\ enough, we can neglect the effect of a tunnel current on the
—— N \ superconducting state of the electrodes and use the relation
ds w \ | of the standard tunneling thectyaccording to which the
;\A distribution of the Josephson current densitgx) flowing in

the z direction through the barridsee Fig. 1takes the form
FIG. 1. (S/M)IS system_in a paralle_l magpetic fie_Id. Her(_a Sis a supercon-j - (x) =1 . sing(x). Here ¢(x) is the phase difference of the
I‘l‘gi‘:{" di'\:ais i g‘n‘";?gr?tc')cf t’;‘:tji'r'lc'tifn_a” insulating barrier, akdis the o qer parameter across the barrier, while the maximum Jo-
sephson current density. is determined by the properties of
the electrodes. In this report we present the results of a cal-
culation of the critical currenitc for the tunnel junction un-
field. Similarly, we can consider the S/M bilayer as a thinder consideration.
SM film which is characterized by effective values of the

. . 3. CRITICAL CURRENT
superconducting order parametdr, coupling constant

vert, and exchange fiel#ig o« that are determined by the Insofar as the exchapge field and the external magnetic
following relations: field act only on the spin of electrons, we can write thfa
. Gor’kov equations for the S and SM layers in the magnetic
Aeit/ A= ye/ y= vsds(vsdst vymdm) 7, (1 field in the form
HEeff/HE:VMdM(VSdS+VMdM)_1' (2) (i8n+§_O-HS(SM))GES(SM)—’_AS(SM)'ESS(SM):1’ (3)
wherevg and vy, are the densities of quasiparticles states in r _ a A - B
the superconductor and magnetic metals, respectivelg; (—ien+ &= oHssm)Fesism T AssmCossm =0, (4)

the coupling constant in the S metal. We emphasizettiret Where {=&(p) —er, e is the Fermi energyg(p) is the
superconductivity of the M metal is due to the proximityquasiparticle spectrump==1; e,=7T(2n+1), n=0,
effect The applied magnetic field is too weak to induce su-=1,=2,+3,... are Matsubara frequenciésjs the tempera-
perconducting properties through the Jaccarino-Peter scéure of the junctionthere and below we have taken the sys-
nario, if the M metal is a pseudoternary compound. While intem of units withfi=ug=kg=1); Hgy=Hges—H is the
the latter case the M metal can posses a nonzero electrofesultant magnetic field in the SM bilayghe subscrip& M)
electron interaction, we will neglect this interaction, assum-andHs=H is the magnetic field in the S layéhe subscript
ing for the M layer a vanishing value of the bare superconS); G, andF, are normal and anomalous Green functions.
ducting order parameteAﬁﬂ:O, so that relation(1) still The equations are also supplemented with the well-known
remains valid. self-consistency equations for the order parameters. In the
The system is under the effect of a parallel magneticcase of conventional singlet superconducting pairing, when
field H. We will also assume that the thicknesses of the Sl\/ﬁziayA (o is the Pauli matrix one can easily findsee,
and S films are smaller than the London penetration depte.g., Ref. &

|( Ao ) wa dx | 1 . 1 5
n-——|= s
AS(SM) 0 \/X2+Aé(SM) eX[{B\/Xz-I—Aé(SM)—HS(SM)]-f—l eXF{B\/X2+A§(SM)+HS(SM)]+1

whereA,=A(0,0) is the BCS gap at zero temperature and in

the absence of both the applied and the exchange fielgls: |c:(27TT/eRN)Tr;T fsm(Hswfs(Hs), (6)
is the Debye frequency;8=1/T; ASM(T,Hgy) and ’

Ag(T,Hg) are the superconducting order parameters of the

SM and S electrodes, respectivelyHg sy =0, formula(s) where Ry is the contact resistance in the normal state and
is reduced to Eq(l6.é7) of Ref. 10. ) f.sm(g are anomalous Green functions averaged over energy

In accordance with the Green’s function formalism, theg' From Eqgs.(3) and(4) one can easily find that:

critical current of the SMIS junction can be written as fol-
|0WS: fsSM(S):A[(8n+iUHSM(S))2+A2]_1/2' (7)
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netic field forT=0.7T¢, Agw(0,0)=A¢4(0,0)=A, and different values of
FIG. 2. Critical current of the SMIS tunnel junction versus external mag-the effective exchange field in the SM bilayer.
netic field forT=0.1T., Agu(0,0)=A4(0,0)=A,, and different values of
the effective exchange field in the SM bilayer.
tions of expressioi8) for the Josephson critical current ver-
sus external magnetic field for the case of [ow 0.1T and
finite T=0.7T¢ temperatures, and different values of the ex-
change field. To keep the discussion simple, for the SM and

Using Egs.(6) and(7), after summation over spin index,
we find for the reducedi.e., eRy{47TA3} ") quantity

jc(T,H)=A5M(T,Hsm)As(T,H)A52 Re S layers we putAgy(0,0)=A¢(0,0)=A,. As is seen in the
figures, for some interval of the applied magnetic field en-
; hancement of the dc Josephson current takes place in com-
X —i(Hgeg—H))?
; {l(en~i(Heer—H)) parison with the casel =0. Note that the larger the effective

) field Hg o is, the larger the growth of the critical current that
+ASM(T,[Heer—HD)] can be observedcompare, for example, thg- curves for
X[(8n+iH)z+A§(T,H)]}7llz_ ®) HEG:,ﬁ=_0.4AO andHEeﬁzo.GAo atH=_0 in Fig. 2. This be-

havior is also predicted by expressi@). The sudden brea-

The Josephson critical current of the junction, as function ofoff in the j(H) dependences in the presenceois due to

the fields and temperature, can be calculated using formulg first-order phase transition from a superconducting state

(8) and self-consistency equati¢h). In the general case, the with finite A(T,H) to a normal state witih (T,H)=0.
dependence of the superconducting order parameter on effec-

tive field can be rather complicated due to the possibility of
transition to the inhomogeneousLarkin-Ovchinnikov- 4. DISCUSSION
Fulde-Ferrell phase:**? We will not touch upon this sce- As is well known!** due to the difference in energy
nario here, restricting the consideration below to the regiorbetween spin-up and spin-down electrons and holes under
with the homogeneous superconducting state. Even in thithe exchange field of a ferromagnet, a singlet Cooper pair,
case at arbitrary temperatures the valuesAgf,(T,|Heos  injected adiabatically from a superconductor into a ferromag-
—H|) andA4(T,H) can be determined only numerically. The net acquires a finite momentum. As a result, the proximity-
phase diagram of a homogeneous superconducting state iimduced superconductivity of the F layer is spatially inhomo-
the H-T plane has been obtained earlisee, e.g., Ref.)8  geneous, and the order parameter contains nodes where the
At finite temperatures, it is found that(T,H) has a sudden phase changes by. In particular, the transport properties of
drop from a finite value to zero at a thresholdtdf exhib-  SF tunnel structures have turned out to be quite unusual. The
iting a first-order phase transition from a superconductingr state is characterized by a phase shiftmoin the ground
state to a normal state. Using these results, from(Egwe  state of the junction and is formally described by a negative
take only one branch of solutions, corresponding to a stableritical currentl: in the Josephson current—phase relation:
homogeneous superconducting state. It should be also notgfy) =1 sin(¢). The m-phase state of an SFS weak link due
that, insofar adHg(S), a self-consistency equation should to Cooper pair spatial oscillation was first predicted by Buz-
be used forHg o, as well. However, we will suppose that din et al**6 Experiments that have by now been performed
He ¢, While being much smaller than in an isolated M film, on SFS weak links'*® and SIFS tunnel junctioh® directly
is still larger thamA g (T, |Hg —H)|) for the full temperature  prove them-phase superconductivity.
region of the homogeneous superconducting state. So, pro- There is another interesting case of a thin F laykr,
ceeding in such a way as to tackle the new physics, we wilkk &g, being in contact with an S layer. Insofar as the thick-
ignore the temperature dependenceHgf.; in Eq. (8). ness of the F layedg is much less than the corresponding
Figures 2 and 3 show the results of numerical calculasuperconducting coherence length there is spin splitting
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but no order parameter oscillation in the F layer. Surprisetic metal. Using approximate microscopic treatment of the
ingly, but it was recently predictéd?°-?*that for SFIFS  S/M bilayer and the S layer, we have predicted the effect of
tunnel structures with very thin F layers one can, on condi-magnetic-field-induced supercurrent enhancement in the tun-
tion of parallel orientation of the magnetizations of the Fnel structure. This striking behavior contrasts with the sup-
layers, turn the junction into the-phase state with the criti- pression of the critical current by magnetic field. The idea of
cal current inversion; if the internal fields of the F layersusing a magnetic material in which the effective magnetic
have antiparallel orientation, one can even enhance the tumteraction aligns the spins of the conduction electrons anti-
nel current. It is obvious that the physics behind the inverparallel to the localized spin of the magnetic ions in order to
sion and the enhancement of the supercurrent in this casmnhance superconductivity of superconductor—magnetic
differs from that proposed by Buzdiet al. Namely, in this  metal multilayered structures has not been considered before
case ther-phase state is due to a jump of the superconductand, to the best of our knowledge, is new. The existing large
ing phase at the SF interfaék?® The exchange-field en- variety of magnetic materials, the ternary compounds in par-
hancement of the critical current for the SFIFS tunnel structicular, should allow experimental realization of this interest-
ture can be qualitatively understood using the simple facing new effect of the interplay between superconducting and
that the Cooper pairs consist of two electrons with oppositenagnetic orders.
spin directions. Pair-breaking effects due to spin-polarized We thank Dr. M. Belogolovskii for helpful discussions.
electrons are weaker in the antiparallel-aligned configuration,
since the spin polarizations from the exchange fields of the Fkrivoruc@krivoruc.fti.ac.donetsk.ua
layers are of opposite sign and under certain conditions can
cancel each other. More formally, one can show that the
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The temperature dependence of the current—voltage characteristics of high-quality thin films of
tin from 7 to 50 um thick is investigated in the absence of external magnetic field. For

the first time on the same samples phase slip centers are observen. nedrere the films are

narrow channels, and phase slip lines are observed at lower temperatures, where the films
become wide. The critical current exhibits temperature crossover, which affects its absolute value,
but in a certain temperature interval a temperature dependence of the ferfy T2)%? is

maintained. When the temperature is decreased further, the critical current at which vortices due
to the self-field of the current can enter the sample depends linearly on temperature and
corresponds to the Aslamazov—Lempitsky theory. The temperature at the start of crossover with
decreasing temperature coincides with the temperature at which the film width is equal to

four times the penetration depth of a weak magnetic field perpendicular to the film plane. On one
side of this equality the films are narrow, and on the other side they are wide. The current

at which the first phase slip center forms is the Ginzburg—Landau critical current for pair-
breaking, distributed uniformly over the width of the film. The current of formation of

the first phase slip line is the current of vortex-state instability predicted by Aslamazov and
Lempitsky, which is distributed over the width of the film in a specific way.2@05 American
Institute of Physics.[DOI: 10.1063/1.1820552

1. INTRODUCTION Convenient objects for checking expressidn are thin

) .. [d=<¢(T),A (T)] and narrow] w<<¢(T),\, (T)] supercon-
i The capacn); pftaupercotr!ductotrs f[o ﬁarr.y T nond'sts'?aaucting films, in which a rather uniform distribution of the
Ive supercurrent 1S the most important physical property 1ol i o o rent density over the cross section of the sample is

many aspects of their practical application. Depending on th? liably realized at temperatures nd&r. On such “vortex-

type of superconductor, its structure, and the experimente}r e objects(i.e., not containing Abrikosov vorticeshe cal-

conditions, different values and temperature dependence 0 oL . L
the maximum possible supercurrent under the givencmated valggs of ", with a temperature dependent
conditions—the critical current.—are observed. As we (1-T/T)™, have been reachedee, e.g., Ref.)21t has

know, in the absence of magnetic field the maximum IOOS_been found that a current in excessl§f does not cause a

sible current is the so-called pair-breaking current. For a unitransition of the film to a normal state but gives rise to a
form distribution of current over the cross section of theSPecial transition current state realized ik <1<I, (Refs.
sample such a current is called the Ginzburg—Landau paiB—9. This state is characterized by the onset and develop-
breaking currentS", the value and temperature dependencenent of a structure of phase slip centé?SCs. Herel ., can
of which for a film of widthw and thicknessl in the vicinity ~ be substantially higher tha', and only forl =1, does the

of the critical temperatur@, is given by the expression superconducting film go into the normal state. At currents in
the interval betweemS" and |, the current—voltagél—V)
154(T) = cdow (1-T/T,)2 characteristics of the films exhibit specific voltage step8.
6v3m2E(0)N, (0) Although a rigorous and complete theory of the resistive

1OL0) (1= T/T)32 1 state due to PSCs is lacking, the main, general outlines of a
¢ (0)( o)™ (1) theory have been extensively discus3éd’

Here ®, is the magnetic flux quantum, (0)=2X?(0)/d, The situation in the study of wide filmsve-\ , ) is com-

and £0) and X, (0) are the coherence length and magneticpletely different. In this case an important role is played by
field penetration depth into the film at temperatife0  Abrikosov vortices of the external or self magnetic flux, and
[A(0) is the London penetration degth the picture becomes more complex. First, in wide films the

1063-777X/2005/31(2)/10/$26.00 127 © 2005 American Institute of Physics
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supercurrent and its density are distributed nonuniformlyena that obtain for different relationships among the values

over the width!®~*®*Second, the pinning properties of a film of w, £(T), and\ , (T); to compare the experimental results

are strongly dependent on the perfection of its edges, itto the existing theories and to elucidate their domains of

internal structure and quality, and the conditions of heat reapplicability.

moval; this has a substantial influence on the value and tem-

perature dependence of the critical current. It is for that reas. SAMPLES AND EXPERIMENTAL TECHNIQUES

son that the results of different studies of the critical currents - ) ) i
Although the critical currents in superconducting films

of wide films are so contradictory. It is insufficiently well b died | decades. it | |
understood how the transition to the normal state takes pladd®Ve been studied for several decades, it is only now, after

in a wide superconducting film under the influence of theanalysis of all the accumulated evidence, that it has become

transport current in the absence of external magnetic fiela‘?lef”lr how to achle\{e the h|gh§st superconductmg current,
hich is how to achieve the pair-breaking current.

Prior to the discovery of phase slip centers and phase sli o .
yorp P b W The foremost necessity is to choose a sample preparation

lines (PSLS, it was assumed that the transitional phase Wa?echnology that minimizes the defects both on the edge and

brought about by the motion of Abrikosov vortices trans-in the bulk of the film. These conditions have been extremely

verse to the current under the influence of the Lorentz forcehard to meet both in the early studies, where the films were

The resistance created by this motion is reflected in the forn;n:ut out with a diamond styluépyramid and substantial de-

of the linear and nonlinear parts of the vortex region of the . .
L 17 fects were created along the edges of the film, and in the
|-V characteristic of the samplé$: ; . \
It b d back in 1972 that. in addition to th present-day studies, where, as a rule, the films are obtained
- Ivvasto serve tallc n N tr? ,Imva h ' |ont 0 i eby a photolithographic technique and are characterized by a
ypical vortex region at low currents, the 1=V characteris ICScomparative irregularity of the edge due to the etching. In the

of wide félms at'h|gh transport current; had a VOItage'SteQJsual deposition of films, owing to the imperfect adhesion of
structuré® for which a physical explanation had not yet beenthe standard contact mastemplate to the substrate, the

ff’“”d- The authors of Refs. 14 and _15_ propgged that in Wid%dge of the film in this technique also is not sharp but tapers
films at currents larger than a certain instability currenia off gradually.

system of transverse alternating normal and superconducting i is also very important to ensure efficient thermal

domains is formed, and in this regime the mechanisms of,5iching of the film and substrdtdfor example, a suitable
flux flow do not yet have as important an influence on thegpsirate for tin films is optically polished single-crystal
shape of the I-V curves as in the low-current regime. Unfor ot and not sapphire or glass, which were often used in
tunately, at the time those ideas had not yet received thg,e past
necessary development. As new knowledge about phase slip The most successful technigue for obtaining films with
processes was accumulated, the voltage steps on the I-fdy defects on the edges is that proposed in Ref. 12. A layer
characteristics of wide films were attributed to the appearyf tin 1.5-2 um thick (foil) was deposited on a crystalline
ance of phase slip liné&:'* Nevertheless, it is not clear to quartz substrate. Long strips several hundreds of microns
this day what the PSLs are, whether they coexist with movyjide were cut from this foil. These strips of tin were cut
ing Abrikosov vortices, and what are the mechanisms thagnce by a razor blade along the whole width. Then a film of
lead to the formation of the transitional resistive region inthe desired thickness was deposited on the substrate. After
wide films as the transport current is increased. the deposition the strips of tin foil, serving as a mask, were
In addition to the two limiting cases of narrow and wide removed. As a result, a film up to 2m wide and 500um
films, the intermediate case, whei(T)<w<A\,(T), is of  |ong was obtained. This technique rules out the possibility of
considerable interest. The dynamic processes in such filmg decrease in the thickness of the film near the edges, al-
were considered theoretically in Refs. 20 and 21. In thosehough the defects in Ref. 12 nevertheless reachegf,3a
papers a substantial role is assigned to the so-called kingalue which we did not consider satisfactory.
matic vortices; specifically, the formation of the PSL, the = Wwe also used thin tin films as the objects of study, but
two-dimensional analog of the PSC, is associated with théhe technique used to prepare them was somewhat different.
motion of such vortices transverse to the film. An experimen+irst we deposited a thick~1 um) layer of tin on a sub-
tal attempt to observe the PSLs caused by the motion oftrate of optically polished single-crystal quartz. Long strips
these kinematic vortices is reported in Ref. 22. ~100 um wide were cut out from the tin foil layer. These
Thus up till now there has been no unified theory de-strips were cut twice by a razor blade along the entire width
scribing the transition of superconducting thin films from the(the distance between cuts; 7—50um, determined the
superconducting to the normal state under the influence akidth of the future sampleand the foil between the cuts was
the transport current in the absence of external magnetieemoved with micropincers. Then a film of the desired thick-
field. The numerous experimental studies have been done aress (100 nm) was deposited on the substrate. After depo-
samples of differential quality, and the results are often consition the foil strips, serving as a mask, were removed. As a
tradictory. result we obtained a film with a specified width and length.
The goals of the present study are: to investigate th&his method produced even edges of the sample; the edge
temperature dependence of the critical currents and |-\defects, according to electron microscope data, did not ex-
characteristics on samples of different width prepared by theeed 0.1um. This was achieved through optimal choice of
same technology; to vary the values&fT) and\ , (T) by  the pressure on the razor during the cutting of the mask and
varying the temperature near the critical polptand thus to  the use of a Polsilver razor blade with a special coating,
observe the current regimes of dynamic phase slip phenonpreventing the formation of ragged edges.
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TABLE |. Parameters of the film samples.

Sample L, ym w, um d,nm Ry, Q J: ol T, K l;, nm R300, Q
SnW3 92 42 120 0.14 0.064 3.789 145 2.270
SnW6 81 17 209 0.185 0.039 3.712 152 3.147
SnW§ 84 25 136 0.206 0.061 3.816 148 3.425
SnWw9 95 17 159 0.319 0.057 3.825 138 4.900
Saw10 88 7 181 0.487 0.040 3.809 169 9.156
Snw13 90 18 332 0.038 0.008 3.836 466 1.880

Note L is the lengthw the width, andd the thickness of the samplk;are the electron mean free paths.

The deposition was carried out in an oil-free vacuum at ahe associated resistance appear in the sanples the
pressure of~10 7 torr on substrates cooled to 77 K; tin of maximum current for the existence of the Abrikosov vortex
“especially high purity” (OVCh-000 was used. The deposi- state; when this current is exceeded, characteristic voltage
tion technique enabled us to obtain rather clean films with a&teps arise on the |-V characteristigjs the so-called cutoff
small number of defects in the bulkhe ratio of the resis- current, i.e., the value of the current at which the continua-
tance of the film at room temperature to the resistance dton of the linear parts of the stepped structure of the |-V
helium temperature waRspo/ R4 2> 15). characteristic fol >1,, intercepts the current axis;, is the

For implementation of the four-probe method of measur-current above which the |-V characteristic acquires a non-
ing the 1-V characteristics, indium contact pads were depodinear character. If nonlinearity of the 1-V characteristic is
ited on the substrate by a special soldering iron prior to depopresent, it exists in the current intenig1=<I1,,. The non-
sition of the thin film. Indium in the fused state is a ratherlinear part of the 1-V characteristic in the current interval
good wetter of the quartz substrate and provide reliable eled.<I=<I,,, which is usually attributed to Abrikosov vortex
trical contact, capable of withstanding repeated thermocyereep>* was not observed on our samples.
cling, to the tin to be deposited. For the measurements of the Figure 2 shows the initial parts of the I-V characteristics
-V characteristics the samples were placed in a doublat different temperatures nedr, for sample SnW10, of
shield of annealed Permalloy. In the sample region the valugvidth 7.3 um. The scale is chosen so as to permit the best
of the magnetic field wasH ,=7x10"* Oe, H,,,=6.5 analysis of the vortex region of the 1-V characteristics in the
X 1072 Oe. A standard cryogenic unit with mechanical interval of currents betweein, andl,; the 1-V characteris-
pumping on helium vapor permitted operation in the tem-tics have been shifted relative to each other along the voltage
perature interval 2.5-4.2 K. The temperature was measureakis for clarity. It should be noted that on the first two |-V
according to the vapor pressure using mercury and oil maeharacteristics only the critical current is observed. This
nometers. Stabilization of the temperatufeelium vapor means that.=1,,, and the vortex part of the 1-V character-
pressurgwas provided by a membrane manostat to an accuistic is absent. On the remaining 1-V characteristics, ob-
racy not worse than 10" K. tained at lower temperatures, the current@ndl,, are no

The critical current was determined from the |-V char-
acteristic of the films measured in the fixed-current mode
according to the appearance of a voltag8.1 uV. Further 40
increase in the sensitivity of the voltmeter had practically no
effect on the value of the critical current measured.

The parameters of some of the films studied are pre- 30
sented in Table I.

3. EXPERIMENTAL RESULTS >§20

We investigated more than ten samples of tin films with
widths from 7 to 42um. All of the samples gave reproduc-
ible results. 10

Figure 1 shows the overall shape of the |-V character-
istic measured at a temperature T/T.=0.99 for sample
SnW13 of widthw=18 um; we use this example to intro-
duce the parameters that will be needed for the analysis be- 0 —
low.

The |-V characteristics of wide filmgdw=§&(T),

)\L_(_T)] are CharaCterized by the following C_L'rrem§:i5 the  FiG. 1. Typical I-V characteristic of a widews &(T),\, (T)] supercon-
critical current, i.e., the lowest current at which a voltage andiucting film (sample Snw1Bat a temperatur&/T,=0.99.

1.0
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FIG. 4. Experimental temperature dependence of the maximum current for
FIG. 2. Family of experimental I-V curves of sample Snw10 at different the existence of vortex resistankg (V) and the critical currenk, (A) for
temperatured [K]: 3.785 (1), 3.777(2), 3.766(3), 3.750(4), 3.743(5), sample SnW10. The theoretical valuesiofmA]: I5(T)=7.072< 10%(1
3.735(6), 3.728(7), 3.720(8), 3.712(9), 3.704(10). The arrows| and 1 —TIT)3 (curve 1), 125(T)=9.118x 10%(1—T/T,) (straight line2); IA-
indicatel . andl,,, respectively. The |-V characteristics are shifted relative =1.58 S'[In(2x7.3(1- T/T))/0.01717C 2 (curve 3); the calculated de-
to each other by 3.LV. pendencd (T)=5.9x 10?(1— T/T,)%? (curve 4). The inset shows the cal-
culated temperature dependence of the coherence I€ffjhand the pen-
etration depth of the transverse magnetic field (T) for the

.. X superconducting film SnW10. The straight line indicates the widtf film
longer equal to each other. They delimit the linear vortexgnwio.

region of the 1-V characteristic, the length of which in-
creases with decreasing temperat(see 1-V cuves8-10).

Figure 3 shows a family of I-V characteristics for Mula I(T)=1¢(0)(1—T/T,)*% wherel(0) is an experi-
sample SnW6, of width 17:m. Although this film is wider mental fitting parameter. It is seen in Figs. 4 and 5 that the
than the previous film, nevertheless n&arthe 1-V curvel  critical currentl ;=1 nearT.. The temperature dependence
in Fig. 3 does not have a vortex part and, consequehtly, ©f both currents is proportional to (1T/T.)%% Here the
=1,,. The remaining I-V characteristics have a vortex part|—V curves do not exhibit a vortex region, and samples
and|.<l,,. Starting with I-V curve5, a nonlinear part of SnW10 and SnW6 have the behavior of a narrow supercon-
the characteristic can be noticed in the vortex region at ducting channel all the way t®¢.5,=3.769 K for sample
>1,; this part is more pronounced at lower temperatures. SNW10 and tdl ¢;os;= 3.698 K for sample SnW6. Analogous

Figures 4, 5, and 6 show the experimental temperatur@ehavior ofl;(T) for sample SnW5 is observed only in an
dependence of the currents and I ,, for samples Snw10, extremely narrow interval of temperatures néar for T
SnWe, and Snws5, of widths 7.3, 17, and #42n, respec- >3.780 K. When the temperature is decreased further one
tively. Solid curvesl in these figures were calculated accord-0bserves a crossover of the curreptindicated by an arrow
ing to formula(1) with allowance for the film parameters in labeledTc s in the figures. This crossover consists in the

Table I. Solid curvest were calculated according to the for- @ppearance, starting &tos1, Of a region brought about by
the entry and motion of Abrikosov vortices and, conse-

3 —
3
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> < 1

Eﬁ | Teros2

1 —

I 1 0 L . N
. ! . L 1 3.66 3.68 3.70 3.72
0 2 3 T,K

l,mA FIG. 5. Experimental temperature dependence of the maximum current for
FIG. 3. Family of experimental -V curves for sample SnWé at different the existence of vortex resistantg (V) and the critical current. (A) of
temperatured [K]: 3.701 (1), 3.694(2), 3.688(3), 3.680(4), 3.672(5), sample SnW6. The theoretical curdeEmA]: 184(T)=(1—T/T,)*? (curve
1), 185(T)=1.459<1*(1—T/T,) (straight line 2); 14-=1.738 In(2
X17(1-T/T))/0.01597("*2 (curve 3); calculated dependencé,(T)
=1.2x10%(1—T/T)%? (curve 4).

u
3.667(6), 3.659(7), 3.655(8). The arrows|, 1, and| indicate |., I, and
I, respectvely. The -V cures are shifted relatie to each other by wV.
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B /1 FIG. 7. Family of experimental -V curves of sample ShW10 at different
10 temperature§ [K]: 3.796 (1), 3.792(2), 3.785(3), 3.777(4), 3.773(5),
< [ 3.769(6), 3.766(7), 3.758(8), 3.750(9), 3.743(10). I-V curvesl-4 reflect
E_ I 2 the properties of a narrow channel, while -V curdes are forws=\ ,
—4 are forw<<4x, , and8-10 are forw>\, (after the crossoveran
I L 3 f d8-10 are f (after th prand
5k reflect the properties of a wide film; |-V curvés-7 reflect the transition
B stage from a narrow to a wide film.
ol L o oy row channels. Here the |-V curve lacks a vortex region. It is
3.64 3.68 3.72 3.76 important to note that such behavior of the film is maintained
T.K only up to the temperatur€,,,s;. Upon further decrease in

FIG. 6. Experimental temperature dependence of the maximum current fotr,empera‘ture the sample SnW10 begms to behave as a wide

the existence of vortex resistantg (V) and the critical current, (A) of film, i.e., a vortex region appears on the 1-V characteristic
sample SnW5. The theoretical dependeh¢mA]: 1S5(T)=2.897x 16°(1 (see the I-V curveg—-10 in Fig. 7). Furthermore, forl
—TIT)* (curve 1); 125(T)=1.871X 10°(1—T/T,) (straight line2); In- > 1| one observes the voltage jumps and regions of con-

=138¢"In(2x42(1-T/T))/0.02533 (curve 3); calculated depen-  stant dynamic resistance which are characteristic of PSLs.
dencel ((T)=1.65< 10°(1— T/T.)¥? (curve4).

4. DISCUSSION OF THE RESULTS

quently, this current becomes less thgn At T=3.758 K Let us consider the behavior of the currehtsndl ,, for
for sample SnW10 and’ =3.696 K for sample SnW6 the the example of the narrowest sample SnW10. Its width is 7.3
temperature dependencelgfagain becomes proportional to um, which makes it possible to observe the properties of
(1-T/T)%2 (After this paper was written and prepared for both narrow and wide films on the same sample by manipu-
publication, a paper appeaféin which the same crossover lating the temperature. By increasing the width of the
was observed for higfi; superconducting samples, but samples, we can trace the behavior of the values and tem-
without a clear tie-in to their geometyyOn further decrease perature dependence of the curreitand|,,. We then ana-
of the temperature, af,s,=3.717 K for sample SnW10, lyze the stepped structure of the 1-V characteristic for films
Teroso= 3.657 K for sample SnW6, andl,s,=3.740 K for  of different widths.
sample SnW5, a second crossover of the critical culreist
observed, after which the temperature dependence of th
critical current becomes linear, i.e.J.(T)=1,0)(1 The critical current ,(T) is the lowest current at which a
=TIT,). voltage first appears across the sample as the transport cur-
The maximum current,, at which the vortex part still rent is increased. The value and temperature dependence of
exists on the 1-V curves also has a crossover, at a tempertie currentl . are presented in Fig. 4. The experimental val-
ture Teos3- FOr T>T 03 the value of the current,, coin-  ues were obtained by processing the initial parts of the |-V
cides with the calculated value of the pair-breaking currentharacteristics shown in Fig. 2.
ISL(T) [see formula(l)]. For T<Ts3 the currentl,, is It is seen in Fig. 4 that in sample SnNW10 ndarthe
lower, and its temperature dependence is somewhat differenturrentsl . andl ,, coincide in a certain temperature interval.
Figure 7 shows a family of experimental -V character- This means that in this temperature interval the sample be-
istics of sample SnW10 at different temperatures. It is seehaves as a narrow channel that does not contain vortices.
that at temperatures close 1@, the resistive region of the With decreasing temperaturk, begins to deviate fronh,,,
|-V characteristic shows behavior typical of a harrow chan-and its crossover occurs at a temperaflifgs;. This means
nel, i.e., one sees the characteristic voltage jumps and rehat for T<T.s;=3.769 K the critical current, is distrib-
gions of constant dynamic resistance that are inherent to nanted nonuniformly over the width of the film, and its value is

ritical current
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affected by the self-magnetic field that starts to penetrate intsuperconductor to increase its energy in response to the cur-
the sample in the form of self-Abrikosov vortices, i.e., therent through the entry and motion of vortices than to undergo
film becomes wide. A linear resistive region due to the flowa transition to the normal state. This is how the resistive
of Abrikosov vortices appears on the |-V characterigsiee ~ vortex region of the 1-V characteristic arises.
-V curve 3 in Fig. 2. The nonuniformity of the current distribution over the
The inset in Fig. 4 shows the calculated temperature dewidth of the film is taken into account in Ref. 10. Using the
pendence of(T) and X\, (T) for sample SnW10 with the expression for determining the value of the current at the
parameters of the sample from Table | taken into account. €dge of the film and the calculated critical current according
It is seen that for this sample, 7:8n wide, the tempera- to the Bardeen formula, the authors of Ref. 10 obtained a

ture region in which the inequalitw< £(T) holds is practi- linear temperature dependence of the critical current near
cally unobservable. The region in whig{T)<w<\ (T)  Tc: l(T)*(1=T/T,). N
occupies an interval of about 8 mK aroufig. According to An analogous treatment under the conditibre¢, A,

Refs. 20 and 21, it is in this region that the kinematic vorti-and\ , <w was carried out by Aslamazov and LempitsRy,
ces Whose motion was he'd by the authors Of those papers mho Obtained an eXpreSSion for the Critical current in the
form the PSLs should appear. Next comes the temperatuf@'m

region bounded by the temperature at whici\ | (T) and
Teos1- IN this temperature region the 1-V characteristics do IQL(T): 1.5|SL(O)(w)\L(O)/w)l’z(l—T/Tc). (2)

not yet have the resistive vortex regions, the curréptsnd It should be mentioned that(T) was calculated under

Im coincide and are equal to the pair-breaking curtéh(T) these same conditions in Refs. 12, 26, and 27. The values of
i.e., the sample displays all the hallmarks of a narrow chanrc(-l-) obtained in Ref. 12 are smaller by a factor of 1.5 and
nel. Typicallyw~4A , (T) at Terosy, 1-€., tWO ADIKOSOV VOT-  thoqe in Ref. 27 by a factor of 1.095 as compared to the
tices of width 2 (T) fit within the width of the film, one in |51 es calculated according to formu. Thus the value of
each half of the film. As the temperature is lowered further,llch(T) is, to our knowledge, the highest of the theoretically

whenh, (T) becomes still smaller, these vortices can start tregjcted critical currents for the entry of Abrikosov vortices
move and manifest themselves in the temperature depelyio the film.

dence ofl .(T) and on the |-V characteristic. Only then can The calculated values d@L(T) obtained from formula
the film be ponsidered wide. (2) with the use of the parameters of sample Snw10 from

Interestingly, because samples SnW10, SnW6, anggpie | are shown by straight lir2in Fig. 4, drawn with no
SnW5 have different widths, they become wide at differentadjystable parameters whatsoever. It is seen that the calcu-
relative temperature$ .51/ Tc, equal to 0.988, 0.996, and |ated and experimental valueslo{ T) agree at temperatures
0.998, respectively, and at those temperatures their widthelow T,,,. Thus the theory proposed in Ref. 13 is suitable
are equal to the corresponding fourfold values €T). For  for the description of wide films withv>\ , (T). In the in-
T<Teos1 the temperature dependence lef maintains the  terval intervalT s~ Teros2 the 1 o(T) curve retains the form
form (1-T/T)®? but the value of . is less tharl - Itis o (1—T/T.)%2 (curve4) and is not described by the existing
now easy to understand that the first and second |-V curvegeories, but it has been observed previously in experiments
in Fig. 2 (T>Ts1= 3.768 K) and and the first 1-V curve in on wide tin films'**° 1t is important to stress that in a rather
Fig. 3 (T>Tcrs1=3.698 K) are the |-V characteristics of wide temperature interval arourifl, the calculated linear
the corresponding samples in the regime of a vortex-fre@ependencd;é\L(T) (see straight lineg in Figs. 4, 5, and B
narrow channel. That is why they do not show signs of thepasses above the curve of the Ginzburg—Landau depairing
entry and motion of vortices in the form of linear and non- currentIfL(T) (see curvesl in Figs. 4, 5, and § which
linear segments, as occurs for the 1-V characteristics labeleghakes no physical sense. Therefore, in the temperature inter-
by larger numbers, which were obtained at lower temperaval from T, to T*, at least, formuld?2) is inapplicabld here
tures. T* is found from the equalityS(T*)=125(T*)]. It should

We have seen that the values of the currdgtandl,,  be noted, however, that f@F,< T<Tg0s1, because of the
coincide in the temperature interval aroufid, when the  nonuniformity of the current density distribution due to the
sample is a narrow channel and cannot be found in the resigransverse Meissner effect,(T) becomes lower than
tive vortex state. Consequently, at these temperatures the\g’L(T), although the form of its temperature dependence
equal the maximum possible Ginzburg-Landau pairremains the same. Therefore, the linear dependence of the
breaking currentt.=1,,=IS", as is confirmed by a calcula- critical current predicted in Ref. 13 can be realized only at
tion according to formuldl) (see curvel in Fig. 4). Here the  temperatures lower thafR*, i.e., for T<Teo-
state of the sample fdr<I =1, is purely superconducting, It follows from Figs. 5 and 6 that on further increase in
i.e., the most energetically favorable. the film widthw the narrow-channel region corresponding to

What happens at temperatures below the first crossovehe temperature intervdl,,,.;— T, moves ever closer td,
temperatureT .,s;? The temperature dependence of the curand for sample SnW5, of width 42m, it is practically in-
rentl . does not change, but now the valuel ¢fT) becomes distinguishable experimentallgee Fig. 6a The temperature
less tharifL(T). This can easily be understood if it is sup- region belowT, where the mechanism described in Ref. 13
posed that this is the critical current, the value of which isis applicable becomes wider and wider fg(T) andl ,(T).
depressed by the self-magnetic field of the transport currerthis may be seen particularly clearly in Fig. 6b, which pre-
and the distribution of which over the width of the film is sents the results of studies over a wider temperature interval
now nonuniform. It is energetically more favorable for the as compared to Fig. 6a.
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Maximum current of vortex resistance make a jumplike transition to the normal state at a current

The maximum current,,(T) is the current at which a Im(TT)r'] ion for th . ant(T) for th
voltage jump and stepped structure of the |-V characteristic . N N exaresstmn or te maxlmté;n_cuarjg RICT) for the
appear at the end of the vortex resistance region in a wigEXIStence ot vortex resistance Is obtainedras
film. It is more difficult to understand the physical nature of | (T)=CICY(T)In(~ 22

: , = n 2w/ (T)). 3
the current ,,(T) than that ofl .(T). As we mentioned in the (1) e () ( (M) ®
Introduction, a large number of important studies of theqere C is a numerical fitting coefficient.

transport resistive properties of thin, wide superconducting |t js seen that the current,(T) differs from1S(T) only
films had been done in the 1970s. A special place amongy the fitting parameteC and the temperature-dependent
those studies is held by those studies in which AbrikOSO\{ogarithmic factor, which is positive On|y foer>}\L(T)
vortices were investigated with the aid of a Giaver dcThis means that expressidB) is applicable only for wide
transformef® and with the use of a pulsed techniq(see, films, and the paramet& must be chosen with this in mind.
e.g., Refs. 14-17 and R9A Giaver transformer consists of The temperature dependeng(T) calculated according to
two superconducting films deposited one on the other acroggrmula(3) with C=1.56 for sample SnW10 is shown by the
a thin insulator layer. The vortex tubes in the two films aresplid curve3 in Fig. 4. One observes good agreement with
coupled to each other. A transport current is passed througéxperiment fofT<3.74 K. The temperature interval between
one of the films(the primary and the motion of vortices T ..andT=3.74 K is transitional; with further decrease in
created by the self-field of the current or by an external magtemperature the film can be considered wide.
netic field is investigated. The vortex tubes in the lovai- NearT,, where the sample has the properties of a nar-
mary) film move under the influence of the transport currentrow channel, the values of the currdpi(T) obtained agree
and entrain the vortices coupled to them in the upjsec-  with the values of the currerit(T), and both are equal to
ondary superconducting film, in which a voltage arises in the pair-breaking currenEL(T)_ Meanwhile, there is a tem-
the absence of a transport current in it. A surprising result operature interval in which the behavior gf(T), like 1 (T),
these studies was that at a certain value of the transport cuig not described by the theory proposed in Ref. 13. It is seen
rent in the primary film the voltage across the second filmin Fig. 5 that for T<T.s; the dependencé,(T) deviates
fell sharply. In contrast, the voltage across the primary filmfrom the valued $*(T) as a result of the entry of vortices.
increased sharply. This current in the primary film was calledHowever, in the interval interval oo~ Tcros3 the current
the instability current and was denoted By (Refs. 14 and | (T) nevertheless remains equal to the pair-breaking cur-
15). The authors offered three guesses at an explanation feent!S“(T). It is clearly seen in Figs. 5 and 6 that the wider
this: for some reasofe.g., because of the high vortex veloc- the film, the better the theory proposed in Ref. 13 describes
ity) the magnetic coupling of the films was broken, althoughthe behavior of the currert,(T) over a wide interval inter-
it had been ideal until the curreht was reached®’ for  val.
some reason the vortices stopped movifigor some un- Here it is appropriate to recall an interesting and impor-
known reason the vortices ceased to play an important role itant experimertf**! on the observation of the stepped struc-
the creation of the resistance, and this role began to be future of the -V characteristics of wide tin films shielded by
filled by other process&$not physically understood at that superconducting lea¢see Fig. 22 in Ref. 19 The shield
time. In Ref. 29 the instability current* was called the prevents the appearance of a component of the self-magnetic
critical current without any explanation of what that meant. field of the current in the direction normal to the surface of
The resistive vortex state of wide films in the absence othe film. As a result, the current was uniformly distributed
external magnetic field was also considered in Ref. 13. Irover the width of the film, and the |-V characteristic did not
wide films the magnetic field of the current gives rise toshow vortex resistance, and the formation of the PSL corre-
chains of Abrikosov vortices at the edges of the film, and thesponded completely to the formation of a PSC in narrow
motion of those vortices transverse to the film gives rise tdilms. Here the current of PSL formation in the film in the
resistance. With increasing current the vortex density growpresence of the shield was much greater than in the absence
and the current distribution becomes more and more unief the shield. Unfortunately, the experiment described was
form. At some value of the curreht,(T) the current density not developed further. From our point of view that experi-
becomes equal to the critical current density for pair breakment also attests to the correctness of the theory of Ref. 13
ing not only near the edges, where the vortices are nucleatednd expressiorf3), since in the absence of the shield the
but also in the middle of the film. Thus a nonuniform currentlogarithmic cofactor in3) depresses the current in compari-
distribution with three maxima is established over the widthson withl S-(T), the more strongly the wider the film; this is
of the film: two at the edges and one in the middle. Such alemonstrated by the results in Figs. 4—6 if the ratio
pattern of current distribution has been confirmed qualitan‘L(T)/Im is compared at the same reduced temperature for
tively in Ref. 30. And although the distance between vorticedilms of different widths.
is still large compared to the coherence lengtie vortex Thus by analyzing the experimental results obtained by
cores do not overlgp such a current distribution over the us and previously by other authors we arrive at the conclu-
width of the film is unstable, and that leads to destruction ofsion that the maximum currem,(T) introduced in Ref. 13
the steady viscous flow of the Abrikosov vortex fluid from and the instability currert* in Refs. 14—17 and 29 have the
the edges of the filnlwhere the vortices are nucleated the ~ same physical meaning. We recall that the curteytfl) is
center of the filmwhere they are annihilatedAs a result of  the current at which a discontinuifyoltage jump appears
this, according to the authors of Ref. 13, the sample shouldn the |-V curves but the jump is not to the normal state, as
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was proposed by the authors of Ref. 13, but to a resistive
state due to the onset of a PSL. Exceeding the culigim

a wide film leads to the formation of a PSL, apparently al-
ready in the absence of a vortex structure. 50

Phase slip centers and lines 100~

V,uv

Let us discuss the resistive parts of the I-V characteris- -
tic, delimited by the voltage jumps arising a1 in films =
exhibiting the properties of a narrow channel andl=at ,, in
wide films.

The |-V characteristics of sample SnW10, shown in Fig.
7, are interesting. By virtue of what we have said, in the
temperature region nedr, for T>Ts; One should observe
voltage steps caused by the formation of PSCs, whileTfor
<Tq0s1 ONE should observe voltage steps caused by the for-
mation of PSLs. This is demonstrated in Fig. 7. The |-V 0
curves1-4 reflect the properties of a narrow channel with
PSCs, anB-10 reflect the properties of a wide film with
vortices and PSLs. As far as we know, this is the first obserg|g, g. 1-v characteristic of a wide superconducting film SnWs5 at a tem-
vation of PSCs and PSLs in the same sample. No featurg®rature of 3.744 K. The inset shows the initial part of the I-V characteristic
were noted at temperatures for which the inequa@;’l(gr) on an expanded _sc_:ale. The linear parts of the differential resistance of the

PSL are clearly visible.

<w<A\,(T) holds.

It follows from Figs. 1-3 that on the -V characteristics
of our samples at currenig<I<I, there is no nonlinear
segment before the linear region; such a nonlinear segment differ qualitatively from |-V curvesl—4. We therefore as-
often observed in experiments and attributed to magnetisume that the physical nature of the voltage jumps on the
flux creep. The absence of creep in our films is indirect evii—V curves and the linear segments that follow them for
dence of their high quality. The voltage that appears inl(T)=1,(T) are the same: processes of slipping of the phase
sample SnW10 at.<I<I,, increases linearly with increas- of the order parameter. Moreover, a detailed study of |-V
ing current, which demonstrates a uniform flow of vortices—curves8-10 provides grounds for assuming that at a trans-
the so-called flux flow regime. In relatively narrow films port currentl(T)=1,(T), self-Abrikosov vortices cannot
such as SnW1@see Fig. 2, this linear segment of the I-V exist in the sample on account of the onset of instability of
characteristic terminates when the transport current reachegslae steady picture of their viscous motion.
valuel ,—the current at which the first voltage step appears  We have made such an assumption on the basis of the
on the 1-V characteristic. In the wider films such as SnW6 fact that the sensitivity of our measurements is sufficient for
the linear segment of the |-V curve is followed by a nonlin- detection of voltages due to the motion of Abrikosov vortices
ear segment, which terminates in the appearance of a step ¢see Figs. 2, 3, and)7If this vortex motion also contributed
the |-V characteristic dt,, (see 1-V curve$-8in Fig. 3).  to the voltage forl(T)>1,(T), where one observes a
We associate the first and last steps on the 1-V curves witBtepped structure of the |-V characteristic, then the differen-
the formation and development of a PSL system in theial resistance of the PSL would be nonlinear. However, these
samples at =1,,. The linear parts of the |-V curves with dynamic resistances are strictly linear on all the |-V curves
dynamic resistanceBRy; (i=1,2,3,... is the number of the (see Figs. 1, 3, 7, and)8This is particularly well demon-
PSL between voltage steps, when continued to the currerdtrated by the 1-V characteristic shown in Fig. 8 and, in an
axis, intersect at a single point, which determines the cutofénlarged form, in the inset to this same figure, for film
currentls and demonstrates the discreteness of the resistan@&nW25 of width 42um.
growth of the film with increasing step numbefsee Figs. 1 Therefore, in our opinion, in the region of currents
and 8. I(T)>1,(T) the resistance is due exclusively to order-

Let us return to the |-V characteristics in Fig. 7. We seeparameter phase slip processes and the system of PSLs. In
that in the absence of Abrikosov vorticesTat T, (see -V this connection the transition stage from narrow to wide
curves1-4) the film SnW10 behaves as a narrow channeffilms, which is reflected by 1-V curve5-7 in Fig. 7, is
down to the temperature at whigt=4\, (T). In this tem-  interesting. It is seen that they differ from the rest of the |-V
perature interval one does not see any fundamental differcharacteristics in this figure: the |-V curgestill contains a
ences in the |-V curves fow<<A,(T) and for\, (T)<w  short segment of dynamic resistance of the first PSC and
<4\, (T). In this temperature region one does not observecorresponds to a temperature close to, but higher Thag,
any features in the temperature dependence | ) in Fig. 4. The I-V curveb reflects the end of the temperature
=18Y(T). Thus for us there are no grounds for inferring theexistence region of the PSCs, and the linear part of the dy-
existence of kinematic vortices, as in Ref. 22. The I-Vnamic resistance of the first PSC becomes ever shorter as the
curves 8—10 were obtained at lower temperatures, wheretemperature is lowere(see |-V curvesl-5). On the |-V
Abrikosov vortices were already present in the film. Exceptcurve6, obtained afl =T, the dynamic resistance of the
for the initial linear vortex part, the 1-V curveés-10do not  first PSC is no longer visible, but there the vortex part has

50|
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not yet appearetsee Fig. 4. The |-V curve7 was obtained give an unambiguous answer to this question. The answer is
for T<T..s1, and it exhibits the short linear segments bothno because both are products of a mechanism of phase slip of
due to motion of Abrikosov vortices dt<<I<I,, and to the the order parameter, but at the same time, yes, because the
dynamic resistance of the first PSL foe | . initial situation for the PSC and PSL are fundamentally dif-

Apparently the presence of a transition region is due tderent. For the PSC the initial state is a purely superconduct-
an admixture of the energetically more favorable mechanisning state with a critical currentS™(T). For IS"<1<I, in
of resistance(in comparison with the mechanism of phase narrow films a system of PSCs arises as a transition region
slip of the order parameter in a narrow channehe mecha-  (phasg between the purely superconductiBgand the nor-
nism for the entry and motion of vortices. This transition mal N states. The latter is reached fio#1,. For the PSLs
region, like the region of possible existence of kinematicthe initial state is the vortex instability of the state with a
vortices, merits a separate study. At lower temperatures ofiearly uniform but nevertheless specific distribution of cur-
the initial stage of current growth fdr,(T)<I(T)<I(T) rentl ,<IS" over the width of the filmt2 For this reason the
the vortex mechanism of resistance is dominant. As it growsstates or phases of tf&-N transition of a wide film with
it makes for an increasingly uniform current distribution overincreasing transport current appear in the following order of
the width of the film, thereby creating the conditions for theincreasing free energy: treiperconducting stator 1 <I;
appearance of a stronger resistance mechanism—the pderesistive vortex statéor | <1< ,; thecritical statedue
mechanism. When the transport current reaches the valf@ the onset of instability of the steady pattern of viscous
|,(T) the mechanism of formation of the PSL turns out to bem'otion of the 'vor'tices fof=1,,; avortex-free resistive state
stronger, i.e., it is energy favorable compared to the vorteXVith phase slip linegor 1,<I<l,; the normal stateat a
mechanism. current higher than the upper critical currelng (1>14,

In this connection we should call attention to the results™ 'm)- i )
obtained in Ref. 16 in a study of wide tin films. Figure 21 of _ 1he PSLs here are a line transverse to the film, at each
that paper shows the influence of an external magnetic fiel@int of which the order parameter executes in-phase oscil-
on the |-V characteristic of one of the samples. It is seeﬁ"’_‘t'ons at the Josephson frequenc_y, vanishing at certain t_|mes
that, depending on the value of the applied field, the |—\Simultaneously along the whole line transverse to the film.

characteristics can be divided into three groups. I~V curved N€S€ oscillations are a source of nonequilibrium quasiparti-

with voltage steps, characteristic of PSLs, in fields up to 12 Ies,. th? d|ffu5|on. of.whph o the penetratlon depth of the
Oe: transitional I-V curves in fields from 123 to 139 Oe-: ongitudinal electric field in the superconducting region de-
smooth nonlinear |-V curves typical of vortex resistance intern?lnes tkle tfng':utdm?l size of thet PSfLS' This stat(ej 'St
fields from 141 to 218 Oéat higher fields the sample under- analogous to the state of a narrow vortex-iree superconduct-
. ' ing channel with a PSC and corresponds to one of the solu-
goes a transition to the normal stat€he first group of I-V . . .
. ions obtained in Ref. 20.
characteristics has a pronounced stepped structure due tto . . . .
: . . In view of the generality of the influence of phase slip
PSLs and does not contain any visible traces of an influence "
. .. processes on the transition of a superconductor from the su-
of vortex structure on these regions of the I-V characteristic;

Segments of dynamic resistance of the PSLs are strictly ”nperconducting to the normal state under the influence of the

. s C éransport current in narrow and wide films, it is impossible
ear, and their slope is independent of the magnetic fiel not to say something about circular wires. From our point of
strength. The third group of 1-V characteristics at low cur- y 9 ) P

e . view, the understanding of tt&-N transition in such objects
rents does not exhibit the stepped structure that is Characteﬁ- 9 )

" . as not progressed since the ideas set forth by Lofton.
istic for PSLs, and the |-V curves are very nonlinear becausg\lthough much time has passed since then and new knowl-
of the entry and motion of Abrikosov vortices. The |-V

- . ~ .~ edge has been acquired, an obsolete model o8¢ tran-
curves of the second, transition group display contribution

Zition of a wire is still being used in monogra e, e.g.
from both a vortex structure and from the nucleated systenlg2 efs. 1 and 24 g graptsee, e.g.

of PSLs.

. . It seems to us that in the process of eN transition
Thus it follows from Ref. 16 that a weak magnetic field P

q il he d ; ) f pSLs i of a wire under the influence of current, an important role
oes not Influence the dynamic resistance o S: 1N OUky st be played by phase slip processes. As a result, at some

opinion this is indicative of the absence of Abrikosov vorti- stage phase slip planes must form, having the same physical
ces in the presence of a developed system of PSLs. AStror}ﬂeaning as PSCs and PSLs in narrow and wide films, re-
magnetic field destroys the structure of the PSLs and Creates?)ectively.

vortex resistance.

As to the kinematic vortices, it should be noted that the
&(T) and\ | (T) curves shown in the inset of Fig. 4 give the
following values of the temperature intervals in which kine-
matic vortices can exi$t AT=7.8 mK for SnW10,AT We have for the first time experimentally determined the
=3.3 mK for SnW6, andAT=2.3 mK for SnW5. Thus the values and observed the temperature dependence of the criti-
wider the film, the less probable the experimental observaeal currentl .(T) and maximum current for the existence of
tion of kinematic vortices in it. At the same time the -V vortex resistancéthe instability currentl (T) predicted by
characteristics do have a stepped structure due to processbe theory of Aslamazov and Lempitsifor wide supercon-
of slipping of the phase of the order parameter. ducting films. We have shown that fofT)=1,(T) a system

A natural question arising here is whether there is a funof lines of slipping of the phase of the order parameter
damental difference between PSCs and PSLs. We cann@®SL9 develops which determines the resistance of the film

CONCLUSION
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in the final stage of its transition from the superconducting tathat do not contain a nonlinear segment prior to the forma-
the normal state under the influence of transport current. tion of a PSL.

The temperature dependencel gfT) for superconduct- The authors are grateful to A. V. Terekhov for assistance
ing films exhibits crossover, dividing regions in which the in doing the experiments and organizing the manuscript and
samples behave as narrow vortex-free channels or as wide E. V. Bezugly and A. G. Sivakov for helpful discussions.
films containing vortices. It turned out that this division oc-
curs when the width of the sample becomes equal to four
times the value of the penetration depth of a magnetic field
perpendicular to the film planéw=~4\,(T)]. In other
words, it occurs when two vortices of siz&. 2(T) can fit ~ "E-mail: dmitriev@ilt.kharkov.ua
within the width of the sample.
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A stationary Josephson effect is analyzed theoretically for a weak link between borocarbide
superconductors. It is shown that different models of the order parameter result in qualitatively
different current-phase relations. 005 American Institute of Physics.
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Determination of the symmetry of the order parameéter nents of the order parameter, ang=Ay(T) describes the
in novel unconventional superconductors is important for theemperature-dependent amplitude value of the order param-
development of modern physics of superconductivity beeter.
cause the dependencedk) on the direction of the electron The parametery=A¢/A, is the key value here. Ify
wave vectork on the Fermi surface determines all of the <1 then the order parametér(9,¢) is a alternating-sign

kinetic and thermodynamic characteristics of_ the SUPercongyantity, which means that some reflected trajectories expe-
ductor. Calculation of the order parameti(k) is a funda-  jence an intrinsic phase difference. This results in suppres-

mental problem and requires knowledge of the pairing PO%ion of the order parameter in the vicinity of the interface

tential. Some general information abam.() can be ot_)talned between two superconductors, similar to what is known for
from the symmetry of a normal state, i.e., according to the

Landau theory of second-order phase transitiotie order contacts between twd-wave superconductorsee Ref. 7

parameter transforms only accoding to irreducible represenqnd _references there)ln and in this case the n on_-;elf-
tations of the symmetry group of the normal stéfer re- consistent calculation, presented below, can be justified for

view, see Ref. 2 Nevertheless, symmetry considerations re-V€@K links in the form of both point contacts and plane
serve for the order parameter considerable freedom in thBoundaries between two banks. Another consequence of the
selection of irreducible representation and its basis functiondntrinsic phase difference is the appearance of the spontane-
Therefore, in many papers the authors consider differerus phase differendgvhich means that at equilibrium, when
models of the order parameter based on possible represenja=0 anddj;/d¢>0, the phase difference is not zerg:
tions of the crystallographic point groups. A subsequent com= ¢y# 0) and the spontaneous interface current at equilib-
parison of the theoretical results with the experimental dataium at ¢ = ¢, (which is demonstrated belowlf y=1, then
makes it possible to choose between available models of the order parameter is not an alternating-sign quantity,
order parameter. The Josephson effect in superconducting(,)=0, and the non-self-consistent calculation can only
weak links is one of the most suitable instruments for invesye justified for a weak link in the form of a point contact. In
tigation of the symmetry ofA(k). It has heen shown, for this case at the contact there is also the component of the
example, that current-phase relationge) in unconven-  .,rent along the interface due to the anisotropy of the order

tl?nalfszjiercongur?tors atrﬁ qu;tedd|ff?r(t—:-r:1t fgr d|ﬁErent mf?d'ﬁlarameter. However this current is not spontaneous, which
els of A(k), and hence the study of the Josephson effec eans that at equilibrium ab=0 both the Josephson and

enables one to judge the applicability of different models to.
interface current components are equal to zero.
the novel superconductots.

Borocarbides, such as Y)B,C and LuNjB,C, exhibit In what fgllows we study the statioqary Josephson effect
unconventional superconductivity. There is strong evidencd the weak link between two borocarbides, described by the
that in these materials the order parameter is highly® T 9-wave model(1) of the order parameter, and compare
anisotropic! The order parameter in these compounds hadh€ results with the Josephson current betweemave su-
fourfold symmetry, and there are deep minima along thePerconductors{=A, sin 2p). We consider a perfect contact
[100] and[010] directions?® Both the symmetry of the bo- between two clean, differently oriented superconductors. The
rocarbide crystal structure and the experimental results havexternal order parameter phase differerés assumed to
allowed the authors of Refs. 6 to suggest hg-wave drop at the interface plane=0. The theoretical description
model of the order parameter to describe the superconductiwf the Josephson effect is based on the Eilenberger equation,
ity in the borocarbides: as was described, for example, in Refs. 7. The standard pro-

A cedure of matching the solutions of the bulk Eilenberger
A=A~ Agsir 9 cos dp= ?O(y—sin“ 9cosdp), (1)  equations at the boundary gives the Matsubara Green'’s func-
tion G,(0) at the contact at=0." The componenG1}(0)
where ¥ and ¢ are the polar and azimuthal angles of the=g,(0) of Gw(O) determines the current density at the
electron wave vectok; Ag andAg are thes andg compo-  boundary:

1063-777X/2005/31(2)/2/$26.00 137 © 2005 American Institute of Physics



138 Low Temp. Phys. 31 (2), February 2005

~

[y

0O 02 04 06 08 1.0
o/2n

Yu. A. Kolesnichenko and S. N. Shevchenko

05l y=1 0.05+ y=0.1
. I A, ,/',’ \\
= of== S S——— Or -

i Vil
........ jy
-0.5¢
) , ) -0.05 ) , )
0 0.5 1.0 0 0.5 1.0
¢/2n ¢/2n

FIG. 1. Josephson current density versus phase difference for both the

d-wave ands+g-wave models of the order parametére solid line corre-
sponds toy=1 and the dotted line corresponds 46=2). T=0.0%\,, «
= /4. The order parameters for tdewave ands+ g-wave models in mo-
mentum space are shown in the insets.
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where Ny is the density of states at the Fermi level,.);

FIG. 2. Current-phase relations for two components of the curijgnt,
(through the contagtand j, (along the contagtfor y=1 and y=0.1,
T=0.08q, a==/8.

spontaneous phase difference and spontaneous interface cur-
rent appear. The effect is the most pronounceg<atl, as is
illustrated in Fig. 2.

Thus we have considered a weak link between two
clean, differently oriented borocarbide superconductors. The
current-phase relations were compared for dheave and
s+g-wave models of the order parameter. The dependences
of the Josephson current on the phase difference are qualita-

denotes averaging over the directions of Fermi wave vectofively different for these models. It is shown that because of

k, k=k/k is the unit vector in the direction ok, w,
=mT(2n+1) are Matsubara frequencied, g stands for
the order parameter in the lefright) bank, andQ g
= \/wn2+ AZL’R.

Making use of Egs(2) and(3), we numerically plot the
current-phase relations for two components of the curggnt,
(through the contagtandj, (along the contagt We assume

that thec axes of the left and right superconducting banks

are directed along theaxis, that thea andb axes of the left
superconductor are directed along thandy axes, and that

the anisotropy of the order parameter there is a current tan-
gential to the boundary for the+ g-wave model, which at-
tains its maximum at a relative angle between superconduct-
ors equal ton/8. This interface current can exist in the
absence of Josephson current at equilibriumy#1. The
observation of such spontaneous current can be used as a test
of whether the order parameter is alternating-sign or not.

We acknowledge fruitful discussions with A. N. Omely-
anchouk. This work was supported by CRDF Projgatant
No. UP1-2566-KH-0R

the ab basal plane of the right superconductor is rotated by, - _ _
an anglea with respect to the left superconductor. In Fig. 1 Email- kolesnichenko@ilt kharkov.ua

the current through the contadosephson currenis plotted
versus the phase difference for battwave ands+ g-wave
models of the order parameter for low temperature and
relative angle between superconducting banks/4. The
current—phase relations aigualitatively different, a fact

L. D. Landau and E. M. LifshitzStatistical PhysicsPart 1, Pergamon,
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conductivity Gordon and Breach Science Publishers, Amsterdeg89.
3
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the true model that describes a borocarbide.

Generally speaking, there is a curr¢ptangential to the
boundary in addition to the current through the conifact
The case of the contact of twidbwave superconductors has
been considered in many papésee Ref. 7 and references

Nizk. Temp.30, 714 (2004 [Low Temp. Phys30, 535(2004)].
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Models describing the critical properties of yttrium orthoferrite are proposed. The models are
investigated by the Monte Carlo method. The main static critical exponents for the

models are calculated using the formalism of the theory of finite-size scaling, and their universality
classes are determined. The results can account for the contradiction between the
experimentally observed and theoretically predicated pictures of the critical behavior of yttrium
orthoferrite. It is shown that the models of YFg@re mainly described by the Ising

universality class of critical behavior. @005 American Institute of Physics.
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1. INTRODUCTION rial and makes its study interesting from a physical point of
view.
The quantitative description of phase transitions and
critical phenomena in real lattice systems remains one of the. PROPERTIES OF YFeO; NEAR THE CRITICAL
most difficult problems of modern condensed matter theoryTEMPERATURE
Various theoretical methods are used for their description:  virium orthoferrite has a distorted perovskite structure

renormalization group and the expansion, high- and low- i, \which the antisymmetric DyzaloshingkiMoriya ex-

temperature expansions, €IC.With the use of these meth- change creates transverse weak ferromagnetism with a spin
ods and the Ising, Heisenberg, and other models, voluminougynfigurationG,F, or G,F, (Ref. 8.

information has been obtained about the behavior of various  Qver a rather wide range of temperatures below the criti-

thermodynamic quantities over a wide range of temperaturegg| the weak-ferromagnetic momeftand the antiferromag-
and other parameters. However, the majority of real systemgetic vector G are directed along th& and X axes,
cannot be described by models of this kind, and their studyespectively The antiferromagnetic exchange interaction or-
requires the use of considerably more complex modelsders the magnetic moments in the plane perpendicular to the
which leads to serious difficulties in studies by the traditionalz axis®!° and accordingly yttrium orthoferrite can be clas-
theoretical methods. For this and a number of other reasorsified with magnets having critical behavior of tieY uni-

the study of phase transitions and critical phenomena iwversality class. The values of the critical paramételscal-
models of complex systems is done using Monte Carlaculated on the basis of the experimental data also attest to an
methods'~® In this paper we use Monte Carlo methods toXY character of the critical behavior. This fact is at odds
study the critical properties of models which we have pro-with the expected Ising-like critical behavior. The tempera-
posed for describing the complex weak ferromagnet yttriunture interval in which the Ising critical behavior should be

orthoferrite (YFeQ). dominant can be calculated theoretically by determining the
Models describing the critical properties of YFg@re of ~ crossover temperaturé,=(D,/|J[)" (Ref. 7, where t
interest because the presence of a Dzyaloshiabloriya ~ =(T—Tc)/T, and f=1.25 for crossover froom=3 to n

interaction and single-ion anisotropy of the easy-axis type=1 (n is the number of components of the order parameter
against the background of strong exchange interactions leadisfollows from these data that,=3.38< 10"? and, conse-

to a complex pattern of critical behavior on account of adquently, fort<t Ising critical behavior should be observed.
change in its charactécrossoverwhich is brought about by Although the interval of reduced temperatures:3.38
additional weak interactions. The presence of crossover com< 10 > for YFeQ; is easily accessible experimentally, the
plicates the experimental study of the critical region consid8XPected character of the critical behavior is not observed.
erably and makes a clear determination of the critical param! "US there is a contradiction between the theoretically pre-
eters of this material difficult. For that reason the existingdicted and experimentally observed pictures.

experimental data are contradictory, and it has been impos-

sible to make an unambiguous determination of the univers: MICROSCOPIC MODEL OF YTTRIUM ORTHOFERRITE
sality class of the critical behavior of YFg®@n the basis of In constructing models of yttrium orthoferrite we have
those datd. On the other hand, this leads to considerabletaken into account the following magnetic and crystallo-
diversity in the features of the critical behavior of the mate-graphic features of this material®in YFeQ, the Y ions are

1063-777X/2005/31(2)/4/$26.00 139 © 2005 American Institute of Physics
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diamagnetic, and their contribution to the critical properties
can be neglected; then the magnetic properties are deter-
mined solely by the F& ions. One can distinguish two sub-
lattices in yttrium orthoferrite, in which the magnetic mo-
ments are oriented in theY plane by the antiferromagnetic
exchange; the DzyaloshingkiMoriya interaction leads to
canting of the magnetic moments of the sublattices and to the
appearance of a weak-ferromagnetic moment directed along
the Z axis; YFeQ has single-ion anisotropy directed along
the Z axis; the sublattice of the B& ions in YFeQ is nearly
cubic.

With these features taken into account, one can write the
Hamiltonian of this system in the form

1 1 kgT/|J]
— _ Q) 1 Z\ 2
H= 2 J; (S SJ) 2 DDZdiE’J- [S SJ] Dazi (8% FIG. 1. Temperature dependence of the heat cap&city the Y2 model.
1)
where the first term takes into account the antiferromagnetic F(T,L)=L 9F(tLY), )

exchange interactionJ&0) of each of the F& ions with

all of its nearest neighbors, the second term is thevhered isthe space dimensiofic=T(L=2), andvisthe
Dzyaloshinski-Moriya interaction(d is a unit vector di- static critical exponent of the correlation length of an infi-

rected along th& axig), and the third term is the single-ion Nitely large system. . .
anisotropy, which is directed along tiZeaxis® As a consequence of relatid8) the heat capacity, sus-

According to the data obtained on the basis of moleculaf€PtiPility, and magnetization per spin have the following
field theory’® the Dzyaloshinski-Moriya interaction param- dependence:

eter Dp, and the anisotropy parametBr, have the values C(T,L)~L"Cy(tLY), 3
Dp,/|d|=2.0x10 2 andD,/|J|=7.0x 10 3.

To explain the character and features of the critical be- X(T,L)=~L""xo(tL™), (4)
havior of YFeQ we have considered three models. Model m(T,L)~L "~ #"my(tL7). (5)

Y1 takes into account the exchange interaction of each Fe

ion with its nearest neighbors and the single-ion anisotropyRelations(3)—(5) describe the critical behavior of infinitely
model Y2 takes into account the exchange interaction of théarge systems for<1 andL—co.

Fé+ jions with their nearest neighbors and the The value of the FSS theory has grown since the Binder
Dzyaloshinski-Moriya interaction: model Y3 takes into ac- cumulant methot? has come to be used for calculating the
count the exchange interaction, the single-ion anisotropy, angfitical temperature. According to FSS theory, the cumulants
the Dzyaloshinski-Moriya interaction. UL,

U =1—(m*/3(m?)2, (6)

4. METHOD OF INVESTIGATION AND FINITE-SIZE SCALING for systems wiFh different size intersect at the critical point
T.. Thus, having constructed the temperature curved of

The calculations were done for a system of cubic shapefor systems with finite siz&, one can calculate the critical

with linear dimensiond. XL XL (L=8, 10, 12, 14, 16, 18, temperatures to a high degree of accuracy.

20, 22, 24, 26, 28, and 30The effective number of spins in

the systemNgs, ranged from 512 to 27000. Periodic bound- 5. STATIC CRITICAL PROPERTIES OF THE MODELS

ary conditions were imposed in the modeling, and all the
calculations were done using the standard Metropolis
algorithm® s

Markov chains up to 1.8 10° MCsteps/spin in length, C=(NK?)((U?)—(U)?), (7)
along which the average was done, were generated on a PC.

To bring the system to a state of thermodynamic equilibrium X=(NK)((m?) =(m)?), ®)
the nonequilibrium segments up to Q0" MCsteps/spin  whereK=|J|/kgT, U is the internal energy, anth is the
were truncated. sublattice magnetization.

For direct calculation of the critical parameters we used  The temperature curves of the heat capacity, susceptibil-
the relations of finite-size scalindgS9 theory (see the ref- ity, and magnetization calculated with the use of model Y2
erences cited in Refs. 6 and)14 are presented in Figs. 1-3. The same curves were obtained

The basic idea of FSS theory is to take into account thdor the other two models. It is seen in the figures that all of
influence of the finite I <«) size of the systems studied by the temperature curves for the different quantities have pro-
Monte Carlo methods. According to that theory, the free ennounced maxima, and these maxima all occur at the same
ergy of a sufficiently large systemL& 1) with periodic  temperature, within the error limits. The absence of a shift of
boundary conditions at a temperature closeTtgT— T,) the maxima of the heat capacity and susceptibility with
scales as follows: changingL and their good agreement with each other in

The temperature dependence of the heat capacity and
usceptibility is described by the expressiSns
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FIG. 4. Temperature dependence of the Binder cumulbijtin the Y2

FIG. 2. Temperature dependence of the susceptibylity the Y2 model. ~ Model:

respect to temperature and with the values obtained by the A SUrPrising factis that relations of the tyg®), (10) do
Binder cumulant method attest to the reliability of the deter-"0t hold for the heg\t capacity; this situation had been en-
mination of the critical temperature. coqntered previously but was given no special S|gn|f|c.ance,

The characteristic temperature dependence of the BindéS it Was thought to have been inherent only to certain mod-
cumulants for systems with different linear dimensions ist!S- Later it was convincingly shovirthat such behavior of
shown in Fig. 4. The point of intersection of these curves idh® heat capacity is inherent to a much broader class of mod-
the critical point. The temperatures thus determined for mod€!S: Therefore, in practice for calculating the critical expo-
els Y1, Y2, and Y3 have the respective valugsT./|J]  Nente we have used the relation
=1.44Q2), 1.5732), and 1.56®), respectively. These val- CrafL)=CmafL=)—aL®”, (1)
ues are in good agreement with the temperatiresleter-
mined from the maxima of the temperature curves of the he
capacity and susceptibility.

For calculating the critical parameters of the susceptibil
ity and magnetization we have used relatigdsand (5). It
follows from these expressions that far=T. and suffi-
ciently large values of

aye/herea is some coefficient. Another important question aris-
Ing in the use of expressiori8)—(11) is the choice ofv. The
reason is that after concrete valuesyb#, 8/v, anda/v have
been determined, the values of the exponenis, andy will
depend on the value chosen farin simple modelgIsing,
XY, or Heisenbergthe problem is solved simply: for these
models one must use the values-0.63, »=0.67, andv
m~L~ A, (99  =0.71, respectivel{?!® The situation is different in com-
. plex models in which crossover transitions can occur. This
x~L". (10 I . ; . .
question is rather interesting and requires some explanation.
Thus the slope of the straight line in the logarithmic In processing the data for complex models, one gener-
plots of y andm versusL gives the values of/v and S/v.  ally uses the value corresponding to the leading term in the
Knowing the values ob for the corresponding models, one Hamiltonian; e.g., for Hamiltoniaril) this is the term de-
can easily determing and 8. The characteristic dependence scribing the strong isotropic exchange interactions, and for it
of the susceptibility orl. for the Y2 model is shown in Fig. »=0.71 (the Heisenberg modelin our case, however, for
5. This and analogous data for the models Y1 and Y3 andalculating the critical exponents the data obtainedTat
also for the magnetization in all three models were used foe T, are used. Consequently, in this case the character of the
calculation of the exponentgand 3. critical behavior is determined by additional interactions
(e.g., the DzyaloshinskiMoriya interaction, the anisotropy,

50
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FIG. 5. Logarithmic dependence of the susceptibiiityn the linear dimen-
FIG. 3. Temperature dependence of the magnetization the Y2 model. sionsL of the system for the Y2 model.
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etc), and the choice of should correspond to the character- CONCLUSION

istic of these interactions. Thus for all three models studied . _
here one should use the value 0.63, corresponding to the I conclusion we note that the Y1 and Y3 models, in
Ising model, since all the additional interactions in modelswhich the single-ion anisotropy is taken into account along
Y1, Y2, and Y3 give Ising critical behavior &,. On the with other interactions, belong to the Ising universality class
basis of expressior®)—(11) we obtain the following values (d=3n=1). S

for the models studied: Y1 modek/v=0.1642), y/v Model Y2, in which the DzyaloshinskiMoriya interac-
—1.8744), PBlv=0.4734); Y2 model: a/v=—0.073, tion is taken into account in addition to the exchange, be-

ylv=1.972, Blv=0.443: Y3 model: a/v=0.151, y/»  longs to theXY universality class ¢=3,n=2). It is clear
=1.932, B/v=0.451. that in spite of the weak magnetic moment directed along the

For »=0.63 these data give the following sets of expo—z axis, the critical fluctuations in this model have a two-
nents: for Y1 @=0.102), y=1.214), B=0.3Q(2); for dimensional character, and for that reason one observes the
Y2: a=-0.04, y=1.24, B=0.32; for Y3: a=0.0,9 y critical behavior characteristic for the¢Y model.
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The t—J model with a prohibition of “doubles(doubly occupied sitgsn the lower Hubbard
band and holes in the upper band is considered in the regime of strong electron
correlations. The specific features of the electronic states are described. An expression is
obtained for the transverse dynamic susceptibjjitgs a function of wave vectar and frequency
o in the random phase approximati@RPA) in the metallic state of the system, and the

static susceptibility ¢ =0) is analyzed in the limitsj=0 andq=Q=(, ) in a square lattice
as a function of the electron density The insulating limit 6— 1) is described as a spin

liquid (SL) state. An expression for the magnetic susceptibility is proposed which unifies the RPA
and the SL concept in the presence of site percolation. It is shown that in a certain
concentration region the static susceptibility is negative, a diamagnetic effegtwhich
indicates the possibility of a superconducting state with an exchange mechanism of
pairing. © 2005 American Institute of Physic§DOI: 10.1063/1.1820560

INTRODUCTION x<<1, while HTSC exists in the interval 0Ix<0.4 (cu-
prates.

The physical properties of systems with strong electron  In the present paper we propose an expression for the
correlations have been the subject of intensive experimentatansverse dynamic susceptibiligy(g,») in the entire con-
and theoretical research for more than a quarter century nowentration interval. It is proved tha¢ is symmetric(with
Interest in such systems increased sharply after the discovergspect to the value of) in the upper and lower bands. The
of high-temperature superconductivitiTSC) in cuprates. limit x—0 is described as a spin liquibL) with highly

In the majority of cases the theoretical studies have beefleveloped correlations of the antiferromagnetic type. In the
done using the Hubbard model and modifications of it. In-c@se of a metal there is a substantial contribution to the sus-

deed, in the complex energy structure of many substancé€Ptibility calculated in the random phase approximation

one can single out the region in which the main electronid RPA)- Since in thet—J model the same electrons take part

events occur: narrow bands in which the Fermi level lies. It" the hopping and in the exchange, this dualism leads to a

is this situation that is characteristic for the Hubbard modepecuhar combination of metallic and SL properties: in a cer-

in the regime of strong electron correlations, when thetaln concentration interval the susceptibilig(Q,0), where

u . : L Q is a point of the Brillouin zone boundary, becomes nega-
bare” band is split into two(upper and lowerbands sepa- .: . : . =

. . tive. The observed diamagnetic effect confirms the possibil-
rated by a large one-site Coulomb repulsidn Depending

. . . . ° ity of superconductivity arising due to an exchange pairin
on the electron density, the Fermi level is found either in y P y g gep 9

. . B mechanism.
the lower Hubbard bandn=1-x) or in the upper (=1 The theory is based on the Green function method, and
+X). the results are obtained in the framework of a linear second-

Each of these bands can be described in the frameworkger theory.
of thet—J model, wheret is a parameter characterizing the
tunneling (hopping of the electrons between nearest-
neighbor sites of the lattice antlis the antiferromagnetic 1. HAMILTONIAN OF THE t—-J MODEL
exchange interaction parameter between the nearest neigh-

bors (the sum of the direct and kinetic exchangdsor x The Hamiltonian of the well-knowt—J modef

#0 the system is found in a metallic state, while for 0 H=H,+H;— uN,, )
the system is an insulator with localized spins and is de-
scribed by the Heisenberg model. H.= —tE X70x0 H 222 S-S

Many physical properties of the systefepending on S v 7 A
the ratio between parametdrsindJ, the dopant concentra-
tion x, and the temperatureare reflected in the dynamic Ne=>, X7° 2
magnetic susceptibility(q,»), whereq is the wave vector for

and o is the frequency. Divergence gf is evidence of the s specified on an ideal lattice of dimensionalitywith pe-
existence of long-range magnetic order, and negativity of riodic boundary conditions, wheré represents the vector
(diamagnetisrindicates the possibility of superconductiv- coordinates of the site#J in number,A represents the vec-
ity. It is worth noting that antiferromagnetism is observed fortors connecting the nearest neighborgy is the chemical

1063-777X/2005/31(2)/11/$26.00 143 © 2005 American Institute of Physics
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potentiaLNe is the electron number operatdt, is the num- site percolation concentration above which there exists an
ber of electrons, andN—N,=N, is the number of holes, infinite cluster of strengtiP(n), ensuring connectedness of
N./N=n is the electron density @n=<1). the system via the exchange interactidr n—1 (making

The model is defined in the so-called lower Hubbardthe system insulatingthe exchange interaction becomes
band, i.e., in a reduced Hilbert space containing at each lagiominant, and fon=1 there are no electron hops, and the
tice sitef either unoccupied electron staig®)—holes—or  t—J model goes over to the Heisenberg model for localized
one-electron statelf o) with projectionse=1 and |. The  spins §=1/2).

condition prohibiting two-electron statédouble$ at a site, Since the hops of the electrons and their exchange inter-
having the form actions occur between nearest neighbors, we pass to the
0 dimensionless Hamiltonian
X0+ xIT+ Xt =1, 3
H
is the condition of completeness in this model, and from a  h= —=hy,+ghe, g=J/t, u'=pulzt. (7

- L . zt
physical standpoint it means that the Coulomb repulsion of

the electrons at a site is infinitet=«. The electronic states Henceforth all energy parameters will be measured in units
and transitions between them are described by the Hubbawf zt.
operators For describing the metallic and collective spin properties
., , of the system it is natural to use the momentum representa-
Xpa=[fp)(fal, XPIXFP =53¢ XF", p,a=0,0. (4  tion and the Fourier transforms for the quasi-Fermi and

Because of conditioii3) the algebra of the Hubbard opera- quasi-Bose operators:

tors X differs from those for Fermi and Bose operators; in 1 . 1 .
particular, the anticommutator of the quasi-Fermi operators X, ,=-—— >, ekfx?7 Xx%=—_3 e kix, | (8)
is given by YN Nk
{XUO,X?nO' }: 5fm(X?U + 50-0"X?O). ng/:iz eikfxzfro" ' X(fra":iz e—iqfxgo” '
The HamiltonianH, describes hop&unneling of elec- N N7
trons from filled sites to nearest-neighbor empty sites) is ©)

the tunneling integral. HamiltoniaH ; describes an antifer- where the vectork andq belong to the first Brillouin zone,
romagnetic exchange interactiod0) between nearest oc- the summation is over lattice sitésand over all states in the
cupied sites, where the spin opera®oe= (S{ ,S; ,S;) at site  Brillouin zone. Using(7), we represent the kinetic energy

f has the representation operator in the form
Foyll eyl el yll e
S=Xit, sr=xil, st=5(X{' =X, (5) hiin =2 (1= 1) Xiéo X
In the nonmagnetic state 1 _
W= " Yk, 7k22§ e (10

1
(XIH=(X{)=5(1=x), (X)=x, n=1-x,  (§)

2 We write the Hamiltonian of the—J model in theupper
wherex is the density of holes. Hubbard bandin the form

The _phyS|caI properties of the_model will be_mvizsngated Hup=HZ +Hy— uNE (11)

as functions of the electron densityand the ratiog=J/t,
which, according to the estimates of Ref. 2, does not exceed . . o2 J
0.25. Hamiltonian(1) acts on the wave function of the sys- Hy=-t % Xi " Xivar Ho=3 2 St Steas
tem, which can be represented as a linear combination of all
possible spatial configurations for a specified number of . -
electronsN,. Clearly the number of such configurations Ne:Z X5 (12
(even when the spin states are not taken into acgasnt
factorially large. We shall assume that the system is on avIhe zero of energy is the large quantiythat separates the
erage spatially homogeneous and that clusterization prddubbard bands. Her€ is the hopping integral of an elec-
cesses can be neglected. Indeed, the minimunHpfis  tron between singly occupied sitéd* =N, is the number
reached for a maximal number of particle—hole pairs, ancperator for the additiondin excess of the number of sijes
therefore the electrongholes are distributed over lattice electrons, i.e., for the “doubles{N,)/N=x is the concen-
sites on average homogeneously. On the other hand, a minfation of additional electrongor the electron doping con-
mum of H, can occur for a maximal number of particle— centration, 0<x=<1, u is the chemical potential in the upper
particle pairs. Thus in this model there is a competition be-hand, and the exchange interactions are exactly the same as
tween electron hops and their exchange interaction; & the lower band. In the strong correlation regime we as-

substantial role in this is played by the electron density.  sume that the condition forbidding the appearance of holes is
In the region of low densitiesn(<1) the electrons can satisfied:

be assumed to be “nearly free.” The exchange interactions Ll w22
begin to play a substantial role wher-n., wheren, is the Xi + Xt +Xi=1. (13



Low Temp. Phys. 31 (2), February 2005 E. V. Kuz’'min 145

In the nonmagnetic state The linear part of Eq(18) with the spectruné, corre-
1 sponds to the well known “Hubbard I” approximation. In
XIh=(X{HY==(1-x), (X =x. (14)  this case the single-particle anticommutator Green function
2 has the form
The dimensionless Hamiltonigim units ofzt*) is simi- X X c
lar in appearance t). Using the Fourier transformation <<xko|xk+a>>w= Z‘T_ g:” = p— (20)

x(rZZLE eikfx;fZ' ngZLE e—ikfxg{ (15) Using (20) and the spectral theorem, we obtain the distribu-
N N K tion function of the Hubbard electrons in the nonmagnetic

we obtain state:
* 2002 <Xlzroxk0>5nka':nk:(:f(§k)a
=2 (wg— w*)XZIXI?, u* = plzts. (16) B
ko f(&)=f=[exp(é/m)+1] 7, (21

The expression for the exchange Hamiltonian remains Unyheref(&,) is the Fermi function, and=kgT/zt is the di-
changed except for a possible renormalization of the interaGhensionless temperature.

tion parameteg=J/t*. The electron concentration is by definition equal to
The Hamiltonian of the system commutes with all com-

ponents of the total spin operator and with its square. The - 1 vor 1 n

operatorsH, S?, and S? have common eigenfunctions and nZ(NBVN:N% (X >:N% Ko Xir),

are classified according to the value of the total spwof the

system. The ground state is the singlet state of the system Osn<1. (22

with total spinS=0. Relationg6) and(4) attest to the pres-

ence of symmetry with respect to the doping concentratio

x: hole (in the lower bangand electror(in the upper band

For the Hubbard electrons Eq21) and(22) imply an equa-
tion describing the interrelationship between the concentra-
tion n and the chemical potential’:

n

1
SN DIR(ENE (23
2. EQUATIONS FOR THE QUASI-FERMI OPERATORS n N%

AND THE SPECIFICS OF THE ELECTRONIC STATES . -
The Hubbard electrons have the following specific property:

Using the Hamiltoniarh of Eg. (7) and theX-operator  at temperature-:O gt a specified concentrationin each
algebra, we write the equation of motion for the quasi-Fermi‘occupied” k state with energy=cw,<u’'=er there are

operator(here and below we takk=1): (1—n/2) electrons with spin “up” and the same number
with spin “down,” i.e., thek state contains (2 n) electrons.
iX?U:[X?U,h]:_ }z X?ZA_ 12 [X?"X?EA For n<1 the_ Hubbard electrons are nearly fr_ee, but rﬁor_
Z°X —1 there will be fewer than 0.5 electrons with each spin

1 projection in an occupiel state. Obviously, fon=1 all the
_ngxggA]Jrg_E [X?EAX?" k states are occupied, i.€.f(&)],=1=1 for all k. This

2z°% means that the Fermi degrees of freedom vanish.

. O 00 In the upper Hubbard band the equation for the quasi-

F(0)St X1 X7 D Eermi operator has the form
The nonlinearity of the equation of motion is due to the
algebra of the Hubbard operatdfiscluding the forbidden-
ness conditionand the presence of the exchange excitation.
As a rule, one isolates the linear term in the equation by
replacing the diagonal Hubbard operators by their averages,
i.e., X{7~(X{"y=ngand(S{)=m. In the nonmagnetic state
of the system 16,=n/2, (Sf)=0) the equation of motion,

_ 1 g o v
[szyh(up)]szxkz“L\/_N}p: “’P+§wkp> X’

g 1 ;7
+§17(U)\/—N% O pS- X (24

after Fourier transformation, takes the form where §=Cwy—u*, C(X)=(1+x)/2. The linear term
) separated off in this equation corresponds to the “Hubbard
iXke= EXkeT Yo Yio=Rie— Lko s (18) 1" approximation. The Green function for Hubbard electrons

in the upper band is equal to

(XX C)

g
? O e ey

_2 G
wp wk_p) XiiZ pXpa

1
R, ——
ko \/N%

(25

Lkgzg (o) \/LN% wkfpsi—pxpo! According to the spectral theorem we find
(XEXEE)=C(0)F (&),

§k=sk—,u', gx=Cwy, C=1—n/2, . . . .
wheref(&,) is the Fermi distribution function of the doubles.

o=—a, n(1)=1, n(|)=—-1. (19  Since
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1
WN

we find from these relations an equation for the Chernlca{Nhere the summation is over all lattice sitesalthough in

potential u: the general case far<1 there are holes—empty sites. This
X 1 operator acts on the wave function in the configuration rep-

Cx N ; flex—n), resentation. Obviously in the limit=1 the contributior(30)
is maximum and the susceptibility of the system is that of the

1 1
Nzk: <XE”X§2>=NZ (XP)=x, (89)"°= Ef ei'sy, (30

1 localized spins.
exr=C(Xwx, CX)=75(1+Xx). (26) Representation$29) and (30) differ formally in their
o ) ) ) “genetic origin,” but it should be kept in mind that these
The indices on the chemical potential will henceforth beoperators describe treameelectrons that take part in both
dropped. the hopping {) and exchangeJ) processes. It is easy to
show that the two representations are equivalent. Indeed,
since
3. DYNAMIC MAGNETIC SUSCEPTIBILITY AND THE
GREEN’'S FUNCTIONS 1
+ —ikmy/T0
. L . XkT__E € X
If the system is acted upon by periodic nonuniform mag- JIN ‘7

netic field «cexp(~iwt), the Fourier componentd(q,w) of
this field and the Fourier components of the magnetiq mo- :iz d(k+a)fy0l
ment M(q,w) caused by them are connected in the linear k+al IN 4 fo
approximation by the relation
after substitution of these expressions if29) and the use

M(q,0)=>, x**(q,0)HA(q, ), of the sum rules we obtain
B (S+)eI:(S+)IOC: S+ )
where y“A(q,») is the dynamic magnetic susceptibility, d d a
a,B=X,y,z or +,—,z. The susceptibility is a function of In the upper Hubbard band the electron representation of
temperature and of the parameters of the system and is ethe spin operator has the form

pressed in terms of the commutator Green function, con- 1

structed on the basis of the Fourier components of the mag-  gryel= _~— 5 w12 y2| 31

netic moment operatd: (Sq) \/NEk k™K 3D

x“%(9,0)= = (M*(@IMA(=q)Wy+ic. e—=+0. (270  and as before is equivalent to the localized representation.

Below we shall consider the transverse and longitudinal di-
mensionless susceptibilities

X+—(q,w) — «ScJHS:q»eria , 4. RANDOM PHASE APPROXIMATION

YA )= _<<Sé|sz—q>>w+iaa (28) Th_e magnetic susceptibility of a meFaI is usually calcu-
_ _ lated in the random phase approximatiRPA). Here we
constructed on the basis of the Fourier components of thghall use representatid@9) for the Fourier transform of the
Spin operators. spin operator in the lower band. The RPA is standard: the

~ Inthet—J model(lower band at an electron concentra- equation for the operator of an individual excitation involv-
tion n<1 the system is a metal, while for=1 it is an  jng a spin flip

insulator with localized spins. In the metallic state the elec-

tron component of the spin densit . d
g g Y |57 O X q1) = (B g 80X Xic g X5 Yiceay

1
+yel_ +
(Sq)e——NEK X1 Rk+al (29) =Y Xy (32)

is formed by the action of quasi-Fermi creation and annihidS linearized by pairings of the “external” operatog; and

lation operators on the wave function of the system inkhe Xk+q| - In in the calculations of the transverse Green func-

representation. The summation(29) is over all thek states  tion in this approximation only the contribution of tie

in the first Brillouin zone. Since a Fermi surface exists, aoPerator is giver(taking theL operators into account goes

nonzero result of the action of operat(?9) on the wave outside the framework of the RPAThen the equation for the

function obtains wher(at zero temperatuyethe stategk  Green function

+4q,]) are occupied and the statds{) are empty. In the + — Nyt -

limit n=1 all thek states are ocai?ied and from a physical O XicrauIS= o= (X Xicrar :SqD)

standpoint the action of operat9) on the wave function ) N B

of the completely filled Brillouin zone gives zero. + < < : m(Xkakﬂu) Sq>>
In the representation of localized spins we have the Fou- ©

rier transform of the spin operator has the approximate solution
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(X X qi S—HE™A

i (Nk=Nyg) + Ekq«ScJHS:q»w

1:k_karq
w_(8k+q_8k),

1
Go(,0)=C 5 2

= : (33
- - ~ 1 1-f)— 1-f
IN 0= (&k+q— &k) B o)== ex( E) 8k+i( k+q), (39
N “% 0= (&krq— &k
where
4 o _ WhereC:C(X):(l+X)/2, 8k:ka, fk:f(Sk_,LL).
(XeoXko) =N=cfi, e =cay, Analysis of the susceptibility in the RPA the lower
g Hubbard band the transverse dynamic susceptibility calcu-
Exq= 0kNk— 0+ qNk g+ E(r1k+q_nk)a,q_ (34) !ated in the RPA is written in accordance witBb) and (36)
in the following form (yo=—Gy):
After summation in accordance witR9) we obtain . Yo(O,o+ia)
Go(qu®) XrpA(Q,0+ia)= g ,
+]e— \RPA__JO0\H: — — ia)— = i
<<Sq|S_q >w —m=GRpA(q,w), (35 1-P(q,0tia) qu)(o(q,w‘f'la)
Go(q) 1 D Nk— N4 q a—+0. (40)
o)==,
otd N o—(exiq—eK The static susceptibilitydg=0) is analyzed in two lim-
its: 1) g—0 and 2 g=Q in the presence of the condition
9 exro=—¢y (e.g., in a square lattic®= (7, 7)). The tem-
G ) = P ) Y G il Ll k+Q . k ’ ’
1(8,@)=P(q.0) 2% o(G) perature is assumed to be zero, and we drop the parameter
with the idea that some of the suristegralg that arise will
_ i exfik— e gfirg be understood in the principal value sense.
P(g,0)=5 > : (36) - _
N o—(exiq— e 1. In the limitq—0 we expand the functionsy.., and

It should be noted that as a result of the use of the RPA g(sk“‘_’“) In series in the small quantity, with the result
ﬁf(ék))

closed expressioB5) is obtained for the transverse Green i 1
functions with the representation of the spin density in the ~ IM XO(QO)EXO:CN; (_ ey
form (29). In the RPA exchange effects are partially taken -0
into account—they come in through the expressionGqr 1
The functionP(q, ) reflects the presence of the kinematic =cﬁ§ O(e—p)=cD(u) =D (pen),
interaction in the system.

In the calculation of the longitudinal Green function with (41)
the z component of the spin density im xrea(9,0)=xrpa0,0)

q—0

1
<S§>E':m§ S D( )

1—n
T-n2 "

g
MetiT E D(uef)

Z 1 + +
Skktq™ 5 (X Xirqr = X Xi+q))
1-x
the equation of motion is constructed for the operator C=—— (42)
S§’k+q, which is then localized by pairings. In this case only
the “longitudinal” nonlinear L operators contribute in the HereD(w) is the density of states corresponding to the dis-

RPA. It can be shown that in the nonmagnetic state persion relationwy, uer=p/c is the effective chemical po-
tential, which varies over the limits- 1< u4<1, like the

bare spectrumw,. Since gy=cw,, we have uD(u)
= ue#D(uerr). The concentration dependence of the suscepti-

. . bility is established by virtue of relatiof23), which is rep-
This relation for the averages means that the system po$zsanted in the form

sesses spin isotropy.

Calculation of the susceptibility in the upper Hubbard n Keff
band is done in an analogous way: we construct the equation >~ ke = f_l D(w)dw, n=n(ger)
for the operatoiX,; ,Xg" , which is then linearized according

1
(SS7 MEPA=5 (15— )EPA. (37

to the scheme indicated above. As a result we obtain _ 2J(etr) 43)
1+ J(per)
+ _ RPA GO(CLU)) .. .
(Sq1SZghe = 2. In the limitq=Q we obtain

~ g
1-P(q,0)+ quGo(q,w) Xo( Mef)

XrPA(Q,0)=Xrpa= — 1-n 9 )

=GLEN 0, ), (39 Y 53(0(%&)
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X berg Hamiltoniarh,, with antiferromagnetic exchange inter-
40 _ue —g=0 ] a actions between nearest neighbors. In a three-dimensional
L —e— —g=0.2 alternant lattice an antiferromagneti&F) ground state is

ol realized. In previous papéers by the author such a system
) was described as a spin liquid with a singlet ground state.
i That approach is quite general, for it is applicable both to a
20t square latticéin which long-range magnetic order is absent
B atT+#0) and to an fcc latticéwhere frustration and quantum
fluctuations destroy the antiferromagnetjsamd even to al-
1.07 ternant three-dimensional sc and bcc latti¢ies which the
i spin-liquid state turns out to be energetically favorable over
0 L L L L L " the AF statg¢ In the SL state the spin correlation functions
~ 0 02 04 n 06 08 1.0 alternate in sign as in an antiferromagnet but they decay with
1XG distance, so that a short-range AF order exists in the spin
—e— — = . b liquid.
141 _:_ . g =g 5 If the system has holes with a concentratiotthe lower
127 o %0 ‘ Hubbard bangor additional electrons with a concentration

10t (doubles in the upper Hubbard banthen, generally speak-
ing, we have a magnetically ordered system with the sym-
bolic formulaM;_,0O,, whereM is the symbol of a mag-
netically active(singly occupied site with spins=1/2, and
O is a hole or double. Electron hops are equivalent to the
s motion of holes(doubles. In the model under consideration,
— because of the forbiddenness condition, new holes and
doubles are not formed, so thais a specified macroparam-
0 02 04 06 08 1.0 eter of the system.

n In the construction of a theory of disordered systems a

FIG. 1. Static susceptibilitin the RPA for g—0 (@) andq= Q= (. ) (b) conﬂguratpnal averaging is performed over aII_ p0§3|ble
in the lower Hubbard band in a square lattice as a function of the electroi$tates. Owing to the motion of holdgsloubles, which is
concentratiom. described by the Hamiltoniam,,, these magnetic “defects”

are distributed on average in a spatially homogeneous man-
ner. For this reason we can assume that the physical quanti-
D(w) ties to be calculated are self-averaging.
do. (44) Below we present a description of the model in the lower
band with a concentration of magnetically active sitem
In the upper Hubbard band the RPA susceptibility hashe “virtual crystal” approximation, in which the scattering

o N O
T

Xo( pefr) = Pfl

|/’-eff‘

the form of collective spin excitations on defedtsoles is neglected.
(q,0) Global connectedness of the system via exchange interac-
XEUFI,J)A(Q,Q,) = XotH, i (45) tions exists fom,<n<1 and is characterized by the strength

of the infinite clusteiP(n) (Ref. 3. The characteristics and
P(n) will be used for a self-consistent calculation of the
properties of the spin system.

= 9
1- P(q!w)_ quXO(qvw)

The static susceptibility and its limits faj—0, g=Q and To eliminate the need of referring to Refs. 5-7, we
the concentration dependence are calculated in an analogoH,%sent here the main equations and results of the spin-liquid
way. theory. The first-order equations for the spin operators are

Figure 1 shows the results of the calculation of the coniandard:
centration dependence of the susceptibiliggrpa(0,0)
= yrpaanNdxrpa(Q,0)=Yrpain the lower Hubbard band in
a square latticéthe density of stateB (w) has a logarithmic
divergence atu.z=0). We note that there is particle—hole
symmetry: the expressions for the susceptibility in the upper A :12 (SIS, \— %, ,S)
band have reflection symmetry about the vertical correspond- ' z 4 TIOTtA SeATH D
ing to the electron concentration=1, i.e., x)(1—Xx)

iS7 =[S/ ,ghed =9A:,

= X(up)(1+Xx). In both cases the concentraties 1/3 corre- _ 1
sponds to a zero value of the chemical potentigk g iSf=[S?,ghex]=gz§ (S{Sira—SaSt). (46
=0.

Since in the SL state one héS;)=0, a= *,z, for construc-
5. SUSCEPTIBILITY OF THE LOCALIZED SPINS tion of the theory we need the second-order equations:

At an electron concentration=1 we have a system of N )
localized spins §=1/2), which is described by the Heisen-  [[Sf :9heu.ghe] =9[At,ghex] =97 B, (47)
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- This function depends on three parameters unknayriori,
= 2/ Sia—Si+aSr)SHia namely,K;, A, andd, which are functions of the concentra-
Al tion and temperature. They must be calculated self-
— S A(SIS . =S A SO+ SHSH S 4 consistently.
On the basis of the spectral theorem we find the Fourier
1 - transform of the correlation function
—Stia-arSiia) - E(Sf++ASf+A—Ar
1
(SgS-g=5K(q), (53
_Sf++AA'Sf+A)Sf+]- (48) 2
Performing the Fourier transformation of the operators, we  k(q)= Kil=vq o r(g)\Eq(d))’
obtain equations for the Green functions )‘ Eq(d) 27
0((Sq 1S M= 9(AIS_ N where the spectrum is written in the forfh,=\E,(d), and
_ _ _ 7=0/zt is the temperature in dimensionless units.
“’«Aq|sfq»w=<[Aq St 9<<Bq|57q>>w The self-consistent calculation of the parameters is based
or primarily on the sum rule
0*(Sq1S-Nu=0([Aq, S +9%(BylS ), (49 1
T A A Ko=n=— > K(q), R=0, (54)
where N “g
([Aq,Sq]) =Ki(1=1q), wheren is the concentration of magnetically active sites. We
1 1 shall now postulate that the spatial correlation functions must
SKy=—(SSr, ) =— = (S{ S, ,)>0. (500  reflect the connectedness of the system via exchange inter-
2 Z°3 actions through the strength of the infinite clug®n), i.e.,
Linearization of the operatds, (see Appendix L 1
= — igR
By~ (Bq)in= 025 | Kr=P(n) § 2 %% (0), R#0 (59
—\2(1 _
=M (1= 791+ ¥4 +d) D (e recall thatf andR are vectors and thatg=K _5). We

leads to closure of the chain of equations, and, as a result, wao the calculation at zero temperatyhgperbolic cotangent

obtain the Green function in the form equal to unity. According to Ref(55), we obtainR=A and
1 ) we form the correlation functiokK; in accordance with the
((S+|S, Wol=Gg(q,0) = (—27‘21 (52)  definition (50). Then from(54) and (55) we obtain the sys-

a 904 tem of equations
|
=K1y ) | (d)=Jl D(y)—d E(y.d)=(1=9) (11 y+d)
- N 0( ’ 0 1 Y E(’y,d) e Y Y Y ’ ( 6)
5

K, e 1-vy
Ki=P(n)=hi(d), u(d)=] D=y g gdv

In these formulas we have gone over from summation ove(rather than carrying out a self-consistent calculation of the
the Brillouin zone to integration with a density of states parameted(n), which goes beyond the scope of this paper

D(y) corresponding to the dispersion relatipg. assuming thati(n)«(1—n)”.
The solution of this system of equations is The static susceptibility of the SL is equal to
( _’Yq)
~nP(n) |1Ed;' N=P(M)14(d). 67 Xsd@0="Ca(a0= Wg_
1 n 1
For the self-consistent calculation of the paramedera = glol: P(n) 1T+ yg+d(n) (58)

method of moments was proposed in Refs. 5-7. It was

shown that fom=1 a solutiond=0 exists in alternant lat- The divergence of the susceptibility of the SLrat1 (d

tices. Then the spectrum of excitatiofik, relative to the =0) for the valueq=Q is evidence of the existence of an
singlet ground state is analogous to the spectrum of AF magnfinite correlation length of the antiferromagnetic type. In
nons and differs only in the “stiffness” parametkr For n the vicinity of the percolation threshold a more careful treat-
#1 we limit consideration to a phenomenological modelment is needed, since scattering process become important.
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Nevertheless, the divergence(®8) for n—n., P(n)—0is  where
completely reasonable fro_m a physic_al standpoin_t: at the per- F+ — x]0%0l _ x10x0l
colation threshold the spin system is a set of independent * fm™ *f %'m  “'m 2

clusters and individual spins, and the susceptibility of such a 1
T z 10407 104,07 10y,0] 104/0]
system aff =0 tends to infinity. tm= 5 LXK = X X ) = (X X = X X )1,
(65)
6. SUSCEPTIBILITY OF THE STABILITY IN THE SECOND- and the operatdB, is given by formula(48). As we see from
ORDER THEORY (64) and (65), the operatoiM; is an operator of mixed form

and contains products of localized spin operators and quasi-
In this Section we calculate the transverse susceptibilityFermi operators, whereas the operagris the product of
of the system in the concentration regiog<n<1. The only localized spin operators. We take the Fourier transform
presence of electron hops from occupied sites to empty sitasf Eqg. (63) and on the basis of it obtain an equation for the
does not alter the global properties of the infinite cluster thaGreen function:
provides the connectedness of the system via sites. We as- _ _
sume as before that the system is found in the nonmagnetic @ {Ad S~ glo=K1(1=74) +(Mq|S=g)s,

(singley state, when(S{)=0, a=*,z. _ +9(BqlS” M (66)
First-order equations The equation for the localized
spin operatoiS;” has the form Equation(66) is the second in a chain of coupled equations.
) To break the chain and close the system we have to linearize
iS¢ =[S/ ,Niin T gheyd this equation. The linearization procedure for the operators
1 B; andM; is set forth in Appendices 1 and 2. After Fourier
= _2 (XIEAX?l—XEOX?iAHgAf. (59) transformation of these operators we obtain the Green func-
Za tions in the form

It follows from (59) that the operatoh,;, “collapses” the e

localized spin operator into a product of quasi-Fermi opera-  (Mg|SZ )=~ ((Mq)jin| SZ )™ 7(1— )
tors. On the basis of Eq59) (after its Fourier transforma-
tion) we obtain an exact equation for the Green function: X[GO_(l_Gl)«S;|S:q>>w]! (67)
_ 1 - BolSZ Ve~ {(Ba)inl S Vo= 2(S: IS_ Ve 68
w«s(‘“s_q»w:\/_ﬁz (wk+q_wk)<<XI:—TXk+qL|S—q>>w << q| 7q>>w <<( q)l|n| —q»w q<< q | 7q>>w (68)
where| e |=| e (n)| is the modulus of the kinetic energy of
+9UAIS" o (60)  the electrondat the lattice sitgs  (0)= < (1)=0, and(Q)4

) ] is the spectrum of collective spin excitations relative to the

Green function in the summand in E@O) has been found (n ), S™ Y, is the connecting link between the results in
previously in the RPA. Consistency of the calculations isihe RPA and the results for a spin liquid.

achieved(as one can see by taking the limit to the case Using results(67) and (68), we rewrite Eq.(66) in the
=0) when form
(wk+q_ wk)<<XIjTXk+q1|S:q»w%(sk-%—q « | >> | = | )
B O{Aq|SZ Nu~K1 (1= vq) + — (1= y4)Go+| gQ
— (X X qU1S- N5 (61) e vz ; ‘
wheree,=cw, and the Green function in the RPA is given || o
by formula (33). After substituting(61) and (33) into (60) N T(l_ Ya) (1= G1) (S |S—q»w'
and performing some straightforward transformations we ob-
tain (69
_ Combining(62) and (69), we obtain the solution
(SIS =0l Co(0,0) + Ga(d,0)(S] S o] mbining(62) and(e9
_ S 1S )e=06(q,w
+g(AdS o e (SalS-ah=Caw)

Second-order equatiorSince the operatod; is not lin- w?+g il(l_ yq)}Go(q,w) +gKy(1—7,)
z

earized in the nonmagnetic state we have postulated, we

+ (70)

must write the equation of motion for it: , el oo
. w +97(1—7q) (1-G1(q,w)) —g°Q4
IAr=[As,Niin] T 9[At ,hex =M+ 9gBs. (63

The static w=0) susceptibility has the form

Here

Bxo(d,0)—Ky
B(1—G1(q,0) —g\*(1+ y4+d)’

1 x(9,0)=-G(q,00=
Mf:?AEA, {F?M',fsrﬂ_s?ﬂ'::m',f
el

+S%F:+A—A',f+A_F?+A—A',f+ASf+}! (64) 327’ g#0. (71
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The inverse static susceptibility can be written as a combiEquations71) and(72) give x*1=X§éAin the limiting case
nation of the 1inverse static susceptibilitiegzea=(1  in which spin correlations are neglecteld ,(=0) and y 1
—G1)/xo and xs =g\*(1+ yq+d)/Ky: =xsi for n=1, when the kinetic energy goes to zerg (

bkl s e et n s o o e pe
Bxo—Kj 1-(Ky/Bxo) - c o glorx
1 ~ XRPA-
XsL The static susceptibility in the two limiting casgs=0

(72

" 1-(Bxo/Ky)" andg=Q is written in explicit form as

B(MD (per) —NP(N)11(n)/1o(N)

X(0.0)= _— 5 , (73
B(n) 1_—n/2+(ﬂeﬁ+ 5) D(er) | —gP?(N)I1%(n)(2+d(n))
|
x0(Q,0)—[NP(n)11(n)/14(n)]/B(N) transverse dynamic susceptibility to be substantially different
x(Q.O)=r——1 () (74 from the Pauli susceptibility of free electrons and from the
T EXO(Q,O) —gP?(n)l f(n) — susceptibility of independent localized spins.
n BN There are two branches of excitations in the system: in-
where all the functions depend on the concentratiprin-  dividual excitations with the formation of electron—hole
cluding the effective chemical potential.. pairs relative to the Fermi surfa¢both with and without a

The numerator of Eq(73) changes sign at a concentra- spin flip), and collective spin excitations relative to the sin-
tion n; and remains negative far>n,; the denominator glet ground state. The same electrons take part in these pro-
goes to zero at a concentratiop and remains negative for cesses, and the electrons cannot be divided into two groups
n—1; in the regionn;<n<n, the susceptibilityx(0,0)  (collectivized and localizedn the general case. Their prop-
<0 (diamagnetic effegt The behavior of the susceptibility
(74) is analogous except that the region of diamagnetism,

where x(Q,0)<0, is differentn;<n=<n,. X .
For calculation of the susceptibilities we have used the o5 2
following model representations: 20
_ 4
P(n)=1—( ) , N.=0,5, d(n)=1—n. 15}
1-n, 10
Figure 2 shows plots of the static susceptibiligf0,0)
and x(Q,0) in a square lattic&he density of stateB () St
has a logarithmic divergence at a chemical poteniig=0 0 —t—t—t—t—t—t—¢
and the corresponding concentratios 2/3); the features of 5
the density of states are reflected in the behavior of the sus- "~ [ .
ceptibility. For n—1 the susceptibilityy(Q,0)e<1/(1—n), -10 . - L .
and its divergence attests to the presence of long-range spin 0 0.2 0.4 n 0.6 0.8 1.0
correlations of the antiferromagnetic typé.lt should be X
noted that the observed diamagnetic effect is the reaction of  3g P
the system with a singlet ground state to a spatially nonuni- .
>t oY _ : 20 +
form “jumping” magnetic field with amplitudexexp(Qf),
wheref is a lattice site. 10+
o o o o ™ e o e
10
CONCLUSION ool
Strong electronic correlations are manifested intthé -30L
model primarily under conditions where the appearance of _a0l .
doubles in the lower band and holes in the upper band is
forbidden; this leads the specific features of the electronic ‘500 0.2 0.4 06 0.8 10
stategthe character of the occupation of the bands, the pres- n

ence of a kinematic interactipnlt is assumed that the sys- _ o
tem is found in a nonmagnetisingley ground state at all G- 2. Total static susceptibility(q,0) forq=0 (a) andq=Q=(, ) (b)

. . in a square lattice in the lower Hubbard band as a function of the electron
elegtron concentrations. The pres_ence Of. the a-m'ferroma-g:'oncentration forg=0.2; the susceptibilityygrpa(9,0) (A) is shown for
netic exchangd and the kinemati¢ interactions causes the comparison.
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erties are in a certain sense “intermingled,” leading to pecu-After a procedure of the type i(A1.3) we obtain

liar behavior of the susceptibility. It is in this intermediate
region, where the collectivization—localization dualism is
most strongly manifested, that the diamagnetic effect arises.
While the calculations in the RPA are quite standard, the
theory of the spin liquid with mobile holes is still in the
initial stage of development. In this paper we have postulated
a version wherein the collective spin excitations exist in the
case of site percolation. In this step of the description we
have adopted the “virtual crystal” approximation with scat-
tering processes neglected. For this reason it will be neces-
sary to construct a more rigorous theory of the spin liquid
and its organic incorporation into the description of the sus-

(3) ~
f

_2{(@

11
EEZAEA {CYA—A'KA—A'(S:_S;;A)
+ !

—OIAKA(SLA_SLA—AJ}
1 l+a1K1—n) l
z

= (ST —=S{.4)

Z X

ceptibility of thet—J model.

APPENDIX 1

Linearization of the operator By

In the operatoB; we separate the summand into terms
with A=A’, which lead to a two-center term, and the re-
maining terms withA#A’, which give three-center opera-
tors, i.e.,

B;=B{?+B{®. (A1.1)

In the calculation ofB{?) we setX]'+X}'~n, wheren is
the electron concentration; this gives

2 1n1l

Bi *5522 (S{ =Sfia)- (A1.2)

1
+a1KlEzA2A’ (Sf++A_S:—+A_Ar):|- (A15)
Here we have introduced the notation
1 -
E 2 CYA_AIKA_AIZK>O, aA=a1,
Al #A
KA:_K]_, Kl>0 (A16)

Combining(A1.2) and(A1.5) and doing a Fourier trans-
formation, we obtain

1 . 1
(Byin=—= 2 (B +B)=5(1-7g)

N

The product of the three-center operators is localized accord-

ing to the scheme
Sf+Sf_+AfSf+4rA_’CV\A—A'|<Sf_+A/Sf+4rA>SfJr

1

ZQA—A'KA—A'S:-

ZoZ + zZoZ +
St f+ASf+A—A'_’“A<5f f+A>SfA—A’

" (A1.3)

+
asKaSiia-ar-

The correlation functions and the parametefs which cor-
rect the decouplingiinearization), depend on the modulus of

x| [ R+ —1+“1K1) +a1Klwq}S§ =058y .
(A1.7)
Further, we assume
alKlz)\z, R+1/Z+E=1+d, d=0 (A1.8)
2 aKy  z

and thean]:)\z(l—yq)(lJr Yq+d). The parameter§,,
\, andd are found self-consistently from the corresponding
system of equations for the averagese Refs. 57

APPENDIX 2

Linearization of the operator M

the difference of the coordinates of the corresponding opera-

tors. It is assumed that the correlation functions are isotropi
ie.,

C

The operatoM; is defined by relation$66) and (67).
The sum(66) vanishes foh=A’, so thatM; contains prod-
ucts of operators at three different sites. Linearization is ef-

1 - 1 fected by the following scheme. The first term(B6) under
ZoZ _ /ot - _ '
(SiSter)= 2 (St Srer) 4 KR Al ihe summation sign is rewritten in the form
z + 1710 501 1007 10 0! 0 pob (o o0l 1000
Ff+A’,fo+A :E[Xf+A’Xf _Xf Xf+A’JXf+AXf+A _Xf+AXf+A §(Xf+A'Xf _Xf Xf+A’]
) ot . T0 ol 10,01 To ol 1o 0l 1o ol to ol 10\ 0!
2 Ay X X 0K = X K X e DX i = K a X L p X pd X7+ X (XXX )
_ 1/ 510504 0 ol 1ot ol 10 04
_CA_AIE(Xf Xf+A+Xf+AXf )_CAi(Xf""A'Xf‘FA+Xf+AX/[+A')Y
— o0 0 _ o0 -0 ,
CA—A’ _<Xf+AXf2A'>’ CA_<Xf+AXfG>’ AzA. A21)
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Here the spin operator is written in the form of a product of 1

quasi-Fermi operators at one site and then a pairing is carried G3=Gs(d,0)= > (okq— wk)zm-
out. Since we are considering a nonmagnetic state, the quasi- “ k+q E(AZ 6)
Fermi correlation function€g are independent of the spin S _ ) _ -
projection and are functions of the difference of the coordi-Further simplification of expressio2.5) is possible. If in
nates. All the other terms are linearized in an analogous wayA2.-6) we perform an averaging over the Brillouin zone,
As a result, the terms containing,_ . cancel each other

Exq

out, and the linearized operator has the form

1 0 0
(Mf)””:?”zy CA{(XIIOXf-l*—A—A’+XI+A—A’X?l)

— (X[ A XPEA+XIQ XL ) (A2.2)

In a spatially homogeneous systéy=C; (it is indepen-
dent of the direction of the vectak). The sum in(A2.2) is

transformed to

C C
(Mf)lin:;;_- > {---}_;;2 {-da=ar
AN A

:Cl .

1 29 o o
;AEA {322 (8 -80y)

1 2

(@q=00? = G 2 (0~ 007 =7 (1= 7g),

then
2 2

Gz*;(l_yq)Go, G3—>E(1_7q)G1-

In this case
_ 2
<<(Mq)lin|s—q>>wwcl;(1_ ')’q)

X[Go— (1= G1){(S;1S"Nul-
(A2.7)

It should be noted that the correlation function

1 1 1
(A2.3) Ci=§ 2 7 2 (XX == 5 2 @dXiiXur)
A Fourier transformation ofA2.3) leads to
1
1 =>|ew(m|=]elr2, (A2.9)
(Mg)in=Cy N Ek: (ks q— @) X Xk g1 27 ="
i.e., itis equal to one-half the modulus of the electron kinetic
2 ) energy(per sitg and depends on the electron concentration
—E(l—yq)Sq . (A24)  (en(1)=0).

Here the calculation of the Green function ,

«(Mg)inS-g). We use the RPA resu(B3), and then

2 (wk+q_wk)2

k w_(8k+q_8k)

X [(nk_ nk+q) + Ekq«sg | S:q»w]

1
«( M q)lin| S:q»w% Clﬁ

2
- Cl;(l_ 'Yq)«sc;r | S:q»w

:Cl G2+

sq»w] :
(A2.5)

2
Gs— > (1= 7y)

(Sq

where

1

N — N
Gz=Gz(q,w)=N2k (wk+q_wk)2 -~

w_(3k+q_8k),
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Electronic correlation effects in La,SrNiO, (x=1/3 and 0.225lead to spontaneous phase
separation into microscopic spin/charge stripes with commensurate and incommensurate

order, respectively. Raman scattering experiments on such single-crystalline materials show a rich
phenomenology of phonon and magnon anomalies due to the new, self-organized

periodicities. These effects are observable as function of temperature but can also be induced by
cooling in seemingly small magnetic fields leading to a reorganization of stripe

structure. ©2005 American Institute of Physic§DOI: 10.1063/1.1820563

INTRODUCTION was exploited for interpreting the spin correlations in
La, ,Sr,CuQ, (Ref. 7) with x# 1/8 and YBaCu;Og , 5 (Ref.
Stripe ordering of charge and spin in transition-metal8).
oxides has been of intense interest in condensed-matter phys- Here we will focus mainly on the La,SiNiO,, 5 sys-
ics from the theoretical and experimental point of view as arfeém, which exhibits stripe ordering over a wide range of hole

. ‘4 . . .
example of a nontrivial ordering phenomenon that originate§9ncentrat'°ﬁ- Before continuing, it may be useful to re-

from the interplay between charge hybridization and interaci€W briefly some of the basic knowledge, notation, and rel-

. L ) : : evant work. The structure of the parent compoungdNi®,
tion. Historically, the first evidence for unusual magnetic cor- . . .
Y g consists of NiQ planes separated by 4@, layers. Within a

rglatlons was obtained in a_ dOpefj hickel oxide, r_1ame|_y on a?\IiOz plane, Ni ions form a square lattice with oxygen atoms
single crystal of L@gStNiOzg6 in @ neutron diffraction  yjqqing the nearest-neighbor sites. The unit-cell vectars

study; similar magnetic ordering has also been observed i a, are parallel to nearest-neighbor-NO bonds within
La,NiO, 125 (Ref. 2. A second set of superlattice peaks, in- the planes, ands is perpendicular to the planes. There are
dicative of charge order, was detected in a series ofwo NiO, planes per unit cell, and they are related by the
La,_,SK,NiO,, 5 samples by electron diffractichNeutron  basic vectoria; + a,+ %a;. For each Ni ion there is one
diffraction studie$® on a crystal of LaNiO,, s with §  out-of-plane oxygen atom directly above and one atom be-
=0.125 were the first to detect the magnetic and chargelow (along thea; axis), effectively completing a tetragonally
order superstructure peaks simultaneously. The observed sgistorted octahedron of oxygen ions. La ions sit above and

perstructure provided clear evidence for a highly correlated®€!OW the centers of the squares formed by the Ni ions. The

state in which the dopant-induced holes segregate into per?—Imple structure described above is known as the high-

odically spaced stripes that separate antiferromagnetic dctt(]e mperature tetragpn(aH-ITT) phase of the BNiF, structure.
. . . . pon cooling, LaNiO, undergoes two structural phase tran-
mains. Later a static form of this modulation has been clearl

) o %itions at 650 and 75 K. Thus, with decreasing temperature,
identified in the system Lg_,Nd, ,Sr,CuQ, (Ref. 6, where

: - the phase transitionand space groupsre
an anomalous suppression of superconductivity was found

for x~1/8. A model of a dynamical form of this modulation HTT (14/mmm—LTO (Abma—LTT (P4,/ncm).

1063-777X/2005/31(2)/7/$26.00 154 © 2005 American Institute of Physics
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The NiO, planes can be doped with holes both by Srare shifted by an angle relative to the stripe directiot?:?°
substitution and by addition of excess oxygen. Howeverlt was found thatp=53° atT=14 K in Lag;sSr;5NiO, (Ref.
contrary to conventional expectations, the material remain21). For the incommensurate stripe order, direct evidence for
nonmetallic up to quite large hole concentratidns. The  alternating site- and body-centered stripes within the NiO
insulating behavior occurs because the dopant-induced holggane was presented in a transmission-electron-microscopy
tend to order themselves in periodically spaced stripes. Newstudy of a La 7,56 »7dNiO, crystal??
ertheless, these is considerable evidence for one-dimensional Despite very intense studies in the stripe physics field, it
charge transport along the charge rows in the static stripds somewhat surprising that there are only a few Raman scat-
ordered phase both for bLaSKNiO,,s and tering (RS studies of this exotic form of ordéf;>>~?®and
Lay_x—yNd,Sr,CuQ, systems?>** These charge stripes run some deficiencies in our knowledge of light scattering in
diagonally relative to the square lattice defined by thestriped phases are now evident. For example, the question of
Ni—O-Ni bonds. In the essentially undoped regions betweeRS from spin waves is under discussion. Another problem,
the stripes the Ni spins can order antiferromagnetically, withwhich has not been studied yet, is phonon dynamics in the
the charge stripes acting as antiphase domain waflSThe  direction perpendicular to the NiCplanes.
analysis of results on stripe order for a number of doped
La,NiO, crystals shows that. the charge orders at a highegy oo vienT
temperature ;) than the spinsT,,) and that bothr ., and
T, increase systematically with increasing hole In our RS experiments two La,SiNiO, (x=1/3 and
concentratiort? This fact indicates the primary role of 0.2295 samples were studied. Single crystals were grown by
charge in driving the ordering. rf induction melting?” Measurements were performed in a

The average structure of the compositions under studpackscattering configuration using a DILOR XY Raman
remains in the high-temperature tetragot®TT) phase Spectrometer with 5145 A laser light of 20 mW. The incident
(space group4/mmm) down to at least 10 B® The charge laser beam was focused onto a spot 0.1 mm in diameter on
and spin order are more easily described in a unit cell sizéhe mirrorlike polished and chemically cleaned crystal sur-
vZaxv2axc. Then, the charge density modulation is char-face. The spectra were recorded on a liquid nitrogen-cooled
acterized by the wave vectgp, =(2¢,0,0), and the charac- CCD. The laboratory coordinate system was locked to the
teristic wave vector for the spin-density modulationgis ~ axes of the crystalx(la,yllb,zlic). Thex' andy’ axes are
=(1+¢,0,0) (in real space the modulation periods af@s  rotated by 45° fromx andy. The a, b, andc crystallo-
anda/e, respectively. In the first studies of La ,SiNiO, it~ graphic axes in thé4/mmm setting were determined by
was suggested that ordering of the dopant-induced holes otaue x-ray diffraction. The measurements were performed in
curs only commensurately at special valuexofuch as 1/2 an optical cryostat in helium gas atmosphere. For the mea-
and 1/3>1% Later it was found that a single crystal with ~ surements in a magnetic field, the crystal was mounted in a
=0.2, although not at a special valuexyfshows commen- cryostat with a horizontal-field superconducting magnet. The
surate ordet! albeit with a short in-plane correlation length [110] axis of the crystal was aligned parallel to the magnetic
of ~40 A. In contrast, the stripe order in MiO,, 5 (Refs. field.

4,5 and Lg 77550 2oNiO, (Ref. 15 was found to be incom-

mensurate, with the wave vector varying significantly with ResuLTS AND DISCUSSION

temperature. Since the stripes are charged, they will repel .

each other. As a result, the stripes will arrange themselves so  For the tetragonal §NiF, structure, of the total twelve
as to maintain the maximum possible spacing, with the conzone-center phonon modes, fourAg+2E,) are Raman
straint that each stripe is centered on a (Nite-centered ~active. Figures 2 and 3 show the room temperature RS spec-
stripeg or O (bond-centered stripgsite. For the case of trainx’x’ scattering geometry for both samples under study.
=1/3, it was showf that in the temperature rande,>T In this geometryA,4 lines are .aIIowed. The first of them,.at
>T,, the domain walls are bond-centered. FocT,, the aroungs_s2130 cm', was assigned to the La stretching
density of stripes decreases, and the stripes become incred80de:" " The second one, at around 450 chnwas iden-
ingly site-centered. The stripe models for=1/3 are illus-  fified as the oxygen stretching motfe** Above the charge-

trated in Fig. 1. In the real case, the spins are collinear angrdering temperature all the observed modes are weak; the
230 and especially 450 cmh modes are broad, indicating

strong polaronic effects and inhomogeneous charge
distribution?*32 Notable changes in the RS spectra are ob-

a b . . .
served belowT.,. The charge ordering gives rise to super-
N P lattice formation, multiplies the unit cell size, and lowers the
83( )35 »}KA\ crystal symmetry. It leads to the appearance of hepoint
&% 7 Raman-active phonon modes in the spectra. The origin of the
L A v extra lines in the stripe-ordered state and their assignment

FIG. 1. Ni-centered domain wall®); O-centered domain wallg). Stripe were made in Ref. 26. ) o
models for 1/3 dopind® Arrows indicate correlated Ni magnetic moments; We now turn to the measurements in thepolarization

circles indicate oxygen sites; filled circles indicate locations of doped h0|e$:onfiguration. For the crystal witk=1/3 two lines OfAlg

on oxygen sites. Bold dashed lines indicate positions of domain walls, whileSymmetry at 232 and 448 ¢h. are observed at room tem-
bold solid lines outline a magnetic unit cell. The two-magnon Raman pro- ! !

cess is shown also: bold arrows demonstrate spins on adjacent sites aR@rature, as shown in_ Fig. 4. The disadvar!tfage of th_e Sr-
curved lines indicate broken magnetic bonds. doped LaNiO, system is that the dopant positions are fixed
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FIG. 2. Thex’'x’ Raman spectra of single-crystal 48r,,;NiO, at 5 and

295 K.
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FIG. 4. Temperature-dependent Raman spectez polarization for single-
crystal La;y;Sr;sNiO,. The inset shows an idealized structure of the stripe-
ordered phase in the plane perpendicular to the charge domain walls for 1/3
doping. The open circles indicate Nisite spins correlated in the NjO
layers. The filled circles show locations of doped holes on Ni sites.

asymmetric. This asymmetry can be explained by a random
distribution of holes on oxygen above,,.

The changes in phonon spectra are observed below
T.,—new phonon peaks at approximately 130, 145, 160,
285, 330, 386, 488, and 520 crhappear. To explain this,
we ought to analyze the stripes alignment in the neighboring
NiO, layers. As it was supposed in earlier publicatiorike

at relatively high temperature and may be random. At roontharge stripes align themselves from one layer to the next so
temperature we do not see any dopant-induced extra featur@s to minimize the long-range part of the Coulomb interac-
in the low-frequency part of the spectra. It is possible also tdion. However, the pinning of the charge stripes to the lattice
assume a regular order of the Sr ions within the crystal strugmeans that the shift of the stripe pattern from one layer to the

ture in the special cases of doping=1/2, 1/3, or 1/4, like
the interstitial order in the oxygen-doped, MO, . The line
shape of the Ni—@ bond stretching mode at 448 crhis

800

600

400

Intensity, arb. units

200

FIG. 3. Thex'x’ Raman spectra of single-crystal,L:as5r, ,,NiO, at 5 and

295 K.

Raman shift, cm”

next can only occur in increments of the lattice spacing. For
this sample, with the stripe spacing of 8/& is possible to
have a perfectly body-centered stacking. Such a symmetric
stacking of the layers of stripes can lead to forbidden super-
lattice peaks corresponding to the charge order. Inset on Fig.
4 shows the possible arrangement of the charge stripes in the
neighboring layers for thex=1/3 crystal. In this case an
additional periodicity along the axis can also lead to for-
bidden superlattice peaks that are most likely observed in our
experiments.

Let us now analyze the situation for tle=0.225 com-
position(see Fig. 5 Whereas th&’x’ andx'y’ spectra are
very similar in the two compounds, pronounced differences

2200

2000
,, 1800
£1600
21400
51200 55K
é: 1000 100 K
800F 50K
600}
400~ 295K

2005— 500 400 600 800 7000 1200

Raman shift, cm

Intens

FIG. 5. Temperature-dependent Raman spectez polarization for single-
crystal La 7755l 20NiOy .
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are observed in thez scattering geometry. In contrast to the b

x=1/3 sample, the spectra of thke=0.225 sample even at 1000

room temperature have very complicated shape. With de- % 5K

creasing temperature the shape does not change, with the 3 ggo

exception of a continuum, the low-frequency portion of g 0K

which decreases in intensity with decreasing temperature. To . 600 100K

explain this, we are obliged to suppose that other than for 5

special casetsuch asx=1/2, 1/3, or 1/4 the random distri- § 400 2

bution of dopant iongand holes leads to breaking of the £ 150K

long-range order in the direction. In this cas& conserva- 200 200

tion is not required, and the first-order Raman spectrum is a 295

measure of the density of vibrational states. If this assump- ' : ' : ' : ' :
0 800 1600 0 800 1600

tion is correct, stripe ordering beloW,, should not result in b
the occurrence of new features in the spectra. Moreover, for Raman shift, cm
our sample with an average stripe spacing of aboutal,. 82 FIG. 6. Temperature-dependent Raman spectra’yi polarization for

is not possible to have a perfectly body-centered stacking. s sy, N0, (2) and La 77t ,,4NiO, (b) single crystals.
similar conclusion was first reached in a neutron diffraction

study®® of a sample with an average stripe spacing of about
1.7% (x=0.275) and was subsequently confirmed in a high-and across the domain wall are;=720 cm! and w,

resolution transmission-electron-microscopy sttfdy. =960 cm , respectively, for a value aJ=240 cn'®. At
For both La,3Sr3NiO, and La 77531 20NiO, two rela-  first glance this seems consistent with experiment.
tively strong bands at~720cm! (740cm!) and This assignment was criticized in Ref. 35. It was dis-

~1110 cmi* (1130 cnm't) were observed at low tempera- closed that the band at 730 cni! is due to one-phonon
ture in thex'y’ polarization?®?*?°These bands were inter- excitation and only the-1120 cn1 ! excitation is due to the
preted as two-magnon scatterifigf:#?*What was the reason magnetic excitation related to the stripe structure. The
for this attribution? Two-magnon scattering involves a simul-685 cni' ! band, which appears in LHiO, ;5 with decreas-
taneous excitation of a pair of magnons with equal and oping temperature, was attributed to phonon excit&fidre-
posite moment& on each of the sublattices. In total, excita- cause its energy coincides with the one-phonon peak in
tions from the entire Brillouin zone lead to a band of RamanLa,NiO, 5. There are some doubts about this last attribution
frequencies that reflects the magnon density of states. Sinder the following reasons.

the density is sharply peaked at the zone boundary, Raman 1. The bands at-730 cmi ! in La, ,SiNiO, and at
scattering probes preferentially localize antiferromagnetic oré85 cm tin LayNiO, ;5 are much broader than one-phonon
der. If two spin deviations are created on sites far apart, théines observed in lightly doped cuprateand nickelate$>*
excitation frequency is 2(Sz+gugB,), Where z is the 2. The temperature dependences of the frequency posi-
number of nearest neighboiB, is the effective anisotropy tion and integrated intensity for the 730 cni * peak differ
field, andJ is the exchange interaction constant. In the casdrom those of the one-phonon peak at 684 ¢nn undoped

of two spin deviations created on adjacent sites, the excitd-a,NiO4 and of one-phonon peaks at lower frequencies in
tion frequency is onlyJ(2Sz—1)+2gugBs, because the doped nickelates and are similar to the corresponding depen-
presence of the first spin deviation leads to a reduction in théences for the second wide band-a1120 cni .

energy required for the second spin deviation. The undoped 3. In our RS spectra two sharp lines at 580 and
La,NiO, antiferromagnetic insulator was studied by Sugai630 cni ' are superposed on the broad basee Fig. 6.
etal®* The By, spectra exhibit a band peaked at Moreover, the Fano line shape seen for the 580 time is
~1640 cm'! that has been assigned to scattering by two
magnons. The estimatedwas 240 cm?® on the assumption

that the peak energy is @l #or the S=1 nickel oxide. 1.0 {00
For doped La_,Sr,NiO, the band near 1640 cm was =
not observed in Raman experiments at any temperatures. In- *g 0.8 _l--.\D
stead, two broad peaks in tlRéy’ polarization appear in the 2 N\
high-frequency region as the temperature is lowered. 'g 06 k- "
Temperature-dependent Raman spectra inxtlyé polariza- >
tion for single crystals of La ,SrNiO, (x=1/3 and 0.225 T 04
are shown in Fig. 6. In Fig. 7 the temperature dependence of @ Teo
the integrated intensity for both bands in the 0.225 crystal £ 0o} T K ‘
is given. The first band was assigned to two-magnon excita- m N
tion within the antiferromagnetic domain and the second o U l e B om
band to excitation across the domain i or to excitation 0 50 100 150 200 250 300
on the N?"—Ni®" bond?* Accurate account of the spin-1 T,K

system gives peak positions @ ~3J andw;~4J forthe 1 7 110 temberature dependence of the scattering intensity integrated

x=1/3 Ni-centered stripes. Thus, the peak positions for thepove the charge-carrier background for the 721 and 1130(M) cm*
two-magnon excitations within the antiferromagnetic domainbands in La 78St 2,NiO,,.
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Lag;sSrsNiO, magnetic structure was similar to those
shown in Fig. 1a or in Ref. 21. Four exchange integrals be-
tween nearest and next-nearest neighbors were taken into
account. Two of them are found to be identical to the ex-
change integrals labeletdandJ’ introduced in Ref. 21. The
exact solution for two-magnon the light scattering line shape
was obtained with the following restriction§:) zero tem-
perature or a temperature much smaller thap; (i) a
Heisenberg character of the spin exchangg) a small
single-ion anisotropy in comparison with the exchange en-
ergy. Two-magnon band shape was calculated in the ex-
change approximation of the Moriya theory using real polar-
izability tensors connected with the respective exchange
integrals.

Before the appearance of Ref. 21 the values of the ex-
change integrals were unknown. We only made estimates
using the value for undoped LIHiO, for the exchange inte-
gral which couples spins inside a single antiferromagnetic
domain. By the way, our previous attempts to approximate
both bands failed. The calculated shapes cannot be fitted to
the experimental spectra at any values of the exchange inte-

) ) ) ) ! ) ) | grals and respective values of the polarizability constants we
520 540 560 580 600 620 640 660 used.

Recent experimental data from inelastic neutron
scattering® have just supplied the needed exchange integral
FIG. 8. Fano line shape of the phonon at 580°¢rin x'y’ polarization for ~ values. Using those we have obtained a reasonably good de-
single-crystal LgsSrsNiO, at T=5 K. The solid line is a theoretical fit to Scription of the band at~1110 Crn_l with the fo”owing

the experimental curve using a Lorentzian line shape of phonon peak. ThGa) a5 of the exchange integrals and ratio of the respective
inset shows the experimental spectrum in the frequency region

il C_ ~1
500-1200 cmi’. The dotted lines represent a fit with Lorentzian line Polarizability —constants: J=242 cm (30 meV), J,
shapes, the dashed line represents charge-carrier scatfering. =109 cm ! (13.5 meV, P,/P=—0.75. Our values of the

exchange integrals are a factor of two higher than the respec-

N . . tive values of] andJ’ from Ref. 21 due to a different kind
clearly seen in Fig. 8. The Fano effect in Raman scattering i3¢ ¢, mmation over the spin pairs in the Hamiltonians. The

c_)bserved asa characteristic.change in the usually Lorent;iargsult of the best fit is shown in Fig. 9. It is clear that the
line shape of phonon peaks in the spectra — the phonon line
shape becomes asymmetric. This means that a coherent in-
teraction exists between the two scattering sources. We be-
lieve that the observed effect is connected with an interaction
between the phonon, which shows a Fano effect, and the
charge-carrier excitatiofs (dashed line in Fig. Bcausing

the background. However, we do not exclude the possibility
of an interaction with the excitation causing the wide band at
~730 cm *. The probability of the latter assumption is now
analyzed theoretically.

In Ref. 35 only one band was attributed to two-magnon
scattering in the case where the spin exchange occurs near
the diagonal charge domain wall. However, it was examined
the case of one domain wall without taking into account the
width of the antiferromagnetic domain, and that led to incor-
rect calculation of the number of nearest neighbors.

Also, no feature was observed in the single-magnon dis-
persion that would correlate with the lower-energy two-
magnon peak in the inelastic neutron scattering measure- .
ments of the stripe-ordered nickelate,lsgbrp 31NiO, (Ref. 0 500 1000 1500
37).

Next we have tried to analyze the two-magnon scattering
theoretically. A simple square plane array of paramagneti€IG. 9. Theoretical approximation of the Raman spectra’iy polariza-
ions was assumed in the calculations. The Site-centere‘@ﬂ for single-crystal LgsSr;sNiO, at T=5 K. The solid line is the experi-
model of charge ordering was used, and thus no paramaqlental spectrum, the dashed line is the calculated two-magnon k_)and, the

C. L . . iangles represent a sum of some reasonable spectral shapes to fit the band
netic ions inside the domain walls were considered to b%t~720 cm ! and the wide background, and the open circles represent the
frustrated. Thus the pattern of spins for approximation of theotal fitting spectrum.

T
Intensity, arb. units

n 1 T N 1
600 800 1000 1200
Raman shift, cm™!

Intensity, arb. units

. -1
Raman shift, cm

Intensity, arb. units

Raman shift, cm’”
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narrow decrease of intensity at1200 cm ! in the theoret- the magnetic field. It is clear that applied magnetic field leads
ical two-magnon banddashed curve in Fig.)df of an in-  to a reorganization of the stripe structure. However, to un-
terference nature and probably is a result of the abovederstand fully the observed effects, further experimental and
mentioned restrictions connected with the real type ottheoretical efforts are needed. It is proposed, for example, to
polarizability constants. Because of the absorption at the exexamine the following situations:
citing laser wavelength in the RS experiments in i) Low-temperature bond-centered stripes with a period
LassSr5NiO,, it is reasonable to use a complex form of of 2/3a. In this state the domains are 3 spins wide, and an
these constants. Such calculations are now in progress. uncompensated moment appears. Adjacent spins across the
These results show evidence that the band agomain wall are ferromagnetically aligned.
~730 cmi tis not of a simple two-magnon nature. It may be ii) In-phase domain walls. As has been established ex-
necessary to take into account possible effects connectdierimentally, neighboring antiferromagnetic domains, sepa-
with the interaction between spin excitations and the collecrated by a charge stripe, have an antiphase relationship. But
tive motion of the charge domain wafls® in contrast with common folklore, it was recently shown
As was shown in the neutron diffraction experimelits, theoretically® that the hole-rich stripes are not necessary an-
the application of a magnetic field in the regimie-T,, in-  tiphase domain walls of antiferromagnetic spin domains, and
duces a staggered magnetic order of periadi8e to the net @ phase transition from the antiphase to the in-phase domain-
magnetic moment of the high-temperature bond-centerewall configuration has to occur as a function of increasing
stripes, together with the odd number of Ni spins across aglectron filling fraction of the domain wall. Moreover,
antiferromagnetic domain. To test the effect of a magneticempty” domain walls are always antiphase.
field on stripe ordering, we performed RS experiments on a
piece of the same La;s5r 2, NiO, crystal that has been CONCLUDING REMARKS
characterized in detail elsewhéfet>?® In this sample the

tthIe (ie(nlsn); perf.'ﬁl.' S'tf altc_)ngﬁzigtnpe IS stlgmtﬂtcar:::y Iessspin order in cuprates and nickelates has now been fairly
an 1 (electron Tiling fraction ) in contrast to thex well established, many questions concerning this order re-

= 1/3 sample, where the density is exactly 1. The sample Wa%hain to be answered. One of our goals here was to elucidate

c?toleslhfrofmleQS Kto 5,['?] |r(1j afrpalggetlc f'e!d of t°-5 T andi some problems that are under discussion at present. Unques-
g elr( ett ield was SWt' chea off, ¢ exgerlmen s in quaSI'tionably, Raman scattering will continue to be an essential
ackscattering geometry were periormed. tool as we try to improve our understanding of stripe order-

Representative scans are shown in Fig. 10. As is seeirﬁg and other complex correlation effects.

from Fig. 10a, freezing in a magnetic field does not affect the This work was supported by NATO Collaborative Link-

spectra measured in théx” scattering geometry. , age Grant PST.CLG.977766, INTAS Grant 96-0410, and
A surprising result was obtained in théy’ scattering Ukrainian Grant No. 3-026

geometry(Fig. 10b. The second band at 1130 cm * dis-
appears nearly completelfgome excess Raman signal above,
the background is still visib)eafter freezing the sample in

Although the basic nature of the charge and associated

E-mail: kurnosov@ilt.kharkov.ua
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Magnetic and transport properties of L& 9 0.5(Plo.6C& 35905MNO; films prepared by a
“co-deposition” utilizing the laser-ablation technique are investigated in a wide temperature
range. The film deposited at 300 °C has a nanocrystalline disordered structure and exhibits a
paramagnetic temperature dependence of the magnetization with a narronAJeak (

=10 K) atTg=45 K, which can be interpreted as a paramagresaperparamagnetic transition.

A short-term annealing of the as-deposited film at 750 °C leads to the formation of a high-
textured polycrystalline microstructure and to the appearance of ferromagéic and
metal—insulatofMI) transitions aff -=240 K andTp=140 K, respectively. The observed
discrepancy between, and T values can be ascribed to a percolating nature of the Ml transition,
with an exponent of 5.3 for the percolating conductivity. The film depositét,gt=740°C

is composed of lattice-strain-free and the lattice-strained crystallites with different lattice
parameters andi:'s, and is consistently described in the framework of the Millis mddelJ.

Millis, T. Darling, and A. Migliori, J. Appl. Phys83, 1588(1998]. For a single-phase

crystalline film the value3 =270 K andTp=260 K are obtained. €2005 American Institute

of Physics. [DOI: 10.1063/1.1820566

1. INTRODUCTION which, in turn, reflects the electron—phonon coupling and the
antiferromagnetic superexchange and the FM exchange inter-

Half a century ago, Volgerfound that a bU|k. sample of actions, an analysis of the influence of the crystal structures
Lag Sty ,MNO;5 exhibited a large magnetoresistance near

¢ t Th t di £ col | on T¢ is very useful. A unified phase diagram as a function
room temperature. The recent discovery of colossal Magn ye electronic transfer integral, which could be determined
toresistance(CMR) in thin films of the general formula

. . . mainly by Mn—O bond length and Mr-O—Mn angle, was
R;_xA,MnO3, where R is a rare-earth cation and A is an Yy Y g gle, W

. . . . . . resented recentiyThe final result forT- can be written
alkali or alkaline-earth catiof® initiated numerous investi- P By c

. o , approximately in the following forni®
gations not only because of their interesting fundamental sm—pp y 9

ence but because of possibilities for device applicatfohs. Te=x(1—-X)W~cose/d® .,
Most of the early theoretical works on manganites focused "
on the relationship between the transport and magnetic propvhere x is the concentration of a divalent ioky is the
erties and explained the coexistence of ferromagnetism anghndwidth,¢ is the tilt angle in the plane of the bond, and
metallic behavior within the framework of the “double ex- dy,_ois the Mn—0O bond length. Therefore, any perturbation
change” model, which considered the magnetic coupling bein the translation symmetry of the crystal lattice can lead to
tween Mt and Mrf ions, resulting from the motion of an the variation ofe anddy,_o and, consequently, results in a
electron between two partially filled shells governed by the change ofT..
strong on-site Hund’s coupliny:® In spite of considerable One way to control the stress exerted on the crystal lat-
scientific efforts, the complex interplay of charge, lattice,tice is a replacement of the rare-earth or the alkali ions by
spin, and orbital degrees of freedom in these systems is nather ions with a different size. It is well known that
completely understood. The situation is complicated signifiPry g£Cay 3gMN0O; (PCMO), owing to the small Pr-ion radius,
cantly by the fact that the magnetic and transport propertieeemains an insulator in both the paramagnetic and FM
of the manganites are strongly dependent on the cation sizstates:? while Lag -Sr, sMnO5 (LSMO) shows a metallic be-
lattice strain, and microstructure. havior of the electrical resistance in the whole temperature
As the CMR effect develops more strongly near the Cu+ange!® It was recently found that the substitution of the
rie point (T¢), i.e., near the metal—insulat@vl) transition,  small-size Prion by La in the compoundyR€a&, 3qMnO; led

1063-777X/2005/31(2)/7/$26.00 161 © 2005 American Institute of Physics
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to the appearance of a Ml transition at low temperature ow-
ing to the melting of a charge-ordered insulating st®n

the other hand, the substitution of Sr for Ca in
Prp Ca 3 4 SKMnO;3 induces the formation of the low-
temperature metallic state, as wEllThe influence of a lat-
tice strain(and stregsaccumulated during film deposition
was intensively investigated, and it was shown that the lat-
tice strain played an important role in the formation of spin-
and charge-ordered statés1® However, the influence of
structurally quenched disorder on the magnetic ordering is
still poorly understood.

In this paper we report our experimental results for
(Lag.7S19.3) 0 5(Pro 6:Ca 35 0.sMNO5 films prepared by a “co-
deposition” utilizing the laser-ablation technique from two
independent PCMO and LSMO targets. Several films with
different structural order were prepared to investigate the in-
fluence of the different types of crystal disorder on the mag-
netic and transport properties of the films.

3

Intensity, 10 cps

—_
o]

1.6

2. EXPERIMENTAL TECHNIQUES 1.4

A cross-beam laser-ablation technique was employed for
preparation of the films. A detailed description of the tech- 45 46 47
nique has been presented elsewlf8réhe deposition was
carried out simultaneously from both LSMO and PCMO tar-
gets. We used two Nd-YAG lasers with a wavelength of 1064-IG. 1. (a) The (002 XRD peaks for the LPM(1) and the LPM1A(2)
nm, a pulse duration of 7.8—10.5 ns, a pulse-repetition ratBims. LAO denotes the subst_rate pealls. The (002 XRD peaks for the
of 20 Hz, and an energy of 0.3 J/pulse. The power density of"M2 (1) and the LPM2A2) films.
the laser beam focused on the target wasx4.6—2
x 10 W/cn?. The targets were prepared from the PCMO 3, EXPERIMENTAL RESULTS
and LSMO powders of the stoichiometric composition by3 1 Microstructure of the films
hot pressing and heating at 1200 °C for 4 days in air. The ™
oxygen pressure in chamber was 200 Torr during deposition  Figure 1la presents tH€02 Bragg peaks for the LPM1
and 600 Torr during cooling. Under these conditions(curvel) and the LPM1Acurve2) films. It is seen that there
(Lag 7S1 3) 0 5(Pry 6:Cay 35 0 sMNO4 films were grown aflg,,  is no crystalline phase in the LPM1 film and only the Bragg
=300 (LPM1) and 740°C(LPM2). In addition, the LPM1 peak of the substrate is observable. This indicates the forma-
and LPM2 films were annealed &f,,= 750 (LPM1A) and tion of an amorphous or a fine-crystalline disordered micro-
900°C (LPM2A) for 1 h in air, respectively. All the films structure in the film. The LPM1A film displays only the
were deposited on a LaAK)00)) single crystal and have a high-intensity (00) peaks, demonstrating that a short-term
thickness ofd=200 nm. annealing at 750 °C results in a hightyoriented film with

The 6-20 x-ray diffraction (XRD) patterns were ob- an out-of-plane lattice parameter @f=0.3855 nm. The
tained using a Rigaku diffractometer with Ky radiation.  value obtained for the lattice parameter is in between that for
The lattice parameters evaluated directly from the XRD datdahe bulk LSMO @.=0.3876 nm}® and PCMO @,
were plotted against cog/sind. With an extrapolated =0.3843 nm$* compounds with cubic symmetry. Figure 1b
straight line to co%6/sin =0, a more precise lattice param- shows that the LPM2 film manifests a sglit02) Bragg peak
eter was obtained. The high-resolution electron-microscopycurvel) and indicates the presence of two crystalline phases
(HREM) studies were carried out by using a Philips with c=0.3961 and 0.3888 nm. An additional annealing at
CM300UT-FEG microscope with a field emission gun oper-900 °C results in a single-phase crystal structetgve?2) in
ated at 300 kV. The point resolution of the microscope waghe film with c=0.3873 nm.
of the order of 0.12 nm. The cross-sectional specimens were More-detailed information about the microstructure of
prepared by the standard techniques using mechanical pdhe films can be obtained from the analysis of the HREM
ishing followed by ion-beam milling at a grazing incidence. images. Figure 2 shows the cross-sectional HREM images
The microstructure analysis was carried out at room temperder the LPM1(a) and LPM1A(b) films across the interface
ture. The resistance measurements were performed by usifigtween film and substratmdicated by white dashed lings
the four-probe method in a temperature range of 4.2—300 K'he electron diffraction pattern, displayed in the inset of Fig.
and in magnetic fields up to 5 T. The in-plane field-cooled2a, demonstrates that the LPM1 film is not completely amor-
(FC) and zero-field-cooledZFC) magnetization was mea- phous, as had been inferred from the XRD data, but consists
sured using a Quantum Design SQUID magnetometer in af small (D=5.5 nm) disordered crystallites. Figure 2b
temperature range of 4.2—-300 K. shows that annealing of the LPM1 film leads to the forma-

20, degree
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) . ) FIG. 3. Cross-sectional HREM images for LPN® and LPM2A(b) films.
FIG. 2. Cross-sectional HREM images for LPNg and LPM1A(b) films. Inset A is the FFT of the HREM image and inset B is the high-magnification

The WhItG:‘ arrows |nd|cate_the edg_e dislocations a_nd thg regions with apEM image for LPM2. The inset ith) is the FFT of the HREM image for
uncrystallized phase. The inset (@) is the electron-diffraction pattern for LPM2A

LPM1, and that in(b) is the FFT of the HREM image for LPM1A.

. . . . . . two crystalline phases represent regions of the film with dif-
tion of a columnlike high-textured microstructure with grain . . . -
ferent levels of lattice strain. Nonuniformly distributed lat-

boundaries containing edge dislocations and regions of aﬁce strains of this kind have been observed in CMR filths.

uncrystallized phase. The inset of Fig. 2b shows the fas Figure 3b shows that an additional annealing leads to the
Fourier transformFFT) of the HREM image for the LPM1A . removal of lattice strains in the LPM2 film and to the forma-

film. The FFT produces a rectangular pattern of almost Clr't'lon of a perfect crystal structure. The FFT, presented in the

cular spots. The measurement of a large number of InterdclJnset of Fig. 3b, produces a rectangular pattern of circular

spacings allows us to obtain the average values of the Iattlcgnd unsplit spots. A more detailed analysis of the HREM

parameters from the HREM images. Upon the analysis, Onﬁnages of LPM2A shows that the film has a pseudocubic

can conclude that the LPM1A film has a pseudocubic crystaCr stal structure with lattice parametecs=a~0.387 nm
structure withc==a=0.386 nm, which is in good agreement Y P ' '

with the XRD data; hera is the in-plane lattice parameter. Therefore, (Lg51.3)0.5(Plo.s£Ca.390MNO; films with dif-

: . . ferent kinds of crystal structure—nanoscale disordered
Figure 3 shows the cross-sectional HREM images for th . . .
: . e(LPMl), columnlike polycrystalline (LPM1A), nonuni-
LPM2 (a) and the LPM2A(b) films. Inset A of Fig. 3a pre- : . X .
: ) . formly strained (LPM2), and single-crystalline strain-free
sents the FFT of the HREM image for the LPM2 film, dis- ) . .
; . . . (LPM2A) films—were prepared, and their magnetic and
playing slightly split and elongated spots in both théout- transport broberties were investioated
of-plang anda (in-plang directions. These peculiarities of port prop 9 '
the FFT pattern indicate the presence of two crystalline32 M i and i
phases with different lattice parameters. Inset B of Fig. 38" agnetic and transport properties
shows a high-magnification HREM image of a small region  Figure 4 presents both the R@lled dotg and ZFC(un-
of the LPM2 film. The measurement of a large number offilled dotg temperature-dependent magnetization curves for
interdot spacings for regions of this kind located in differentthe LPML1 (a), the LPM1A (b), the LPM2 (c), and the
areas of the film allows us to obtain the average values of thePM2A (d) films. The LPM1 film deposited at low substrate
lattice parameters from the HREM images. Upon analysistemperature shows a typical paramagn®ticT) dependence
one can conclude that the LPM2 film consists of two crys-with a negligible splitting between the FC and ZFC curves in
talline phases with the following lattice parametecs:a  a magnetic field of 500 Oe and with a rapid growth\dfas
=0.388 nm, andc=0.396 nm anda=0.385 nm, respec- T—0. On the other hand, a narrow peak in the magnetization
tively. It is seen that these results nicely coincide with thewas found ail ;=45 K. A slight negative contribution to the
XRD data for the LPM2 film. We will show below that these magnetization of the film is provided by the substrate owing



164 Low Temp. Phys. 31 (2), February 2005 Prokhorov et al.

| | | |
—_. ek -t
W N - O

M, 10™° emu
S
(@]

N
(=]

MR, %

FIG. 4. The FC(filled dot9 and ZFC(unfilled dot$ magnetization curves
for the LPM1(a), the LPM1A(b), the LPM2(c), and the LPM2A(d) films.
The solid lines are a guide to the eye.
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to its diamagnetism, with an estimated value of the suscepF—IG 5 The t wred dent resist ihiuand with (2)

hili o~ — 4 H . O. e temperature-dependent resistance wi na wi an

tibility - X 5.6 10" * cm/g for our case. Figure 4b applied magnetic field of 5 T for the LPM1¢&), LPM2 (b), and LPM2A(c)

shows that annealing of the film at 740 °C leads to the forfjims. (d) The MR ratio for the LPM1A1), LPM2 (2), and LPM2A(3) films
mation of a FM state witiT -=240 K. The LPM2 film ex- in an applied magnetic field of 5 T.
hibits theM (T) dependence typical for two-phase magnetic
2’;;2;5:5?;”2%0;12 a;_rrlglrjgr?%s?(n;sngTsCL;ie{ggsgon of two tar_lces with and Without a magngtic field of 5 T respectively.

It is worth noting that both transition temperatures areIt IS seen that the increase ﬁ:_s acc_ompamed by a de-
significantly different from those for bare PCMOT creasing leR effect, which is typical for the CMR
=130 K)?® and LSMO (T=340 K) films® The results are compounds:
coincident with the XRD and HREM data, and confirm the
presence of two different crystalline phases in the film. An-
nealing at 900 °C leads to homogenization of these phases Let us first consider the magnetic behavior of the nano-
and to the formation of the FM state in the whole film with crystalline disordered LPM1 film. Figure 6 shows the in-
Tc=270 K. Figure 4d shows that the value of the spontaneplane FCM (T) dependence measured under an applied mag-
ous magnetization for the LPM2A film is significantly larger netic field of 500 Oe. It is seen that the observed narrow peak
than that for the LPM2 film.

Unfortunately, we could not measuréT) for the LPM1
film, since our setting was limited to 1@ and the resis-
tance was larger than 1@ at room temperature. Figure 5
displaysR(T) for the LPM1A (a), LPM2 (b), and LPM2A
(c) films without (1) and with (2) an applied magnetic field
of 5 T. The magnetic field was directed perpendicular to the
transport current and parallel to the film surface. Figure 5a
demonstrates that the MI transition in the LPM1A film oc-
curs atTp=140 K, which is far belowT ¢ for this film (see
Fig. 4b. The R(T) curve displays a resistance minimum at
low temperature, which is very often observed in polycrys-
talline CMR films?223 The position of the resistance peak
for the LPM2 film is shifted toward higher temperatufig,
=180 K, and is equal to the temperature of the second mag-
netic transition in this filmT-,=180 K (see Fig. 4t

Figure 5b shows that the random resistance oscillations
appear on th&(T) curve in a low-temperature range and are
slightly suppressed under the applied magnetic field of 5 T.
Annealing of the LPM2 film at 900 °C, as is demonstrated in
Fig. 5c, leads to an increase ©6=260 K and to the disap-
pearance of the low-temperature resistance oscillations. Fig-
ure 5d exhibits the temperature dependence of the negati\féG- 6. M versusT * plot for the LPM1 film under an applied field ¢f
magnetoresistancéMR) for the films LPM1A (1), LPM2 flOO Oe.' The S'Olld line represents the CW-type parama_gngtlc approxima-

. . tion. The inset displays the same plot abdvwe T . The solid line repre-

(2), and LPM2A (3). The MR value is defined as 100% sents a Langevin function describing the magnetic behavior of SPM par-
-[R(0)—R(H)]/R(0), whereR(0) andR(H) are the resis- ticles.

4. DISCUSSION
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at Tg=45 K divides theM(T) curve into two temperature

ranges with differeniM (T) behavior. BelowTg the M(T) 1.0
curve can be described in the framework of the Curie—\Weiss

(CW) approximatioR*

Cew
PM _
M™(T,H) (Xo“‘ T+0)H’

wherey, is a temperature-independent susceptibility, and the
second term is the CW-type susceptibility with a constant
Ccw and a characteristic temperatuée Figure 6 demon-
strates that the experimental data for LPM1 can be excel-
lently described by the CW expression with following pa-
rameters:yo=3.3X 10" % cn’/g, Ccyw=1.01X10"2 cm’/g,

and =5 K. The effective moment estimated fro@cy
turns out to beugs=4.2ug/Mn, which is almost coincident
with the theoretical valuey1¥®=4.6u5/Mn, obtained from
following expressiorf* ot

o
)

r, m, reduced units

| 1
100 200

pieO=gl{0.9xS(S;+1)+(1—X)Sy(S,+ 1) T.K

+ySi(S;+1)+(1—y)S,(S,+ 1)]}1/2_ FIG. 7. r(T) andm(T) for the LPM1A film. The circle on then(T) plot
indicates the critical volume of the FM phasay) for the percolating tran-
Herex andy are the Ca and Sr concentratio®s=3/2 and sition. Inset(a) displays the IR versusT Y2 plot for the LCP1A film
S,=2 are the spin values of the Miih and M~ ions. re- without (1) and with (2) an applied magnetic field of 5 T. The insgd)
. A ’ displays the log(X)) versus logh—m) plot. The solid lines correspond to
spectively, andy=2 is the Lande factor. Therefore, one can fitting with the percolating exponents=5.3 (1) and ~3.6 (2).
conclude that the nanocrystalline disordered LPM1 film is a

typical paramagnet in the temperature range bélw with

a free motion of the individual Mn spins. On the other hand, iy state has a metallurgical rather than an electronic na-

the magnetiz_atri]oT_ decre>ases sharply and deviates from the.e 414 is related to the presence of dislocation networks
CW-type straight line al =T . Such nonlinear behavior of and regions of an uncrystallized phase in the LPM1A film.

71 - -
MI(T ) ('js rathgr té/plca!go(rj st;uperparama.gne(tE:P_l;/%DAi par- Therefore, the MI transition cannot be treated as a real elec-
ticles and can be described by a Langevin functioit as  yqnic one but is governed by the percolation of the FM

uH\  KkeT metallic domaing®
cotI-(kB—T T A According to percolation theory, the conductivity can be

expressed as~ (p—po)', wherep is the concentration of
where MSPM is the saturation magnetization of the SPM the metallic phasep, is its threshold value in the vicinity of
phase andu is the average magnetic moment of the SPM0.4—0.52% where metallic filaments are created that permit
particles. The solid line in the inset of Fig. 6 represents acurrent transmission across the sample, taisdhe exponent.
Langevin function giving the best fit to the experimental dataFigure 7 shows the temperature dependence for both the nor-
aboveTg. This line corresponds to the magnetization con-malized resistance=R(T)/R(Tp) and spontaneous magne-
tribution of SPM particles having an average moment tizationm=M(T)/M(0) for the LPM1A film. It is seen that
=750Qug. By taking 3.4.5/Mn atont® and assuming a the temperature location of the resistance pdgk, corre-
spherical shape of the SPM clusters, with a volume ofsponds tom=0.4, which is coincident with the percolating
wD3%6, we estimated their average diameterles 6 nm.  threshold value and allows us to use the magnetization as a
Because the estimated diameter is very close to the crystallifgercolating parameter for the conducting phase. The {inget
size revealed by the electron diffraction, one can concludef Fig. 7 represents the log()/ versus logh—m,) plot,
that these nanoscale disordered crystallites play the role afhere my=0.4. The solid lines are the fitted curves with
the superparamagnetic particles. The narrow peak found ifollowing exponents for the percolating conductivity:
the M(T™ 1) curve manifests a phase transition from the=5.3 (curve 1) and 3.6 (curve 2). Although the valuet
SPM to the PM state, anfl; can be interpreted as the tem- =3.6 was obtained recently from an analysis of the MI tran-
perature for spin-glas@r cluster-glassfreezing. sition at high magnetic field for RgLCa 3 MnO; (Ref. 29,
Figure 4b shows that the annealing of the nanocrystallinén our caset=5.3 is more appropriate for the description of
disordered LPML1 film leads to its recrystallization and to athe experimental curve. This value bfs very close to that
recovery of the FM state. On the other hand, the large difobtained by a numerical calculation for a three-dimensional
ference between the ZFC and FC magnetization curves andsystem with spin effect® Therefore, one can conclude that
significant discrepancy between the MI and FM transitionthe MI transition in the LPM1A film has a percolating nature.
temperatures manifest the coexistence of the FM metallic  Inset(a) of Fig. 7 displays the IR versusT~*2 plot for
and PM insulating clusters belowl¢.?®?” A similar  the LPM1A film without (curve 1) and with (2) an applied
metastable-phase mixture was observed recently in the pamagnetic field of 5 T. This plot manifests exponential growth
ent (La _,Pr)qCa sMnO; compound and explained by the of the resistance at low temperatures, which is described by
phase separation effett?® However, in our case the phase- an expressiofR(T)~exp/A/T. It noteworthy that a similar

MSPM(T,H): MEPM
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expression with an energy gab~Ec, where Ec is the  =(1/Tc)(dTc/deg), and A=(1/T¢)(d?Tc/de3;). The
charging energyor Coulomb barrier, has been predicted for magnitudes ofx and A represent the relative weights for the
the conductivity in granular metdfsand used to explain the symmetry-conserving bulk and the symmetry-breaking
low-temperatureR(T) behavior in ceramic LgSr,sMnO;  Jahn—Teller strains, respectively. According to the theoretical
manganit€? Because the crystalline phase in LPM1A wasmodel of Ref. 33,4=10 for a reasonable electron—phonon
grown from the nanocrystalline disordered phase under equeoupling (0.5sA<1) in these compounds, whekeis the
librium thermodynamic conditions, the GBs of this film con- electron—phonon interaction constant. If only the relative dif-
tain a higher concentration of edge dislocations and segrderence in the lattice strain between the strain-free and the
gated impurities than those usually observed in epitaxiallystrained crystallites is considered, the strain-free phase can
grown films, and this results in the formation of an additionalbe treated as a bulk witty, = a,,,=0.388 nm. The lattice
small Coulomb barrier. The value of the charging energyparameters estimated from the HREM imadég. 39 are
estimated from the slope of the RiversusT ! plot is Ec  used for the strained phase. Usifig for the strain-free
=0.0233 MeV for both case@avithout and with an applied phase asT¢;=Tc(¢=0)=270 K and the values obtained
magnetic field. for 499 and egp; and T,=180 K for the strained phase in
The fact that the value obtained for the charging energythe LPM2 film, we can obtaim\ =1500, which is almost
of the LPM1A film is significantly smaller than that for ce- coincident with the prediction of the theoretical model of
ramic manganite attests to a better electronic transparencyRef. 33. Therefore, one can conclude that the observed mag-
of GBs in this film. On the other hand, the insensitivityf ~ netic phase separation in the as-deposited LPM2 film is gov-
to the applied magnetic field proves that just a Coulomberned by the nonuniform distribution of the lattice strains.
barrier is formed in the GBs. A comparison of theM(T) and R(T) curves for the
The magnetization data show that the as-depositelPM2 film (see Figs. 4c and 3tdemonstrates that the M
LPM2 film demonstrates the temperature behavior typical fotransition occurs at a temperatufg=180 K, which is co-
two-phase systemsee Fig. 4% It is also confirmed by the incident with T for a lattice-strained phas&,-,=180 K.
XRD and the HREM data. However, a short-term annealingThis can be explained by a large difference in their volumes
at 900 °C leads to formation of a single-phase crystal strucin the film, which is confirmed by the sharp increase in the
ture (see Figs. 1b and 3bOur recent investigations of magnetizationalmost four timesat T<T.,. Therefore, the
Pry 6:Ca 3sMN0O;5 films show that annealing at 900 °C for up concentration of the FM metallic phase, which appears at the
to 10 hours does not change the chemical composition of thérst magnetic transition al ;=270 K, is insufficient for
film (including the oxygen contenbut leads only to relax- the formation of an infinite percolating network in the film,
ation of the lattice strain& and only a single MI transition is observed on tRET)
Therefore, one can suggest that the main difference bedependence.
tween the LPM2 and the LPM2A films is a different concen-  The observed random oscillations of the resistance in the
tration of the lattice strains only. It is believed that, owing to LPM2 film at low temperature are probably due to the pres-
a significant lattice mismatch between the substrate and thence of the lattice strain, because this effect disappears after
film, lattice strains are accumulated in the film during depo-annealing(see Fig. 5. Unfortunately, we did not carry out a
sition. As reported recently, under a compressive biaxiabetailed investigation of this phenomenon in this work, but it
strain the film grows in the islands mode, and the strains ares worth noting that a similar effect has recently been ob-
distributed nonuniformly through the sampfeThe edge of served by us in nanocrystalline twinned glggCa, 3MNO5
an island is a region of high strain, while the top of an islandfilms 34
is a region of low strain. Consequently, the LPM2 film rep- Figures 4d and 5¢ demonstrate that the annealed LPM2A
resents a composition of compressed biaxially strained (film undergoes the FM and the MI transitions &
=0.396 nm and a=0.385 nm) and strain-free c&a =270 K and Tp=260 K, respectively. The magnetic and
=0.388 nm) crystallites. This is also confirmed by the facttransport characteristics for this
that the lattice parameters of the strain-free regions remai(lLag 7Sr; 3) o 5(P1y.65Cay 35 0.sMNO;5 film are significantly bet-
practically unchanged after annealing=a=0.387 nm). ter than those observed for the (L1, ,,C& 3MnO; film
Therefore, the observed two-phagéT) behavior of LPM2  deposited on LAG? although in our case the concentration
(see Fig. 4 can be explained by the existence of these dif-of Pr is slightly larger(La:Pr is 0.52:0.48 We may argue
ferently strained crystallites. Let us prove this conjecture tahat observed enhancement of the FM and Ml transition tem-
be true on the basis of modern theoretical approaches. Faeratures is closely related to the substitution of the Ca ions
weaker strains and a cubic symmefry can be expressed, by the Sr ones. A similar effect was observed recently in
according to the Millis model, by? ceramic Pg e CaSr _y)o3MnO; compounds?® Therefore,
one can conclude that the Sr ions play a more positive role,
leading to an increase df:, in these compounds as com-

1
_ _ e TAL2
Te(e)=Te(e=0){ 1-aeg— 7 Aeir], pared to the Pr ions, which should suppress the FM ordering.

where eg=(2e199t€gp1) IS @ bulk strain, 100=(Qjim
—apu/apuik 1S the in-plane biaxial compressive strain,
€001= (Cfim — Cound/ Cpuik is the out-of-plane uniaxial tensile (Lag 7S15.2) 0.5(Pro.65C& .39 0.5sMNO3 films with different
strain, agm , apuk, Cfim» andcpyy are the in-plane and out- crystal structure have been prepared by a “co-deposition”
of-plane lattice parameters for the film and the bulk, respecutilizing the laser-ablation technique from two independent
tively, &;7=\2/3(ego1— €100 is the Jahn-Teller straing ~ PCMO and LSMO targets. XRD and HREM analysis reveal

5. CONCLUSIONS



Low Temp. Phys. 31 (2), February 2005 Prokhorov et al. 167

that the film deposited at a substrate temperature of 300 °€M. C. Martin, G. Shirane, Y. Endoh, K. Hirota, Y. Morimoto, and
has a nanocrystalline disordered structure and does not up.Y- Tokura, Phys. Rev. B3, 14 285(1996.

.. . T. Wu, S. B. Ogale, S. R. Shinde, A. Biswas, T. Polletto, R. L. Greene,
dergo the FM transition in the whole temperature range. A T. Venkatesan, and A. J. Millis, J. Appl. Phya3, 5507(2003.

narrow_pegk AT=10K) in the tempera-ture-dep.endent 15|, Medvedeva, A. Maignan, K. Baer, Yu. Bersenev, A. Roev, and
magnetization was observed Bt=45 K, which was inter- B. Reveau, Physica B25 57 (2003.

preted as a PM:SPM transition. It was shown that the *°F. Tsui, M. C. Smoak, T. K. Nath, and C. B. Eom, Appl. Phys. L@€,
nanoscale crystallites play the role of the superparamagnetic2421(2000-.

. . . o . . R. A. Rao, D. Lavric, T. K. Nath, C. B. Eom, L. Wu, and F. Tsui, Appl.
clusters in the f|Im.'Th(.a anneahng at 750°Q fbh in air Phys. Lett 73, 3294(1998.
leads to a recrystallization of the film and to the appearanc®s_ jacob, T. Roch, F. S. Razavi, G. M. Gross, and H.-U. Habermeier,
of the FM and MI transitions atTo=240 K and Tp J. Appl. Phys91, 2232(2002.

=140 K, respectively. The observed discrepancy betweeA. Biswas, M. Rajeswari, R. C. Srivastava, T. Venkatesan, R. L. Green, Q.

T and T values is explained by a percolating nature of the, - A- L- de Lozanne, and A. J. Millis, Phys. Rev.@, 184424(2000.
P c P yap 9 20y, G. Prokhorov, G. G. Kaminsky, V. S. Flis, Y. P. Lee, K. W. Kim, and 1.

M tranS|t|on..The f|Im deposited aT§ub:74Q Cis COM- | Kravchenko, Physica B07, 239 (2001).
posed of lattice-strain-free and lattice-strained crystallitesiz, jirak, s. Krupika, Z. Smvia, M. Dloukia and S. Vratislav, J. Magn.
with different lattice parameters an@’s. The strain-driven Magn. Mater.53, 153 (1985.

. . N . 22 - . " .
change inT: was consistently described on the basis of the R. Gross, L. Alff, B. Bichner, B. H. Freitag, C. Hener, J. Klein, Y. Lu,

RTH 33 ; ° : W. Mader, J. B. Philipp, M. S. R. Rao, P. Reutler, S. Ritter, S. Thienhaus,
Millis model.>* Annealing at 900 °C leads to the formation of S. Uhlenbruck, and B. Wiedenhorst, J. Magn. Magn. M 150

a single-phase crystal structure wify=270 K and Tp (2000.
=260 K. M. Auslender, A. E. Karkin, E. Rozenberg, and G. Gorodetsky, J. Appl.
This work was supported by the KOSEF through the Phys.89, 6639(2001.

’ | o1 X ) ) . .
Quantum Photonic Science Research Center. 5 Ii(i;llgy Introduction to Magnetic Materia|sAddison-Wesley, New
or .

N ) ) ] 25A. M. Balagurov, V. Yu. Pomjakushin, D. V. Sheptyakov, V. L. Aksenov, P.
E-mail: pvg@imp.kiev.ua Fischer, L. Keller, O. Yu. Gorbenko, A. R. Kaul, and N. A. Babushkina,
Phys. Rev. B63, 024420(2002).
%C. S. Hong, W. S. Kim, and N. H. Hur, Phys. Rev.68, 092504(2001).
27 . ; A
13. Volger, PhysicdUtrech) 20, 49 (1954, M. Foth, S. Freisem, A. A. Menovsky, Y. Momioka, J. Aarts, and J. A.

2R. von Helmolt, J. Wecker, B. Holzapfel, L. Schultz, and K. Samwer, , Mydosh, Science85, 1540(1999.

Phys. Rev. Lett71, 2331(1993. 8E. Dagotto, T. Hotta, and A. Moreo, Phys. R&g4, 1 (2001).
3S. Jin, T. H. Tiefel, M. McCormack, R. A. Fastnacht, R. Ramesh, and’’V. Hardy, A. Wahl, and C. Martin, Phys. Rev. @}, 064402(2002.
L. H. Chen, Scienc@64, 413(1994. 30y, Xiong, S.-Q. Shen, and X. C. Xie, Phys. Rev6B, 140418(2001).
4Y. Tokura and Y. Tomioka, J. Magn. Magn. Mat@00, 1 (1999. 31p. Sheng, B. Abeles, and Y. Arie, Phys. Rev. L8, 44 (1973.
5A. P. Raminez, J. Phys. @, 8171(1997. 321|, Balcells, J. Fontcuberta, B. Manez, and X. Obradors, Phys. Rev. B
5C. Zener, Phys. Re®2, 403(1951). 58, R14 697(1998.
"P. W. Anderson and H. Hasegawa, Phys. Ré&0, 675 (1955. 33A. J. Millis, T. Darling, and A. Migliori, J. Appl. Phys83, 1588(1998.
8p.-G. de Gennes, Phys. Rél8 141 (1960). 34V, G. Prokhorov, G. G. Kaminsky, V. A. Komashko, Y. P. Lee, A. I.
°H. Y. Hwang, S. W. Cheong, N. P. Ong, and B. Batlogg, Phys. Rev. Lett. Tovstolytkin, and A. N. Pogorily, Fiz. Nizk. Tem28, 1199(2002 [Low
77, 2041(1996. Temp. Phys28, 856 (2002].
19C. M. Varma, Phys. Rev. B4, 7328(1996. 35G. R. Blake, L. Chapon, P. G. Radaelli, D. N. Argyriou, M. J. Gutmann,

M. Medarde, M. Mesot, P. Lacorre, S. Rosenkranz, P. Fisher, and gnd J. F. Mitchell, Phys. Rev. B6, 144412(2002.
K. Grobcht, Phys. Rev. B2, 9248(1995.

12y Tomioka, A. Asamitsu, H. Kuwahara, Y. Morimoto, and Y. Tokura, This article was published in English in the original Russian journal. Repro-
Phys. Rev. B53, R1689(1996. duced here with stylistic changes by AlP.



LOW TEMPERATURE PHYSICS VOLUME 31, NUMBER 2 FEBRUARY 2005

QUANTUM EFFECTS IN SEMICONDUCTORS AND DIELECTRICS

Influence of phase transitions on the excitonic absorption spectrum of K ,Cdl,
O. N. Yunakova and V. K. Miloslavsky*

V. N. Karazina Kharkov National University, pl. Svobody 4, Kharkov 61077, Ukraine
E. N. Kovalenko

Kharkov National University of Radio Electronics, pr. Lenina 14, Kharkov 61166, Ukraine
(Submitted June 25, 2004; revised August 30, 2004
Fiz. Nizk. Temp.31, 222—-225(February 2005

The absorption spectrum of thin films of,&dl, in the energy interval 3.6-5.1 eV is
investigated on heating and cooling in the temperature range 90—430 K. The temperature
dependence of the spectral positiep(T) and half-widthI'(T) of the long-wavelength exciton
band in KCdl, reveals the presence of second-order phase transitions at 400 and 220 K
and a first-order transition at 320 K. The sequence of phase transitiongCidl Kis like those in
the similar compounds REdl, and CsCdl,. © 2005 American Institute of Physics.

[DOI: 10.1063/1.1820569

According to the early thermographic studies, the comstrates heated to 100 °C; the technique is described in Refs. 4
pound formed in the KI-Cdlsystem is KCdls, while i and 5. The powder mixture was first fused under a shield, the
the corresponding rubidium and cesium systems the comiquid fraction of the melt was evaporated off, and the re-
pounds RBCdl, and CsCdl, are formed: However, x-ray  maining crystalline residue was evaporated onto the substrate
studies of fused powders of the molar compositiofCHls  at a higher temperature. The samples were annealed for one
do not confirm the formation of such a compound.was hour atT 4,,=120°C.
shown k_)y the present authors_ in Ref. 3 that the compound  Because of their high hygroscopicity, the®dl, films
formed in the KI-Cdj} system is KCdl,. We reached that yemoved from the vacuum and cooled in air to room tem-
conclusion on the basis of a comparison of the absorptioperature exhibited strong light scattering. To avoid this, the
spectra of thin films of the given molar composition with the pot samples were transferred to a vacuum cryostat having a
spectra of the other two compour?ds.mentmﬁed. copper finger that had been heated to 70°C. The cryostat
~ The absorption spectrum of thin films ot&dl, (Ref. 3 ;a5 pumped down and the samples were held in vacuum for
is similar in structure and in the spectral position somewhat, ovtended period.
main absorption lines to the absorption spectra of th4escom- The absorption spectrum was measured on an SF-46
pounds RBCdl, and CsCdl, with the 8-K,SO, StUCture,”  ghqyrgphotometer in the spectral region 3.6-5.1 eV and
which are proper feroelastics with an mcommensuratqemperature interval 90—430 K, which includes the tempera-

phase. The following sequence of phase transitions has be‘?Lrjlres of the possible phase transitions. In the interval 90—343

estabhshed. for those compounds: K the spectra were measured in the vacuum cryostat, while at
paraphase>incommensurate phase at  T¢,

: . o the higher temperatures the measurements were made in an
incommensurate: | ferroelastic(monoclinig phase afT.,,

: ordinary thermostatic chamber. The sample was held at at
a.rt1_d =1l f(ter:roelasnc atTC?’d(RifS' 6 and Z 'trhet'prgsftla tran- oach measurement temperature for 20 min.
sitions in these compounds nave a substantial INTUENCe on -y, increasing temperature the shape of the exciton

H 5
the exciton spectrurh® and one can therefore use the band changes from almost purely Lorentzian at 90 K to

method Of. exmtpn spect_roscopy to reveal the phase transf5urely Gaussian al=290 K on account of the exciton—
tions and investigate their character.

In this paper we report a study of the absorption Sloecphonon interaction. For this reason the band was approxi-

. . mated in the interval 90 K T<290 K by a linear combina-
trum of the new compoundJCdi, in the region of the long- tion of Lorentzian and Gaussian contours. In this

wavelength exciton band over a wide temperature range in- proximation the line shape is close to the Voigt confar,

: : i, ..ap
cluding the tempe_ratures of possmle_phase tra.nsmor?s W't@hange of the exciton band shape with increasing tempera-
the goal of revealing the phase transitions and mvestlgatlngJ

their influence on the exciton spectrum, re from purely Lorentzian at 90 K to purely Gaussian at

T=290 K has been established by the authors for a number
of compounds, both binaryincluding CuCl, CuBr, Cul,
Agl)® and complex (including AgCdl,, RbCuyClsl,,

Thin films of K,Cdl,~100 nm thick were obtained by Cs,Cdl,).*!°The parameters of the long-wavelength exciton
vacuum evaporation of a mixture of pure gdind Kl pow-  band(the spectral positiofk,,, the half-width", ande,,)
ders of specified stoichiometric composition onto quartz subwere determined by approximating the experimental depen-

EXPERIMENT
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FIG. 1. Long-wavelength excitonic absorption bands yCHl, at different T,K
temperatures. The spectra were obtained on heating of the sample. Film
thickness 145 nm.
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TEMPERATURE DEPENDENCE OF THE PARAMETERS OF 1
THE LONG-WAVELENGTH EXCITON BAND IN K ,Cdl, 02 1
In the spectral region 3.6-5.1 eV an interfggband is 0.15 F TTC3 ?rcg TTM
observed at 4.612 eV and a weakgrband at 4.97 e\(Fig.
1). With increasing temperature tiAgy andA,; bands shift to 0.1 ! I ! I
longer wavelengths, broaden, and weaken on account of the 0 100 200 300 400
exciton—phonon interaction; this indicates that these bands TK

are due to ex0|ton|.c ex0|tat|on§. The spectral posmon of the g o Temperature dependence of the posiign(a) and half-widthT" (b)
Ao band(4.612 eV in the coordinate&,(x), wherex is the  of the A, band in K,Cdl,, obtained on heatingl) and cooling(2) of the
molar concentration in the system (2Kl (Cdygl),, lies  sample.
on a straight line connecting ttg,, exciton peak in KI(5.84
eV) and theX; peak in Cd} (4.04 eV} at x=2/3, indicating
that the bands belong to the compoungOdl,. The possible
compound KCdlg (x=0.5) would have a long-wavelength
peak at 4.94 eV. That the spectrum belongs to the compou
K,Cdl, is also indicated by the proximity of th&, band to
the corresponding bands in R&dl, (4.63 eV} and CsCdl,
(4.65 e\).*®

The sharp long-wavelength edge of thg band and its
high intensity indicate that ¥Cdl, is a direct-gap insulator.

The parameters of théd, band (the positionE,,, the
half-width T, and e,,,,) were determined at 23 temperature
points on heating and cooling of the sample.

interval 220-300 K the temperature coefficient of the shift is
Spmewhat smalledEy, /dT= —4.0x 104 eV/K. In the vi-
clnity of T.,~320 K one observes a kink iErln(T), and in

the interval 320-400 KdE,/dT=-6.8x10"%eV/K. A

still larger valuedE,,/dT=—1.5x10"2 eV/K is observed

in the paraphase at>400 K. It should be noted that the
phase transitions are weakly manifested and smeared in tem-
perature on theE,Tn(T) curves, taken on heating; this is ap-
parently due to the thermal inertia of the sample, because of
which the Il ferroelastic phase partially persists in the exis-
tence region of the | ferroelastic phase (22&K

in ;-rr:eesirg(s-lt-;nig?lr(d-li-f)fecrlé:(\/t:eis te;)k Eg;lzeeit;?ﬁea&defgg:' <320 K), and the I ferroelastic phase in the existence region
9 y 9. of the incommensurate phase (3268:K<<400 K).

memory effects displayed by ferroelastics. The temperature The half-width of theA, band on heating increases lin-

curvesEJn(T) taken on heating have kinks d;~220 K, early in the whole temperature region by the law
T.»~320 K, andT.;~400 K. Near those temperatures one y P 9 y

also sees features in the reverse @ifiT) and on the(T) I'(T)=T(0)+aT,

curves taken on heating and cooling; evidently there are

phase transitions in this temperature region. Assuming thavherea=dI'/dT, andI'(0) is the residual width determined
the same sequence of phase transitions occurs@dlk as by the defect state of the lattice. In the existence regions of
in the isomorphic compounds RBdl, and CsCdl,, let us  the different phases the valuesdif/dT are as follows:

analyze thek(T) and I'(T) curves for the forward and I ferroelastic (90 k< T<220 K)

reverse paths of. dl'/dT=6.23x10 % eV/K, I'(0)=0.122 eV;
With increasing temperature th, band is shifted lin- | ferroelastic phase (220 KT<320 K)

early to long wavelengths at a rate dE,,/dT=-5.68 dI'/dT=5.8x10*eV/K, I'(0)=0.120 eV;

X 10" % eV/K in the temperature interval 90—-220 K. At incommensurate phase (326K <400 K)

~220 K a kink is observed on tHEL](T) curve, while inthe  dI'/dT=7.14x10 “ eV/K, I'(0)=0.08 eV.
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In the region of the paraphasd*400 K) theI'(T)  tions at T;;~400 K and T¢3~220 K and a second-order
curve goes to saturation, apparently because of the proximitiansition atT.,~320 K. The temperature trend &.,(T)
of the temperatures in this interval to the melting point ofandI’(T) in the interval 320 KX T<400 K is typical for an
KzCdl, .(210.°C)-1 The linear trend of'(T) indicates a low  incommensurate phase: stronger temperature hysteresis in
dimensionality of the excitons in #Cdl,. According to a  the low-temperature region ne@r, and weaker hysteresis
theory developed for the exciton—phonon interaction in crysnear T.;. Based on what we have said above, it can be
tals of different dimensionalit}} a linear dependence of concluded that KCdl, apparently exhibits the same se-
I'(T) is characteristic of 2D excitons. The larger value of thequence of phase transitions as do,&8l, and CsCdl,.
residual broadening in the low-temperature ferroelastic
phases characterizes their higher defect density as compared
to the incommensurate phase. E-mail: Vladimir.K.Miloslavsky @univer.kharkov.ua
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even in the eXISter?C_e region of the paraphase’_althOUQh the|. N. Belyaev, E. A. Shurginov, and N. S. Kudryashov, Zh. Neorg. Khim.
values of the coefficients of the temperature shift are close: 17 2812(1972.
dE./dT=—1.17x10 2 eV/K. On the reverse path in the 2H.P.Beck and W. Milius, Z. Anorg. Allg. Chen§62, 102 (1988.
incommensurate phase tEén(T) andFl(T) curves have a 3V. K. Miloslavskii, O. N. Yunakova, and E. N Kovalenko, Fiz. Tverd.
; R ] " Tela (St. Petersbuiigd6, 2206(2004 [Phys. Solid Statd6, 2281(2004)].
jump fat Tea, mdlcat_mg a ﬂrst-prder phasg transition. Such 40. N. Yunakova, V. K. Miloslavski and E. N. Kovalenko, Fiz. Tverd.
behavior ofE}n(T) in the region of the incommensurate Tela(St. Petersbuigds, 887 (2003 [Phys. Solid Statd5, 932 (2003].
phase is apparently due to the formation of solitons and theifO. N. Yunakova, V. E< Miloslavsky, and E. N. Kov]alenko, Fiz. Nizk.

Fa i B I _ Temp.29, 922 (2003 [Low Temp. Phys29, 691 (2003)].
plnnlng as the t_emperature approacﬂi@@ this plnn_lng par K. S. Aleksandrov, S. V. Melnikova, I. N. Flerov, A. D. Vasilev, A. .
tially persisting in the polar phase &t 320 K. The increase  ypgjik, and I. T. Kokov, Phys. Status Solidi 205 441 (1988.
of I' in the lower-temperature ferroelastic phase® ( 7v. Teuchard, M. Louer, J. P. Auffredic, and D. Louer, Rev. Chim. Miner.
<320 K) in comparison with the incommensurate phase 24 414(1987. _
(320 K< T< 400 K) indicates the presence of an additional V. K. Miloslavskii, O. N. Yunakova, and Sun Tsya-Lin, Opt. Spektrosk.
. . . . ) 78, 436(1995 [Opt. Spectrosc78, 391 (1995].
broadening meChanlsm In th_ose phases. _The Co_nt”puuon 18y, K. Miloslavskii and O. N. Yunakova, Opt. Spektrosk7, 95 (1984
the broadening from the exciton—phonon interaction is close [Opt. Spectrosc57, 51 (19847; V. K. Miloslavskii and O. N. Yunakova,
in value in the incommensurate and ferroelastic phases, asUka- Eiz- Z‘E"d(Rsuzsséegc(bigéj 50 (1986; V. K. Miloslavskir and O. N.
H . unakova,ibia. . .
can be inferred _fr_om the close_ values d)]“/d_T n thOS? 100, N. Yunakova, V. K. Miloslavskj and E. N. Kovalenko, Fiz. Tverd.
phases. The additional broadening of the exciton band in theTe|a(3t_ Petersbungd3, 1037(2001 [Phys. Solid Statd3, 1072(2001)];
ferroelastic phases is apparently due to scattering of excitonsE. N. Kovalenko, V. K. Miloslavski and O. N. Yunakova, Fiz. Tverd.
by domain walls Tela (St. Petersbung40, 1022(1998 [Phys. Solid Statd0, 934 (1998].
. i _
Thus a study of th&,(T) andT(T) curves in KCdl, M. Schreiber and Y. Toyozawa, J. Phys. Soc. Ji#).1528(1982.

has established the presence of second-order phase tranBanslated by Steve Torstveit



LOW TEMPERATURE PHYSICS VOLUME 31, NUMBER 2 FEBRUARY 2005

New quantum states in the fractional quantum Hall effect regime
E. A. Pashitskii*

Physics Institute of the National Academy of Sciences of Ukraine, pr. Nauki 46, Kiev 03028, Ukraine
(Submitted June 30, 2004; revised September 13,)2004
Fiz. Nizk. Temp.31, 226-236(February 2005

It is shown that the new fractional values of the filling factor observed experimentally in the
fractional quantum Hall effed~FQHE) regime,v=4/11, 4/13, 5/13, 5/17, 6/17, 3/8, and 3/Ehd
also the complementary fractions 5/8 and J/ithich do not fit the standard composite

fermion model, can be described in the framework of an expanded systematics of the quantum
states of the FQHE, based on Halperin's conjecture of the coexistence of free electrons

and bound electron pairs in two-dimensiofi2D) systems in the thermodynamic limit. The
possibility of existence of bound triplet “Cooper” pairs in a completely polarized state at the
lowest spin Landau level may be due to the electron—phonon interaction of 2D electrons

with 2D surface acoustic and optical phonons localized near the interface in semiconductor
heterostructures. The proposed expanded systematics includes as particular cases the
Laughlin model, the early hierarchical models of the FQHE, and the composite fermion model,
including certain generalizations of it, and permits a description of absolutely all of the
observed fractional values of including fractions with even denominatqiis particular,v=3/8

and 3/10 and also predicts the possibility of existence of new “exotic” fractides., v

=5/14, 5/16, and 3/20 © 2005 American Institute of PhysicgDOI: 10.1063/1.1867312

1. INTRODUCTION known fractionsy=2/7, 1/3, and 2/5 and correspond to the
) ) following values of the filling factor.y=>5/17, 3/10, 4/13,

It is customarily assumed that all the features of the HaII6/17 4/11, 3/8, and 5/1@&ee Ref. Band also the comple-
resistanceR, =R, (platead and transport magnetoresis- mentary values (+ v)=5/8 and 7/11, due to the electron—
tanceR,, (minima) of two-dimensional(2D) electron sys-  poje symmetry of the 2D states at the Landau levels.
tems as functions of the magnetic fidklin the fractional As was noted in Ref. 3. all of the new fraction with odd
quantum Hall effec FQHE) regime are described by the yenominators can be described formally by the early hierar-
composite fermiorCF) model. The composite fermions are nical model of anyon4® although it is assumed that some
formed on the basis of bound state®mposites of spin- ¢ these states are unstali@mpressibl¥” or incompletely
polarized 2D electrons with an even number of magnetic ﬂw%pin polarized® Furthermore, the anyon model does not de-
quanta®o=hc/e per electror(hereh is Planck's constant,  g¢yibe the fractions with even denominators.
is the speed of light, and |séhe electron charge For this reason the authors of Ref. 3 conjectured that a
~Inthis sense thee%F modekould seem to contradict the o\, FQHE phenomenon had been observed in their experi-
initial Laughlin modet for the FQHE, according to which - ents “occurring for weakly interacting composite fermions
there is an odd number of flux quanta for each electron, i, the case of partially filled higher Landau levels. In such a

=2n+1 (n=123,..). Nevertheless, the simple Laughlin 556 the numben in relation (1) should be replaced by a
fractions for the filling factor of the lowest spin Landau .qtain parameter* :

level, v=1/3,1/5,1/7,.., arecontained in the CF scheme,

which leads to the following two-parameter relation for o
Ne n YT 2kF =1 2
V_N_q)_ 2kn+ 1 (k,n—1,2,3,..), (1)

wherev* is a set ofk-dependent noninteger numbers, which
whereN, andNgy are the total numbers of electrons and flux can be denoted as, . In particular, it was shown in Ref. 3
quanta in the 2D systerk,determines the number of pairs of that the fractionrv=4/11 corresponds to a valu¢ =v,=1
flux quanta per composite fermion, amdlabels the new +1/3, the fractionv=>5/13—-v,=1+2/3, v=6/17—-v,=1
filled Landau levels in the effective magnetic fiéldp that +1/5, »v=3/8—v,=1+1/2, v=4/13-v,=1+1/3, v
the FQHE can be treated as the integer quantum Hall effect 5/17— v,=1+2/3, andv=3/10—v,=1+1/2. (We note
(IQHE) in a system of noninteracting composite fermions. that errors were made in calculating the fractions4/13,

However, experiments done on ultraclean samples with @=5/17, v=7/11, andv="5/8 in Ref. 3)

record electron mobilityue~10" cm?/(V-s) at ultralow Replacing the integem=1 in (1) by improper fractions
temperature§ ~ 35 mK have revealed new features Ry, v*>1 corresponds to the FQHE for composite fermions,
at fractional values of the filling factor which are not de- though not on the lowest but on the next partially filled Lan-
scribed by the standard CF modeThese new fractions, dau level in the space of composite fermions, by analogy
never before observed, lie in the intervals between the wellwith the FQHE for the usual 2D electrons on the higher

1063-777X/2005/31(2)/8/$26.00 171 © 2005 American Institute of Physics
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Landau levels in the IQHE regim@or example, for states of strictly two-dimensional, since their wave function is
the typev=4/3, v=5/3). “smeared” along the third dimension over a certain region of
An attempt was recently undertak8mo construct a the- finite width. That means that the operation of permuting two
oretical foundation for the ideas expressed in Ref. 3 abouglectrons, in spite of the two-dimensional character of their
the next generatiorthierarchy of FQHEs for interacting quantum motion in the lowest 2D subband, can be realized
composite fermions in order to explain the unusual fractionwia an infinitely large number of different 3D trajectories,
in the framework of an expanded CF model with such awhich are topologically different from planar 2D trajectories.
valuev*>1+7vin Eq.(2) for k=1, leading to the following For this reason the division into fermioriglectron$ and

expression for the filling factor in the interval H3<<5/3: bosons(bound pairs in the construction of the Halperin
3n+1 wave functiont! is entirely justified. However, in Ref. 11 no
= (n=1,2,3,..). (3) assumptions were made as to the dynamic mechanism of
8n*3 formation of the bound electron pairs in semiconductor het-

This result was obtained in Ref. 10 with the aid of a €rostructures in a quantizing magnetic field.
numerical diagonalization of the Coulomb Hamiltonian of a N Ref. 12 it was shown that the bound pairs of degen-
system ofN, electrons N,=8,12,16,20,24) arranged on the erate electrons can arise in the lowest quantum 2D subband
surface of a sphere centered around a Dirac magnetic mon8hich we shall call 2D electropsboth on the lowest spin
pole of “charge” Q (the Haldane configuratiofl A special Landau level and on the partially filled higher Landau levels,
Monte Carlo technigifewas used to obtain the value of the Py @ mechanism analogous to the formation of Cooper pairs
total magnetic flux through the sphereQ@®,, as a function N superconductors, owing to the electron—phonon interac-

of N, and then, from the ratidl/2Q®d,, relation(3) was tion with 2D surface phonons localized near the interface
obtained in the thermodynamic lim,— . between the different crystal&aAs and AlGaAsin semi-

However, such a model can explain the existence of onlyFonductor heterostructures. The effective electron—electron
two of the unusual fractions;=4/11 andv=5/13, out of the  attraction due to the exchange of virtual acoustic and optical
seven new features. “interface” phonons, with a low phaséegroup velocity in

Meanwhile, all the new featurd®f R,, and also abso- tr;e plane of the interface, can exceed the Coulomb repulsion
lutely all of the features oR,, andR,, observed previously € lely (Wher_es is the dielectric constant of the crystals and
in the FQHE regime, including fractions with even denomi-!n= V#c/eBiis the quantum magnetic length
nators ¢=1/2,1/4,1/6,..), which are the limiting states of Moreover, as was shown in Ref. 13, the Coulomb inter-
the CF modéi for n—oe for the differentk=1,2,3,.., are  action between 2D electrons on the same spin Landau level

described by the formula proposed in Ref. 11 for the fillingiS antisymmetric with respect to a certain integral transfor-

factor: mation in the momentum representation, so that at suffi-
ciently high momenta the antisymmetrized Coulomb matrix
. Am+p—4r @ element changes sign, i.e., corresponds to a certain effective
mp—r? attraction in momentum space. This effect is due to the

strong (infinite for r—0) repulsion between the completely
polarized electrons with parallel spins on account of the

_ 4r—p—4m Pauli principle, which is much more important than the Cou-

T2 mp (5 Jomb repulsion in the formation of the states of a so-called

. ] ] “incompressible” 2D Laughlin electron liquid.The change

wherem is an odd numberp is an even number, amdis @ i sign of the Fourier component of the Coulomb potential at
number of arbitrary parity. Formul@) is obtained in Ref. 11 large momenta can be interpreted as magnetic “overscreen-
on the basis of the assumption that in addition to the free Z%Qn of the Coulomb interaction by electrons on the same
electrons on the lowest spin Landau level there can existanday level2 In this paper we derive the Halperin relation
bound electron pairs which coexighterfere with the elec- (4) and its complement5) on the basis of a many-particle
trons and participate equally in the interaction with flux yave function of the Laughlin tygé and devise a general
quanta. universal algorithm for calculating any proper fractions

It should be emphasized that relati¢f) was obtained —g/k with g<k corresponding to the features Bf, and
with the aid of a trial wave function that is antisymmetric R,y in the FQHE regime, in the model of a 2D system with

(odd) with respect to permutation of completely polarized 5 syperposition of free electrons and bound pairs on the low-
electrons found on the lowest spin Landau level, and symgast | andau level.

metric (ever) with respect to permutation of bound electron
pairs in the triplet state with spior=1. In other words, the
approach taken in Ref. 11 was the usual approach to th
description of fermions and bosons characteristic for three-
dimensional(3D) systems, although it is knowrhat in 2D Halperin's hypothesig of the existence of bound pairs
guantum systems, indistinguishable particles or quasipartief electrons on the lowest spin Landau level of a 2D electron
cles (e.g., anyonsobey anomalous statistics and can for- system in the FQHE regime was justified in Ref. 12, where a
mally have arbitrary spin. concrete mechanism of formation of such pairs was pro-
Nevertheless, it should be kept in mind that in real crys-posed: the interaction of 2D electrons with 2D surface acous-
tals, electrons localized in a quantum well near an interfacéic and optical phonons localized near the interface in a
as a result of the size quantization of the spectrum are ndbaAs/AlGaAs heterostructure. The wave functions of such

or its complement:

. BOUND ELECTRON PAIRS AND THE HALPERIN WAVE
UNCTION
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surface phonons, which propagate with relatively low phas@nd bound electronéwvith coordinatesZ,, and Z;) and be-
(group velocities in the plane of the interface, are known totween bound electrons of the same paiith coordinatesZ;
be exponentially damped with dlstance from the interfaceandZ; _,). At the same time, in the second product the ex-
~e ¥ with a characteristic distande *=\/27 (where is  ponent will always be even,2(u is an arbitrary integer

the wavelength of the phonon akds the wave vector along owing to the symmetry of the wave function with respect to
the surface of the interfage permutations of bound pairs, and the exporgenbrrespond-

At the same time, the characteristic scales for degeneraiag to permutations of the pairs and free electrons has arbi-
2D electrons in semiconductor heterostructures are as fotrary parity (q is any integer.
lows: the distancel from the interface to the maximum of We write the square modulus of the functi@) in the
the density of electrons Iocalilzed in the quantum well, theform of an effective Gibbs canonical distributfon
inverse Fermi wave numbée: '=(27n,) ! for the mean 2
2D electron densityn,, and che quantTJm magnetic length [Wu["=exp— Py}, @)
ly. ForB=10 T andn,~10 ' cm 2 we obtain the esti- where
mates ;<10 ¢ cm andk-*=10"% cm. The distancd is of (M.M) (NN)
the same order of magnitude. This means that, on the one _ gg | ~2[m E In(Z,—Z,)+2u E In(Ri—R;)
hand, the wave numbers of the virtual 2D phonons that can i
be excited by 2D electrons at the interface on account of the (2N,M) (N.M)
e]ectron—phonqn interaction and Whpse gxchange can pro- Tw E IN(Z,—Z,)+q 2 In(R;~Z,)
vide the attraction necessary for pairing will be of the same i
order askg andl,;*. On the other hand, this means that the N)
2D electrons found at distancdss10~° cm from the inter- > In(z,-z, )]

. . .. . i—1

face can interact quite efficiently with surface phonons, the -
amplitude of which falls off insignificantlyby less than a
factor of €) over the lengthd.

In Ref. 12 both the matrix elements of the electron—

®

Here @ plays the role of an effective “free energy” of a
many-component 2D classical “charged plasma” with a

logarithmic “Coulomb interaction” between particlesee
phonon interaction with surface nonpolar acoustic and opti- Ref. 2. Since the spin plays no role beldithe problem is
cal phonons and the matrix elements of the Coulomb hin piay P

interactiort® were calculated for the first two lowest Landau effectively “spinless’), we shall assume that the electrons

levels, and it was shown that an effective attraction betweeﬁnd pairs on the onvest _Landau level are equivalent, so that
g. (8) can be rewritten in the form

2D electrons arises in certain regions of momentum space
and can lead to their “Cooper” pairing. Such a pairing of (M,M) (N.N)

electrons found on the same spin Landau level is triplet with —,3(1)H~2[ m > In(Z,-Z,)+2u, In(Z-Z)
a total pair spinc=1. Because of the finite width of the v b

region over which the electron wave functions in the 2D (N,M)

gquantum well are smeared into the third dimension and, +(2w+Q) E In(Zi—2,)

hence, the finite probability of a permutation of identical hr

particles along different nonplanar trajectories preserves the (N)

usual 3D-space relationship between spin and statistics for —t> In(Zi—Zi_l)] ©)
fermions and bosons. The bound electron pairs can therefore ‘

be considered bosons, and the spatial part of the total wave The next step is to fix one of the coordinates in each
function of the 2D system, by analogy with the Laughlin jogarithmic term at the same poidf,, so that one of the

function? can be represented in the fotn summations in the double sums is replaced simply by a num-
(M,M) (N,N) (2N,M) berM or N, and expressiof®) then takes the form
v~ 1T @z,-z)" Il R-r)* I (z-2,)" ) N
. Y e —BDy~2{ MM, In(Z,—Zo)+2uNY, In(Z;—Z,)
(N,M) (N) m |
<11 R=z)ll =207 ) M)

+(2W+q)NE In(Z,—Zo)
whereM is the number of free electron, is the number of a
bound pairsZ,, andZ, are complex 2D coordinates of the (N)
free electronsZ; andZ; _, are the coordinates of those elec- —tE In(Z; —Zo)]
trons that form pairs, an&;=(Z;+Z;_,)/2 are the coordi- !
nates of the centers of mass of the bound electron pairs. Bylere one can immediately pass to the thermodynamic limit,
virtue of the symmetry properties of the wave functions ofletting M — o andN—«, so that to good accuracy one can
the particles with half-integer spiffermiong and of the neglect the last term il0). As a result, collecting terms in
bound pairs with integer spitboson$ the exponents in the the sums ovep and overi, with allowance for the fact that
products(6) have different parity. In the first product, which the total number of electrons in the 2D system is equal to
describes the exchange correlations of free electrons, the bi-

. . : Ne=2N+M, 1
nomial exponenin is an odd integer, as are the exponemts €
andt, which correspond to the correlations between the freeve write (10) in the following form:

(10
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M) As a result, assuming for simplicity that all the coeffi-
—BPy~2y [ MM+ (2w+ q)N]E In(Z,—Zo) cients of proportionality are identical, one can write the ratio
m of the number of free electrond to the number of bound
(2N) pairsN in the form
+uNZi In(Zi—Zo)]. (12) M par_ M 2rp_ g
N 2m—r 2 N T —2m (18)

Hence it follows with allowance fofl1) that the total num-
ber of magnetic flux quanta in the 2D system is equal to Substituting the first of these relations intb7), we ob-
. _ tain the Halperin expressibtor the filling factor (4), valid
No=mM+(2w+q+uN=mM-+rN, (13 for r=<2mandp=2r, while the substitution of the second of
where the number=(2w+q+u) has arbitrary parity, since relations(18) into (17) leads to the complementary relation
2w is an even number angl andu are numbers with arbi- (5), valid for r>2m andp<2r.

trary parity. The minimum odd valuev=1, and the mini- Thus there exist a three-parameter set of values of the
mum even valueg=u=0, so thatr=2. filling factor, determined by the formulas
Proceeding from the general definition, we write the fill-
. . dm+p—4 4r—p—4
ing factor of the lowest Landau level, with allowance (i) p= &zr> 0, or = M>0 (19)
and(13),0 in the form mp—r r=—mp
N, IN+M depending on the values of the numbens p, andr in

relation to each other.

We note that the previously propos&deneralization of
(m=2n+1,r=n+1,n=1,23,.). (14  the standard two-parameter relatiohy of the CF modeél,
obtained by replacingh with v*=n+7, actually corre-
sponds to the introduction of a three-parameter formula-for
at arbitraryk.

For r=2m for any p the first of expression$l19) or

It follows from expression14) that in the absence of formula(4) degenerates into simple Laughlin fractions with
electron pairs, i.e., when their numb=0, the filling fac- 0dd denominators'=1/m=1/(2n+1). We note that fop
tors v at which features are observed in the conductivity=2r=2m both expressiongl9) contain an indeterminacy of
reduce to the simple Laughlin fractiofs: the type 0/0, the evaluation of which by I'igdal’s rule leads

to a valuev=1/m. Since the conditiomr =2m means the
y:iz 1 :E l } 1 (15) absence of bound electron pairsl{€0), we arrive at the
m 2n+1 3'5°7'9""7° conclusion that the Laughlin states are realized on free 2D

. . electrons M=N,).
On the other hand, if all of the electrons are bound into For p=2r for anym Eq. (4) implies the Halperin frac-

pairs, i.e., the number of free electroks=0, then formula tions v=2/r, which arise in the absence of free electrons

(14) gives the Halperin fractiongfor r=2): (M=0) in a system of coupled pairtN& No/2). However,
2 21212121 if one proceeds by analogy with Cooper pairs in supercon-
v=r=13.5.5.37:. 7795~ (16 ductors, then it becomes clear that the state Witk 0 can
be realized only at a temperature of absolute z&re ). At
Here the fractions with numerator 2, which are not Containedinite temperatures'r(;& 0) the numbers of partic|es and pairs
in the Laughlin theo@ but are described in the CF moael are nonzeroM #0 anng&O7 and they can Change 0n|y ina
[see relatiort1)], should be separated out, as should the fracgiscrete manner on changes Tn(just as in the case of a
tions with even denominators=1/2,1/4,1/8,.., which in  continuous variation of the magnetic fieR). The relative
the CF model are limiting states at—« for different k numbers of electrong’e=M/N, and pairsv,=N/N, can

Y"N®  mM+rN’

3. ALGORITHM FOR CALCULATING THE FILLING FACTOR
IN THE FQHE REGIME

=1,2,3,.... In addition, we note that the Laughlin fractionstake on the following values:
(15) are also contained ifiL6). ) )
In order to calculates for arbitraryM andN, we write p—ar r-p .
. : ' =—— >0 =—>0; 20
expression(14) in the form Ve am+ p—4r Or Ve 4dr—p—4m (20
B 2+M/N 1 _2m-r -0 _r—2m ~0- ”
Y FmMIN (7 "pT Am+p—ar o T —p—am~ @D
and take into account that the simple Laughlin fracti@y Formulas(19) or (4) and(5) in the general case describe

follow from (14) or (17) in two cases: foN=0 and forr a set of different proper fractions=q/k<<1 with arbitrary
=2m. This means that in the general case one carNset integer numeratorg and denominatork. However, the sim-
~(2m~-r)=0 forr<2m (butr=2) orN~(r—2m)>0 for  plest fractional values of, and which are most often ob-
r>2m. served, are, as a rule, obtained fr¢h9) as a result of many
On the other hand, foM=0 one can formally sei  cancellations of numerators and denominators, i.e., for a high
=2[lr=4/p, i.e., introduce a certain even numher2r and  degree of multiplicity of the numbersg andk
assume in the general case that-(p—2r)=0 for p=2r Since the numerator and denominator of the filling factor
or M~ (2r—p)>0 for p<2r. v correspond to the number of electroNs and number of
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TABLE I. Main fractional valuesv=q/k for m=32

P

T 4 6 8 10 12 14 16 18 20 22 24 26 28
2 1 5/7 3/5 7/13 1/2 9,/19 | 5/11 - 3/7 - 7/17 — 2/3
3 2/3 8/15 | 10/21 4/9 - - 2/5 - - 8/21 - -
4 1/2 3/7 2/5 5/13 3/8 7/19 | 4/11 - 5/14 - 6,/17
5 2/5 4/11 | 6/17 | 8/23 - - - - - -
6 1/3 1/3 1/3 1/3 0/0 1/3 1/3 1/3 1/3 1/3 1/3 1/3 1/3
7 - - - - 4/13 2/7

8 4/13 7/23 3/10 S/17 2/7 3/11 1/4

9 - 2/7 - - |as1s| - - 2/9

10 | 3/11 - 5/19 - 1,/4 - | 3/13|5/23 | 1/5

1 - - - - a7 - - - - 2/11

12 - 5/21 - - 2/9 - - 1/5 | 4/21 ~ 1/6

13 - - - - - - ~ - - - - 12/13

14 - - — — 1/5 - — — 2/17 — - - 1,/7

2Note The fractions are obtained on the basis of relatidnin the region 2<r < 6 andp = 2r and on the basis of relatio®) in the
region 7<r<14 andp=<2r. The horizontak =6 for anyp corresponds to the Laughlin state witk=1/3 (for M=N, andN=0). The
diagonalp=2r corresponds to the Halperin state witk 2/r (for N=N¢/2 andM =0), which are inaccessible @t*0. Fractions with
large incommensurate numerators and denominators are not giverindicated by dashesThe empty cells correspond to states that
are not described by relatiorig) and (5).

flux quantaNg, , such multiplicity means that a large number Let us give several examples. We start with three typical
of particles(electrons and paiysimultaneously form coher- fractions described by formulél): »=3/7, 4/9, and 5/11.
ent bound stategor composites with the same number of Substituting the corresponding valugs 3, 4, 5 ank=7, 9,
quanta(not necessarily evenlper electron. As a result of 11 into (23) and then into(24), we find the corresponding
this, the experimentally observed features appear in the magalues of the parameters for these fractions ffio=3: |,
rocharacteristicge.g., inR,, andR,,) of all 2D systems. =2,1,=4,p,=10; 1,=3,1,=3, p,=12; I3=4,r3=2, p3

To find such fractions'=g/k with <k and a high mul- =16 (see Table )L Other values of do not satisfy the re-
tiplicity of the numerator and denominator we propose thequirements 2r<6 andp=2r.

fO”OWing Simple algorithm. Equate the numerator of expres- We note that the fractiom=3/7 is also realized fom
sions(19) to a product of numberg and the denominator to =5,1=8,r=2, p=12 (Table ).
a productlk (wherel is an intege), and solve the two equa- Let us now consider the exotic fractions observed in Ref.
tions for p andr at fixed values ofm=2n+1. From the 3 \wnhich do not fit into the CF schenie.
condition for obtaining a solution in the form of integers we First we take the fractiom=4/11. Substituting the cor-
find the desired multiplicity of thg number and denomina- responding values=4 andk=11 into (23) and (24), for
tor. Indeed, from the two equations based on the first of,_ 3 \e find four ways in which the given fraction is real-
relations(19) or relation(4): ized: 1,=1, r,=5, py=12; |,=4, r,=4, p,=20; 13=9, I
4m+p—4r=Ilq; mp—r?=Ik (22 =3,p3=36;1,=16,r,=2, p,=60. In addition, the fraction
4/11 is realized fom=5, =4, r=4, andp=12. We note
that the fractionv=7/11, complementary to=4/11, ob-
served in Ref. 3 owing to the electron—hole symmetry of the
r=2m-yl(gm—k)<2m. (23 spectrum, cannot be obtained from relati@®3) and (24).
The next fractionv=4/13 is realized fom=5, =7, r
=3, andp=20, and the fractionn=>5/13 is realized fom

we obtain a quadratic equation forthe lesser root of which
is equal to

Then the parametqgy is determined by the relation

p=(4r—4m+lq)=2r. (249 =7,1=2,r=4, andp=14. We note that the complementary

For an arbitrary positive numberjth—k) the square fraction »=9/13 is realized fom=5, 1=2, r=2, andp
root in (23) is calculated exactly from the condition =6, while the fractionv=8/13 does not satisfy relatioii3)

and (24).
_n?

I(@m—k)=n%, (25) The fractions 5/17 and 6/17 have two sets of parameters:
i.e., for I=(gm—k) or for | equal to the cofactor ofm  »=5/17 is realized fom;=5,1,=2,r,=6, p;=14 and for
—k) that completes the square on the left-hand side. m,=7,1,=8, r,=2, p,=20, andv=6/17 is realized for

If the number ¢m—Kk) itself is a complete square, then m;=3, |;,=1, r;=5, p;=14 and form,=7, |,=4, r,=4,
| is equal to 1 or to any complete square, and the only rep,=12 (see Tables I, II, and I}l
strictions onl are the conditions r=<2m andp=2r and Finally, the most exotic new fractions with even denomi-

the condition on the parity of the numbpr nators among those observed in Ref. 3, vizs 3/8 andv
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TABLE Il. Main fractional values ofv=q/k for m=52

r 3 4 [ 8 10 12 14 16 18 20 22 24 26 28
2 1 9/13 5/9 11/23 3/7 — 7/19 — 1/3 — — — S/17
3 2/3 — - — — — - 4/13 - — — -
4 1/2 7/17 4/11 1/3 5/16 — 6/21 — — 5/19 —
5 2/5 - — - — 4/15 — - - —
6 1/3 5/17 3/11 - 1/4 — S5/21 — 3/14
7 2/7 — — 4,17 — — 2/9 -
8 1/4 3/13 2/9 5/23 3/14 — 4,/19
9 2/9 | 4/19 | - - - _
10 1/3 1/3 1/3 1/5 1/5 1/3 1/5 1/5 0,/0 1/5 1/5 1/5 1/5
11 — — - - - - - — 4/21 2/11

12 — — — — 4/21 — 3/16 — 2/11 3/17 1/6

13 — - — - - 2/11 — — 4,23 — — 2/13

14 2/11 — — — 3/17 — — — 1/6 — 3/19 — 1/7

2Note In the region 2r=<10 andp>2r the fractions are obtained using Eg), while in the region 1kr <14 andp < 2r they are
obtained usind5). The horizontar =10 is the state with-=1/5. The diagonal is the state wiith=2/r (r=2).

=3/10, are realized first ah=3,1=4,r=4, andp=16 for
relations(4), (23), and (24) (the fractionvy=5/8 is comple-
mentary, and the second fam=3, |=4, andr=p=38, but
on the basis of the second of relatiqd®) or formula(5), for
whichr andp are determined by the expressions

r=2m+Il(k—ma@)>2m, (26)
p=(4r—4m—1q)<2r. (27)

We note that the fractions=4/13 andv=5/17 can also
be obtained using relationt§), (26), and(27). For example,
for m=3 the valuev=4/13 corresponds tb=1,r=7, p
=12 or =4, r=8, p=4, while the valuer=5/17 is ob-
tained forl=1,r=8, p=10(see Table)l The same relations
give the known fractiongy=2/7 andv=2/9, which form

TABLE Ill. Main fractional valuesy=q/k for m=72

=3 correspond tb=4,r=8,p=12 orl=9,r=9, p=6 (for

v=2/7) andl=12, r=p=12 (for 7=2/9). Form=5 the
fraction v=2/9 is realized according t@), (23), and(24) at
I=9,r=7,p=26 andl =9, r=8, p=20, while the fraction

v=2/11 form=5 is given by relation$b), (26), and(27) for

=4, r=12, p=20 or |=9, r=13, p=14, or =16, r

=14, p=4 (see Table I\
With increasing numeratay and denominatok and as

the fractionv=q/k approaches the value=1/2, which is
the limiting value for the first series of fractions in the CF
model! a tendency for the parametérs, andp to decrease
is observed. For example, the fractior=8/17 is realized
according to relationg4), (23), and (24) with m=3 for |

=7,r=13, p=96 and withm=5 for =23, r=33, andp

r 2 4 6 8 10 12 14 16 18 20 22 24 26 28
2 1 13/19 } 7/13 | 5/11 2/5 - 1/3 - S5/17 — - - 1/4
3 2/3 - — - - - - - - - - -
4 1/2 - 6,/17 - - 3/11 — - - - 2/9
5 2/5 — — - - - - - - -
6 1/3 — 3/19 — 3/13 - - - 1/5
7 2/7 — - - — — - -
8 1/4 - - 1/5 - - 2/11
9 2/9 - - - - -
10 1/5 - 3/17 - 1/6
11 2/11 - - -
12 1/6 3/19 | 2/13
13 2/13 -
14 1/7 1/7 1/7 1/7 1/7 1/7 1/7 1/7 1/7 1/7 1/7 1/7 0/0

2Note All fractions in the region Zr<14 andp=2r are obtained using relatio@).
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=296. At the same time, the closest te=1/2 among the experimental accuracy achieved in Ref. 3, merging into a
observed fractiond,y=9/19 andv=10/21, are realized ac- “sea” of indistinguishable states.
cording to(4), (23), and (24) with m=3: first for =2, r The quantum states with=1/2n are in no way distinc-
=2, andp=14, and the second fdr=1, r=3, p=10 (the tive in this model in comparison with other fractions with
fraction v=10/19 is complementary to=9/19 and does not high multiplicity, unlike the case of the CF modeiyhere
satisfy relationg23) and (26) itself. the states 12 are singular points at which the composite
In this way one can obtain in the given model any of thefermions behave as quasiparticles in a Fermi liquid at zero
known fractions or a prespecified proper fraction, includingmagnetic field*
all the fractions that follow from the CF modhnd also all In this connection we turn our attention to the puzzling
the new “anomalous” fractions observed in Ref. 3, which dostater=5/2 observed in the region of the IQHE but having
not fit in with the standard scherhdike the IQHE for com-  all the properties of a state of the FQHE™" In particular,
posite fermionsor with the refined scheme of Ref. 1like  the Hall resistivityR,, in the vicinity of »=5/2 has a pla-
the FQHE for composite fermions on high Landau lexels teau, while the spectrum of excitations has an energy gap
It is of interest to follow the formation of simple frac- corresponding to the “incompressible” state. It should be
tions »=1/m other than the “trivial” Laughlin states at ~ €mphasized that the improper fraction=5/2 is not con-
=2m andN=0 or the special Halperin states=2/r with  tained in relationg4), (23), and(24) or (5), (26), and(27),
r=2(2n+1) for p=24 andM =0 (i.e., for T=0). which describe only proper fractions=q/k<1 (the substi-
We note, first of all, that for the fraction=g/k=1/m tution of g=5 andk=2 into them leads to negative values

the combination of numbergm—k is identically equal to ©f I Or to odd values op). _

zero, since for anym such fractions satisfy relation@}), However, as was shown in Refs. 18 and 19,_th|s state can
(23), and(24) for any everl =2n, to ensure the parity of the € represented as=2+1/2, i.e., as the half filling of a
numberp. This means that the multiplicity of these states is"!9her Landau level in no way different from the state
restricted only by the total number of 2D electrodg,. I~ — 1/2; this confirms the conclusion we have reached above.
particular, for an even number of electrons in the 2D system,

all the electrongor electron pairscan participate simulta- 4. CONCLUSION

neously in the formation of Laughlin states=1/m, which Thus on the basis of the single assumption that bound
accounts for their maximal stabilityincompressibility”). It gjactron pairg exist in addition to free electrons in 2D sys-
is those quantum states which correspond to the macroscopigms in the FQHE regime, we have been able to construct
coherence of a large number of particles that are CharaCte{hree-parameter relatior(¢9) or (4) and (5) for calculating
ized by the deepesall the way to zerpand broadest minima  ne fractional values of the filling factor=N,/Ng of the

in the magnetoresistand®, and, accordingly, a broad pla- |owest Landau level, which include both the particular case

teau in the Hall resistandey, =R, - _ of Laughlin modef: the hierarchical model of anyofis,and
We note that the fractions=1/m can be realized for the standard collective fermion modeland also its

other parameters also. For example, the fractiorsl/3 at  modifications>©

m—>5 corresponds to three sets of parameters in relatins The possibility of formation of bound pairs was dis-
(23), (24):1,=8,r,=8,p1=14;1,=18,1,=6, p,=12; I3 cussed previously in Ref. 20, and in Ref. 12 a concrete
=32, r3=4, p3=14, and form=7 by two sets:l;=16,  mechanism of “Cooper” pairing of 2D electrons owing to
ry=6,p;=12 andl,=36, r,=2, p,=16. the electron—phonon interaction with surface 2D phonons

At the same time, many fractions with larger but non-|ocalized in the plane of the interface in semiconductor het-
multiple (incommensurate numerators and denominators, erostructures was proposed. We note that these “interface”
which follow from relations(19) or (4) and(5) are unobserv-  gptical phonons have been observed by Raman scattering in
able (virtual) because of the instability of the states corre-semiconductor superlatticés.
sponding to themaccidental configurations of the particles Relations(4) and(5) or (19) allow one to describe abso-
and flux quanta lutely all of the experimentally observed fractional values of

Finally, let us consider the appearance of simple fracthe filling factor in the regionw<1 and also, possibly, to
tions with even denominatons=1/2n (besides the Halperin predict certain new exotic fractions not yet observed, e.g.,
fractions withv=2/r for r=4n and forM=0). The fraction = y=5/14 (for m=3, | =4, r=4, p=24), v=>5/16 (for m=5,
v=1/2 arises, e.g., foan=3,1=16,r=2, p=12, according |=4, r=4, p=16), or v=3/20 (for m=7,1=4,r=12, p
to (4), (23), and (24), and the fractiorw=1/4 for m=3, | =32).
=16, r=10, p=12, according td5), (26), and(27) or for Here it should be taken into account that the intensity of
m=5, |=16, r=6, andp= 20, according ta4), (23), and  an observed featur¢ghe depth and width of the minimum of
(24), whereas the fractionn=1/6 corresponds to relations R,,, the width of the plateau dR,y) under otherwise equal
(5), (26), (27) with m=5 for |=16, r=14, p=20 or | conditions(the same electron densities and electron mo-
=36, r=16, p=8 (see Tables | and )l bilities . and equal temperaturdy increases with increas-

It is seen that these states also have a high multiplicityng degree of multiplicity of the numerator and denomina-
(I>1). The fact that the experimentally observed minima oftor of the corresponding fraction=q/k, evaluated on the
R, at v=1/2, 1/4, and 1/6 do not reach zero is due to thebasis of relationg4), (23), and (24) or (5), (26), and (27).
rising density(as v=1/2n is approachedof the “forest” of  This is because the multiplicity determines the number of
other states with close values nfthe features of which are coherent composites of electrons andk flux quanta, which
weakened and become unresolvable even at the record higbrm the given quantum state. For example, the maximum
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Spatially separated stable charge centers—trapped electrons and self-trapped holes—are
generated in Ar cryocrystals by a low-energy electron beam. A combination of the
cathodoluminescence and photon-stimulated luminescence methods has been used to probe
recombination reactions. Photon-stimulated vacuum ultraviolet intrinsic recombination
luminescence from pre-irradiated solid Ar was detected for the first time. The 1.96 eV laser light
has been demonstrated to release electrons from their traps, giving rise to the well-known

M band at 9.8 eV. Additional information on the photostability of charge centers at low
temperatures is obtained. @005 American Institute of Physic$DOI: 10.1063/1.1867313

INTRODUCTION luminescence in VUV range—the well-knownM

. L ) , band—has been performed for solid argon in the range
Irradiation of solid insulators with vacuum ultraviolet 15_30 K and in a wider range 5-30 ¥34Recent experi-

(VUV) light above the band gap energy, or with fast par-  ments revealed thermally stimulated exoelectron emission
ticles results in the excitation of the electronic subsystem an?TSEE) from solid Né® and Ar’*%4The latter studies clearly

the generation of electron-hole pairs, the creation of latticjemonstrated the correlation in the yields of exoelectrons
defects, and the formation of metastable centers of guestg,q vy photons of the intrinsic recombination emission

The subsequent relaxation represents a complex chain @iy pre-jrradiated solid Ar. An interesting interconnection

branched processes and involves not only the electronic sUButyeen atomic and electronic relaxation processes was

system but the nuclear one as well. Various relaxation progy nd. It was suggesté¥land then demonstratédl4that
cesses have been u4nder extensive investigation in differeie thermally stimulated recombination of neutral guest oxy-
classes of materiafs:* Atomic cryocrystals with their well- gen atoms in the Ar matrix followed by JOformation and
known electron.ic structure a.nd simple c;rystal lattice are Peliadiative decay of the oxygen molecule resulted in the emis-
fect model solids for studying relaxation paths. The finalgjon of exoelectrons from solid Ar. This posed the question

stage of relaxation, i.e., the processes occurring on complgst he influence of visible light on relaxation paths in atomic
tion of the irradiation, is of special interest for “nderSta”d'ngcryocrystals.

the radiation effects, dynamics of charge carriers, and stabil- * ;g paper reports the first experimental results on the
ity of radiation-induced centers. The primary states of the,q ence of visible

trapped holes and electrons,

guests. A stimulating factor for these relaxation processeﬁlg the cathodoluminescence spectroscopy method combined
could be the heating of the sample or irradiation by visible,

ight with the technique of photon-stimulated luminescefR8L).
Qharge recomblnatloq is one of thg most |mport§1nt T PERIMENTAL
laxation channels determining the carrier concentration ang
local electric fields in irradiated solids, which influence a Some details of the experimental techniques have been
number of processes such as emission of photons and elegescribed elsewheré. Only the essential points and the
trons, energy conversion, desorption, etc. The methods ohodification details are mentioned here. Samples of nomi-
activation spectroscopy are especially powerful tools for in-nally pure Ar(99.99% were grown from the gas phase by
vestigation of relaxation in solids, and the method of ther-deposition on a Cu metal substrate, cooled by a He-flow
mally stimulated luminescencél'SL) is most common in cryostat. During the deposition the temperature was kept low
use® Indeed TSL from atomic cryocrystals has been studiecenough(4.5 K) to prevent all thermally stimulated processes.
in several publications—after irradiation with x ra/selec-  The content of impurities such as,ON,, CO,, and HO
tron beam$; ! and synchrotron radiatiof. The total and  did not exceed 10°%. The base pressure in the deposition
spectrally resolved yields'3 of TSL were measured and the chamber was about 16 mbar. The samples were deposited
activation energies of different electron traps were estimatedor 5 min and their thicknesgbout 50—10Q.m) was deter-
Analysis of the thermally stimulated intrinsic recombination mined by measuring the pressure decrease in the known vol-

1063-777X/2005/31(2)/3/$26.00 179 © 2005 American Institute of Physics
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ume of a bulb in the gas inlet system. The temperature of the 80
samples was measured by a calibrated GaAs diode fixed to 75
the substrate. All the films were irradiategl & 1 keV elec- "
tron beam after deposition. The irradiation time averaged 30 = 70
min, and a 1 mA/crh current density of electron beam was > 65
maintained. As was shown in Ref. 9, electrons of this energy ‘;? 60
efficiently create stable Frenkel pairs—interstitials and va- 2
cancies. 2 55
The luminescence spectra of solid Ar were recorded un- g 50
der irradiation using a normal-incidence VUV monochro- - 45
mator with a dispersion of 1.6 nm/mm. After irradiation we
tuned the monochromator to the wavelength of kMieband 40 , | \ ,
of solid Ar to register the spectrally resolved intrinsic recom- 7 8 9 10 11
bination luminescence from the samples under a laser beam. Energy, eV

A He—Ne laser of low powe2 mW) in the CW mode was
used with a 1:4 neutral attenuator. The laser beam was def
cused to a diameter of 2.5 cm to cover the sample. The
indicated temperature value did not change when the laser
was switched on. All measurements were made at tempera-
ture (4.5 K) lower than the threshold temperature for ther-

mally stimulated processe€l0 K) to prevent thermally —Such as A o
stimulated release of electrons from their traps. This recombination process can be presented by the fol-
lowing reaction:

1G. 1. Luminescence of solid argon, excited with an electron beam at 1
eV at 4.5 K. The main feature of the spectrum is Meband at 9.8 eV.

to recombine with positively charged intrinsic centers

RESULTS AND DISCUSSION Ary +e—Ary —Ar+Ar+hv(9.8 eV). 1)

On exposure to an electron beam, electron-hole pairs are Figure 1 shows a typical spectrum of solid Ar recorded
generated quite efficiently because the ionization cross seon irradiation by an electron beam. The main feature of the
tion for electrons is several orders of magnitude larger thaispectrum is the well-knowM band at 9.8 eV stemming
that for VUV photons. The holes generated under irradiatiorfrom the radiative decay of the Arcenter, i.e., the transition
are self-trapped in the lattice within 18 s (Ref. 1) due to  from the %% state to a repulsive part of the ground state
electron—phonon interaction and become immobile. As haéEg . Note that the radiative state can be populated via both
been suggested theoreticalgnd proved experimentallf;'®  the processes of exciton self-trapping and the recombination
the self-trapped hole$STH) have the configuration of a of the STH with an electroiil).
dimer ion and can be considered as,Rgenters in their own To check the influence of visible-range photons we per-
matrix. In contrast, the electrons are not self-trapped in solidormed an experiment on photon-stimulated luminescence.
Ar and are characterized by freelike behavi@ecause of a The pre-irradiated sample of solid Ar was exposed to laser
negative electron affinitfe,= — 0.4 e\* and hence prevail- light of energy 1.96 eV. The intensity of the intrinsic recom-
ing repulsive forces, the electron can be trapped only by suchination emission due to reactidft) was monitored during
kinds of lattice defects as vacancies, vacancy clusters, dhe exposure. To prevent thermally stimulated release of
pores. Although these traps are thought to be relatively shaklectrons from the traps the sample was kept at a temperature
low, the trapped electrons nevertheless remain stable at loaf 4.5 K. The result is shown in Fig. 2. We observed an
temperatures at least up to 10 K. An activation energyinitial sharp rise in the VUV recombination intensity after
needed to mobilize electrons can be transferred by heating switching the laser on, followed by a much slower decay
photon irradiation. Solid Ar is a wide-band material with a with emptying of the traps. Blocking of the laser light re-
conduction bandwidth of about 2.3-3.7 8\and the long- sulted in disappearance of the signal. No such kind of effect
wavelength cutoff of the photoexcitation curve is defined bywas observed either from the substrate or from samples not
the trap depth. The depth of the most shallow trap was estisubjected to the electron beam. The experiment clearly dem-
mated to be about 12 mé\The strongest peak at 15 K in the onstrates a high efficiency of the VUV recombination-
TSL of nominally pure Ar related to the exciton-induced de-luminescence stimulation by low energy photons. The energy
fects is characterized by an activation energy of 15 me\f these photons is sufficiently high to release electrons also
according to Ref. 8 and 36 meV according to Ref. 12. In factfrom such a deep impurity trap as,Q for example. The
the photons in the rangex310™2 eV can be used to release binding energy of electrong,, at these centers is estimated
electrons from their traps and promote their passage to the beE,=1.6 eV with a correction to the Lelectron affinity
conduction band. Note that the intense exoelectron emissiof,=0.44 e\*! due to the polarization energy of Ar taken
from pre-irradiated solid Ar was observed under excitationinto account. Formation of negative ionic centers is possible
by laser light of 2.76 eV enerdy. even in the case of low impurity concentration because of the

When the electron starts to move through the latticeJarge mean free path of electrons in solid’AiHowever, the
there are at least two possibilities for further relaxation:  contribution of this kind of deep traps to the photon-

to reach the surface and escape the sartgdevas ob- stimulated processes discussed above is relatively small, as
served in Refs. 10, 11, 14 and 16 for nominally pure anchas been demonstrated in experiments on photon-stimulated
doped solid Ay, exoelectron emissioft.
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proof of the supposition that in pre-irradiated Ar cryocrystals
" the photon-stimulated relaxation processes include radiative
recombination of STHs of dimer configuration Arwith
electrons. Additional information on the photo-bleaching of
LT TS S s charged centers was obtained.

Time, s The authors are pleased to thank Profs. V. E. Bondybey,
E. V. Savchenko, and Dr. V. I. Fomin for fruitful discussions
and valuable comments.
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We propose a method of diagnostics of a degenerate ground state of Bose condensate in a double-
well potential. The method is based on the study of the one-particle coherent tunneling

under switching of the time-dependent weak Josephson coupling between the wells. We obtain a
simple expression that allows one to determine the phase of the condensate and the total

number of the particles in the condensate from the relative number of particles in the two wells
An=n;—n, measured before the Josephson coupling is switched on and after it is switched

off. The specifics of the application of the method in the cases of the external and the internal
Josephson effect are discussed.2@05 American Institute of Physic$DOI: 10.1063/1.1820536

Ever since its first observatibrthe Bose—Einstein con- roscopically occupied hyperfine statés.g., the|F=1m
densation(BEC) of atoms in alkali metal vapors has re- =—1) and |[F=2m:=1) states of’Rb atoms. The dy-
mained a source of new possibilities for the study of macronamical coupling between the two states is settled by a reso-
scopic quantum phenomena. One of these phenomena is thant laser field applied to the system. At the beginning we
coherent tunneling of atoms between two coupled Bose corspecify the simplest case of the external Josephson effect at
densate$BC),” which is analogous to the Josephson effect inT=0.
superconductors. It is knowrthat for the stationary case, The Hamiltonian of the symmetric two-mode model has
when the total number of atoms in the trdpp=n;+n, is  the form
conserved and the trap is symmetric relative to the two BC,
the average relative number of atonrs—n,=(V¥|fA; H=H3+H,(t)= E(ﬁl_ fy)2— EJ_(t)
—f,| W) is equal to zero in the ground state and in any ° 8 2
excited state. Therefore, one can expect that in such a situa- @)

tion_the study of nonstationary coherent tunnel{dpich is wherea;” (a;) are the creatiorfannihilation operators for
realized W_hen_one or_several _parameters_ of the_system d@v’ell i, andf;=a a; are the number operators. The param-
pends on timgis more informative for the diagnostics of the eterK is determined by the interaction between the atoms in
macroscopic wave functions of the condensates than is th@ \vell Here we consider the cae- 0, corresponding to a
study of the stationary case. In the nonstationary case thl"epulsive interaction. The value &, is determined by the
average value of the relative number of atoms-n, mea-  gyerlap of the wave functions of the two modes and can be
sured at a tim, is generally nonzero and depends on thecontrolled by a variation of the height artdr) width of the
history of the systems at ali<to. In this paper we show that parrier. For the external Josephson effect one can without
nonstationary Josephson effect can be used for the diagnogss of generality choose the Josephson coupfif(g) to be
tics of a macroscopic state of BC and the total number of thegg].
atoms in the condensate. Let us consider the situation when the dynamical cou-
We consider a simple model of coherent tunneling bepling between two condensates is switched ort=at;=0
tween two BC, described in Ref. &ee also references and switched off at=t;. At t<0 andt>t; the coupling
therein. The model is based on the two-mode approximaparameterE;(t)=0 and the occupation numbers operators
tion, which implies that each of N bosons can be in one ofy; andf, as well as the relative number operafor—f,
two states, and the dynamical coupling between these stateemmute with the Hamiltonian and do not depend on time.
allows the bosons to jump from one state to the other. Such Buring the time when the coupling is switched on, the op-
model is applicable for a description of the external as wellerator f; —, is changed. Suppose that a0 the wave
as the internal Josephson effect in Bose systems. The exteunction of the two-mode Bose condensatelig0) and that
nal Josephson effectan be realized if the Bose gas is con- at t=t; it becomes¥ (t;). The task we consider is how to
fined in a double-well trap and the tunneling between the3ind the characteristics of the functioh(0) from measure-
two wells is small. In this case two modes correspond tanents of the mean relative numbgb|i, —n,| V). Let us
self-consistent ground states in each well. The internal Jospecify the case of an odd total number of parti¢ts case
sephson effebtcan be realized in a Bose gas with two mac-of an evenN is discussed belowAt N=2M+1 and E;

(a;a,+h.c),

1063-777X/2005/31(2)/3/$26.00 97 © 2005 American Institute of Physics
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=0 the ground state of the Hamiltonidb) is doubly degen- additional set of measurements is required: measurement of
erate. The minimum of the energy, equalkéB, is reached the final relative occupation number for another valug;of
for the orthogonal stateg;)=|M+1,M) and|g,)=|M,M  Using the results of three sets of measurements one can de-
+1) as well as for an arbitrary superposition of these stategermine the initial state and find the total number of particles
|g)=alg;)+blg,) (|a]?>+]|b|?=1). The state at=0 can be in the condensate.
parameterized as |W(0))=cos@2)|M+1M) It is necessary to point out an essential restriction for the
+sin(@2)€¢|M,M+1). At 6+0,7 this is the entangled maximum value oft;—t;. In deriving (5) we did not take
state. The angl® is connected with the initial relative num- into account that the coupling between two condensates in-
ber by the relation duces smallof the order ofEJ((I\l/I)ﬂL 1)/K) but nonzero oc-
_ P _ cupation of the excited stat¢e,’)=|M +k+1,M—k) and
An(0)=(¥(0)[,~ | ¥ (0)) =cose. @ |e@)=|M—k,M+k+1) (with kk>>0). Due to suc>h pro-
Since this value does not depend @rthe phase cannot be cesses the phasessgt) anda(t) are shifted from the values
extracted from the result of measurements of the initial relagiven by the solution of equatior{8) and(4). If such a shift
tive number. But the phasg is also an essential character- is of the order of unity the relatioff) is no longer valid.
istic of the macroscopic state of the Bose condensate. INevertheless, one can show that figr-t;<AK/[E]®{(M
particular, the interference pattern emerging under an over+1)]? the phase shifts are very small and E§) is appli-
lapping of two such system@wo BC in degenerate states cable. The fulfillment of the mentioned restriction on the
with internal phaseg; and¢,) is determined by the relative value oft;—t; is required for the use of the diagnostic meth-
phasep= ¢, — ¢,. In this case we keep in mind that the total ods proposed.
phases of the two condensates are fixed and equal to each Let us now discuss the case of BC with an even number
other. We will show that the value af can be determined of atoms. In the symmetric double-well trap the ground state
from the measurements of the final relative number;  of the condensate witN=2M is |g)=|M,M). This state is
=(W(tf)|Ah;—A,|P(t)). To do this the amplitude of the nondegenerate anin(0)=An(t;)=0. If initially the sys-
Josephson coupling should be taken so small that the strongm in an excited statée)=alM+1M—1)+b|M—1M
inequality NET*/K<1 is satisfied. Then at@t<t the sys-  +1) thenAn(0)=2(|a|?+|b|?) can be nonzero, but fay
tem remains in the Fock regime. In this regime the dynamics-ti<hK/E]!“aX(|v|+1)2 the differenceAn(t;)—An(0) is of
of the system is realized mainly on the states for whichthe order of ME]®/K<1. Such behavior differs from the
[(W(t)|hy—A,| ¥ (1))|<1. Therefore to find the evolution of case of oddN, where the change @fn can be of order unity.
the function¥ one can use the basifg(),|g,)). Note that  This feature can be used for determining the parity of the
the regime considered is the same as required for a realizaumber of atoms in the BC. We point out again that this
tion of the Bose qubit. conclusion is for the case of a confining potential symmetric
It is more convenient to use the unitary transformed barelative to the two BC. If the confining potential is asymmet-
sis of symmetric|s)=(|g1)+|g,))/v2 and antisymmetric ric the Hamiltonian(1) is modified to(see, e.g., Ref.)4
|a)=(]g1)—|g2))/v2 states. In this basis the wave function
of the BC reads a¥ (t)=s(t)|s)+a(t)|a). Using the non-

K
- Hi=H2+H(t)= = (A;—A)°— Au(A;—N),)
stationary Schrdinger equationz¥=HW¥ one finds that Lo gt 2 T

the functionss(t) anda(t) satisfy the equations Ey(t)
— L (ajay+h 6
K E;(t)(M+1) > (aja,t+h.c). (6)
ihs= T E— (3)
One can see that if the potential biag.=K/4, the ground
. K E;(t)(M+1) state of the system with an even number of atdirs2M is
iha= gat— 5 & (4 doubly degenerate d&,=0, and its wave function can be

_ _ presented in the forrfig)=a|M +1,M —1)+b|M,M). This
Integrating Eqgs(3) and (4), we find the mean value of the gjtyation is analogous to the symmetric case with Nd@he

relative number at the timtg only difference is that the values afn(0) andAn(t;) given
An(t;)=s*(t;)a(t;)+c.c=s*(0)a(0)e 2%+c.c. above are counted frotan=1. Thus, under assumption that
one can control the value afu with the accuracylAu
= cosf cog2()) —sindsin(2Q)sing, (5)  —K/4<MET* the method of diagnostics of the ground
whereQ = (1/2%)(M + 1)ngJ(t’)dt’. state wave function and the total number of atoms suggested

is applicable for BC with evelN.

Hitherto we have discussed the case of the external Jo-
sephson effect. The case of the internal Josephson effect is
also described by the Eq6) (in the rotating frame of
reference” In this case the expression for the chemical po-
tential Ax reads as

Equation(5) determines the relation between the mea-
sured quantityAn(t;) and the parametes. One can see that
for an entangled initial state the relative number in a final
state depends on the phageand this phase can be found
from the measurement dfn(t;).

Thus, if one has a system in a reproducilgheit un-
known) initial state|¥(0)) the parameter® and ¢ that de- AN7H2
scribe this state can be found from two sets of measurements Au=—45+
of the relative number at=0 andt=t; (under the assump-
tion that the total number of particlé$ in the condensate is where § is the detuning of the laser field from the resonant
known). If the total number of particles is unknown, then anfrequency,a,; anda,, are thes-wave scattering amplitudes

T(agi—ag). (7)
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