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An experimental test is proposed for determining the role of microscopic vortex (iigRs) in
the \ transition in helium Il. It is assumed that bulk He Il contains an ensemble of vortex

rings which initiate the\ transition and to a significant degree determine the valu@,of
However, in very thin films of He IlI, such that the thicknas®f the superfluid layer is

less than the sizd, of the smallest MVRs, the rings will not fit, and no MVR ensemble exists
in them. Because of thig;, (d) curve of helium Il films on disordered substrates should

have a feature in the form a jump ét=d,~6+4 A. The available experimental data on the heat
capacity of thin films of He Il are insufficiently complete and precise for drawing conclusions
as to the presence of the proposed feature2@®5 American Institute of Physics.
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1. INTRODUCTION Closed vortices have a core of radias=0.8—1.5 A .16

An exact microscopic description of the MVRs has not yet

been constructed. Approximate models have been

propose®!?in which the MVRs are obtained as a solution
f the Gross-Pitaevski{GP) equation. However, for He Il

The microstructure of weakly excited states of helium Il
is mainly known!~° but the important question of the micro-
scopic nature of tha transition in He Il has still not been

completely answered. The majority of authors consider th e GP equation has been obtained only in the mean field

the \ transition in He Il is accompanie@r causefl by de- o0 .
struction of the condensate, which is probably a composité"lppm)('matlorﬁ and so the degree of accuracy and physical

. . : meaning of this equation for He Il is not completely clear.
containing not only the single-particle condensate but als%\ccording to the model proposed in Ref. 19 and also the
two-particle and higher contributiod€=° In the Feynman '

0 o o - experiments of Refs. 16, 17, first, the properties of the MVRs
approacf? the \ transition is qualitatively similar to a phase o : - .
re qualitatively, and approximately quantitatively, similar to

transition in an. ideal gas, although _the cpndensate 'S .notat]ose of classical rings, and, second, the radius of the MVRs
explicitly used in the model. Two-dimensional superfluid cannot be less than a certain smallest vaRge whereR
films of He I, in which the condensate is either absent en-_ a~1A 0

tirely or is very small, are difficult to describe in the conden- . . . .
sate approach. It is therefore possible that the superfluidity of L?t us make some estimates. CIa;smaI vortex rings with
' %Jantlzed circulationc=7%/m are described by the following

He Il is not due to the appearance of a condensate and th 21
L : . ormulas®

the \ transition in it is not equivalent to destruction of a

condensate. According to a rather popular point of view an

) . o K 8R 1 a
important role in the\x transition is played by an ensemble of v===|In——=—1f,| =] |, (1)
microscopic vortex ring$MVRs),>*15the role of which is 2Rl a2 R
understood differently by different authors. It is possible that
the rings contribute to depletion of the condensate. Both the E=2m2p* Ric? Inﬁ —2—1, a )
condensate and vortex approaches can givearve for the a R
heat capacity.
In this paper an experiment is proposed that can deter- 5 o a
mine whether or not the MVRs play an important role in the =~ P=27°p" R« 1-1s R/ ©)

\ transition.

Herev is the velocityE the energyP the momentum, ang

the radius of the ringn is the mass of afiHe atom, ang*

is an effective density¥see below The correctionsf; de-
It is known from experimenf’ that vortex rings can scribe the vortex core and are small ¥ a. According to

indeed exist in He Il and “live” for a long time without Egs.(1)—(3), aring of radiusR=2.2 A has an energy of 9.83

decaying. The stability of MVRs is due to the absence ofK and a momentum of 2.07 A', while for R=3 A we get

viscosity in the medium and to their topological properties.E=18.2 K andP=3.85 A~1. The MVR spectrum is shown

2. SOME PROPERTIES OF VORTEX RINGS IN He Il
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TABLE |. Parameters of vortex rings for differeRy.
301
Ry, A n5r1/3,A dyr, A R/Ry g
251
1 4.7 4 1.61 0.3
20 .
X 2 8.5 6 1.154 0.72
wist .. L
S 2.5 14.5 7 1.1 0.72
10 v
3 28.1 8 1.073 0.71
5f;
3 4 142 10 1.045 0.71
N I
7 12 1.03 0.72
P, A1 S 974 2
8
FIG. 1. SpectrunE(P) of vortex rings according to Eq$2) and (3) for 10 210 22 1.012 0.74
f,=f3=0, p*=p. The dashed line is the spectrum of rings of radRis
=2-3A; the solid line is the spectrum of rings of radiBs-3 A; rings 20 10% 42 1.005 0.76

with a similar spectrum probably exist in He II; the dotted curve shows the
experimental spectrum of He Il quasiparticles.

Note: R, is the radius of the smallest vortex ringj;,* is the mean distance

between rings in the ensemble, according to &g. d,, = 2R+ 2a is the

“size” of the smallest ring;ﬁ is the mean radius of the rings in the en-

in Fig. 1 (for p* =p, wherep is the total density of He )]~ Semble: all forT=2K, a=1A; px =p in Egs.(2), 3.

the solid curve shows the spectruafP) of rings with R
>3 A, which may actually exist in He II.

The exact quantum formulas for the description ofwill be few times greater thakT, . In the quantum model
MVRs can also be written in the foriti)—(3), but the cor-  proposed in Ref. 19, the energy of the rings is also several
rectionsf; in this case are unknown. For small MVRR ( times greater thakT, . Therefore, for an ensemble of non-
<5 A) these corrections can turn out not to be small. Severghteracting MVRs atT<T, the equilibrium distribution is
approximate models have been proposed for the descriptioBoltzmann??
of MVRs,}*181%phyt the smallest MVRs in them are de-
scribeq by different fprmulas. We thergfore Wondgred what dN,, = exp — E(R)/KT) dVdP( RB). @
correctionsf; to use in Eqs(1)—(3). This was decided by (27h)
appeal to experiment. It has been folihthat for vortex

fings up b 5 A in radius the classical formuldd)—(3) with Since the vortex rings can be created and annihilétegl, at

. . . the walls of the vessglthe chemical potential is assumed
f,=0 work in an approximate way. We therefore thought it . . .
: P Y g gual to zero. Taking Eq$1)—(3) into account, we obtain

most reasonable to use these simple classical formulas wi : )

f;=0. We also made estimates assuming appreciably nonzeto" (4) the number of MVRs per unit volume:

values off;(a/R;), of the order of 1, but this changed the Po \3KkT Eo

estimate ofR, by only 1 A (see below. nur:8ﬂ<m) E—eXF{ - ﬁ_)g(T), 5)
Strictly speaking, for correct description of MVRs it is 0

necessary to solve a-particle Schrdinger equation taking where

into account the presence of phonons, rotons, the MVRs, and

ol A% 3

(for films) Berezinskii-Kosterlitz-ThoulesdBKT) vortices in Q(T):eof P (%) x5
the system. This problem has not yet been solved. The 1
MVRs can be described approximately by formulas—(3), p* (%) % Inx
wherep* is an effective density that must be found from the X ex;{ €y~ €p <x+ ) dx, (6)
exact microscopic equations. For description of macroscopic b
vortices(large rings of radiuR>100 A, BKT vortices the E(Ry) 8R
relation p* = p is valid, but that relation does not hold for =" _F) , bZInTO_Z’

b

rings of radius~2-3 A; for themp* # pg, since the main
contribution to the energy and momentum of such ringsp, and E,=E(R,) are the momentum and energy of the
comes from the motion of helium atoms near the core of amallest ring. FoR,=2-3 A the value ofj depends weakly
given ring(far from a ring the fluid velocity induced by that on T, increasing from 0.5 to 0.7 as the temperature increases
ring decays rapidly with distangeThat is, the other quasi- from 0 K to 2 K (see also Table)] but asT— T, the value of
particles have little influence on the values®f P, andv g increases without bound.

for the smallest MVRs, and therefore for the smallest rings For the heat Capacity and density of the normal compo-

p* must not be replaced bys, but rather,p* should be nent of an ensemble of rings we obtain
close to the total density, even nearT, .

As we shall see, if MVRs are described by formulas
(1)—(3), then the smallest MVRs in He Il should have a
radiusR,=2.5 A, and in that case the energy of the rings

1+ ’T)+2+4 ’T+ " i
gg gg g 9/

2
E
_02+2_O

C=knor| Gz 24T
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) (P?) It is known that the temperature dependence of the heat
Pn :mnvrv tS) capacityC of He Il for T<1.5 K is determined mainly by
the heat capacity of a gas of rotons and phorfSiesd there-
where() is the average over the ensemble of rings. We notdore at such temperatures an ensemble of MVRs should not
that the formulas fon,,, C(T), andp, of a MVR ensemble contribute much to the heat capacity. According to Edjs-
are similar to those for a gas of rotdAsas a result of the (7), for this it is necessary thaR,=2.5 A; then the MVR
presence of a “gap” in both the MVR and roton spectra.  contribution toC(T) will be less than the roton contribution
The behavior of the MVR ensemble negy is interest- by a factor of 10 or more.
ing. For T—T, one hasp~[(T\—T)/T,]1°%. We setp* According to the microscopic theoty® the observed
=ps in (1)—(7). Then the integrand if6) has a maximum at spectrum of He Il quasiparticles, including the roton mini-
mum, is explained as a phonon spectrum. The observed spec-
5p _ (9  trum has no branch corresponding to the spectrum of vortex
1+E+Inﬁ) rings (Fig. 1). With Egs. (1)—(3) taken into account, this
b b means thaR,=3 A.
Thus it follows from MVR theory®?* and the experi-
mentally determined valua~0.8—1.5 A thaiR,<3 A, and

Xm=
Ps€o

For temperatures very close 1q one has,,>1, and in that

case the main contribution to the mt(ig(ﬁ] is from rings of g, thermore at such a value B, there are sufficiently many
radiusR> Ry, for which one must sgi* = psin (1)~(7). For | ,51tex rings that they can influence thetransition; on the
T—T, we obtain other hand, it must be the case tiRg=2.5-3 A, since at
~ 3,6 By -3 _4+-3v__ such values oR, the contribution of the rings to the heat

9(T)=eolps/ p)m eXPEo—5)~(ps/p) Lo capacity of He Il atT<2K is small, in accordance with
wheret=(T,—T)/T,, »=0.67. Because of the unbounded (1)—(7), and the spectrum of the rings lies outside the limits
growth ofg nearT, the density of rings, the ensemble aver- of the experimental spectrum of He Il quasiparticles. Hence
age radius of the ringR, and the heat capacity of the MVR We obtain an estimate for the radius of the smallest MVRs:
ensemble also increase without bound: Ro~2.5—-3 A. The smallest rings observed experimentally
have a radius of the ordef & A or less!’

The use of the exact microscopic formulas for describing
MVRs will, of course, correct our estimate Bf, by 1-2 A.
For example, in the quantum mod&h solution is obtained
We neglect the quantity Ip(pg)<p/ps. Finally, infinite  for yortex rings with normalization versions and B. Ac-

growth of the rings does not really occur: when the averag@ording to versionA, Ry~a~1.1 A, the energy of the
distance between rings becomes smaller than the averaggajlest ringE,~15 K; according to versiorB, Ry~a

size of the rings the formation of a vortex tangle occurs in He< o 5 A one hasE,~7 K. It is seen that the rings in this
IIl. These estimates show that the MVR ensemble can causefode| are very smallR,<1.5 A), but in this case the den-

partially built into the model, since we assume rather thannagnitude smaller than for the roton ensemble.

deduce thaps—0 atT—T,. . From the estimates presented we obtain an approximate
Itis seen from Table | that if the radius of the smallestygiue of the radius of the smallest vortex ring in He II:

vortices is small enoughRp<2.5 A), then even far from

T,, at T=2K, the density of rings becomes high, and the Ro=(2.5+1.5)A. (10)

rings almost touch. In this case it can be expected that for

T=T, the rings “turbulize” the mediunt! and it is no  The error in(10) takes into account the fact that tligin

longer necessary fasg(T,) =0 to be built into the model. (1)—(3) are unknown, as well as the inaccuracy in the deter-

Thus it is seen that thg transition in He Il should be ac- mination ofa.

companied by the formation of a vortex tangle and, possibly, Interestingly, the study of vortex formation at theran-

that it is the vortex rings that initiate thetransition. sition in He Il can give one a better understanding of the
Let us estimate the value of the smallest vortex radiugprocesses of formation of cosmic strings in the early

Ro. The radius of a vortex ring is defined as the distancainiverse?® The study of the attenuation of second sound in

from the center of the ring to the “center” of the cross sec-liquid “He at the transition through the point attests to the

tion of the coré®* Since the smallest ring looks like a torus formation nearT, of a dense vortex tangle with a cell size

with a very small hole, it is clear th&, should be around not greater than FOA (Ref. 26; however, those results were

one to two core radii:R,~a—2a~0.8—3 A. Such very not confirmed in Ref. 27. We assume that microscopic vortex

small values ofa andR, are physically reasonable, since arings, i.e., rings of radiuR<20 A, cannot be detected in

MVR is a vortex in a probability field and not in an ordinary such experiments, since second sound is sound in a gas of

classical medium, since the vortex core is the locus of pointgjuasiparticles, while the MVRs themselves are quasiparticles

at which the probability of finding helium atoms is much lessand therefore cannot attenuate second sound.

than outside the cor@®ne can speak of the probability for an We stress that there is no doubt as to the existence of an

atom, since the size of the helium atom is much less than thensemble of MVRs in helium II; the only question is whether

diameter of the cope The smallest possible radius of a MVR the smallest rings are small enougln, equivalently, whether

is close to the radius of the core—such a solution is obtainethere are enough of thenthat the MVR ensemble has an

for classicad* and quanturt? rings. influence on the properties of He Il and especially on Xhe

R 5p

Ro_ £0Ps’

- Nyr —3y—
Ne~ps® C(T)~—z ~t7372
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transition. The above theoretical estimates and the experi- 2oF
mental data indicate that such a possibility is quite probable. 21} ' ’
2.0f
3. EXPERIMENTAL TEST FOR THE A TRANSITION: THE 1.9}
POSSIBILITY OF THE PRESENCE OF AN ANOMALY ON THE 18}
DEPENDENCE OF T, ON THE THICKNESS OF THE He II x 17k
FILM el
Let us consider the temperature dependence of the heat 1.5}
capacityC(T) for He Il films of different thickness. Accord- 1.4}
ing to the experimental daf there are two maxima on the 13}
C(T) curve—a sharp one a@t=Tgy, corresponding to the 1ol
BKT transition, and a broad one dt=T.. The relation ' e
TKT<TC<TfD always holds. With increasing film thickness 0 5 10 15 23 £5 30 35 40 45

the values ofT, and Ty approachT:°=2.17 K. We note
that the sharp BKT peak on th&(T) curve looks like a FIG. 2. Proposedr.(d) curve for He Il films, with an anomaly atl
small hillock in comparison with the broader peakTat T, =6A; T, is the temperature of the broad peak on the curve of the heat
(Refs. 30_33 This, in our opinion, means that a fundamen- capacityC(T), andd is the thickness of the superfluid layer of the film. The
tal rearrangement of the medium on the micro level occurs af2ues fTe for d<25A andd>10 A correspond to the crosses and
. . squares in Fig. 3; the dotted lineT§ for bulk He II.

T.. The dependence of the broad peak on the film thickness
d (Refs. 30, 31, and 3%bviously indicates that this peak is
inherited from the bulk\ transition. Therefore, although the
helium film loses superfluidity a; (because of the break- Would be capable of completely destroying the condensate at
ing of BKT vortex pair3,3° the microstructure of the medium @ temperature for which the roton density is four times
which is responsible for the superfluidity in the bulk is not higher than atT=2.17 A (then instead ofn,=0.058 we
destroyed at that temperature. This microstructure is devould haveny=0). From the known formula for the free
stroyed only afT=T,, and the\ transition occurs. Under rotation densit§’
this assumption the experimental dependencg fd) is ex- q 2 T
plained well by finite-size scaling. n,=0.051 exp—A/T)( I 925r A—1> \/0 K A3

We shall assume that the vortex rings causexhean- ' e
sition in bulk He Il and therefore determine the valuelgf  we find that this temperature 483.12 K. It is seen that if the
(the mechanism is not importaniVe consider a He Il film calculation ofng in Ref. 3 is correct, then the value ©f for
as the thicknesd of the superfluid layer in it is decreased. He Il in the absence of MVRs would be 0.95 K larger than
Whend becomes smaller than the size of the smallest ringthe observed value 2.17 K. This is an estimated upper bound
do~2Ry+2a=6+4 A, the vortex rings clearly no longer fit on the possible value of the jump @ in the films.
in the film, and therefore the MVR ensemble ceases to exist Having estimates fod, and the value of the jump df,
in the system. For the system to underga &ansition for  and also taking into consideration the smoothing of the jump,
d<d, it is necessary that the number of remaining quasiparin Fig. 2 we show in an approximate way the proposed
ticles be larger than the number that would be required ifanomaly on theT(d) curve. It is not yet possible to do a
MVRs existed in the system. This means thatderd, the  sufficiently exact calculation of the transition in He I films
temperature of tha transition should increase in a junigee  with all possible quasiparticles taken into account. However,
Fig. 2. The jump is somewhat “smeared out” on the laje our simple estimates are sufficient to predict the jum{ pf
side, since, according to Eg8) and(4) and Table I, some of and to indicate approximately the position and shape of the
the rings have a radiuR>R,. The jump is also smoothed anomaly.
out because the finite-size scaling leads to a rather rapid de- In Refs. 36 and 37 an estimate was observed for the core
crease ofT. with decreasingd. Therefore, instead of the radius of BKT vorticesa=12+6 A for films of thickness
expected jump off, at d~d, there can be a “step,T(d) d~10-1G A. For closed vortices in three dimensioas
~const, for a certain interval af neard,. ~1A. The large value of the core radius of BKT vortices is

Let us estimate the value of the possible jum@ef We  apparently due to the fact that the BKT vortices are anchored
assume that the transition in He 1l is accompanied by com- to the substrate. In very thin films the MVRs are found close
plete depletion of the condensate. According to the calculato the substrate, and the core radius of the MVRs can also
tion of Ref. 3, forT=0 the fraction of single-particle con- grow. However, in films with thickness greater than twice the
densateny=0.078, and atT=T,=2.17 K one hasn, size of the smallest ring, i.ed=12 A, the rings will no
=0.058, i.e., the condensate is not completely depleted dbnger touch the substrate, and for such riagsl A. There-
T=T, , even though experimentally,(T,)~0. In Ref. 3 it  fore the possible growth ad for a MVR in very thin films
was assumed that the condensate is depleted of rotons—thecreases the value af, only to several angstromst,~8
number of atoms “torn” out of the condensate is propor- +4 A.
tional to the number of rotons. The authors of Ref. 3 assume Since the core diameter of the BKT vortices is an order
that additional destruction of the condensate to a valu®f magnitude greater than that of the rings, the energy of the
no(T,)=0 occurs on account of vortex rings. ConsequentlyBKT vortices is also an order of magnitude greater, and
in the absence of vortex rings in helium Il the rotons alonetherefore BKT vortices and MVRs are excitations of differ-
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FIG. 3. Experimental’;(d) curve for He Il films on substrates of jeweller’s
roug€® (*), Wcorr®?® (A), Wecor coated with an Nlayer® (A), 2000 A
Nucleporé® (W), and Wcof? (+); the points withT=1.25K and T
=1.75 K from Refs. 28 and 29 against valuesdofenormalized according
to Ref. 32; the dotted line i$, for bulk He II.
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studies do not agree very well, and there is a rather large
scatter in the points.

The data in Fig. 3 do not permit us to determine whether
the proposed anomaly on tAg(d) is present. More-precise
measurements df;(d) for different substrates, fat from 1
A to 20 A and with a small stepd<1 A, are needed. To
reveal the anomaly it is necessary that the He Il film be
superfluid at any thicknesg@t low T) and that the BKT
effect be well observed. Therefore studies on substrates of
the Mylar, Wecor glass, and Nuclepore type are needed
not on graphité® as helium on graphite substrates has com-
plex properties and a tendency toward layer-by-layer crystal-
lization).

Inasmuch as the observation or nonobservation of an
anomaly on theT.(d) curve will convey information about
the role of vortex rings in tha transition in He I, it is of
interest to have a precise measurement ofTif(@) curve.

CONCLUSION

We have proposed an experiment by which one can de-
termine whether tha transition in bulk He Il is caused by

ent “weight classes” and can be considered approximatelynicroscopic vortex rings. If the rings largely determine the

independent. The vanishing of the ensemble of MVRd at
~dy apparently leads to growth ¢f; and, hence, to an in-

value of T, in bulk helium, then for thin films of superfluid
helium the curve ofT, versus the thickness of the super-

crease in the energy of BKT vortices and a decrease of theffuid layer of the film should have a feature in the form a
density and heat capacity. This should lead to a slight jumgump of Ty atd~_6i4,{3\_(see Fig. 2 The available experi-
on theTgk(d) curve also, but we have not investigated thismental data are insufficient to permit a conclusion as to the

in detail.
Thus, if the bulk\ transition in He Il is due to an en-

presence or absence of the predicted anomaly. Observation
of an anomaly would be the first experimental evidence of

semble of MVRs, then an anomaly should appear on théhe existence of an ensemble of MVRs as thermal excitations

T.(d) curve atd~6+4 A, such as that illustrated in Fig. 2.
And, if the MVRs do not play a key role in the transition
and do not influence the value ®f , then such an anomaly
on theT.(d) curve will not appear.

The T.(d) curve for He Il has been measured
previously® 2 (see Fig. 3 The crosses in Fig. 3 show the

in He Il.

The idea of this paper was also addressed in Ref. 39,
where the nature of the broad peak on ET) curve is
discussed more completely and precisely.

The author thanks K. V. Krasnov for providing copies of
Refs. 11 and 29.
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to 0.183 g/cmi (Ref. 28. In determining the thicknesd

from the data of Ref. 30 we assumed that the first layer is

solid, and in determiningl for Wcor coated with N (the
unfilled triangles in Fig. Bwe assumed a solitHe layer 1.5
A thick (according to Fig. 11 of Ref. 29In Ref. 30 the
thickness was measured with an error not less thdnA.
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Interaction of Abrikosov vortex with grain boundaries near H.,. Il. Magnetic and
transport properties of polycrystalline high- T. superconductors
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The magnetic and transport characteristics of a polycrystalline superconductor are investigated
theoretically starting from the results on the energy distribution of an Abrikosov vortex

in the vortex-laminar moddlL. V. Belentsov, Low Temp. PhysS1, 116 (2009]. It is shown that
these properties depend largely on the normalized grain size, the intergrain coupling

strength, the anisotropy, and the degree of surface smootltiispezularity”) of the material.

The first vortex entry fieldd,, the first critical fieldH.,, and the Gibbs free energy are
calculated, and also the field dependence of the magnetizisit{et), pinning potential ,(H),

and critical current density.(H) nearH~H.;. The vortex-vortex interaction energy is

found. © 2005 American Institute of Physic§DOI: 10.1063/1.1925347

1. INTRODUCTION @,
_ _ U(X0.20) = 4—[ H3PPexp( —Xo /N ap) — H3PP+ Hs ()

Surface effects can play an important and even dominant m
role in the formation of the magnetic and transport charac-
teristics of a type-Il superconductbr’ The vortex dynamics
is intimately related to the magnetizatibrHysteretic phe-
nomena are usually interpreted as proof of the finiteness of
the critical currents owing to the bulk pinning of vortices.
Experiments show that the existence of Bean-Livingston sur-

P
+HJ(%0,20) + —
47T)\ab)\c

L

s
X E . PR(X0,X0:20,20)
n:_

face barrier§ as possible sources of hysteretic behavior. In (n#0)

the framework of the critical-state approach Kuznetsov L

et al® have estimated the enhancement of the magnetization + > PN(XO:XOaZOaZO)]} : (1)
of thin films with significant pinning owing to “edge” ef- =t

fects. Magnetization measurements by Zel'dmtaal® re-
vealed a new “geometric barrier” for thin films which sig- B ) ) app
nificantly enhanced the potential barrier in the presence of ¥Néré ®o=hc/ze is the magnetic flux quantumi,

Bean-Livingston barrier. Part | of this papé&see Ref. 1p  — (0:Hy.0) is the external magnetic field,. angdp andh are
described “edge” barriers in granular superconductors. It fol-N€ Magnetic field penetration depths: the London depth

lows directly from the model used there that the vortex dy-2/0nd theab plane and the crystallographic depth alongehe

namics depends rather strongly not only on the value of th&IS: respectively. In our modal,;, corresponds to penetra-

applied field but also on the normalized grain size, the interlion ©f the field into a grain from the surface side, andto

grain coupling strength, the anisotropy, and the degree dpenetration from the side of the Josephson junctifsis
surface smoothness of the material. In this part of the papdf€ zeroth-order Bessel function of imaginary argunfrént;
we shall examine how variation of these parameters influltca(%°) is the first critical field of an infinite sample; is
ences the magnetic and transport properties of supercondud€9ree of surface smoothness of the material;

ing polycrystals in the mixed state at magnetic fiditisiear

Hes- = dk  4kn3
HY(X0,20)=HI®| -~ —
y y 0 2 1+>\abk
sin(kxo)cosh (1+ N2, k%) Y4 zy/\ ()]
2. MAGNETIC PROPERTIES NEAR H,; % \3k? coshy+ (1+\2,k?)Y2sinhy @

In the mixed state the critical characteristics are specified
by the energy distribution of the Abrikosov vortices. For ais the value of the field at the poink{,z;) due to the pres-
superconducting polycrystal the energy of an isolated vortexence of Josephson coupling; here we have introduced the
line localized at the pointxy,z,) has the forn? notation y=(1+\2,k?)Y%a/2\) and also

1063-777X/2005/31(5)/7/$26.00 371 © 2005 American Institute of Physics
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PR(X,X0,2,:20)=(—1)"Kq Dy £ab
) Hp —> 2 ()" s [1-Q(rm0)]
\/(x—xo)2+[z—(—1)“zo—na]2 Then==o £apt N7 5
8 )\abkc ’
(3) where
Ph(X,X0,2,20) = (—1)"" K, a ) J'wdk 4K2\3
0= | 5=
><< \/(X+Xo)2+[z_(_1)nzo_na]2 0 27 (1+Agek’)
)\abxc . « )\abcos(kgab) (6)
(4) N3k? cosy+ (1+ N2k Y2siny

Th nden f the ener f a vortex line on th r- . . .
he depe .de ce o t 1€ energy ot a vo te & on the coo Relation(6) introduces a correction to the valuesttf when
dinates of its localization within a graitj(xq,z), accord-

ing to relation(1) contains a “seed” of all the main features the grain boundaries are taken into account. In the lhgit

of the magnetic and transport response of Higtsupercon- —0 the problem goes over to that of the critical fields in a
ducting (HTSO) polycrystals to variation of the parameters strongly coupled superconductor of the Mgpe. Here the

of the structurally nonuniform Josephson system and the aé[rst_vortex_ penetration field 'ﬁp:q)o./(fabhc): which in
olied field. he isotropic cased,,= &, Nap=A\;) Will correspond to the

known Bean-Livingston result. If it is assumed that (1
~TITe) " and N\~(1-T/T) Y2 then we obtainH,
=[®/4med N2 (1-T/T,), and thus, in the linear approxi-
mation this formula reproduces the result of Piseaal*

In the case when the barrier is suppressed by surfacer MgB,. It is easy to see thad, depends on the anisot-
defects one would expect that the first vortex entry figld  ropy.
(Hca<Hp<H() will be considerably higher tha, . In the
case of the vortex-laminar model considered here, the sur-
face of the grains is assumed to be rather smooth, and s ) L
H,=H.; (Ref. 12. At this field the induced currents become 291'2' First critical field H 1
large enough for the vortex to break away from its “mirror At a low density of vortex lineglow values of the in-
images” and to penetrate into the sampldo find the field  duction B~®y/(&apée)] their interaction can be neglected.
H, one must minimize the vortex enerdy(xq,2y) at the  Then the first critical field.;, above which thermal equi-
grain surface. A vortex lines has its lowest energy along théibrium of the system corresponds to a finite density of vor-
OX axis at pointz=0. On the other hand, we are interestedtices in the superconductor, can be found from the equation
in the case when the top of the barrier comes out onto théor the energy of a single vortefl) under the condition
surface, i.e., Xo=0. But for Xx,—0 one has U(xq,zg)=0. Since from the symmetry of the problem a
K1(2Xg/ VA aphe) = VA aph/2Xo. At small X, we replacex,  vortex has its lowest energy at poirts 0 and along th@© X
by &.p, 1.€., K1(2Xo/ VA aphe) = VA aph e/ éap- HeNce, on the axis, the expression for the first critical fieldl,; takes the

2.1. Critical fields
2.1.1. First vortex entry field

assumptior. — o, we obtain form
|
@ + 0 +
0
Hei()— m[ngw Pﬁ(xo,xo,O,O)Jrn;oo PN (X0,X0,0,0)
(n#0)
Hei(Xo, 7, 7m,0) = . 7
(X0, 7, 7,0) ) p( XO) de % o0 (7)
N T Nan)  Jo 27 (1A 2 kD) N2KZ cosy+ (L1 N2kD) Psiny

The functionH;(Xo) is plotted in Fig. 1 for different anisot- in Ref. 15 wherein the first critical field of the graing?, ,
ropy parameters and normalized grain sizesa/2\.. Itis  in a superfine-grained sample of the highsuperconductor
seen that together with an anisotropic potential barrier ther& Ba,Cu;O;_ s was found to be significantly higher than the
exists an energy barrier which dependsohis barrier is  typical values for coarse-grained samples.

greater the larger the value of The results of Part | of this

papet® confirm that even in the absence of a microscopic _ _

Bean-Livingston surface barrier an energy barrier can arisé 2" nteraction of vortex lines

which depends on the normalized grain size. This type of In the mixed state in an ideal pinning-free supercon-
barrier is somewhat analogous to the geometric barrieluctor the vortex-vortex interaction gives a contribution to
where the fieldH.; depends on the shape of the saniplée  the energy of the system through the dependence on the den-
note that relatiori7) adequately describes the effect observedsity of vortices. This leads to the well-known logarithmic
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+ o0

15

15 H (O S (P
X,X0:2,Z 5 X,X0,Z,Z,
2X0,220)= 5 5o X [PHXX0,2.20)

o 10F §,_ it is necessary to keep only the terms describing the contri-
= < 5 bution to the energy from the vortex-vortex interaction. Then
B) the expression for a system of vortices is finally

© 2
x D5

. S
5 1 Ulnt 8 Aab)\c azﬁ nZ [P (Xalxﬁvzauzﬁ)
+Pw(xavxﬁrzaazﬂ)]' (12)
/’3’ As is seen from Eq(12), the vortex-vortex interaction en-
. L L ergy depends on the normalized grain sizea/2\., the
0 0.2 0.4 0.6 anisotropy 7=\A./\a,, and the distance between vortices.
Xo/Aap Thus for description of the dynamics of the penetration of

o ) vortex lines into grains it is necessary to consider the the
FIG. 1. Dependence of the local first critical figit}; on the distance to the . fl fthe L tz ted ek ¢
surfacex, for various values of the anisotropy parametet.8 (1), 1.0(2), Intffluence of the Lorentz Torce exerted on vorieny vortex
and 0.8 (3). The main panel corresponds to the fine-grained limit J, Which is expressed as VU(R;,R;), where

(7=0.5), and the inset to the limit of large grains=10).
" U(Ri,R)=Uin(Ri R + Use R) + Ui R (13)

Here Ug(R;) is the self-energy of theith vortex,
Uin(Ri ,R;j) is the interaction energy between titke andjth
vortices of the vortex line, antd ,,(R;) is the energy of
|nteract|on between thigh vortex line and its “mirror im-
ages

Let us consider the case of two Abrikosov vortices. Let

=(X,—X1)?+ (2,—2,)? be the distance between vortex
ines. Then from expressiof10) the interaction energy will
have the form

dependence of the field in the London theory for Abrikd$ov
and internalpancake vortices in layered superconductdfs.
To correctly describe the “edge” barriers one must take the
vortex-vortex interaction into account. First, the energy of
this interaction exceeds the barrier height. Second, the poten:
tial barrier should decrease on account of the vortex;
antivortex interaction.

Let us generalize the formulation of the model to the
case of many vortices. Suppose that the superconducti 8
grain under consideration contains a systeniNoYortices, T8N )\ab)\
with axes along theY axis and located at the poinR®®;

— 2
=(X1,21), Ry=(%2,22),..., Ry=(Xn,z,). Here the field of 2 (—1) Ko( (X;—X2)2+[z,—(—1)"z,—na]
the vortices will satisfy the equation n Naphe

Lo +(_1)n+1K (\/(X1+Xz)2+[21—(—1)”22—na]2)
VXD\Z]JJFH:(I)Oey[ I(Zl n:E_oo (—1"(R-Ry) 0 Naphc '

(14)

(8) Expression(14) is valid for arbitraryd. It is easy to see that,
like two-dimensional vortices in superconductors, the vortex
lines under discussion demonstrate a logarithmic interaction

where e, is a unit vector along th®Y axis; the indexk  |aw at large distances. Furthermore, the given model permits

refers to thekth vortex. The solution of equatiof) is pre-  description of structural details of the vortex lattice. It should
sented in the form a sum of the fields for each vortex line ofpe noted that the vortex-antivortex interaction energy is of

+(= D" SRR |,

the system: interest in consideration of the question of the possibility of
a Berezinskii-Kosterlitz-Thouless vortex phase transition and
H(R)=H1(R) +Hy(R)+...+H\(R), (9 in our notation will be expressed asU(d).
where o
2.3. Magnetization
= For a superconductor in an external fi¢ig" the mag-
Hi(R)= m nz [PR(x.X;,2.2) netization curve has a well-known triangular form. One of
e the manifestations of the “edge” barriers is represented in
+ P,’}'(x,xi ,Z,Z)]. (100  the form of the magnetization curk(H) in its sloping part
near M~0. Such behavior is due to the f&tthat for H
After substitution of Eq(8), taken atk=1, into the expres- =H, both the screening currents and the potential barrier

sion for the field distribution of an Abrikosov vortex pen- vanish, and the vortex lines can penetrate unimpeded into the
etrating a grain at a poinixg,zo),° grains. There is obviously also a substantial influence of the
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ence of the external magnetic fie(™"; this term makes
large values of the inductioB energetically favorable. In
other words, the fieltHJ™ plays the role of an external pres-
sure that tends to increase the density of Abrikosov vortices.
Since each vortex line carries one flux quantdrg, the
inductionB can be written in the form

B=n|_q>0. (17)

If the external fieldH3™is slightly greater thai ., then
it is (16) necessary to take into account the term describing
interaction of vortices. Then the distribution of Abrikosov
vortices will correspond to a periodic structure. As we
know?! a triangular lattice of Abrikosov vortices is the most
favorable. When the field is only slightly higher théh,,
the equilibrium vortex density, is small, and the distanak
between nearest vortex lines is larga>(\2,+\2)Y2
FIG. 2. Behavior of the low-field magnetizatid as a function of the  Therefore only the nearest-neighbor vortex pairs should be

applied fieldH;™ for different values of the anisotropy parametgand  taken into account. Then the expression for the Gibbs free
intergrain coupling strength, taken at a normalized grain size=1.2 and a
energy becomes

degree of surface smoothness of the materiall.

~-M, arb. units

H, arb. units

(D I"IL:B/(I)O
" apP oy — _ qanp
barrier on the magnetization curvé4(H) in a system of G 4ar ;1 [Hy EXP(—Xa N ap) ~Hy ™ Hea ()
vortex lattices in an increasing field nebf,;, when the
initial states are not yet ordered. P, e
The magnetizatioM of an individual grain containing a + Hj(xa Zy) T VPR E Pﬁ(xa KXo 1Zy1Zg)
vortex line will be described by the relation abtel o
1 +oo
ATM= VJV[B(”‘H]"V' (15 + 3 Pw(xa,xa,za,za]
n=-—w
whereV is the volume of the grain, an8(r) andH are the 5
local induction and the external magnetic field, respectively. D, = s
In our caseB(r)=H(x,z) is the field distribution in the + mabw; nzz_w Pr(Xa:Xg,Z412p)
grain® andH=H3". (n#0)
Let us consider how variation of the anisotropy param- +oo
eter» apd grain coupling strengr@ will affect the low-field + E pw(xa Xg.Za12p) | b, (18)
magnetization. For illustration Fig. 2 shows the calculated n=—e

characteristics of the magnetization curvdgH) for H.,;

~300 Oe. Two features are observed in this magnetic fieldvheredis the number of nearest neighbors of a given vortex
region: 1 at a constant coupling strength parametethe  line (for a triangular lattice5=6). The distancel is related
value of M (H) is smaller for largery; 2) with decreasingr  to the inductionB as

the M(H) curve rises. Thus the form of the magnetization

curves depends directly on the anisotropy parameter, inter- B=n, & :i % (19
grain coupling strength, and reduced grain size. It should be LR d?e

noted that by varying these parameters one can evidently

observe digparamagnetic transitions in polycrystalline It follows from the form of expressiori18) that for HF™
HTSCs, which have been observed in numerous>Hci the initial slope ¢G/dB)g—o is negative. With in-

experimentg81° creasing induction the contributions of the interaction with
the surface, Josephson junction, magnetic field, and the other
2.4. Gibbs free energy at H=H, Abrikosov vortices begin to grow. Thus the main contribu-

) . ] tion will be from the interaction of Abrikosov vortices with
The Gibbs thermodynamic potential of a system of aine josephson link and the surfddbe first term in(16)].

large number of vortex lines has the fdfin The other terms are small because they contain a term
BHaPP ~Ko(x), which for d>‘/)\a2b+)\cz has the formKg(x)
G=nF+> Uj- P (16)  ~exp(—x). Consequently, at small values Bfthe interac-
]

tion is small. At large values d8, however, this term gives
wheren_ is the number of lines per unit area, the first andthe dominant contribution, leading to growth of the function
third terms are due to the energy of an individual line andG(B). At a certain valueB=B(H) the function G(B)
correspond to expressidd), andUj; is the interaction en- reaches a minimum. Thus, unlike the case of a uniform su-
ergy between theth andjth vortex lines, which is expressed perconductor, expressiofl6) demonstrates strong depen-
by relation(12). The last term takes into account the influ- dence on the normalized grain sizeanisotropyz, and in-



Low Temp. Phys. 31 (5), May 2005 L. V. Belevtsov 375

tergrain coupling strengtlr, and also on the degree of
surface smoothneds in the case of a material with micro-
grain structure. 1.

3. PINNING POTENTIAL AND CRITICAL CURRENT DENSITY

'S
I

A type Il superconductor has zero resistance if the mag-
netic vortices are pinned at defects or restricted of motion. In ;
polycrystalline HTSCs the grain boundaries can serve as pin- !
ning center$? At such sites the energy of a vortex line is so i
small that it becomes impossible for it to move through the ,/
sample. There are two characteristic quantities that determine !

i
-5
1
1
]

-5
Up(L), 10 erg/cm

how strongly an Abrikosov vortex is pinned at a defect: the

pinning potential,, and the critical current density,. A 3
finite resistance appears when the binding energy of an Abri- !

kosov vortex to a defect exceedls, or the current density I
exceeds]., leading to motion of the vortex lines. We shall 0 50 100

show that the value of the “edge” barriers can play a sub- L

stantial role and can determine the pinning potential and inFIG. 3. Dependence of the pinning potentisj on the degree of smooth-
tragrain critical current densif}?_ nessL of the material forr=0.01(1) and 0.2(2).

2

N

3.1. Pinning potential

The mechanisms of pinning in granular superconductors ] ) .
are not yet fully understood. It remains an open question wh)t/he” the rgsults agree Wlth'the expenméﬁtwhmh show
the critical current densities of HTSC films are substantiallythat the critical currents realized in fine-grain HTSCs are an

higher than the values df, for the bulk HTSC materials. Order of magnitude larger than in samples with coarse grains.

The key factor here is apparently the pinning of the vortices! "€ PinningU,, is greater for smaller. Furthermore, the

in an external magnetic field, which underlies the descriptiorPinNing potential in our model is an order of magnitude
of various phenomena involving the Abrikosov vortices suchl@rger than thr-ioengrgy_ of an Abrikosov vortex at the grain
as the critical current, magnetization hysteresis, and th§enter €=0).™ This circumstance may be a direct indica-
quantum tunneling of vortices. The problem of Abrikosov 0N of the possible similarity of the structure of vortex lat-

vortex pinning reduces to one of describing the elementar)tf!ceszif)n our model to that in a film under a parallel magnetic
pinning force of an Abrikosov vortex—the interaction be- i€ld,”> where at fieldsH=H,(d) (d<\, whered is the

tween the vortex and an isolated defect. film thickness and\ is the London penetration deptthe
In comparison with the Bean-Livingston reslkxpres- vortices are arranged in a row at the center of the film. As the

sion (1) exhibits some differences of the barriers for Abriko- field increases further, the structure of the lattice transforms

sov vortices in granular superconductors. One of them—atP triangular. _
energy barrier to the entry of the vortex into a grain from the _ Figure 4 shows the results of a numerical study of Eq.
side of the Josephson junction—can be interpreted as th@o)_tg‘e dependence of the pinning energy on the reduced
pinning potentialu,. This is an obvious assumption, since field H3PTH (o) for L—eo for values of the intergrain cou-
defects are capable of pinning vortices, thereby lowering th®/ing parameterr=0.1 and 10 and alséin the inse} for
order parameter locally in the superconductor, and this give¥alues of the anisotropy parametg=0.8, 1.0, and 1.8. As
rise to a potential that inhibits the motion of the vortex line IS S€en in the figure, in the limit of strong intergrain coupling
or internal vortex. Many experiments clearly indicate thatthe value ofU falls off more rapidly with increasing field
even the well coupled grains of MgB with a large misori- than in the weak—coupl!ng limit. The inset shows the dgpgn—
entation angled of the boundary, can act as pinning centersdence ofU, on the anisotropy in the weak-coupling limit
at some values of the coherence length and lattice =0.1. It is easy to see that the pinning potential decreases
with increasing».

Taking relation(1) into account, we define the pinning ~ Thus the pinning potential is a function of many param-
eters:U,=Uy(H,7,0,7,L). The approach developed in this

potential per unit length of the vortex core as / AR -
) paper can be used in a modified form in both strongly
Up(Xo,L)=lim U(xg,20,L). (20 coupled (MgB) and weakly-coupledHTSC) materials and
20—(a/2) also for studying the magnetic and transport properties of
The influence of the degree of smoothnissn the value of  superconductors with a wide spectrum of grain sizes and
the pinning potential, is shown in Fig. 3 forr=0.01  anisotropy.
(curvel) and 7=0.1 (curve 2). It is seen that in the case of It should be noted that when the Lorentz force exerted
large grainsr=0.1, the influence of onU, is negligible; in  on an Abrikosov vortex in an external magnetic field causes
the fine-grained case=0.01, whema~1 um, the contribu- the vortex to move, the magnetic properties of the supercon-
tion from the next vortices-images far>1 increases), by  ductor become reversible. Therefore the line of irreversibility
~16% (L—o). Thus, if the pinning mechanism for the on theH-T phase diagram can be obtained from analysis of
transport critical current is taken to be the dominant factorthe H-T dependence of the pinning energy, .

parametef?
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FIG. 5. Field dependence of the critical current dendjtjor various values

of the anisotropy parameter=0.5, 1.0, and 2.0 for=0.1, 7=0.1 and 10,
FIG. 4. Dependence of the pinning potentld}, on the applied field  andL=1. The inset shows the field dependencelpffor values of the
H{PTH1(e) for 0=0.1 (1) and 10(2), when7~1. The inset shows the intergrain couplingr=0.1 and 10. The solid and dashed lines correspond to

variation ofU;, for »=0.8(O), 1.0(—), and 3.3(X) in the weak-coupling  the cases of large grains+10) and small grains#=0.1), respectively.
limit o=0.1.

7. The inset shows the qualitative dependence §H™)
3.2. Critical current density for coupling parameters=0.1 and 10 and also for normal-
_ _ ized grain sizesr=0.1 and 10. The solid and dashed lines
Unlike the case of bulk untextured ceramic supercon

; . _correspond to the limit of large and small grains, respec-
ductors the field dependence of the critical current densit

app, - : . o ¥ively. First off, one sees two extremal current states:
JC(Hy P in MgB, is determined by pinning and not by char- =0.1, =10 (curvel), ando=10, 7=0.1 (curve4), which
acteristic weak links. As in the case of HTSC materials, th%orrespond to the largest and smallest valuesiofor a

pinning in MgB, depends strongly on field, being insignifi- giyen 5 1 fields HZPP~3.3H, the current states withr
cant at low fields and forming a depinning line in fields near_ g 1 ang 10 are practically indistinguishable in the limit of

Hc,. Using relation(20), we find an expression fiale(HJ*) _ small(curves3 and4) and large(curvesl and2) grain sizes.

in the field region neaH,; . The current exerts on an Abri- Thus in fields approximately equal to 813, the value ofJ,

kosov vortex a force per unit length depends mainly on the grain sizes and is practically indepen-
F =Jlc. (21)  dent of the intergrain coupling strengih In fields Hf}pp

>3.3H.;, however, it can happen that the fine-grained struc-

tures have higherd. than the coarse-grained structures

(curves2 and3). It is seen in the figure that the steepest drop

0 of J; is characteristic for the fine-grained, strongly coupled

Fo(H)= ?JC(H)- (22 surfacegcurve4).

] ) o ) ) It is shown in the inset that the calculated valdg

In this expression the pinning fordg, is determined by the 16 A/cm2. However, it follows from the experimental re-

change of the pinning energy over distances of a skal€:  syits thatd,~10° Alcm? at T~10 K. The discrepancy may
is the change of the order parameter at the grain boundarype que to the fact that the pinning potential at the grain
Fp=Up/&. Thus the |°C2| critical current density is & func- poyndaries has a collective nature. This should lower the
tion of the external field43? and the distance from the sur- yaiue ofJ.. Thus the calculated value df describes satis-
face: Jo(Hy™, xo,L) = (c/ Do) Up(HY™, Xo,L). Averaging  factorily the main features of the transport in polycrystalline
the current over the conducting cross section, we obtain agyperconductors. This is a direct indication that the grain
expression for the intragrain critical current density: boundaries are the factor governing the transport properties.
ab The grain boundaries “anchor” the Abrikosov vortices, cre-
mj Up(Hg™ x0,L)dXe. (23 ating pinning centers. The dependence on the anisotropy is
0%abse /O substantial. Thus the technique of texturing may be used to
Figure 5 shows the results of calculations of the field depeneptimize the technological process of making materials with
dence ofJ; for a coupling parametes-=0.1, whenL—© larged..
for various values ofp and . It is seen in the main part of It should be noted that in considering the question of the
the figure that in the limit of large graing€10) the value intragrain critical current density we have assumed that there
of J. is possibly independent ofy, whereas in the small- is one pinning center for each grain. In other words, were are
grain limit (7=0.1) the value ofl., falls off with decreasing studying transport properties governed by the elementary

Assuming that the forcE| in the critical state is counterbal-
anced by the pinning forcd,=F_, we obtain

Jo(H3P L) =



Low Temp. Phys. 31 (5), May 2005 L. V. Belevtsov 377

vortex pinning forceFip. In real materials, however, the pin- "E-mail: apmath@dgma.donetsk.ua
ning potentialU, is a sum of the energies of the pinning

centersU,=3;Uj, (or the vortex density at the grain bound- iE- H. Brandt, Phys. Rev. BO, 11939(1999.
. 27 . app N E. H. Brandt, Fiz. Nizk. Temp27, 980(2001) [Low Temp. Phys27, 723
aries,np),”" i.e., UpxnyocHIPE. Taking into account thal, (2001)].

«Uy<n,, one can conclude that as soon as the externafL. Burlachkov, Phys. Rev. B7, 5830(1993.
vo . . 4 ; )
magnetic field increases, so do the number of Abrikosov vor-_ - L. Maksimov and A. E. Elistratov, Appl. Phys. Le@t2, 1650(1998.

. . N . 5. L. Maksimov and G. M. Maksimova, JETP Le@5, 423 (1997.
tices and, hence, the density of pinning cent&fBhus with 63. Senoussi, J. Phys. IfFrance 2, 1041 (1992,

increasing field the value af; is determined by the pinning 7M. Konczykowski, L. I. Burlachkov, Y. Yeshurun, and F. Holtzberg, Phys.
on the set of defects, which can support large currents to highRev. B43, 13707(1992; C. P. Bean and J. D. Livingston, Phys. Rev. Lett.
fields. In the case of fieldd ; <H<H,, every vortex line is 1% 14 (1964. .

. . . . A. V. Kuznetsov, D. V. Eremenko, and V. N. Trofimov, Phys. Re\6®
coupled with a vortex lattice, which should increadg. 1507(1999.
Therefore the dependenceldt, onH and, henceJ.(H) are 9E. Zeldov, A. I. Larkin, V. B. Geshkenbein, M. Konczykowski, D. Majer,

weakened, as is is seen from the experimental results ofB. Khaykovich, V. M. Vinokur, and H. Shtrikman, Phys. Rev. Let8,

1428(1994.

transport measurements. 101, v. Belevtsov, Fiz. Nizk. Temp31, 155 (2005 [Low Temp. Phys31,
116 (2005].

4. CONCLUSIONS 1p. M. Morse and H. Feshbachlethods of Theoretical PhysicMlcGraw-

. . Hill, New York (1953, Izd-vo Inostr. Lit., Moscow(1960, Chapter 10.
The results obtained show that the grains play a substanz; peay, appl. Phys. Lets, 65 (1964. P

tial, even dominant role in the formation of the magnetic and®p. G. de Gennes, Solid State Comm@n127 (1965.
transport properties in polycrystalline superconductors a{“M. Pissas, E. Moraitakis, D. Stamopoulos, G._ Papavassilio, V. Psycharis,
magnetic fieldsH close toH, . Apparently the role of the ,o""g Sy TROEE % CR TR0 BRIEE00 6 shoherbar
boundaries will be significant in both ceramic and single- kova, Fiz. Nizk. Temp18, 238(1992 [Sov. J. Low Temp. Physi8, 164
crystal HTSCs. The normalized grain sizethe intergrain 6(1993].
. . 1
coupling strengtho, the anisotropyz, and the degree of R(Au-d'\"-d 'Vag%hef_‘koya ;3 \2/-915(‘255550“ Yu. A. Genenko, and Yu. V.
. . . eavedaeyv, ysica .

.SmOOthneSS of the material all shape the pOtemI.al barrier th"ﬁA. M. Campbell and J. E. EvettEritical Currents in Superconductors
impedes both the entry and exit of a vortex line and can Taylor and Francis, LondofL972, Mir, Moscow (1979.
enhance or weaken the Bean—Livingston barrier. These paZP. Singha Deo, V. A. Schweigert, and F. M. Peeters, Phys. R69, B039
rameters should be taken into account in a realistic analysig1999: _ _ _

fth fi f the first t trv fi the | P. Singha Deo, F. M. Peeters, and V. A. Schweigert, Superlattices Micro-
of the questions of the first vortex entry iettl, , the ower struct. 25, 1195(1995.
critical field H.y, hysteresis effects, and also the pinning2p, . de GenneSuperconductivity of Metals and Allogenjamin, New
potential and the intragrain critical current density. The ZlYork, 1966, Mir, Moscow (1968.
results of this study can be applied for analysis of the ques- 2’;’524') Kleiner, L. M. Roth, and S. H. Autler, Phys. Rev. #83 1226
tion of stgbﬂﬂy_ of the vortex lattice and also in the studylof 2B A Glowacki, M. Majoros, M. Vickers, J. E. Evetts, Y. Shi, and
the Berezinskii—Kosterlitz—Thouless vortex phase transition. I. McDougall, Semicond. Sci. Techndl4, 193 (2001).
The proposed model can account for the difference in th&%J. R. Clem, inProceeding of 13th Conference on Low Temperature Phys-

transport behavior of different samples with a weakly glz ﬁtfnlaﬁlsw%om;n%h?/ﬁ' :\)’/\I.pJ.l(SZSulllan, and E. F. Hamnteds),

coupled Josephson StrUCtL(ﬂdTSCQ and Strongly COUp|ed %A, S. Krasil'nikova, L. G. Mamsurova, N. G. Trusevich, A. V. Shlyakh-
materials (MgB, LiBC) with different degrees of graininess tina, and L. G. Shcherbakova, Fiz. Nizk. Tems, 302 (1992 [Low
and anisotropy. The degree of surface smoothness of the mgJemp. Phys18, 208(1992].

. - - - S. H. Brongersma, E. Verwej, N. J. Koeman, D. G. de Groot, and
terials also has an important bearing on these questions,’ Griessen, Phys. Rev. Leftl, 2319(1993.

since our results directly imply such a dependence of thesy, v, shmidt and G. S. Mkrtchyan, Usp. Fiz. Nadk2, 459 (1974 [Sov.
critical parameters in the case of fine-grained samples. Phys. Uspl7, 170(1974)].

The author expresses his deep gratitude to A. IZN"C- Yeh, Phys. Rev. B0, 4566(1989. o
D’yachenko, Yu. V. Medvedev, and A. A. Abramov for help- E. H. Brandt and U. Essmann, Phys. Status Solidi4&, 13 (1987.

ful discussions of the results of this study. Translated by Steve Torstveit



LOW TEMPERATURE PHYSICS VOLUME 31, NUMBER 5 MAY 2005

Superconductivity in nonadiabatic systems with an “extended” singularity in the
electron energy spectrum

M. E. Palistrant*

Institute of Applied Physics of the Academy of Sciences of Moldova, Academy St. 5, Cishinau 2028,
Moldova

(Submitted July 12, 2004
Fiz. Nizk. Temp.31, 500-506(May 2005

An equation for determining the superconducting transition temperatuig obtained in the

linear approximation in the nonadiabaticity for a system with a square-root singularity

in the electron density of states. The vertex function is calculated and analytical expressions are
obtained forT in the limiting casesT .<u; and u;=0 (u, is the singular pointand

also an expression for the coefficient of the isotope effect. It is shown that the contribution of
nonadiabatic effects t@ is significant and decreases on approach to the singular point

n1=0, and the smallness of the isotope effect is due to the presence of such a singularity in the
electron energy spectrum and the nonadiabaticity of the systerB0@ American Institute

of Physics. [DOI: 10.1063/1.19253483

1. INTRODUCTION for taking such processes into account, proposed, e.g., in

) ) ) ) Refs. 4 and 5, has since been used by us to study the ther-

~Materials with high-temperature superconducting propyyqqynamic properties of nonadiabatic superconductors with
erties (oxide ceramics, fullerenes, organic compounde 5 yariaple density of charge carriers in clé&mnd dirty®

very complex systems. They have a rich set of properties, theystems. The studies reported in those papers showed that

consistent consideration and understanding of which willsgtacts due to nonadiabaticity of the system and to strong

help reveal the answer to the central question of the mechaectron correlations promote the formation of superconduc-
nism of high-temperature superconductivity. Many properties;yit, at high temperatures. In systems with a magnetic im-
mhe_rent to thes_e mate_nal_s have now been d|scovered—|5urity they delay the decline oF, with increasing impurity
particular, the singularity in the electron energy Spectrumyqncentration and increase the region of the gapless state and
that promotes the elevation of the superconducting transitiofe cgexistence region of superconductivity and ferromag-
temperaturel; . netism. They have a substantial influence on the crossover

Experimental studiés of the electronic structure“ Of from the scenario of BCS superconductivity to Bose conden-
YBa,Cu;0s 9and YBaCu,Og reveal the presence of an *ex- gaiion of local pairgthe Schaffroth scenaridn the region of
tended” saddle-point singularity in the band corresponding tqg,, charge carrier densitiés.

the CuQ plane. A simple model for the formation of this

) ' ) ) ) The goal of the present study is to construct a theory of
singular point was proposed in Ref. 1. Under certain condizherconductivity for systems with inherent nonadiabaticity

tions imposed on the parameters of the theory, one can Obtat@F~w0 or s <wy) Which have an “extended” singularity in

a one-dimensional electron density of states, which divergeg,q energy spectrum, i.e., a one-dimensional electron density
as the square-root of the energy: of states(1). Such properties are possessed, in particular, by

= the yttrium ceramics mentioned above.

N(2)=Ng\ / , (1) This paper is arranged as follows. In Sec. 2 we give the

e—¢ basic definitions, write expressions for the mass operators
and Green’s functiongnormal and anomalousn the ap-
proximation linear in the nonadiabaticity, and calculate the
vertex function. In Sec. 3 we obtain an equation for deter-
mining the superconducting transition temperature in the
weak-coupling approximationTc<wg) and find analytical
solutions in two limiting cases. In Sec. 4 we give an expres-
sion for the coefficient of the isotope effeet, In the last
Section we present numerical solutions of the equation de-

whereE is a quantity of the order of the electron energy, and
g is the singular point. The presence of an “extended” sin-
gularity makes it possible to reach hidlhy independently of
the mechanism of superconductivigghonon or nonphongn
Abrikosov' constructed a theory based on the BCS-Migdal
model, which is applicable for describing superconductivity
in metals. For thene > wq (&f is the Fermi energy and,

is a characteristic phonon frequencitowever, the yttrium termining T, at all possible values of the parametey/w,.

compqund; in which the _apove smgulanty 'S obseryed Ahe coefficient is also calculated, and the results obtained
nonadiabatic systems. This inequality does not hold in them

but insteack~ wy. In this case the Migdal theoréris vio- are analyzed.

lated and it is necessary to construct a theory of supercon-
- X . . : .~ ~2. BASIC OPERATIONS. VERTEX FUNCTIONS

ductivity for systems with an “extended” singularity, going

beyond the framework of the Migdal theorem and taking into ~ We start from a Hamiltonian describing an electron-

account additional many-particle processes. The techniquehonon system and use perturbation th&bitg determine

1063-777X/2005/31(5)/6/$26.00 378 © 2005 American Institute of Physics



Low Temp. Phys. 31 (5), May 2005

the Matsubara Green’s functiorfsormal and anomalous
The perturbation series for the self-energy operatdiago-
nal X\ (pQ) and nondiagonak g(p{})) takes into account
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calculating function$?,, and P to use the Green'’s function
(8), setting in itZ=1 andZ,=¢,. As in the previous
paper$~° here we perform the summation over, in ex-

the diagrams in all orders of perturbation theory in thepressions(7) in the weak-coupling approximationT{
electron-phonon interaction, as is done in the case of adia<wg), which is equivalent to integration over frequency at
batic systems, and additional diagrams containing vertex corF = 0. We then pass from a summation oyegrto integration
rections and corresponding to the crossing of two electronever energy in accordance with the presence of an “ex-

phonon interaction lines. A justification for this
approximation is given in Refs. 4 and$ee also Refs. 6 and
7). Thus we obtain for the mass operatdrg and g

SN(PQ)= oy BV 2 Vn(PPIG(PL2y), )
2P = 5 plEl Vs(PPyF (P1L21). 3
where
V(PP =—0g°D(Q—Q)[1+\oPy(pp: 20211, (4
Vs(Ppp1) = —g?D (2= Q1)[ 1+ 27 oPy(PP12€21)
+NoPc(PP12€y)]. (5)

Here D(Q— ;) corresponds to the phonon Green’s func-
tion

2
)

L=~ e

(6)

2

g? is the electron-phonon interaction constang=Nyg?,
andP,, andP are the vertex and crossing functions, respec-
tively:
9
Pu(pP1 Q)= — BVE D(2-0,)G(p,Q22)
P10
XG(p1tp2—p, Q1+0,-0Q),
Pc(pp2Qy) = BVE D(2-Q2)G(px5)
P22z
XG(p2=p=—P1, Q= 0Q=Qy). (V)

We shall henceforth consider a temperature region close

to the critical temperaturé&,. In this case for the functions
G andF we can limit consideration to the expressions

B 1 3 25(Q)
G(DQ)—m, F(pQ) 720272 ®)
where
1
Z=1—(I2imoﬁlm2N(Q); E,=ep+ReX\(0); 9

SN(Q)=Z\(peQ);  24(0)=24(pe0).

We note that expressioii®) and(3) contain the total Green’s

functions with the electron-phonon interaction taken into ac-

tended” singularity in the systeln

1 w W—uq
\_/pzz ..._>f0 N(fpz)dngZJMl N(spz-l—,u,)dspz.
(10

Here the electron density of stat§e) is given by relation
(1). We use the method of direct evaluation, analogous to the
calculations done in Refs. 3-6. Because of the one-
dimensional dispersion relation for the energy of the elec-
trons and their “forward” scattering, we have— p,~ pix
~P2x=Pr, Which makes it possible to repla@gz_p+pl and
R by &p,- This substitution simplifies the calculation
substantially in comparison with three-dimensional and two-
dimensional systenfs;? since in this case there is no inte-
gration over angle variables.

We obtain

11)

ReP\(0€;)=RePc(08,)= 2(\2/—[90++¢>]

where

A

B,
i arctan— arctan—
AZ+BZ < +B%

A+_\/— \/—+A+
] — 1)+ B
(A +u)?+B%"

(W1’2+A )2+ B2
(W1’2 A )2+B?

P+=737 12

B.
AZ +B2 2

B_
A% +B2
(Vi +A_)2+B2
n
(Vui—A_)2+B2

(P_:

A_
AZ +B2

2

X

B_ B_
arctaw + arctaw

B_ B_
—arctan—— tarctan————

Vi +A A=y
V) |-

The quantitiesA. andB.. are given by the expressions

1
5[V(M1i w)2+ QI+ (u1* wp) M2,

—TO(A_— (12

count in all orders of perturbation theory. The approximation

consists in taking into account only the approximation linear
in the nonadiabaticity, which corresponds to keeping dia-

~sgn{},

[V(wo* p1)?+ Q5= (u1* wo)]*2

(13

grams with an intersection of two electron-phonon interac-

tion lines(the presence of the vertex functi®y, and cross-
ing function P in Egs. (4) and (5)). This allows one in

It is easy to see on the basis of formuld4)—(31) that the
relation ReP(0Q);)=ReP,(0—(),). Here we have not given
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the expression for I®,(0€;). We note, however, that (; atthe pointd)=0, Q;=w, (Refs. 4 and  We then use
Im P,(0Q,)=—Im Py (0—Q,). This circumstance allows us the approximation that is used in the theory of superconduc-
to avoid considering this expression below, since it does ndiivity with electron-phonon interactioh:*?

contribute to the self-energy equatioi®3, (3). We substitute 2 5
definitions (4), (6), and (8) into Eq. (2) and perform the “o - & , 2“’0 . 17)
summation over), in the standard way, replacing it by in- Q-0+ w5 Q%+ w5 O+ wf

tegration atT=0. We then go over to integration over the

energyep , using the two-dimensional electron density of These operation lead to the expression

states(1). wi 1 w2 4(Q9)
; i S4Q)=\5— 2. 232 2. (252"
As a result of these calculations we obtain s Q%+ ol BV Ll E 0207
w \/E)\O (18)
fim — Im~3 () = — 2OV
0-of} where
[ Jw A =No[1+3\oPy(0wo)]. (19
(m1= @) (W= p1+ wo) We write Eq.(18) in the form
+ Va1 + ! 0
[O2s) ILL1+ [O2) M1 Wq ES(Q):)\AQZ+ wSA (20)
1 VM1t 0o~ \/M_ Substituting(17) and (20) into (18) and using formulal),
2( g+ wo)3’2 ,/M1+w0+\/_ we obtain equations for determining the superconducting
transition temperature in a nonadiabatic system with an “ex-
B E 1 \/— Vi — wg tended” singularity in the energy spectrum:
2 (pa—wo® " +
1~ ®g W+ Vi — wg Lo fw_md JE 1 » g
= 8 —
\/_ VM1 A M pl\/&‘ +,LL1 18 Qg (Qi‘f’&)%)
®(Ml wg) P1
\/_+ Vi1~ @o 02 1
1
. 1 t [ W X1 1= 07+ 0l 22 +ZZQZ (21
— | arctan
(wo— p1) wWo— M1

We do the summation ove2; in (21) in the standard
way. Changing from the sum to an integral, we obtain the
expression

M1
—arctany/
wWo™ M1

®(wo_/—L1)], (14

ReS(0)= )\(z)wo\/E{ 1 [ln\/V_V—Vﬂl_wo Z g (w-p, \/Eds_pl
NY) =~ 30 o —
2 Vii—wol VWi — g N2 VZep, T
\/ T VM1 W O (11— wg) ,8c8pl
1~ ®Wo 1
" Vs ogenn—5" |y
2 W €p, €p,~ ®o
+ ———| arctany/
VwWo— M1 wo— M1

1

wOJ
+ w & 2
@( o l) M1 \/ [.Ll( 0 | Py )

M1
—arctan\/w _—
0 1 —
Wheres_pl=sp1/2, W=W/Z, andu,=7/Z.

N 1 VM1+ wo— \/_] (15) We setT.=0 in all terms in(22) except the one contain-
Ve + wo \/,ul+ wot Vi) ing the logarithmic singularity with respect to that quantity.
Such an approximation is valid in the weak-coupling ap-
proximation (T.<wg). After doing the integration over en-
No=No[1+AoPy(0wq)], (16)  ergy in the terms not containing. , we bring Eq.(22) to the

(22

where

and®(x)=1 for x>0 and 0 forx<O0. form
ﬂcs
3. SUPERCONDUCTING TRANSITION TEMPERATURE 7 \/Z_ Vi (- dep tanhT
We start from the expression for the mass operatgr A VE Tf_ﬂl Splﬁ

(3), substitute definition$4) and (8) into that formula, and
take the expressioR,, out from under the summation over —®(womiW), (23
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2
1t Zwg

[
_Z(l)o

woVWpg

M wo+W—T) (g —

1
‘D(woM1W)2+Z

Zwo)

Z(UO

I+ ———
4(fy+Zwo)

+ —

Z(!)O
X+ —=|1-——= I, (29
4(uy—Zwo)

Vi R+ V1t Zag

— n ,
ViitZwo Vit Zogt Vi

Vi " VW= —Zawyg
Zwg| W+
\/Z Vi1 —Zwg

1t~ Zwg

2

w
arctan\/s———=—
NVZwo— T Zwo— g

Vi
—arctan————

VZwo— iy

An analytical expression fof, can be obtained from
(23) in two limiting cases, namelyw, w,>T., and at the
singular pointu,=0.

After separating out the logarithmic singularity with re-
spect toT, in (23) for W, w,>T., we obtain

2

_Zwo

O(1—Zwo)

Vit

O(Zwo—11). (25

— = 11/2
8 W B
T Wi
0 p’l ~
XeXp{—Z/)\D\/E—@(wo,U,lW) . (26)
At the pointu,=0 we obtain from(23)
A2 | Z, 1 JW
1=z, 0 BT W 4(Zgwgt W)
0 )\AO\/E \/V—V (Zowo )
L5 1 t [w |72 -
— arctan
4 \(,Uozo ZO('UO

where

o dx
A=f ——F=1.906; Zy=Z|, —0o;

0 VX costt x 0=Zlu,=0
A3, = A8l

M]_:o'

In the limit W—o, Py,=0, wg— we obtain from(26) and
(27) the following expressions a&i.<u; andu;=0
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8
Tey= 2 expi — 1o\ 1 /E), 28)
A2
T20= 7)\(2)5 (29

These formulas correspond to the case of an adiabatic system
with an “extended” singularity in the energy spectrum with-
out allowance for retardation and corresponds to the results
of Ref. 1.

From a comparison of Eq26) with (28) and Eq.(27)
with (29) it can be concluded that in a nonadiabatic system,
as in an adiabatic on@, increases with decreasing chemical
potential (as it approaches the singular poky). A renor-
malization of the parameters of the theory takes place on
account of effects of nonadiabaticity, and an additional term,
®(wor,W), also appears in the exponent on the right-hand
side of (26) on account of retardation.

4. ISOTOPE EFFECT

The coefficient of the isotope effect is determined by the
relation

—dInT./dInM, (30)
whereM is the mean ionic mass. In ordinary superconduct-
ors with an electron-phonon mechanism of superconductivity
one hasa=1/2.

The presence of van Hove singularities in the electron
density of states leads to a significant increase of this
coefficient>!2 This decrease is explained by the replacement
of the Debye frequency, which cuts off the electron-phonon
interaction, by a certain electron energy that is independent
of the mass of the ion. Furthermore, the coefficieralls off
with increasing Migdal parameterm= wq/eg) and can
reach small valués’ in nonadiabatic systems.

In this Section we determine the joint influence of the
extended singularity in the electron density of states and of
nonadiabaticity effects on the isotopic coefficientWe con-
sider the casu,>T,. starting from the expression for the
superconducting transition temperatgs). For simplicity
we set W—x, w;~pu,; and introduce the variable
=wolpy. We obtaln

~14InT, 1 4dInT, -
a()=7 alnx 27 ax S
where
ainT, 1+ w, 1]0z w, Z %
x = 1Z"VENXx TVENZox
J
- 5(13(0)0#100), (32
B o ., Py, df;
Z=1+\,f,, X Nof; X )\Z—X,
m\A , Py
(?X 0(9_’ (33)



382 Low Temp. Phys. 31 (5), May 2005 M. E. Palistrant
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FIG. 2. Dependence of the critical temperatligeon the parametet; /wq:
E/wy=3,\;=0.5(1) and (I'); E/wp=10,A,=0.3(2) and 2'). The solid
curves correspond to a nonadiabatic and the dotted curves to an adiabatic
system.

FIG. 1. Dependence of the vertex functiBy on the ratiou, / wg at values
of E/we=3 (1) and 10(2).

—_f(1 2
fz_f(z )+f(2 ', 2. The analytical formula$26) and (27) were also used in
1 E( 1 1 the calculations. The maximum value ©f both in the case
fll== \/:[—+ — of a nonadiabatic systerfcurves 1 and 2) and adiabatic
2 Vpg[1+x 1=x (curvesl’ and?2’) is reached ajt;~ wq and not at the point
« JTrx-1 lelo, as isfstateg in Ref. 1. The cause of such behavior is
— In easily seen from E¢22). In particular, atW— o the value
2x+ 1% 1+ x+1]’ of the lower limit of integration on the right-hand side of this
equation decreases with decreasing while the integrand
f<2):E \/E X In 1-vi-=x O(1-x) increases. The competition between these two factors leads
2 2 Vu21-x%" 14 J1—x to a shift of the maximum of . to the right in relation to the
singular pointu;=0.
+1 \E X In our opinion, in a nonadiabatic system the electron
2 Vo, 2(x—1)%? energyE cannot be significantly larger than the phonon en-
I ergy wg, as happens in ordinary superconductors, and,
a
E arctan \/ m
0

O(x—1). (34) hence, values oT?~ 100 K and higher can be achieved at
small values of\ if both effects are taken into account: the
The quantities\?, A%, Py, and® are given by formulas presence of a singular _point i_n r_nomentum space, which
(16), (19), (1), and(24), respectively. leads to a square-root _smgu]gnty in the eleqtron Qen3|ty of
states, and the nonadiabaticity effects, which violate the
Migdal theorem P,,>0).
The contribution of nonadiabaticity to the value ©f
The presence of a square-root singularity in the electromlepends largely on the parameters of the theory and is sub-
density of statesl) due to the two-dimensional dispersion stantial at all values of the ratip;/wq, increasing with
relation for the electron energy plays a dual role in the for-distance from the singular poipt;=0. As is seen in Fig. 1,
mation of superconductivity in nonadiabatic systems at highn the nonadiabatic systems under consideration it is easy to
temperatures. First, this singularity in itself leads to a hiigh  reach values ofT. characteristic of materials with high-
near the singular poink,=0. Second, because of the two- temperature superconductivity. We note that the solutions we
dimensional motion of the electrons and their “forward” have obtained are underestimated because of the factoriza-
scattering the momentum transfer in the electron-phonon intion of the phonon Green’s functiofsee approximation
teraction is small. This circumstance leads to a large positivél?7)). In systems with a constant electron density of states
value of the vertex function and hence a significant increasthe value ofT, is lowered on account of the use of approxi-
of the electron-phonon interaction constant and supercormation (17) by a factor of g‘”z (where g is the base of
ducting transition temperaturg, . natural logarithms*®1* In our case for a system with a
Figure 1 shows the vertex functidd, (11) versus the square-root singularity in the electron density of states the
ratio w4/ wg for different values of the ratio ot to wy. As  corresponding factor is on average equal to 0.45.

X

5. ANALYSIS OF THE RESULTS

is seen from the figure, near the poipt=0 the functionP,, Figure 3 shows the dependence of the isotope-effect co-
reaches a maximum, making for an increase of the paranefficient « on the ratiow,/u, obtained on the basis of the
eters\, (16) andA, (19). above formulas(31)—(34). One observes a substantial de-

The solution of Eq(23) for the superconducting transi- crease of the isotope effect as the singular pgipt=0 is
tion temperaturd .. is plotted as a function ok, /wq in Fig.  approachedin adiabatic systems, curvels and 2'). The
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An x-ray diffraction study and measurements of the EPR spectrum of a copper orotate single
crystal[ Cu(GH;3N,0,) (H,0),] are carried out. At room temperature a one-center EPR

spectrum of orthorhombic symmetry is observed. The extremal values df faetors are
determined. Low-temperature broadening of the resonance lines is observed. It is

assumed that it is due to the formation of short-range antiferromagnetic order, which arises when
the temperature approaches theeNgoint Ty=3.2 K. © 2005 American Institute of

Physics. [DOI: 10.1063/1.1925349

1. INTRODUCTION thyl orotate(orotic acid methyl estgror by boiling down a
mixture of agueous solutions of Cuind potassium orotate
Orotic acid is a precursor of the pyrimidine bases ofat room temperature. In our case the initial mixture of GuCl
nucleic acids in their biosynthesis. Bioconversion reactionsolutions and potassium orotate were filtered off from a pre-
of orotic acid occur in the presence of enzymes. Their acticipitate at room temperature and heldrat5 °C for a week.
vation and normal functioning require metal ions. For thisThe crystals obtained were quite perfect in shape, blue-green
reason a number of papers devoted to the interaction of metai color, and were in the form of elongated slabs with bev-
ions with orotic acid and its derivatives have appeared ireling of the opposite sides.
recent years:? Attention has been devoted mainly to the in- To refine the type of complex and the parameters of the
terrelation between the chemistry of the metal ions and theilocal environment of Ciir we did an x-ray study of the
role in the life of organisms. crystals obtained.
Copper orotate dihydrateCu(GH;3N,0O,4)(H,0),] be-
longs to t_he farml_y of metalorganic sub_stances whl_ch are, » oAy ANALYSIS OF COPPER OROTATE
accepted in medicine as compounds having enzymatic prop-
erties. To elucidate the general regularities of enzymatic re- An X-ray study of copper orotatéempirical formula
actions it is necessary to establish the equilibrium structure€sHgN,OgCu, molecular weight 253.66 a)uwas done at
of the given metalorganic complexes. Here the most inforroom temperature on a Siemens P3/PC automatic diffracto-
mative studies are of the EPR spectra of Cions in these meter (MK« radiation, wavelength 0.71073 A, graphite
metalorganic compounds. monochromator, 8/ 6 scanning, &,,,=60°). The unit cell
In this paper we report x-ray diffraction studies of a parameters were a=9.503(3) A, b=6.915(2) A, ¢
copper orotate dihydrate crystal and measurements of the 11.851(3) A, B=95.232)°, V=775.5(3) &, space
angular and temperature dependences of the EPR spectragrbup P2, /n, four formula units per unit cell, calculated
CW* ions in this crystal. In view of the weak coupling be- density of the crystal 2.824 mm, and linear coefficient of
tween the molecules of the complexes in the crystalline stategbsorption for M& « 2.824 mm 2.
it can be assumed that the coordination of thé ‘Cions in The structure was solved by a direct method and refined
orotate crystals and in biological solution are only slightly with the SHELX97 software packadeThe structure was
different® Therefore the spectra of the €uions in a crystal  refined according to the squares of the structure amplitudes
and in a biological solution can be assumed similar. F2 by a full matrix least-squares method in the anisotropic
The method of growth of the single-crystal samples of aapproximation for the nonhydrogen and in the isotropic ap-
complex of C4" with orotic acid differs from the methods proximation for the hydrogen atoms. Absorption was taken
used in Refs. 1 and 2. In those studi€si(Oro)(H0),] and  into account empirically by the method of Ref. 5. The final
[Cu(Oro)(H,0)3] complexes were obtained either via me- divergence factors ar&R,=0.074 for 2194 reflections and

1063-777X/2005/31(5)/5/$26.00 384 © 2005 American Institute of Physics
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TABLE |. Relative coordinatesx 10%) and the equivalent isotropic thermal TABLE II. Bond lengths(A) in the copper orotate structure.

parameters) (eq) (A?.10°) of the nonhydrogen atoms, and the coordinates
(x103) and isotropic thermal parametét§eq) (A?- 10°) of the hydrogen Cu(1)-0(5) 1.937(2)
atoms in the copper orotate structure. Cu(1)-0(6) 1.945(1)
x/a y/b 2/¢ Uleq) Cu(1)-0(4) 1.947(1)
Cu(1) 1510(1) 7113(1) 9022(1) 18(1) Cu(1)-N(2) 1.973(2)
o) 3610(1) 8548(2) 11276(1) 26(1) Cu(1)-0(3)* 2.335(1)
o2 7826(2) 7147(3) 9995(1) | 36(1) o(1)-C(1) 1.250(2)
0(3) 4079(1) 5043(2) 6879(1) 26(1) 0(2)-C(2) 1.239(2)
o4) 2138(1) 5949(2) 7658(1) 22(1) 0(3)-C(3) 1.227(2)
o) 950(2) 8062(3) | 10453(1) | 36(1) 0(4)~-C(5) 1.281(2)
o(6) -379(1) 6179(3) 8536(1) 31(1) N(1)-C(2) 1.376(2)
N(1) 5689(2) 7922(2) 10564(1) 19(1) N(1)-C(1) 1.377(2)
N(2) 3553(1) 7319(2) 9479(1) 16(1) N(2)-C(1) 1.352(2)
c( 4235(2) 7946(2) 10462(1) 17(1) N(2)-C(4) 1.365(2)
C(2) 6527(2) 7216(3) 9770(2) 21(1) C(2)-C(3) 1.432(2)
Cc3) 5771(2) 6557(3) 8741(1) 20(1) C(3)-C(4) 1.355(2)
C(4) 4340(2) 6624(2) 8660(1) 15(1) C(4)-C(5) 1.509(2)
c5) | 3479(2) | S815(2) | 7635(1) | 18(1) x‘:tf; Jph;act?fﬂnffé 5 f;ieoéé?iq 118) btained with the use of the sym-
H(50A) 230(3) 8530(4) 10670(3) 40(7)
H(50B) | 1620(5) 8160(5) | 10880(3) | 59(11)
H(60A) | -960(3) 6280(5) 8930(3) 51(9) according to the x-ray diffraction data the local environment
HAN) | 6190(3) | 8340(5) | 11220(3) | 47(8) of two molecules of the water of crystallization, the nitrogen
H(2) 6290(2) 6080(3) 8174(1) 16(5) atom N2) of the pyrimidine heterocycle, and an oxygen

atom of the carboxyl group of the adjacent pyrimidine ring.

R;=0.028 for 1897 reflections having absolute intensitys Epr SPECTRUM OF COPPER OROTATE
greater than twice the error of its determinatfoand the
goodness of the least-squaresSit 1.049. The coordinates The EPR spectra were investigated at room temperature
of the atoms are listed in Table I, and the bond lengths an@n @ JEOL type YES-ME-3x spectrometer< 3.2 cm). The
valence angles are presented in Tables Il and Ill. The moEPR spectra at low temperatures were obtained in the tem-
lecular structure of copper orotate and the structure with reperature interval 2-50 K with the use of a millimeter-wave
spect to the axes, b, c are presented in Figs. 1 and 2, spectrometer X=4 mm). The external magnetic field was
respectively. produced by a superconducting solenoid. The measurement
Thus the structural parameters of our crystals agree@'ror did not exceed IG of the nominal value, and the
with the parameters of copper orotate used in Ref. 6. uncertainty in temperature was not more than 0.1 K on the
The copper orotate crystal has polymer chains along &egment 2—5 K and not over 0.5 K fgr>5 K.
twofold translation axigthe (010) crystallographic direction Because at room temperature the copper orotate crystal
on account of the additional coordination of the copper atombelongs to the monoclinic class with space groGg,
These chains are coupled to each other by stacking interacz P2, /n and contains four molecules per unit cell, so that
tions between the pyrimidine cycles of the moleculéee  the unit cell and primitive cell coincide, the local symmetry
symmetry operation (£x, 1—y, 2—2z)]. Because of these C; of the C#" ions results in the formation of two
interactions the ligands form centrosymmetric dimers; thdnversion-related pairs of copper ions in the unit cell. This
N(2) atom is located almost directly below th€2F atom, last circumstance makes for the formation of two magneti-
and the planes of the aromatic cycles lie parallel to eacleally inequivalent copper-ion EPR centers in the unit cell,
other a distance 3.26 A apart. In the crystal the polymemith a symmetric rotation of the principal axes of the spec-
chains are also connected by a three-dimensional network dfoscopic splitting ¢) tensors with respect to th€, axis
intermolecular hydrogen bonds: (§—H(1N)...O(4) (0.5 (theb axis) of the crystal.
+x,1.5-y, 0.5+2) (H...0 1.91 A, N-H...0 172°), ®)— However, one center is observed in the EPR spectrum.
H(50A)...0(3) (—0.5+x, 1.5y, 0.5+2) (H..O0 2.15 A,  This is apparently due to the smallness of the angle of rota-
O-H...O 158°), @®)-H(60A)...0(2) (—1+x,y,z) (H..O tion of the local axes of the two centers with respect to the
1.88 A, O—H...0 170°), and ®)-H(60B)...0(1) (—-0.5 C, axis of the crystal, so that at the rather significant width
+X,1.5—y,—0.5+2) (H...0 1.88 A, O—H...0 170°). Thus of the resonance line~50 Oe at room temperatyre¢he
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TABLE IIl. Valence anglegdegreesin the copper orotate structure.

Kutko et al.

0(5)-Cu(1)-0(6) 93.03(7) C(4)-N(2)-Cu(1) 111.7(1)
0(5)-Cu(1)-0(4) 174.78(7) O(1)-C(1)-N(2) 123.2(1)
0(6)-Cu(1)-0(4) 87.76(6) O(1)-C(1)-N(1) 118.7(2)
0(5)-Cu(1)-N(2) 94.41(7) N(2)-C(1)-N(1) 118.1(1)
0(6)—Cu(1)-N(2) 164.59(6) 0(2)-C(2)-N(1) 119.5(2)
O(4)-Cu(1)-N(2) 83.65(6) 0(2)-C(2)-C(3) 125.7(2)
0(5)-Cu(1)-0(3)* 91.8%(7) N(1)-C(2)-C(3) 114.7(2)
0(6)-Cu(1)-0(3)* 88.63(6) C(4)-C(3)-C(2) 118.2(2)
0O(4)-Cu(1)-0(3)* 93.29(5) C(3)-C(4)-N(2) 125.0(2)
N(2)-Cu(1)-0(3)* 104.57(5) C(3)-C(49)-C(5) 120.8(1)
C(5)-0(3)-Cu(1)** 127.1(1) N(2)-C(4)-C(5) 114.2(1)
C(5)-0(4)~Cu(1) 115.3(1) 0(3)-C(5)-0(4) 125.2(2)
C(2)-N(1)-C(1) 125.6(2) 0O(3)-C(5)-C(4) 119.7(1)
C(1)-N(2)-C(4) 118.3(1) 0(4)-C(5)-C(4) 115.1(1)
C(1)-N(2)-Cu(1) 130.0(1)

Note* The coordinates of the atom were obtained by applying the symmetry operatiof Q.5,y+0.5, —z+1.5).
* The coordinates of the atom were obtained by applying the symmetry operatioti @.5,y—0.5, —z+1.5).

components of these centers could not be resolved in thénem does. In the case of copper orotate the monoclinic angle
angular dependence. is very close ton/2 and therefore the differences in the di-
Thus a one-center spectrum of orthorhombic symmetryections of the axes are also expected to be small.
is observed in this compound; it is described by an effective  For an orthorhombic Hamiltonian the angular depen-
Hamiltonian dence of the effectivg factor should be described by the
N N expression
H=gugHS, (o
where g is the Bohr magneton and is the magnetic field.
It is knowrf® that for a spin value of the Cii ion S
=1/2 (i.e., the absence of fine structure of the specjrtim
EPR spectrum should be described by Hamiltoriigrin the
case of a crystal-field symmetry not higher than orthorhom-
bic. The difference between an orthorhombic spectrum and a
monoclinic or triclinic one will consist in the orientation of ® o
the principal axes of thg-factor tensor—in the orthorhom-
bic case these axes should coincide with #&eb, andc
directions of the lattice, while in the monoclinic case only
one of the axes coincides, and in the triclinic case none of Sz O D

g?=g7 cos 0+g;sir fcos e+gisinf si @, (2)

wheref is the angle between the external field and the mono-
clinic axisC,, and¢ lies in the basal planéhe b axis).

&

’
B "R <

DR

b2

FIG. 1. Molecular structure of copper orotate according to the data of x-rayFIG. 2. Structure of copper orotate with respect to the axeb, c. The
structural analysis. The ellipsoids of thermal vibrations of the nonhydrogerdotted lines indicate hydrogen bonds also the stacking interactions between
atoms are shown at the 50% probability level of their localization. pyrimidine rings.
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3225 FIG. 4. Temperature dependence of the EPR linewidth in copper orotate
(v=72.81 GH, theab plang. The points are the experimental data, the
solid line is calculated according to relatiéf). AH, is the resonance line-

3200 r width atT=24 K.

S
é3175 | system. At the same time, the resonance line is noticeably
T broadened at <24 K. This broadening may be due to criti-
cal fluctuations in the region of short-range magnetic order

3150 | preceding the pointy of the transition to the antiferromag-

netically ordered state. On this temperature interval the line-
. . width can be written in the forf

0 90 180 270 P (T—T.)—N
0, deg AH~(T-Ty) " (4)

The optimal description of the critical broadening pro-
FIG. 3. Angular dependence of the EPR spectra inahga) andac (b) cess shown in Fig. 4 is obtained for=0.44, which is a
planes at room temperature=9.4 GHz). . . .
typical value of the exponent for a three-dimensional mag-
netic system. The three-dimensional magnetic ordering at-
tests to the absence of pronounced chains or planes of
Figure 3 shows the angular dependences of the EPBxchange-coupled copper ions in this crystal structure. A de-
spectra in theb (a) andac (b) planes at room temperature. scription of the experimentally obtained low-temperature
The extremal values of theg factor are: g,=2.32, broadening(Fig. 4) in accordance with Eq4) for all tem-
gx=2.14, andg,=2.09. peratures in the regiod <24 K yielded a valueTy=3.2
The relationship found among the parameters of the ef==0.5 K. A processing of the experimental results by the
fective g factor correspond to a rhombically distorted octa-least-squares method was carried out for the whole range of
hedral environment of the divalent copper ion. It is knéwn critical broadening. The temperature 3.2 K corresponds to
that in the case of an “elongated” octahedron the orbitalthe minimum of the total rms deviation, and the error of
ground state of this ion is the Kramers doubjetf—y?),  determination ofTy is given for a 10% deviation of that
characterized by angular distribution of the electron densityjuantity.
in the equatorial plane with maxima in the directions of the
ligand atoms. For this state the components of the effegtive 4. coNCLUSIONS

factor are expressed as . . .
P These studies have established the following.

9,=2—-8\NA, g, =2-2\/A, 3 The orbital ground state of the €uion in copper oro-
tate is |[x?—y?). This state corresponds to the case of an
eter of the spin-orbit interaction(for a free ion elongated octahedron. The five-coordinated configuration of
N=-830 cm'}), and A is the parameter describing the ligands in this compound can be regarded as a variant of an

splitting of the term by the cubic component of the Crysta|extremely elongated octahedron. Copper orotate is a three-
field. A typical value of the ratio/A=—0.058 and so the dimensional low-temperature antiferromagnet with aeNe

inequalityg,>g, should hold, with §,—2)/(g, —2)~4. temperaturely=3.2- 0.5 K.
We see that the ratio of the components of theactor
corresponds to conditions in which the local octahedron isE-mail: kkutko@ilt.kharkov.ua
elongated in the direction of theaxis. The five-coordinated
local environment of the G ion in our case corresponds
precisely to the extremal axial distortion of the octahedron. 'T. B. Tam Ha, A. M. Larsonneur-Galibert, P. Castan, and J. Jaud, J. Chem.
With decreasing temperature the extremal directions anqgryl\s/lt;i'r jff (Algigmso dimou, and N. Katsaros, Trans. Met. Chasn
values of the effectiveg factor components are preserved, 1662000, ' ' ’ o '
attesting to the absence of structural phase transitions in théN. N. Viasova and N. K. Davidenko, Koord. Khimiy& 1470(1983.

whereg,=d,, 9, = (g; cos g+g; sir? ¢)*2, \ is the param-
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Frustrated states of the spin-glass type in diluted ferrimagnetic oxides
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The results of comprehensive experimental research on two model frustrated systems of dilute
ferrimagnetic oxides—the slightly anisotropic cubic spinelgsEb, 5 ,Ga,0O, and the

highly anisotropic hexagonal Bake,Ga O,q—are reviewed and summarized. The concentration
x-T phase diagrams constructed for this class of magnets for the first time are discussed,

the mechanisms of formation of disordered states of the spin-glasswyitethe role of the
exchange interaction and anisotropy taken into acgoanmet examined, and the structure

of the states and the influence of spatial inhomogeneity of the cluster type are considered. It is
shown for the example of the Li—Ga spinels that in this class of anisotropic Heisenberg
magnets with short-range exchange the form ofxhEe diagram differs from the canonical form

for spin-glass systems: in the reentrant region € 1.5) one observes a new cooperative
frustrated state and a line of first-order phase transitiof{g) terminating in a critical point ax
=0.8. © 2005 American Institute of Physic§DOI: 10.1063/1.1925350

INTRODUCTION A significant step in the development of the modern con-

. . ) . cepts of the nature of SG states was taken in theoretical
Spin-glass physics as a new field of research is custom:=

arily considered to date from a paper published in 1975 b studies in the Ising model with an infinite radius of interac-
Canella and Mydosh, who, in studying an Au—Fe alloy with ion, starting with the paper by Sherrington and Kirkpatrick

an RKKY exchange interaction of alternating sign, observeo(SK)' At the present fime essentially the only consistent

a cusp on the temperature dependence of the Iow—frequené eory of the spin glass is mean field thedry.Despite the

dynamic susceptibilityy,{ T) at low fields at a temperature rogress In understan_dmg the nature .Of SG _states and_ ex-
T; (also denoted’) 1=3The existence of unusual magnetic plaining the characteristic SG properties, strictly speaking

properties, different from those of the previously knownSUch @ theory is applicable only to classical spin glasses—
magnets, all <T; was grounds for postulation of the exis- highly dilute alloys of noble and transition metals with long-
tence of a new magnetic state with a phase transition d@"9€ RKKY exchange. The fact that the same phenomeno-
T=T,. Iog|cal hallmarks qf the S.G statg are o-bserve.d in systems
The experimental “portrait” of the spin glassésGg,  With a short-range interaction as in classical spin glasses un-
based on the results of a large number of studies, includes tioubtedly attests to a common nature of these disordered
following hallmarks'~ the presence of features on the tem-States. However, to all appearances this does not extend to
perature dependence of the linear and nonlinear parts of tHg€ mechanisms of their formatidr:*
low-frequency dynamic susceptibilify,{T) and on the tem- The use of numerical methods and computer simulation,

perature dependence of the linear susceptibility component¥hich are widely employed for studying the properties of
x'(T) and x"(T), with y"(T)#0 in the entire regionT ~ SGs with short-range interactions, has shown that in the

<T;; dependence of; on the external magnetic field and framework of an exchange mechanism the transition to the

frequency; the absence of anomalies on the temperature d&G state at a finite temperatufe>0 K is possible only for
pendence of the magnetic contribution to the heat capéxity Ising spins’ For Heisenberg systems it is stably fotmitthat
at T=T; and its linear trend fof <T;; dependence of the the lower critical dimension.> 3. This contradiction is rec-
magnetic properties on the prehistory of the sample—coolin@nciled to some degree if the presence of random anisotropy
to T<T; in the absenc€ZFC) or presencgFC) of magnetic is taken into account: for the Heisenberg model with a
field; the presence of relaxation processes on a scale fromearest-neighbor interaction a finite transition temperature
1012 s the macroscopically large~(@stronomical) times; T;~J(D/J)Y* whereJ andD are the standard deviations of
the presence of aging effects; the appearance of unidireéhe exchange and anisotropy distributions, respectively, was
tional anisotropy after cooling in the FC regime. obtained in Ref. 9. Serious problems also arise in connection
The transition to a state of the SG type, identifiable bywith the spatial inhomogeneity of the magnetic states, which
the set of phenomenological hallmarks listed above, can ogannot in principle be eliminated in dilute magnetic systems
cur not only from a paramagneti®M) state but also from with short-range interactiohln such a situation it is hard to
ferro- or antiferromagneti¢FM, AFM) phases. Such a tran- expect that only individual spins will act as structural units.
sition and the state realized f@r<<T; are commonly called In general the shape of the phase diagram in the reentrant
reentrant. Foif <T; in Heisenberg systems a mixed state ofregion cannot be regarded as establishet:''For example,
a ferromagnetic spin glaggSG wherein two types of order the existence region of the regular noncollinear structures
parameter, FM and CC, coexist that can form forT<T. (the Curie point was not found in
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those studie¥? Recently more and more attention is being there exists a continuous series of solid solutions all the way
paid to frustrated FMs and AFMSs, but their study is essento nonmagnetic gallates. An important consideration is that
tially still limited to theoretical models. Thus at present thereinitially (x<6.0) the G&* ions do not have a tendency to-
is still a wide range of open questions concerning the SGvard preferential substitution of positions in the R block of
state in Heisenberg systems with short-range interaction. the hexagonal structurésublattices ® and 4f,),® which

In this paper we present a review and summary of explay a very important role in the formation of the magnetic
perimental results on anisotropic Heisenberg SG systemstructure of magnetoplumbité. This allows one to assume
with short-range interaction from research done at the V. Nthat the disturbance of the exchange is of the same type,
Karazin Kharkov National University. As model objects in although not completely identical, in both systems. The ques-
this research we have used two systems of diluted ferrimagion of the onset of frustration in substituted spinels was
netic oxides: the slightly anisotropic liFes ,GaO,  considered in Ref. 17. Since the M type of crystal structure
(GaS, 0.=x=<2.0) and the highly anisotropic contains spinel S blocks as elements, the conclusions of Ref.
BaFeg, ,Ga 0,9 (GaM, 4.0=x=<9.0). These were chosen 17 can be extended to the substituted compoundd|Ges
with allowance for the results of a study of the exchangewell.
interaction in two- and five-sublattice ferrites in the frame-  The anisotropy energy in spinels and M-ferrites is one to
work of the molecular field model with the use of the methodtwo orders of magnitude smaller than the exchange energy.
of diamagnetic substitutiofisand also for published data on The values of the anisotropy constarts at T=0K are
the sources and mechanisms of anisotrdpy. 1.25X10° erg/cn? for the lithium spinel and 4.5

It is of interest to study these objects in their own right, X 1¢° erg/cnt for the M-ferrite!* In spinels the anisotropy is
since it would fill a gap in the SG data base. Historicallyof a single-ion character. The contribution of each ion is
almost all of the knowrx-T-H phase diagrams of SG sys- determined by thd -S coupling and the crystalline field,
tems have a ferromagnetic or antiferromagnetic state, and nethich has cubic point symmetry, but with uniaxial compo-
a ferrimagnetic one, at the start of the concentration étis nents for the octahedral sublattieln magnetoplumbite
x=0). It is hard to saya priori what type of phase diagram there are two microscopic sources of anisotropy: the dipole—
will be obtained for a sublattice structure with competingdipole and spin—orbit interactions of the *Feions (in the
antiferromagnetic exchange interactions in combination witHow-symmetry 2 positiong.}* The two contributions are

the presence of spontaneous magnetization. comparable in value, but the first leads to an easy plane
(K1<0) and the secon@he dominant oneto an easy axis

1. CHOICE OF MODEL OBJECTS AND THE PROGRAM OF (K1>0). In GgS the easy axes correspond to directions of

STUDIES the [111] type.

Thus the choice of the diluted systems,&Gand GaM

The overall task of the research was to determine thgg model objects allows one to study thd diagrams over
form of the concentration phase diagrams in ferrimagnetig yide range of concentrations and to investigate the role of
oxides with a disturbed exchange and to use them as agichange and anisotropy in the formation of the SG and FSG
example to investigate the mechanisms of formation of disstates. Based on the fact that SG systems of the most diverse
ordered states of the SG type in Heisenberg systems witRings, including the comprehensively investigated system
short-range interaction. Guided by this, we chose as the iniyiih short-range interactiofEu—SyS, exhibit a set of prop-
tial compounds the simplest and best-studied ferrimagnetigties predicted by mean field theory, the first order of busi-
oxides with a single kind of magnetic ions (F9: the two-  ness was to study the above-listed canonical hallmarks of the
sublattice lithium spinel lgg~e, 50, (S), with a cubic struc- 5 state. In the magnetic measurements only static and low-
ture, and the five-sublattice barium ferrite Bgf®o (M),  frequency fields were used. To observe and identify states of
with & hexagonal structure of the magnetoplumbite typegifferent types and the phase transitions between them, calo-
These compounds are insulators, and the dominant interagmetric studies were carried out along with the magnetic
tion in them is the short-range Kramers—Anderson superexsydies. Most of the experimental results that will be pre-
change between the magnetic idifée) via the oxygen an-  sented and discussed below were published in Refs. 18—25.
ions, i.e., the pair exchange integral, depends on the The techniques of the measurements and the methods of
Me,—O’"Mey angles and distance$.For F&* ions Jne  sample preparation and monitoring of their stoichiometry
<0 for any geometry of the exchange boridshis was  ang single-phasedness are described in those papers.
shown in Ref. 13 for the lithium spinel and the M-ferrite. In view of the fact that the first step in the proposed
Even in the initial compounds the inter- and intrasublatticeprogram of studies is to reveal the “mean-field hallmarks” of
negative exchange interactions compete with each other. As@ates of the SG type, a brief discussion of the main concepts

result of the strong intersublattice exchange in the two comyf the SG in reference to the SK mean field théofyis in
pounds a collinear ferrimagnetic ordering is formed, withgqer.

magnetic momentst® K equal to 2.5S) and 20(M) Bohr
magnetons; the Curie temperaturgs are 913 and 733 K,
2. SPIN GLASS IN THE SHERRINGTON-KIRKPATRICK

respectively®
. . : MEAN FIELD MODEL
We chose the simplest way of disturbing the exchange— ©

diamagnetic substitution in which the number of nearest The first theoretical treatment of the spin glass was car-
neighbors is altered. This condition is satisfied to a sufficientied out by Edwards and Andersg¢BA),?® who proposed a
degree by the substitution &a—Fe**, since the ionic radii mechanism for its formation, a model of the spin structure,
are close, 0.62 and 0.67 A, respectively. In both systemand the type of order parametgg,. All together this in
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essence constituted the first definition of the SG state. Aclaps q*#, « and 8 are valleys. For uncorrelated staig¥’
cording to Ref. 26, the transition to the SG state at a tem=0, and for completely correlated statg¥’=q**=q(1).
peratureT=T; is due to the appearance of a random localThe latter means that the system is imprisoned in one of the
magnetization at the sites occupied by magnetic ions: valleys, i.e..q**=0gx.

=(S)1#0 but='m;=0 (here(S)+ is the thermodynamic The order parameterg:, andqg(x) can be related to the
mear). The freezing of the spingi(j#0) is due to the pres- nonequilibrium y,eq and equilibrium y., susceptibilities,
ence of competing exchange interactions of random magniwhich are usually identified with the experimentally mea-
tude and sign. The value @% is determined by the standard suredyzgc and xgc (Ref. 3:

deviationJ of the exchange.

The results of subsequent theoretical and experimental «
studies showed that the definition of the SG state in the EA o= T [1—qra(T)], Xeq=T‘1[1—f g(x)dx
model does not reflect its physical essence. The fundamental 0
distinguishing characteristics of the spin glass, as was first @
shown in the SK model, are due to features of the energy
spectrum, viz., to a high degree of degeneracy of the ground It follows from (2) that the dependence of the magnetic
state and to nonergodicity® The degeneracy is due to a properties of a SG on the prehistamagnetic irreversibility:
high concentration of frustrated exchange bonds, i.e., bondgzrc(T) # xrc) is due to the nonergodicity of the SG state,
for which there are no spin configurations that lead to arend the difference of their susceptibilities can serve as a mea-
absolute(unique minimum of energy. sure of this>

At the transition to the SG state the phase space breaks The results obtained in the pioneering work of Sher-
up into a large number of valleys separated by activatiorfington and KirkpatricR correspond to the replica-symmetric
barriers, the height of which in the limN—« (N is the approximation, in which there is no phase transition to the
number of spins becomes infinité-® Thus the system is SG state in the presence of magnetic field. Below we shall
always found in a restricted region of phase space—a vallewstablish that such a transition Ht=0 does exist and is
Because of this, an average over all possible configurations manifested in breaking of the replica symmétryThe lines
la Gibbs is not equivalent to an average over time, whichof instability of the replica-symmetric solution—the
corresponds to the configuration average only in the limits oAlmeida—Thoules$AT) line—has the form
a single valley. Importantly, the fractionation of phase space
with the formation of all the new infinite barriers that starts 2113
at T continues all the way to 0 RThere are also activation Tf(H)=J[1— Z(j) } , H<J,
barriers of finite height within the valleys, and they are re-
sponsible for the very broad spectrum of relaxation times.

The long-term relaxation effectémagnetic viscosity ob- 2

served experimentally in SGs on a time scale of %0 Ti(H)=(32m) 1 exr{—ﬁ}, H>J. 3
—10* s are, according to the conclusions of mean field

theory, due to intravalley transitions, i.e., to overcoming of
the barriers of finite height.

The order parameteagg, introduced in Ref. 26 is also
single-valley. Its equivalent in the SK theory is the paramete

For a Heisenberg SGnfcomponent vector SGthe
PM-SG transition is described in the general case by several
prder parametersin the isotropic case foH#0 the situa-
tion simplifies. Initially atT¢(H) the spin component trans-

& verse toH freezes |, # 0)—the Gabey—Touloug&T) line.
dea=IM((S(0)s(t)1)c,  dea=a={((s)P)c, (v  ForH<J the functionT¢(H) has the form
t—ow
. : : 23 [H\?
where (...)c is the configuration averagegegp=0 for Te(H)=J1— —| =] |. (4)
T>T; and has a finite value foF<T; . It is the same for all 1101 J

valleys and characterizes the degree of freezing of the spins
in any of them. Thugy is in some sense an experimentally As in the case of an Ising S[@ee Eq(3)] the transition
reproducible quantity: on coolinglT;) the system can get at T;(H) along the GT line is a transition to a nonergodic
stuck in any valley, but this does not affect the valuejpf ~ state, when the corresponding order parameters are Parisi
and its behavior aT>0 K.>® functions. At higher values off, i.e., lower temperatures,
Meanwhile, it is perfectly obvious that a single-value the longitudinal spin components freeze. This process is de-
order parameter cannot be used for an adequate descriptigaribed by a line of critical behavior analogous to the AT line
of the SG state. The role of the order parameter is playeth Ising systems. That this stepwise freezing is a realistic
more successfully by the so-called Parisi functéix), de-  picture is not in doubt. For example, it was shown theoreti-
fined on the interval & x<1, which is the solution in the SK cally in Ref. 27 that the two lines coincide. Experimentally
model with broken replica symmet?y. The physical mean- in the vast majority of cases for Heisenberg systems an AT
ing of the functiong(x) as the SG order parameter is that it line r<H??is observed at low fields and a GT linéxH? at
is the inverse probability of overlapping of the valleys, i.e., high fields!~ Such behavior is explained by the influence of
the degree of correlation of the states in phase spgeg: random anisotropy, which, according to Ref. 28, makes the
=[3P(q’)dq’, P(q) is the distribution function of the over- transition Ising-like.
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FIG. 1. Temperature dependence of the magnetization g6 Gamples for

different concentrations: 0.9 (1), 1.2 (2), 1.3(3), 1.35(4), 1.4(5). In the FIG. 2. Temperature dependence of the magnetization giiGamples at

insetx=1.7, H=50 Oe. different concentrations: 4.0 (1), 6.0(2), 7.0(3), 7.5(4), 8.0(5), 8.5(6);
H=50 Oe.

3. CONSTRUCTION OF THE x-T CONCENTRATION PHASE

DIAGRAMS L .

magnetic ions c=60% [Ga&* in GaM and (xGa*
3.1. Temperature dependence of the low-field magnetization +0.5Li+) in GaS] the o4(T) curves in both systems are
and dynamic susceptibility bell-shaped initially and then develop a cuspe the inset in

It is well to begin the discussion of the results on theFig. 1. The position of the cusp on the temperature scale
magnetic properties used to construct the concentratioflepends oix.
phase diagrams for the systems,Saand GaM with the The behavior of the temperature dependence of the low-
temperature dependence of the low-field static susceptibilitfrequency dynamic susceptibility and its real parfy’ are
xad(T) or magnetizationo4(T), since those functions di- analogous to ther,(T) curve. It has been established that
rectly give a clear picture of the changes in the magneti¢here exists a minimum concentratidfor GasS it is x
subsystem of these objects when the concentration of nor= 0.9) at which they”(T) curves in the temperature region
magnetic ions in them is increased. T<T¢ begin to exhibit maxima, the pOSitiOﬂ and even the
Figures 1 and 2 show(T) for the GaS and GaM existence of which depends on the value of the alternating
systems, measured in a static fiédld=50 Oe on heating of field h. For illustration of the results obtained in this series of
the samples after they had been cooled down beforehand gudies Fig. 3 shows the’(T) curves for GgS samples with
4.2 K atH=0 (the ZFC regimg First of all, it is well seen X=0.9 and 1.35.
from the data of Figs. 1 and 2 that the substitutior” Ga
—Fée" leads to a decrease of the Curie temperaflise _ _
which can nevertheless be reliably determined by extrapola3-2: Pependence of the magnetic properties on the
tion to theT axis of the segments with maximum derivative PreMStory—magnetic ireversibility
doldT to x=1.35 (GaS) andx=7.0 (GaM). Except for The main features of the behavior of the magnetization
the low-temperature region, the,(T) curves for GgS at  due to its dependence on the prehistory are illustrated by the
x<1.4 are typical for magnetically soft materials, for which data shown in Figs. 4 and 5 for the SGsand GgM systems,
the shape anisotropy is dominant. Unlike,Gain the GaM respectively. The character of the,:c(T) and orc(T)
system a maximum af— T (the Hopkinson effegtis  curves presented in Fig. 4 is typical for the concentration
clearly visible, which is observed, as a rule in the presence ahterval x<1.35 in the GgS system and fox=<6.0 in the
strong crystallographic anisotropy. This means that the GaM system*®*°It is seen that in both systems irreversibil-
GaM system remains highly anisotropic upon the substitu-ty exists in a wide range of temperatures, i.e., its presence is
tion G&" —Fe**. From the standpoint of observation of the observed at temperatures much higher than the position of
SG states in this concentration region the behavior of théhe maximum on the”(T) curves. With increasing field this
magnetization in the low-temperature region is significantinterval narrows, and at a certain valbethe irreversibility
for T—0 K both systems exhibit the decreases@f(T) typi-  vanishes: for example, a =100 Oe for Gg¢S and atH
cal for SG states, this decrease being sharper the higher the10® Oe for GgM. The magnetizatiowg in the concen-
concentration of GH'. tration region under discussion is independent of temperature
Further, at practically identical concentrations of non-in GaS and increases weakly with temperature inl@a
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FIG. 5. Magnetization polytherm for Gl samples withx=8.25 in differ-
L : L : : ent fieldsH [Oe]: 50 (1), 200(2), 750(3), 1C° (4), 3x 10° (5), 5x 10° (6),
0 30 60 8.25x 10° (7). The ZFC(O) and FC(®) regimes.

T,K
FIG. 3. Temperature dependence of the imaginary part of the dynamic sus- . . . . .
ceptibility x"(T) for GaS samples: curves,2—x=0.9 (f=120 Hz, h, low-temperature effect, i.e., it exists in the regids Ty, if
=1.4 Oe(1), 6.4 Oe(2)); curve3 is for x=1.35 (f=60 Hz, hy=1 Oe). T; is defined as the position of the maximum on & T)
curve. Such a deviation from the predictions of the SK model
) i ) . ) is only natural, since this model does not take into account
The mamfestghon ,Of irreversibility d|ﬁerent from that the real structure of the samples: the existence of regions of
predicted theoretically is also observed at higher Concentras'hort—range atomic and magnetic ordand the presence of
tions of no_nmagne_tlc _|onsx>1.5 (GQS? and XBS'_O domain structure with preservation of the long-range FM or-
_(GaM)._ A.S IS seen In Fig. 5, at comparatively weak_ fields der, i.e., in FSG states. These factors, which have no direct
|rrever5|.b|llty is mamfested at any temperature to which th earing on the transition to a state of the SG type, make it
sample is he_atgd durmg. measurements obthe(T) curve. possible for irreversibility effects to appear in a very wide
The magnetizatiow ¢, like o7-c(T), depends on tempera- range of temperature.
ture, but unlike the latter it tends toward a finite limit as
T—0 K. With increasing fieldH irreversibility becomes a
3.3. Long-term relaxation of the nonequilibrium
magnetization o - (Magnetic viscosity ); line of critical
behavior T/ H)

[ X X ¥ ) ..o.0.000.0.000. . i
00© The relaxation processes are well described by a loga-

7 rithmic law: the time dependence of the nonequilibrium
8l 1.2 magnetizationo ;g at constant values of the field and
3 temperature T<T; has the fornf ozrc(t)=02¢c(0)
ol ecceccescecceeecesees 8oe +Sin(t/ty), wherety~10s, o,£c(0) is the value of the
ooO°°°° magnetization at a timg, after the field is switched ofthe
first measuremejt S(T,H) is the coefficient of magnetic
o° viscosity, andS,(T)—0 for T—T; and T—0 K.
L . - The behavior of the coefficiel@= S(T,H) is illustrated
by the data presented in Figs. 6 and 7. The results of Fig. 6
4 eee® e o9 ece08000000S demonstrate the characteristic manifestations of magnetic
ooO° viscosity effects for Ggb samples in the concentration inter-
L S val 0.9=x=<1.2. It must be noted that for this concentration
21 o H=1000e x=1.2 region the magnetic viscosity has been studied successfully
L o° only with the use of a SQUID magnetomefgne measure-
. ! : ments were made at the B. Verkin Institute for Low Tempera-
0 30 60 ture Physics and Engineering, National Academy of Sciences
T.K of Ukraine, Kharkov in collaboration with V. A. Desnenko
FIG. 4. Magnetization polytherms of G& samples with different concen- and A. S. Panfilox® The changesAo,gc(t)~102
trationsx. ZFC regime(O) and FC regimd®). G-cm®g ! over a time of 3.& 10* s. The high sensitivity of

00°
.
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these curves, likeS;(H), are nonmonotonic and have
maxima in the interval betweed K andT;(H). The position
of these maxima is not accidental: for the,Gaystem the
maxima are found al=0.4T;(H), and for the GgVl sys-
tem, atT=0.6T;(H) [T{(H), the temperature at which the
viscosity coefficientS,(T) goes to zero, is by definition the
temperature of the phase transition to a state of the SG type
in a magnetic fieldH+#0]. The trend of theS;(H) and
Sy(T) curves obtained for diluted G& and GgM systems
is completely analogous to that for a SG with RKKY ex-
change. In our case, however, the values of the viscosity
coefficient are an order of magnitude or two higher, espe-
cially at concentrations- (60— 70) %32

A study of theSy(T) curves over a wide range of fields
made it possible to determine tAg(H) lines, and from a
mathematical processing of the latter with allowance for Egs.
(3) and(4) one can determine the form of the lines of critical

0 25 50 behavior in a magnetic field,r=f(H), where r=1

H, Oe —T¢(H)/T{(0). In all cases the critical behavior predicted
FIG. 6. Magnetic-field dependence of the logarithmic viscosity coefficientdy mean field theory for Heisenberg systems with random
S; for a Ga.¢S sample at 4.2 K. The inset shows the,rc—In(tity) rela-  anisotropy® is observed. In the low-field limitthe regime of
tion in a fieldH =4 Oe at different temperatur@s[K]: 4.2(1), 8(2), 11(3).  strong anisotropy this is the Almeida—Thouless liner
«H?3, At high fields(the weak anisotropy regiméhis is the
Gabey—Toulouse line’ «<H?; 7'=1—T(H)/T {(0), where
q‘;(O) is the temperature at which the high-field parts of the
T¢(H) curves extrapolate foH—0. The strong and weak
anisotropy regimes are determined by the conditiahs
>h%? and d<h®3 respectively. The parameteds and h

the method made it possible to record not only the vanishin
but also the change of sign 8f(H) or Sy(T). The tempera-
ture corresponding to the sign changesp{T) agrees within
the experimental error with the value Bfat which the maxi-

mum occurs on thg”(T) curves(see Fig. 3 Taking into
a'(T) ( g 3 d thé;iepend on the relationships amadfg the standard deviation

account that the long-range FM order and, accordingly, i
domain structure are plainly still preserved in the concentra?] of the exchange and the standard deviafibrof the an-

tion regionx<1.5, the relaxation of the magnetization, de- 'SOOPY:d=D/J, h=uH/D, wherep is the magnetic mo-
scribed by a logarithmic law witls<<0, is obviously due to ment. It should be noted that the va_lgesT@(H) determined
the system of domain walls. At a high &aconcentration independently  from — the cqnt_jltlonsSH(T)=0 and
the S(T,H) relations can be investigated on a ballistic mag-UZFC(T'H)gﬁUFC(T’H) agree within 1-2 K. .
netometersensitivity 10°% G-cn? g~ 1). Figure 7 shows the In the context of mean field theory the presence of lines

T) curves for GaM and G samples. It is seen that of critical behavior and the “relaxation” method of deter-
Sn(T) oM a4 P mining T;(H) in combination with magnetic irreversibility

effects at low temperatures and the presence of maxima on
4 the x"(T) curves attest to the occurrence of a transition to
disordered states of the SG type in the, &and GagM sys-
tems in the low-temperature region. Figure 8 showsxte
0.6 concentration phase diagrams of these systems, which were
constructed not only from determination of tfig(0) lines
but also from additional studies. The goal of those studies
. was to identify and determine the structure of the magnetic
120 states. In particular, much attention was devoted to the ques-

104 tion of the existence of a thermodynamic limit at the Curie
point for c—cg.
0.9 3.4. Concentration region of the existence of long-range FM

order. Temperature dependence of the magnetic
contribution to the heat capacity

In determining the existence region of long-range FM

, order in terms of the concentratidaspecially in the “hard”

10 30 50 region, i.e., neacy) an approach based on observation of the
T, K phase transition at the Curie point was used. For this, in

addition to measurement of the temperature dependence of

the low-field magnetizatiofsee Figs. 1 and)2studies of the

critical behavior in magnetic field were carried Gut® with

the use of an equation of state of the forf/¢)Y"=A(T

FIG. 7. Temperature dependenceSpffor a GgaM sample at different fields
H [Oe]: 50 (1), 200(2), 500 (3); for a Ga sS sample at field$l [Oe]: 70
(1), 100 (2'). The inset showsr=f(H?%% for GaM; 7=[T(0)
= T¢(H)1/T¢(0).
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FIG. 9. Temperature dependence of the magnetic part of the heat capacity
> C(T) for Ga 4 and Ga,S samples. The inset shows a plot@T®?) for
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obtained afT <T; for all samples of the G& system with
FIG. 8. x-T phase diagram of the slightly anisotropic system x=0.9.22% For x=1.2 and 1.45 this is seen from the data
LiosF€5-xGa0, and the highly anisotropic Bafe,Ga,0y. The Ty(x) [presented in Fig. 9. The measurements in the temperature
lines1and1’ correspond to transition to a ferrimagnetic spin glass state, th . . .
T¢(x) lines2 and 2’ to the transition to a spin-glass state, and the verticallmerval 4.2-120 K were made by us in collaboration with
lines3 and3' to the concentration transition FSESG; line4 s the line of V- A. Pervakov, N. Yu. Tyutryumova, and V. I. Ovcharenko
first-order transitionsT(x) in the slightly anisotropic system @& The (V. N. Karazin Kharkov National Universijyand for tem-
lines labeledT are lines of Curie points. peraturesl =2—-20 K with A. G. Anderson, A. M. Gurevich,
and V. N. Yeropkin(B. Verkin Institute for Low Temperature
Physics and Engineering, National Academy of Sciences of
—T¢)/Te+BaY2. For the example of the G& sample with ~ Ukraine, Kharkoy. The C(T) curves for the GaV system
x=1.45 it was shown for the first time that far—c, (i.e., ~Were not investigated.
Xo=1.5) the values of the critical exponents depend on the Thus in the GgS and GaM systems the long-range FM
value of the fieldH. The mean field values of the exponents, Order is destroyed at critical concentratioos which are
namely,y=1, 8=0.5, ands=3 for the critical isothermy ~ Very close in value. Fof <T; a mixed FSG state is realized

xHY? at low fieldsH<500 Oe gives way to the values in the concentration regioo<cy, i.e., a spontaneous mag-
=1.33, B=0.4, and5=4.41 in the interval 1.5-8.0 kOe. netization exists in the whole temperature rangenf@K to
The value of T¢ remains unchanged: 872 K. When the Tc-
magnetization isotherms for samples witk 1.5 (GagS) and
x=7.75 (GgM) were processed by the same procedure for
as for Ga4sS it was found that foc=c, the spontaneous
magnetizationo=0 in the whole range of temperatures.

This conclusion is in good agreement with the results on -
the temperature dependence of the magnetic contribution to
the heat capacityC(T) for the GaS system. The magnetic
contribution is obtained from the total heat capacity of a 0.8
sample by direct subtraction of the heat capacity of the non-
magnetic gallate LisGa sO,. The latter was measured inde-
pendently and was taken equal to the lattice heat
capacity’!?®By comparing the trend of th€(T) curves for
samples withx=1.45 and 1.6, shown in Figs. 9 and 10, 04
respectively, one notices the absence of any features on the
C(T) curve forx=1.6. The trend of that curve corresponds /
completely to the canonical spin-glass behavioC¢T).1 3
For x=1.45 the characteristic maximum corresponding to a L T,K
second-order phase transition at the Curie point is observed ) .
at T~97 K. The nature of the maxima observed for samples 0 50 100 120
with x=1.2 and 1.45Fig. 9 at temperatures beloW. and T,K

also the irregularities in the trend of t&(T) curve forx FIG. 10. Temperature dependence of the low-field magnetizatier(T)

=12 Wi”_ be discussed below. _ ~ for H=50 Oe and the magnetic contribution to the heat capacity a0
The linear dependence &f(T) typical for SG states is (insej for the sample GgsS.
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FIG. 11. Experimental dependence aqf,(T) for samples of the system
GaS at variousx: 1.50 (1), 1.55(2), 1.60 (3), 1.90 (4) for GaM with

x=8.25(5).

3.5. Order parameter qga

In the SK model the PM—-SG transition is a phase tran-
sition with respect to the order parametgr, . In Heisenberg

N. N. Efimova

spect to the parameteyz,. The temperature dependence
dea(T) is linear tor=0.2, and forr>0.2 the quadratic term
becomes dominant.

For the GaM system an analogous calculation @f
leads to dependences like cufyén Fig. 11, i.e.,qg 5 cannot
serve as the order parameter for the PM—SG transition. Ana-
lyzing the causes of this according to the formal characteris-
tics, viz., the values of the paramet&sand ®, which are
presented in Table I, one notices the following. The param-
etergg, fails to describe the PM—-SG transition in all cases
when®>0: for x=Xy=1.5in GgS and forx=xy~=7.75 in
GaM. If it is assumed tha® >0 corresponds to nonzero
mean FM exchange, then the differences of thgSGand
GaM systems in respect to the possibility of describing the
PM-SG transition in them foc>c, by the order parameter
Jea reduce to the circumstance that in one cise0 and in
the otherdy# 0. Such a situation is in principle possible since
the chosen systems, while close, are by no means completely
identical in the sense of the exchange disturbance.Jgor
#0, including in the FSG states, a more complex single-
valley order parameter is probably needed.

3.6. FCC—-CC concentration transition

On the basis of the results presented above it has been

SGs in the limit of high anisotropy the mixing of the longi- established that the slightly and highly anisotropic systems
tudinal and transverse components of the spin causes thender study have the same typexefl phase diagrams, on
n-component SG order parameter to become an isotropiwhich regions of FM and PM states and also two types of
one-component order parameter that coincides with thepin glasses exist. F<<c,, where the long-range FM or-

single-valley parametayg,.>?® Near the AT instability line
(the transition aH #0) one can writegg in the form of a
power series in the reduced temperature1—T/T;(0):

qea(7) =7+ 72— 7°. The parameteqgg(T) is related to the

experimentally determined values'as
Gea(M=1-T[C, Zrc(T)+O] Y,

where C is the Curie constant an® is the paramagnetic

Curie temperature.

The results of a calculation afg,(T) with the use of
this relation are presented in Fig. iThe parameter€ and
are defined in the PM region ned@¢, where the Curie—
Weiss lawy=C/(T—0) holds. It is seen that for all G&

der is preserved dowmt0 K and forT<T; coexists with a
spin-glass state, this is a mixed FSG state.dor,, where

the spontaneous magnetizatiog=0, a “pure” SG state is
realized. The concentration transition from the F8&rri-
magnetic spin-glaggo the SG state is characterized by the
vanishing of the FM order parametet; at c=c, and the
appearance of the SG order parametgg (for GaS). Ac-
cording to the conclusions of mean field theory, this transi-
tion corresponds to vertical linesand 3’ on thex-T dia-
gram (see Fig. 8 Such a position of line8 and3" shows
that a sequence of transitions of the PM-FM-FSG-SG or
PM-SG-FSG type, etc. does not exist. In mean field theory
only PM-FM-SG(Ising mode] or PM—FM—-FSG(Heisen-

samples withx=1.55 a PM-SG transition occurs with re- berg model transitions, which have been observed

TABLE I. Values of the Curie constari@ and the paramagnetic Curie temperat@réor the GaS and GaM systems in the PM region near
T; and also the values af=D/J, To~J, andAT; the anisotropy contribution t®; .

Ga S Ga M
X X
x x
C,K 6,K d TO,K AT K C,K 0,K d TovK AT, K
1.4 - - 0.51 25 3 6.0 - 0.38 35 5
1.45 - - 0.53 26 7 7.0 - 0,58 62 18
1.5 190 49 0.47 30 7 7.5 - 0.65 107 38
1.55 190 2 0.5 26 6 7.75 86 123 0.48 90 20
1.6 190 -36 0.47 18 4 8.0 55 108 0.49 43 9
1.7 46 -37 - 8.25 27 96 0.49 39 8
1.9 5 -4 - 8.5 - - 0.50 29 6
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04 the x-T phase diagrams. This is manifested with particular
clarity in the FSG region, where thig(x) line for the GaM
system lies much higher than for (& especially as the
multicritical point Xy of the x-T diagram is approached. In
contrast, the value of the viscosity coeffici@fk), which in
both systems grows for>Xg, is much higher in G& than
in GaM. This shows that the anisotropy raises the height of
the intravalley activation barriers. Clearly, however, the fact
thatS(x) grows is itself not directly related to the anisotropy.
Upon transition to the SG state the difference in the be-
havior of the two systems is smoothed out. The trends of the
concentration curve$(x) and the values of in the two
systems are very similar, i.e., the contribution of the anisot-
ropy to the total barrier heights, if it exists at all, is insignifi-
cant. The fact that the lineb;(x) draw together sharply in
the SG region(see Fig. 8 is an important experimental re-

0.3

3q-1
S, G-em°g

o
—_

1
e

SG ,l.' sult.
),}# In discussing the trend of th&;(x) lines it should be
0 ! |l 1% 0o o mentioned first that the crucial fact in explaining the mecha-
80 co 60 40 nisms of formation of states of the SG type is that the con-
c,% centration boundaries of the different magnetic states on the

FIG. 12. Concentration dependence of the magnetic viscosity coefﬁcien{(_T dlagrams ‘?f the two SyStem,S practlcglly coincide. ThIS IS
S,,(x) for the systems G& (1) and GaM (2) in a field H=50 Oe at tem- & Clear indication that the leading role in the formation of
peratures of 08 (H) and 0.6 (H), respectively. spin-glass states is played by the disturbance of the exchange
interaction.
. 3 o ) We have attempted to estimate the influence of the ran-
experimentally;~3 are possible in the reentrant region. In the dom anisotropy using the conclusions of mean field thédry,

SG region these are only PM—-SG transitions. according to which:
We succeeded in observing yet another, previously un- ) N
mentioned manifestation of the FSG-SG concentration T ¢(0)=T{(0)[1—(n+2)d/2(n+1)"?], 5)
transition?® It is particularly noteworthy as being a direct
" d ’ 0 Ti(0)=To[1+(n—1)d?]'" (®)

consequence of the experimentally observed properties of the

SG. We are referring to the change of the trend of the conwhere T {(0) andT(0) are the experimentally determined
centration dependence of the magnetic viscosity coefficienialues(see the critical behaviprT,~J is the transition tem-
which decreases sharp(in a jump at the transition to the perature determined by the standard deviation of the ex-
SG state. Figure 12 shows the concentration dependenchangen=3 (for classical Heisenberg spinandd=D/J.
Sn(x) at temperaturesT=0.4T;(H) for GaS and T  The results of a calculation al and T, are presented in
=0.6T¢(H) for GaM in a fieldH=50 Oe. Such a jump-like Table I.

change of5(T,H) atc=c, also takes place at other tempera-  As is seen from the tabulated data, in the framework of
tures. The jump ofS5(T,H) at c=cy means that the system the approximation used it is found that the random anisot-
dynamics, which is determined by the height of the intraval-ropy influences the value of the transition temperature in
ley energy barriers, is different in the SG and FSG stateshoth the FSG and SG states. Its influence becomes weaker
Furthermore, the critical concentrati@g separates regions with increasing distance from the critical concentration for
on thex-T diagram differing strongly not only in the value the existence of long-range FM ordey,, but it is rather
but also in the concentration dependenc&Ef): in the SG  pronounced in the close vicinity of that concentration.

region (€>cy) the coefficient of magnetic viscosity de- It is interesting to note that crude estimates in the frame-
creases weakly with increasing while in the reentrant re- work of the mean field model lead to the same result as in the
gion, FSG, it increases sharply for-cy. theory of Heisenberg systems with short-range interaction:

the value of the anisotropy has a weak effect on the value of

4. MECHANISMS OF FORMATION OF THE SPIN-GLASS T in the SG states. Nevertheless, the same estinfiatéise

STATES IN DILUTED FERRIMAGNETIC OXIDES framework of mean field theoyyfor the FSG region show
41 inf ¢ anisot that differences in the positions of thg(x) lines remain
-+ Imiuence of anisotropy even when the anisotropfor more precisely, its standard

Summing up the foregoing results, we can conclude thatleviation, which can be larger in @4 than in GaS because
the slightly anisotropic and highly anisotropic systems ofof the presence of competing mechanigisstaken into ac-
diluted ferrimagnetic oxides with short-range exchange coneount; see Table |I. To all appearances in considering the
sidered above display the behavioral features predicted byechanisms of formation of states of the SG tygspecially
mean field theory for Heisenberg SG systems with randonfSQ in diluted ferrimagnets several other factors must also
anisotropy. On the quantitative level the most noticeable difbe taken into consideration: the short-range character of the
ference is between the dynamic behavior of the systemexchange, the sublattice structure, and the distribution of
GaM and GgS and also the position of thE;(x) lines on  nonmagnetic cations over sublattices and the spatial inhomo-
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geneity of their arrangement in the crystal. All of these in- 12
fluence the structure of the states, their spatial inhomogene-
ity, the possibility of formation of noncollinear structures of
different types, etc.

4.2. Structure of the magnetic states. Effects of spatial
inhomogeneity

AW, min

The use of diamagnetic substitution to disturb the ex-
change in systems with short-range interaction inevitably
leads to spatial inhomogeneity of the exchange and magne-
tization. There are two reasons for this: the short-range char- E 0
acter of the exchange directly, and the presence of regions of "M iy
short-range atomic ordérin the case of a collinear ferro- 40 | )
magnetic structure, initially groups of canted spins with a 0 100 200 300
weakened exchange—regions of local noncollinearity T,K
(RL-Ns)—appear. ISOIated, RLNs are mhompg?neltles in theFIG. 13. Temperature dependence of the half-width of the magnetic reflec-
collinear FM structure which can serve as pinning centers fofio (111) for a Ga 5 sample. The shaded region corresponds to the in-
domain walls and can lead to magnetic irreversibility effects strumental width with the error taken into account.

As was shown by Villair! as a result of an interaction

analogous to the Suhl-Nakamura interaction of nuclear

spins, the deviation of the spiripolarizatior) propagates a . _ .

fiﬁite distance from the diarrrzggnetic imp?u?ty. pBgcause oijor co_ncentratlons< (_:Iose to the multlcrltlc_:al point of the
this, at a certain concentration of diamagnetic impurities thé('T diagram. F_or this reason In a very wide range of tem-
RLNs interact, i.e., overlap. Since the interaction potentiaperatures(certamly encompassing the PM regjdoth for

between the RLNSs varies with distance in proportiom 3, C<Co and for c>co, th? magnetization |soth_er||tsT(H_) .
then forT— 0 K, overlap of the RLNs can be expected evenhave exactly the same visual appearance: their shape is simi-
at comparatively low concentrations of diamagnetic impuri-Iar to th_e magn_etlza'uon curve of.a superparamaghet.

ties. In the presence of frustration the appearance of long- An interesting effect confirming that the cluster model

range correlations between the transverse components of t@fle\\;l estat realistic plCtUI’? ICIJf th;’ Spat'(;’“, |nhomogene||ty Igf the
spins in theXY plane can correspond to a transition to a state was successfully observed in & ¢Fasample. For

mixed FSG state with a spontaneous magnetization paralléifh<-r_<-r((?j a reclla_lxatlon r?f the m_agne;fatlon_ 'Z obsr?rved
to theZ axis. Its structure is analogous to the structure of thevherein, depending on the experiment ki) window the

mixed state obtained by Gabey and Toulouse for Heisenbe ecrease of the magnetization could be either exponential or
magnets in the mean field model llow a logarithmic law withS<0 (Ref. 34. Such behavior

For T>T, the RLNs again become isolated. The pres-is characteristic of an ensemble of superparamagnetic par-

ence of such inhomogeneities can give rise to additional gelicles described by a broad but not monotonic distribution

; 35
grees of freedom in the magnetic subsystérindeed, for func_r_lr?nF(M). ¢ th del | ion is al
0.9=<x=<1.2 in the region neaf; (T>T;) the temperature e correctness of the model in question is also con-

dependence of the magnetic part of the heat capacity displa)];gmed by neutron diffraction data, both from the literafure

broad, smeared maxima against the background of th nd from a study which we carried out in cc_;llaboration with
C(T) T2 Bloch law trend® Such behavior is illustrated by " A. Takzd and his co-workers at the Institute of Nuclear
the results presented in Fig. 9 fee=1.2. As is seen from Research of the Naﬁ'or_‘a' Academy of Sciences of Ukraine
these data, with increasing distance frdm new maxima for a Ga 55 sample’ F!gure 13 shows the temperature de-
appear and, on the whole, these irregulT) curves lie pendence of t_he half—W|dth .of the structL_JraI magnetic reflec—
lower than would be implied by &% law. tion, AW, which is proportional to the inverse correlation

With increasing degree of dilution the canted fraction Ofradius:rczo.Qév\/AWcose, wherex=1.22 A, anddis the

the spins increases, and ultimately the inhomogeneities pieutron scattering angle. It is seen that as the temperature

+ L .
come regiongclusters with strong exchange, the linear di- a}pproacheﬁjc (herg the value OWC.'S stHI_qu}e well de-
mensions of which can reach hundreds of angstri?rﬁmch fmed; see F|g.)lt.he inverse correlation rgdlw%' decreases
a spatially inhomogeneous structure can be represented %a practically g\near manne(;_fl?ut remains fllnltefe\#anl;t_'o:j
two exchange-coupled subsystems—a matrix of frustrated“_TC (rc~600 A). Neutron diffraction results of this kin

spins with a weakened exchange and clusters with a strorfg'S€d doubts as to the possibility that long-range FM order

internal exchange embedded in it. The type of magnetic orc@" €xist in spatially inhomogeneous systems, even though

dering in the crystal is determined by the state of the matri>zhe dgta C,)f magnetic research in .the majority of doubtiul
and can be of any sort—PM, FM, FSG, or SG. situations indicate that such order is preserved.
In the GaS and Ga\l s,yster,ns un,der discussion the To resolve this contradiction an heuristic model based on

signs of inhomogeneity are initially manifested as smearingn€ "esults of computer simulations was proposed in Ref. 36,
of the trend of the low-field magnetization polytherms according to which

oy(T) in the T, region (see Figs. 1 and)2 The spatial . . .

inhomogeneity of all types of states is especially pronounced ¢ (T)=rq (AX)+rc(T), (7
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where ro(Ax) determines the mean size of a percolation 5
cluster and depends on the proximityx of the concentration

to the percolation threshold, am@{(T) is the thermal cor-
relation radius. The quantity, *(Ax) remains finite in the
whole temperature regioh<T., and the transition af.,
with the formation of long-range FM order, is due to the
variation ofrr c+(T).

The process of formation of states of the SG type is
reflected by the low-temperature part of thgV(T) curve in
Fig. 13. It is seen that fof—0 K a gradual decrease of
ro(Ax) occurs, starting aff;. This means that an ever
greater number of spins are disordered, passing over from the ! °
cluster subsystem to the matrix subsystem of frustrated spins. 2 ; or
However, inhomogeneities in the form of rather larde ( L
~10% A for x=1.35 in GgS) ferrimagnetic clusters persist Bl
down to 0 K. For GgS the FSG state for 059x<<1.2 can GaRY hamssd
probably be considered homogeneous in the sense that its . . L !
structural units are individual frustrated spins. Only in this g 5 10 15 20
region of concentrations can the process of transition in tem- TK
perature to the FSG state be considered as freezing of tkﬁG. 14. Temperature dependence of the magnetic part of the heat capacity

transverse components of the spins in random directions. Ag tor Ga, .S (@) and Gg,S (O) samples. The inset shows a fragment of
a large Ga" concentration, i.e., 12x<1.5, the freezing C(T) for the GggS sample in the region of the second-order phase transi-

process entails not only the spins of the frustrated matrix buiion (the critical point on theT,(x) line; Fig. 8.
also the clusters exchange-coupled to it, the sizes of which
decrease fof —0 K. The freezing of the magnetic moments o o
of the clusters forT<T, differs from the “superparamag- " the M-ferrite is played by magnetic ions of the R block
netic” process, since it is governed mainly by exchange(sublatnggsb and 4f,). They are separated by splnel_blgcks
forces and not by anisotropy. We note that the growth oS containing 75% of the total number of magnetic ions.
S(x) in the FSG region can evidently be regarded as a,ﬁl’hert.a are two poss@le ways that thg substitution of the Fe
effect due to the influence of spatial inhomogeneity on thdons in the D sublattice in GgV can influence the value of
height of the intravalley energy barriers and the participationl 1(X). The first of them is essentially within the framework
of clusters in SG relaxation processes. of the traditional approach: removing thd 2ons from the

For c>c,, when the long-range FM order no longer exchange leads to an appr_eciable in_crease_ in the _sta_ndard
present, “superparamagnetic” behavior is also observed foi;lewatlonq of the exchange in comparison with subst|tL!t|0|j
1.5<x<1.7 in the PM region neaF;. This means that the N the spinel block. The second presupposes a qualitative
same spin-freezing process takes place in the SG states rther than just quantitative mfluc_ence of this supstltutlon:
that presented in Fig. 13. The data in Table | suggest that thweakening of the exchange coupling between spinel blocks
Curie constantC, i.e., the size of the clusters in the PM Can lead to a change in the type of spin ordering, namely, to
region, begins to decrease sharplyxat1.6. Consequently, the formation of a noncollinear structure. Such a change has
the spatial inhomogeneity of the SG states also decreases. Bgen observed by neutron diffraction in the system
x=1.9 the SG can be considered homogeneous starting praB&i2-xINxOs (INM) for x=3.0, when around 70% of the
tically at the freezing temperature. However, for 1.9 the ~ 2P positions are occupied by the nonmagnetié'irions:"
PM— SG transition is a transition between spatially inhomo-AS & result of this, ar ~110 K a structure of the block spiral
geneous cluster states. With decreasing temperature in t{é€ is formed. We have done studies which show that in
interval 0 K<T<T; the SG state becomes more and morelNs M at T;=85 K a transition to a cluster spin-glass state

homogeneous. The behavior in Ghapparently follows the (PM—SG occurs which exhibits the whole set of canonical
same general pattern. hallmarks of the SG state which were listed ab8t7&”

This suggested the hypothesis that in the FSG region
there should exist, in addition to thig-(x) andT;(x) lines,
4.3. New frustrated state and line of first-order a third line of phase transitions, between the collingathe
IEZrT"gQ:m'C phase transitions in the reentrant region of macroscopic sengstructure and a regular noncollinear FM
i gram structure. According to this hypothesis, the different behavior
The causes of the different position of thgx) lines for  of the T¢(x) lines for the GaS and GaM systems is due to
Ga S and GaM in the reentrant region of the- T diagram is  two causes: different types of noncollinear structures that
hard to explain in the conceptual framework discussedorm on dilution; different stability of these noncollinear
above. Of the distinguishing features of the model systemstructures against the effects of frustration. For an experi-
considered, almost no attention has been paid to their sublatrental check of these hypotheses we first chose the simpler
tice structure. Meanwhile, in many-sublattice ferrimagneticGaS system and used the classical method of observing
oxides, diamagnetic substitution in different sublattices leadshermodynamic phase transitions—study of the temperature
to unequal disturbance of the excharlgds we have men- dependence of the magnetic part of the heat capacity. As is
tioned, a large role in the formation of the magnetic structureseen from the data in Figs. 9, 14, and 15, in the temperature

1.2} 9

(0]
T
.

111 ¢

»
T
o
Ner

0.9 g . ) °

C, 103 J.K g™
>
L)




400 Low Temp. Phys. 31 (5), May 2005 N. N. Efimova

5 CONCLUSION
02

As a result of a comprehensive study of magnetic and
thermal properties of model frustrated systems of diluted fer-
= rimagnetic oxides—the slightly anisotropic two-sublattice
LigF& 5 «Ga0, (GaS) system and the highly anisotropic
five-sublattice BaFg_,Ga0;9 (GaM) system, which be-
long to the class of Heisenberg magnets with short-range
ar interaction, we have obtained the following results.

For both systems there exists an interval of concentra-
tions x with a distinct lower boundary within which the ca-
nonical hallmarks of states of the SG type are observed. In
the presence of magnetic field the transition to these states at
a temperaturd {(H) occurs along lines of critical behavior
which are predicted in mean field theory with an infinite
3 . ! . radius for Heisenberg systems with random anisotropy:

12 14 16 «H?3 at low fields, andr’ «H? at high fields.
T.K We have obtained explicit evidence that all types of

FIG. 15. Fragments of the(T) curves for GaeS (curve 1) and Ga,S magnetic states have a spatially iqhomogeneous_ structure of

(curve2) in the region of the first-order phase transition. the cluster type at nonmagnetic ion concentrations of the
order of 60—70%. In spite of this, the overall shape of the
x-T concentration phase diagrams constructed on the basis

interval betweenl; and T at T,(x) there indeed exists a of the results on canonical SG properties and the determina-

first-order phase transitiofPT-I) which is manifested as a tion of the existence region of long-range FM order agree

very narrow and sharp peak on tiT) curve!®? Forx  with the predictions of mean field theory. TheT diagram

=1.45 and 1.4 at these same temperatures a sharp changehas regions of FM and PM states and also two types of

the magnetization is observédThe T,(x) line on the phase disordered states of the SG type: a mixed FSG state, in

diagram in Fig. 8 terminates in a critical point a=0.8,  which FM and SG order coexist foF<T;, and a “pure”

since the phase transition a&=0.8 has the features of a spin glass, where the spontaneous magnetizatignO. For

second-order phase transiti@®T-11); see Fig. 14. In particu- the GaS system the PM:SG transition afT=T; can be

lar, here there is no longer any hysteresis: the tren@(d) described by a one-component order paramatey. It is

is the same on heating and cooling. FHor-0 K the C(T) found that the concentration transition FS&G at a con-

curve obeys a spin-wave laW? rather than a linear law as centrationc, (the multicritical point of thex-T diagram) is

for x=0.9. For a Gg,;S sample no anomalies on tXT) accompanied not only by the vanishing of the FM order pa-

curves which would indicate the presence of a phase transameter(the spontaneous magnetization goes to zénat

formation are observed in the region 4.2—-20 K. also by a change in trend of tH&x) curves—a jump-like

The results obtained here confirm our hypothesis that @hange of the value of the magnetic viscosity coefficient,
third line of phase transitions is present in the reentrant rewhich is related to the height of the intravalley activation
gion of the x-T diagram. However, the observed PT-I in barriers and characterizes processes of long-term logarithmic
GaS cannot be attributed to the formation of a regular non+elaxation of the nonequilibrium magnetizationgc.
collinear structure. The fact that tiig(x) line terminates in The coincidence of the concentration boundaries of the
a critical point = 0.8) means that it separates phases withdisordered states of both types on thd diagrams for the
the same symmetry. But &t>T,(x) this is an FM state with  slightly anisotropic and highly anisotropic systems attests to
statistical noncollinearityRLNs). Thus the results not only an exchange mechanism of formation of the spin-glass states,
attest to the presence of a previously unknown PT-I line orwhich, according to the results of a theoretical analysis, in
thex-T diagram but also to the formation of some new frus-Heisenberg systems with short-range interaction can be real-
trated thermodynamic phase at a lower temperature, a prézed only in the presence of anisotropy. Thgx) lines, the
cursor in temperature to the FSG state. This radically alterposition of which in the FSG regionc& cg) is noticeably
the concepts of the mechanisms of formation of the FSQlifferent for GgS and GaM, draw together sharply with
states developed in mean field theory and may serve asiacreasing distance fromy into the SG region¢>c). This
stimulus for further theoretical and experimental research owonfirms the theoretical conclusion that anisotropy does not
frustrated magnetic states of the SG type. have a large influence on the valueTgfin Heisenberg sys-

We note in conclusion that although for Gaordered tems with short-range interaction. That value is determined
noncollinear structures are not realized in the entire concermainly by the standard deviatiahof the exchange.
tration region, in the many-sublattice system,Masuch a We have established that the form of thel' phase dia-
variant cannot be completely ruled cautpriori. Our results gram of the Gg system can be more complex than the
show that the concentration phase diagrams of frustrated sysanonical one. In the reentratESG region of the phase
tems can be much more complex than would follow fromdiagram between the lines of Curie points angx) a new
mean field theory. Further study of frustrated states in manyline of first-order thermodynamic phase transitiohgx),
sublattice magnetic oxides are very promising in this connecterminating in a critical point ak=0.8, is observed. Thus
tion. between the FM and FSG states there exists a previously

-~
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unknown frustrated phase whose symmetry coincides with [Low Temp. Phys23, 802 (1997]; Fiz. Nizk. Temp.24, 1063 (1998
the symmetry of the FM state that precedes it in temperature, [Low Temp. Phys24, 797 (1998].

The results of comprehensive studies of model frustrated
systems based on diluted ferrimagnetic oxides have shown
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that the study of this class of magnets is very promising from Tyutryumova, Fiz. Tverd. TeldSt. Petersbuig35, 2838 (1993 [Phys.
the standpoint of extending the concepts of frustrated sys; Solid State35, 1405(1993].
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Magnetic resonance studies of the low-dimensional monoclinic compound NaFg{\&@@

carried out in the frequency range 25-142 GHz and temperature range 1.8—300 K. The EPR data
near the phase transition attest to the two-dimensionality of the magnetic structure of
NaFe(WQ),. The frequency-field relation of the AFMR spectrum shows that this compound is

a biaxial antiferromagnet. The characteristic parameters of the AFMR energy spectrum are
determined: the values of the energy gaps 141 GHz andv,=168.7 GHz, the anisotropy fields
H,1=10.5 kOe andH,,=15 kOe, and the exchange figitL=121 kOe. The ratio of the

intralayer to the interlayer exchange is estimated. Additional absorption is observed due to local
modes caused by destruction of the translational order of the magnetic structl@030o

American Institute of Physics[DOI: 10.1063/1.1925387

INTRODUCTION =9.88 A, b=5.72 A, c=4.94 A, B=(90+5)° (Ref. 1.

The double molybdates and tungstenates MR{%O Unlike the other transitiqn-metal double tungstenate com-
where M is a monovalent alkali-metal ion, R is a rare-eartiPounds, the NaFe(Wp, single crystal has a layered crystal
or transition-metal ion, and X is molybdenum or tungsten Structure(Fig. 1a. The magnetic ion is iron Pé with a
form a wide class of substances that includes a number round stat€Ss;, (L=0, S=5/2). The Na and Fé" ions
families of different symmetry of the crystal structure, from form layers of identical ions in planes parallel to the
tetragonal to triclinic. This class of compounds is of interest?lane, and the layers of iron and sodium alternate along the
because of a number of features due to the low symmetry dlirection (Fig. 1b. Along thec axis in the layer the Fé
the crystal lattice, the relatively small value of the exchangeions form zigzag chains with a shortestfFe-Fe* distance
the substantial role of the dipole-dipole interaction of theequal to 3.085 Asee Fig. 1L The Fé*—Fe* distance along
magnetic ions, and, most often, the low dimensionality of thetheb axis in thebc plane is 5.72 A, which is almost twice as
magnetic structure and the competition of the magnetic antirge as the shortest ¥e-Fe** distance in the chain. The
electric interactions, which determines the energy spectrurdistance between the nearest magnetic ions along ttie
of the magnetic ion. rection(9.88 A) is considerably larger than in the other crys-

Iron sodium double tungstenate NaFe(\y©belongs to  tallographic directions. This makes for a two-dimensional
the monoclinic systenfP2/c. The unit cell parameters aee  crystallographicstructure with a chain structure in the layer.
Measurements of the temperature dependence of the princi-
pal values of the magnetic susceptibility of the NaFe (O
single crystal have shown that a magnetic phase transition to
an ordered state occurs at a temperaiyje 4 K. The mag-
netic axisy coincides with a twofold axis directed along the
crystallographid axis, while the directions of the magnetic
axesx andz in the basal planac depend on temperature,
and below the magnetic ordering point they are turned by
45° with respect to tha andc crystallographic axes. At high
temperatures the susceptibility is well described by a Curie—
Weiss law with a negative Curie constddt=—19 K. This
attests to the antiferromagnetic character of the exchange.
Above the Nel point a broad maximum of the susceptibility
is observed Ta~15K), characteristic for low-
dimensional magnets. The circumstances described above
made this compound an interesting object for study of its
fe 1 - Cof th ol struct ¢ NaE _—- resonance properties in both the paramagnetic and ordered
e o ol et S arehon U2y regions, and, moreover, the comparativly higfeNmint (4
b—Layers of the magnetic B& ions separated by layers of the nonmag- K) made it possible to carry out an AFMR study in a conve-
netic Na" ions. nient temperature range for our experimental setup.

1063-777X/2005/31(5)/4/$26.00 402 © 2005 American Institute of Physics
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The solid curve corresponds to E@) with the parameter values given in  FIG. 3. Shape of the absorption spectrum of the AFMR in NaFeg)A/€r

the text.

absorption line of diphenylpicrylhydrazyl.

RESULTS AND DISCUSSION

H||l and T=1.8 K at a frequency of 97.48 GHz. DPPH is the reference

The measurements were made on a forward-gain radig;je temperature intervain comparison withry) in which

spectrometer in the frequency range 25-142 GHz, in the,e EpR Jinewidth is described by expressian(see Fig. 2
temperature interval 1.8—-100 K, and in magnetic fields up tqq /50 typical for low-dimensional magnets.

80 kOe. In the paramagnetic region for refinement of the
magnetic phase transition temperatiisg at a frequency of
78.1 GHz we carried out temperature measurements of the,
EPR spectrum of the Bé& ion in NaFe(WQ),. The transi-

Further resonance studies of the NaFe()Osingle

crystal were carried out in the magnetically ordered state at a
mperature of 1.8 K. The frequency-field curves of the
AFMR spectrum were investigated in the frequency range

tion temperature determined from the vanishing of the EPRys_ 145 GHz at magnetic fields up to 60 kOe. An example of

line is equal toT=3.8+0.1 K, in good agreement with the
susceptibility datd. The experimental temperature depen-
dence of the EPR linewidth is shown in Fig. 2. The broad-

ening of the EPR line with decreasing temperature as thg . plane and is turned 45°

the recorded absorption spectrum at a frequency of 97.48
GHz is shown in Fig. 3. The form of the frequency-field
curve of the AFMR along the easy axis which lies in the
with respect to th@ndc axes,

magnetic ordering temperature is approached is due tQ <hown in Fig. 4. AtH=0 there is a gapw,=141
growth of critical fluctuations of the short-range magnetic + 1 g4z in the spin-wave spectrum. We used the value of

(_)rder_nearTN. Such a m_e_chanism of broadening of the_ EPI:‘?the gap in zero field to determine the value of the effective
linewidth near the transition temperature can be described 'Fhagnetic anisotropy field by the known formula

the three-dimensional case by an expression of the form

T_TN @
T l

whereAH., is the linewidth in the high-temperature limit.

For NaFe(WQ), the parameters in this formula have
the valuesAH,,=1.5 kOe andx=2.5.

Although the theoretical curvél) describes the experi-
ment quite satisfactorily in the temperature ranfe<T
<15 K, such a large value of the exponents atypical for
a three-dimensional magnet. Since the crystallographic two-
dimensionality most likely causes lowering of the magnetic
dimension, let us try to describe the behavior of the EPR
linewidth in the model of a two-dimensional antiferromag-
net. Such a model has been considered in the papers by Hu-
ber and Seehri,Richards! and others. According to the
theory of Ref. 3, the expression for the EPR linewidth for a
two-dimensional antiferromagnet negyg has the form

T_TN
Tn
whereC is a constant, and the expongnties in the range

15-1.71.
In our casep= 1.5 (the solid curve in Fig. 2 indicating

AH=AH.
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a low dimension of the magnetic system. Furthermore, théor convenience of inspection.
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FIG. 4. Frequency-field diagram of the AFMR spectrum along the easy axis
for T=1.8 K: ®—AFMR in the collinear and canted phasdll:—local
mode. The solid lines correspond to E¢®), (7), and(9) for the parameter
values indicated in the text. The dashed line is the extension of rel@jon
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We could not see an exchange branch even with the use For the description of the magnetic and resonance prop-
of a pulsed techniquémaximum fieldH~220 kOe), and erties of highly anisotropic low-dimensional compounds it is
therefore the value oH. was determined from magnetic important to determine the value of the interaction constant
measurements. for the strong intralayer exchange in relation to that for the

One can determine the value of the “strong” exchangeweak interlayer interaction, which stabilizes the long-range
interaction from an estimate for the case of a plane Heisermagnetic order. In Refs. 8 and 9 relations were found be-

berg lattice and spin 5/fRef. 5: tween the critical temperature of the transition to the ordered
state and the exchange constants for an anisotropic low-
KTy max dimensional Heisenberg magnet. Let us estimate the value of
Toar =205 4 ; g magnet. . )
JS(S+1) the interlayer exchange interactiaid using the following

. . relation from Ref. 9:
whereT, mais the temperature of the maximum on the sus-

ceptibility curve x(T), k is Boltzmann’'s constant] is the Al 7]
exchange, an® is the spin. When the values are putin we 1~ T—exr{4w —_— ” 8
obtainJ=0.815 K. N N
Let us now estimate the exchange fidt} using the \yhereJ is the exchange integral in the plane afidis the
standard expression interplane exchange integral. Substitution of the correspond-
23S ing parameters gives a valdé~ 10 °J. Estimates for low-
Ho=2—"— (5  dimensional magnets give values of the ratid’/J in the

9us’ range 103-10 %% and so, in spite of its small value, the
whereH, is the exchange field acting on an atomjs the ~ €Stimate obtained for the ratiti/J is reasonable.
For the existence of a phase transition in a low-

number ofith-nearest neighbors of a given atogis theg . . | Hei h f sinale-i
factor, andug is the Bohr magneton. We obtain the estimatesdimensional Heisenberg magnets the presence of single-ion

H,~121 kOe and, from expressid8), H,,=10.5 kOe anisotropy is important, since for an isotropic low-
€ The observed frequency-field c,:ur\?el: of the resonancdimensional Heisenberg magnet there is no transition at finite

along the easy axig, shown in Fig. 4, agrees with the the- temperatures$. _ o

oretical description of the branches of the spectrum in the 'I_'herefgre the magnetic Srderlnglln NaFe(Woat a

collinear and spin-flop phase for a biaxial antiferromagne{(:"l""t'veIy high temperatureT, = 3.8 K) is due to substantial

for an orientation of the external magnetic fi¢ddalong the ~Ntralayer anisotropy. Here the ordering is of a two-
antiferromagnetic vectdr dimensional character. The magnetic structure of the given

When the external magnetic fiekd is less than the field COMPound consists of very weakly coupl@imost indepen-

of the spin-flop transitionH = 2H.,H,, the observed den) layers whose structure is determined by the ladge (

AFMR in the collinear phaseH||l; m=0) for the descend- i121 kkOe) intr_alayekr exghanghe ;nd a_misotropy_laj( ;
ing branch is described by an expression of the form =10.5 kOe,H,,=15 kOe), i.e., the ynamic propertles_o
such a magnet are close to those of the static model of inde-

, 1. 4 ) pendent ordered layers.
(v/y)*=5{H"+Cy+Co—[H'+2H%(C,+ Cy) Such a state is rarely uniform; a domain structure arises
at the transition to the ordered state, and for a low-
+(C,—Cy)%Y3, (6)  dimensional structure, unlike a three-dimensional one, the

h B C.—2H_H dCa=2H-H width of a domain wall is of the order of the interatomic
wheréy=ued, L1=2Haile, andLy=2HazMe. distances. In this case the domain boundaries can be treated

fi nAit ths f'?\lld 3 :t: Sfra frlirs:]-to;?enr rr:catghnetlcr:]t[i::chzrars%trarr:S|t-i as topological defects. In the case of a two-dimensig¢oal
on 1S ObSEIVEd, the reorientation of the antiierromagne Cone-dimensionalantiferromagnet it is possible to have sta-
vector occurs by a jump in the layer plaa& toward an

intermediate axis. ti?ttiﬁal metasttz_ibletdeitructioTj of th_e ideﬁl tran_slaticzn:llorder
; . , of the magnetic structure: a domain wall, an inverted layer,
of trféb?r\é?qlire]ﬁ(?ypwégotﬁg%der>HSf’ the field dependence and othgr such magn<_atic tr_anslational defects. This gives rise
to additional absorption lines, the so-called local AFMR
(v/y)2=H2—H§f. ) modes. They are due to' the “incorrect” orientation of the.
antiferromagnetic vector in one or several layers. The physi-
Expressiong6) and(7) give a satisfactory description of cal cause of the local modes is the proximity of the energies
the experimentab(H) curves(see Fig. 4 with the following  of the magnetic interactions establishing the mutual orienta-
parameter values:H.=121 kOe, H,;=10.5kOe, H,, tion of the magnetic moments of neighboring laydos
=15 kOe. within a laye) and the energies of the different sorts of im-
The second anisotropy field,, found in this way per- perfections that fix a given orientation of the antiferromag-
mits determination of the second gap in the AFMR spectrumnetic vector. According to a theoretical treatniérior a lay-
v,=+2H»,H.=168.7 GHz. Of course, for our experimental ered antiferromagnet the presence of translational defects
capabilities(maximum frequency=140 GHz and magnetic leads to an additional absorption line with a frequency below
fields not over 80 kOewe could not measure the frequency- the main resonance frequency.
field curve of the AFMR spectrum for the magnetic field Such lines have indeed been observed in experiment. As
orientation along thex andy axes for observation of the is seen in Fig. 4, besides the resonance, which we interpret as
high-frequency gap. an acoustic mode of antiferromagnetic resonance, an addi-
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tional broad line has been observed at magnetic fields below Therefore, in view of what we have said above, the first
the resonance field of the acoustic mode. In our opinion thexplanation of the cause of the additional absorption line is
additional absorption observed can be attributed to the made be preferred—a local mode caused by the destruction of
netic defects described above. The integrated intensity of thihe translational order in the magnetic system.

additional line, which is nearly 100 times weaker than the

acoustic mode, and also its width depend on the quality of

the sample and the cooling conditions. The optimal polariza-

tion for the local mode of AFMR i$||H. In zero magnetic CONCLUSIONS

field at a temperature of 1.85 K the frequency of the gap of

the additional excitation is equal te, =113+1 GHz. Al- 1. The EPR spectrum investigated in the vicinity of the
though the angular dependence of the additional line paraphase transition attest to the two-dimensionality of the mag-
lels the acoustic mode of AFMR and does not cross it anyhetic structure of NaFe(Wg),.

where, its frequency-field relation, unlike that of the acoustic 2. The frequency-field dependence of the AFMR in
mode, is described by an expression linear in the field, of th&laFe(WQ),, measured in the ordered phaseTat1.8 K,

type shows that this compound is a biaxial antiferromagnet.
3. The characteristic parameters of the AFMR energy
v =vg —CH. (99  spectrum have been determined: the energy gaps

=141 GHz andv,=168.7 GHz, the anisotropy fieldd 4,

It is seen(Fig. 4) that the frequency of the local mode —=10.5 kOe andH,,=15 kOe, and the energy fielt,
should go to zero at the same field as the acoustic mode=121 kOe. The ratio of the intra- and interlayer exchange
With decreasing frequency this line decreases in intensitgonstants has been estimated.
becoming hard to observe, and at frequencies below 60 GHz 4, Additional absorption has been observed which is due,
it vanishes. It can be assumed that the number of magnetige believe, to local modes resulting from the destruction of
defects decreases with increasing external magnetic field. the translational order of the magnetic structure.

Generally speaking, the presence of an additional line |n closing the authors thank A. S. Kovalev for a helpful
can be due to other causes such as impurities, a spin-clustgiscussion of the results of this study and for useful ideas for
resonance, and two-magnon subthreshold absorption. their interpretation, and A. A. Stepanov for support and in-

Let us consider these possibilities. terest in this study.

In the presence of a magnetic impurity an additional ab-
sorption line should be observed in the paramagnetic state
also, but it was not observed in the experiment. In the case
that the frequency of the impurity line at zero magnetic field+
lies below the frequency of the main resonarias in our
case, its presence also leads to destruction of the transla-
tional symmetry of the crystal, giving rise to what is known
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The generation of electromagnetic oscillations by a sound wave in a substance having magnetic
order is investigated under conditions of the normal skin effect. The amplitude of the

electric field and the phase difference of the electromagnetic and sound waves are calculated as
functions of the saturation magnetization, anisotropy energy, magnetostriction constants,

and other parameters characterizing the magnetic materidd0@ American Institute of Physics.
[DOI: 10.1063/1.1925367

Interest in the theoretical study of the interconversion of 1 oM oM HM™LE.D
electromagnetic and sound waves in ferromagnetic metals Wy =Wg(M?)+w4(M)+ > —
has heightened in the last decade in connection with the dis-
covery of a family of rare-eartiR) nickel borocarbides _ en, L o 1
(RNi,B,C),**a significant number of which have magnetic M-HETH 5 U 2 TiamUicUim + i (M) Ui
order. With the same crystal structure, the borocarbides can
exhibit a transition to the superconducting state=(R Lu),
possess heavy-fermion properties=Rb), or demonstrate

coexistence of supercondut.:tlwty apd magnetisme=(IRn, ropy energy, the third term is the exchange energy due to the
Er, Ho, Dy o_r only magngtlc ordering (RTb, Gd. The nonuniformity of the magnetic moment densiiy. The
superconducting borocarbides are among the so-called Ufsyrth and fifth terms are the energy of the electromagnetic
conventional superconductors, the order parameter in whicfleld and the energy of the magnetic moment in an external
corresponds tg+g symmetry"~’ in contrast to the isotropic  yniform magnetic fieldH(®; H(™ is the magnetic field pro-
s-wave pairing in ordinary metals. Experimental and theoretduced by the magnetizatioit, and D are the electric field

ical study of the magnetoacoustic processes in magnetic band electric displacement, respectively. The next three terms
rocarbides in the normal state can elucidate the influence afetermine the elastic and magnetostriction energiés;the

the magnetic order on their kinetic and thermodynamic chardensity of the ferromagnet is the displacement vector of
acteristics. Besides the mechanisms of interconversion of tH&e lattice points with coordinatesat timet, U is the time
boson branches of the spectrum which are inherent to norm&€rivative, 7im is the tensor of elastic constantsy is the

metals®® magnetic materials have specific mechanisms Oftratup ;ensor, andi is the tensor characterizing the magne-
ostriction.

excitation and interaction of sound, spin, and electromag- . .
. _ . The energy of the system of conduction electrons with a
netic waves. Because of the magnetoelastic interaction, th&S

. . . . ispersion relatior:o(p) can be written in the forf?
propagation of elastic waves in ferromagnets and antiferro-
magnets is accompanied by oscillations of the magnetization. 2d%p
Although magnetoacoustic oscillations have been widely 5(r,t)=fﬁg[go(p)+5g(r,p,t)]f(r,p,t), 2
studied theoreticallysee, e.g., Refs. 10 and)lthose studies (2mh)
were limited to the approximation of magnetostatics, and the - .
electric fields were not considered in them. In the presen\f\'here 9&(r,p,1) =N i(p) Ui~ (p=Mdzo/dp) U s the addi-

. . .. tional energy of an electron in the field of a sound wave,
paper we study the generation of electromagnetic oscnlatlonﬁ . . 4P .
by a sound wave in substances having magnetic order (p) s the deformation potentiah, andm is the free elec-

) - ) i : on mass. The distribution functiof(r,p,t) of the elec-
consider the case realized in practice wherein the electrongynic system perturbed by alternating fields is conveniently

responsible for the magnetic properties are localized in 'atrepresented as the sum of an instantaneous equilibrium dis-
tice atoms, and the mean free time of the conduction eleGyipution function and a nonequilibrium admixture:

trons 7, is short in relation to the frequencies of the alternat-
ing field.s apd the electron cyclotron frequency in the external  f(r p t)="f(eo(p)+ Se(r,p,t) — Su)
magnetic field.
We start from the following expression for the energy _ foleo)
. #(r,p,t) , ()
density of a ferromagnet: deg

e
ik (9Xi ﬂXk 8

+&(r,t). 1)

Herew,(M?) is the exchange energy,(M) is the anisot-
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wherefy(eo(p)) is the Fermi functiongu=u; (N )/(1) is  and Maxwell’s equations
the variation of the chemical potential determined from the

it ; i A 1B
condition of conservation of electron density, and the angle curl H('”)z?j, curl E=— =

brackets cat’
()= f 2dp [ dfy divB=0, divj=0. (10)
(27'rﬁ)3 (980
Here
denotes averaging over the Fermi surface.
The equation of motion of the magnetic moment density  j=e(vy) (11
has the forn*1 _ . : . .
is the current densitg=H("+47M is the magnetic induc-
dM(r,t) off tion,Aik=)\ik—(7\ik)/<l>, andV=(780/(7p.
dt =gIM(r,hxXHT]+R, ) The system of equations of the problem is closed by the

kinetic equation in ther approximation for the equilibrium

whereg=—y2ug/h, ug=|e|#i/2mcis the Bohr magneton, component of the distribution function:

and vy is the gyromagnetic ratio of the ferromagnet. The ef-

fective magnetic fieldH®f(r,t) is written as a functional de- ay  dY e Y Y
rivative of the energy of the ferromagnet with respect to - TV_-+ [V B]—+ —e—evE Ajly, (12)
M(r,t):
SW where E=E+ 1/c[uUXB]— (m/e)li— Vdule is the effec-
Hef(r,t)=— MO W=f wsd3r. (5) tive electric field.

In the local limit we can easily obtain from Eq4.1) and
The relaxation terniR, according to Ref. 10, can be writ- (12) an expression for the current density:
ten in the form _ 5
j1= 7e€%(v Vi) Ex— 7e(v  Aj) Uik = o Ex + ¥iik Ui, (13)

1 1
R= 7_2( Hef Ecurl u) which is a sum of the electronic current and the deformation
current due to the lattice displacement.
] ©6) The system of equation®), (7), (9)—(12) together with
the boundary conditions determines the electromagnetic and
where m=M/M, and 7, and 7, are the temperature- acoustic fields :_;lrising in an elasticalily straingd ferromagr_1et.
dependent relaxation time of the direction and magnitude of Letus consujer a(fetitr)romagn%tex;mh a CUb'.C crystal lattice
the magnetic moment. in a magnetic fieldH'**”=(0,0H'**") occupying the ha]f
It follows from expressiongl) and (5) that spacez>0. In the case when the, v, and_z axes are di-
rected along the edges of a cube, the anisotropy energy can
Wa(M) *M; be written in the form

1

1

mXx|mX

1
He+ —curl U)
29

eff__ (|n) _ w! 2
H &Mi 2M|We(M )+a|kt9X|L9Xk .
A (M) , Wa(M)= =5 B(Mz+My+M3) (14
U|ka—Mi, (7)

, (we have neglected the influence of the magnetostrictive
HW=HE4+ H™ js the field inside the ferromagnet. strains on the crystal structyreFor >0 the crystal has
The equilibrium state corresponds to a minimum of thethree equivalent directions of easy magnetization along the
energy of the ferromagnet, and therefore the equatioR, y, andz axes, and the equilibrium magnetizatibhy, will
Hefi(r)=— 8W/SM(r)=0 together with the equations of pe parallel to the vectad ©Y We set
magnetostatics determines the equilibrium values of the )
magnetizationM (r) and fieldH™(r). We shall ignore ef- M(r,t)=Mo+M7(r,t), H(r,t)=Ho+h(r,t),
fects deriving from the existence of domain structure, assum- (15
ing that the equilibrium magnetization is uniform and is

) where M~ (r,t) and h(r,t) are small deviations from the
found from the equation

equilibrium values. Noting that for a cubic crystal;,

(in) w,(M) 5 = ad;, one can easily obtain from formuldg) and (8) a
T oM 2Miwe(M%)=0. (8)  linearized expression for the effective magnetic field:
I
Equation(4) must be supplemented by the equation of off 2 f oo
motion of the elastic mediutt'? H =hi+a X2\ My vt 2BMS Mi” = 4Mowe(Mg)
Ui, 5f|k(M) oM, &Heﬁ of (M )
i ! . - k(Mo
P = Mikim™ oy, Xy + (9M| Xy +M X X(M MO)_ulk—ﬁM . (16)
i
1 1 1%
+ —(curI R)+ — [] XB];— . %‘f‘ §<Aik¢> Under experimental conditions the elastic wave usually
k

propagates along the normalto the surface, and the dis-
(90  placement at the boundary is assumed to be specified:
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u(0)=upe ", ugLln. (17 aM7(0)

=0. 24

The character of the processes occurring over a suffi- 9z (24
ciently extended time interval is determined by the boundaryn the case when the inequality ma§Emps?, f1 M2/ ps?)
regime, since the influence of the initial conditions is weak-<1 holds, the nondissipative terms on the right-hand side of
ened because of the dissipation inherent to all real systemgquation(21) constitute a small correction. Taking them into
For steady-state oscillations the time dependence of all thgccount leads to renormalization of the sound velocity and
alternating quantities has the form'e'. rotation of the plane of polarization of the vector If over

Assuming that the elastic and magnetostriction properthe time of passage of the wave through the sample the angle
ties of the ferromagnet are isotropic, we use the followingof rotation of the amplitude of the displacement vector is
expressions"*for the tensorsyiq, and fi: small, then in neglect of dissipative effects the acoustic field

Nikim= P(SP— 252) 51 Bim+ pSA( 81 Sem+ Simdict) can be assumed equal to the external field

fic="F1M M+ M28, (18) Uy (z,t)=uo e ' "%, a=g; (29

wheres; ands; are the velocities of transverse and longitu- and Eqs(20), (22) and(23) can be regarded as independent
dinal sound, andf; and f, are the magnetostriction con- of Eq. (21).

stants. Neglecting effects due to anisotropy of the charge The solution of the inhomogeneous system of differen-

carrier dispersion relation, we can write the conductivity ten-a| equationg20), (22), (23) should be sought in the form of
soroy and the renormalized deformation potentigd inthe 5 ym of the solution of the corresponding homogeneous
form system and an induced solution describing the field induced
Ti=T€3(V,0) = 08, by the sound wave. The induced solution szequatl(ﬁﬁ)
and (22) is a plane waveM’(z,q)=M7q€e" h,(zq)

1 =h, (q)€9% with wave numbery and amplitudes
Aik:A(80)<UiUk__025ik)1 19 ’ _
° Al FLogMot o )
where A (gq) depends only on the electron energy. Under _ QUo, | — T\ Ta@oMo 297
these conditionsy,;; =0, and the strain contribution to the h.(q)= D Bot d; ' (26)
current is equal to zero, while the circular componeants
=uy,+iuy, h, =h,+ih, of the vectorsu, h, E, andM~ N _quo+ wo— [ _ )
satisfy the equations M7 ()= d, D Bo~l fl“’OMO’LE
_ [ Ho ) MY Aoy
o M_0+2:8M0 —0|M{ ~woa P X| 1+i aD || (27)
=1 f =M iw | du, 20 where
=woh4 199 O+E 97 (20 He
dlzdl(a),q):ao M—+2BMS+aq2)—w,
2 Z&ZU+ flMO &M: BO w &h+ 0
— 0’ —S{——5 = + — _
Jz p dz  4dmp wg/ 9z _ ATwg
D=(qdé)%—i|l 1+ ,
+ |_9R, (21) .
2pg 9z’ s=clJAmow is the depth of the skin layeB,=B(1
2h 4 + w/ wg).
+ Amow _ e : P
——r =i (hy+47M?7) From EQgs.(23) it |§ easy to find the ac electric field
E.(z,0)=E.(q)€%,
Amow B o\ Jdu, 22
LW Bo 47wy
0 _ _ E+(CI):_|EU0+ B + dl
E.=—i_ B, Bi=h.+47M]. (23)
_ iw
Herea():wo—irfl, wongo, 7'71:7'271"‘ TIl, BOIHO .47T<fleMo+ E)
+47My, andwg=|€|Bg/mc. —I d
The boundary conditions for the electric and magnetic !
fields satisfying syster(20)—(23) reduce to continuity of the
componentd, andE, at the boundary of the ferromagnet i 47wy
with free space. Continuity of the normal component of the X1+ 5(1+ a; ) : (28

energy flux density at the surface of the ferromagnet and o _
formula (1) imply the following boundary condition for the induced by the sound wave. In the limjd—0 we obtain
magnetization: EQ(q)=u.Byw/c, and the effective field
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E.=E,- ~u,B, 30 E ISR

= ——Uu = — +

T e EO= " a7+ ((+am?r 7]

goes to zero. The conduction current and the fielis pro- X1 Q[Bo(wol— »)+4mf woMo]

duced by the following term in the expansion (f8) in
powers of §6)2: _ 27w
+(§+4w)72( Bol+4mfiMy— T)

§0d1+477

o iw
flwoM O+ —

— 1 w
~ . 2 @ 29t —idmor Y Bo—| f1+ = ({+47) Mo+ =—| ¢,
E.(q)=-1(a8)"Uo, 0+ Amay : 2 29
(31 (32)
we find the phase difference of the electromagnetic and
Separating Eq(31) into real and imaginary parts, sound waves:
|
= 1 [0)
- AdmwTr *|Bo—| f1+ §(§+47T) MO+E
p=— ——arctan : (33
2 _ — 2T
Q[Bo((l)og_ (1))+47Tf1(1)0M0]+ (§+ 477)7'2< Bog+4’ﬂ'flM0_ T)
|
Here Applying the boundary conditioi24) and using Max-

Q= wy(£+47)— 0=Re(d +4), wgll's equ.ations, we can easily express the amplitudes of the
skin solutions,
(= $+25M3+aq2. q
0 M3 (k,a) =~ M (a),
For the asymptotic representation of the magnetic field
and magnetization forgd)2<1 it is sufficient to consider

imation i : qdi(w,k)
only the zeroth approximation in the sméll parametes)@: hs (k,q)=— = M (q), (39)
_ i
Bod1+ 47T( flaoMo'f' %_
O (q)=i g di(0,K)+47Tog
(@) =1quo, d,+ 4 B Bk M@

— _ )
Bowo— ( frogMo+ E) in terms of the amplitude of the displacement at the bound-

(35) ary of the ferromagnet. Her®l [ (q) is determined by for-
mula (27). It follows from expressiong38) for q=w/s;

The solutions of the homogeneous system of differential<|k|~ &~ * that the amplitudes of the skin-effect modes are
equations corresponding t20), (22), and (23) describe small compared to the amplitudes of the forced oscillations.
modes which are damped at distances of the order of the skin The electromagnetic waves radiated by the sound wave
depth. Assuming that the spatial dependence of all the vari25) in a ferromagnetic insulator are determined by the equa-
able quantities is of the form'*&, we obtain from(20), (22),  tion of motion of the magnetizatiof20) and the wave equa-
and(23) the dispersion relation giving the wave number as dion, which for a ferromagnetic insulator with dielectric con-

MO~ (@) =iquo. drame,

function of frequency: stante becomes
47750 2 2
- 2_; — a°h ) _
D(w,k)=(8k)*—i| 1+ d (oK ) 0. (36) _ (92+:8€2-(h++477M+)- (39)
In the casea§?< H0/M0+2,8M3 equation(36) takes
the form It follows from this equation that the magnetic field excited

(024 7 2) (= wow+iwr L by a sound wave with wgve.numbqr: wls; is significantly
0 0 (37) less than the ac magnetization:

(wof— )2+ &7 2

[
k2 (w)= §<1+4w
. 2 :
where é=Hy/My+28M3. From the two roots it is neces- _ St - 9. = o
sary to choose the solution for which the mode is damped at "+~ 478 zMy <M. =i d; f10Mo+ 297"t
Z— 00, (40)
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The magnetic absorption of electromagnetic waves by a small metallic particle of ellipsoidal

form is investigated in frequency regions both higher and lower than the characteristic frequency of
the free passage of an electron between walls of the particle. The boundary conditions

chosen are diffuse reflection of the electron from the inner surface of the particle. For the case
when the thickness of the skin layer is large compared to the characteristic size of the

particle, analytical expressions are obtained which permit determination of the dependence of the
energy absorbed by a particle on its shape and orientation with respect to the direction of
incidence of the radiation. The low-frequency absorption by small metallic particles is analyzed

in detail for the first time. For particles in the form of oblate or prolate ellipsoids of

revolution it is shown at particle sizes and what initial polarizations of the incident wave that the
magnetic absorption becomes dominant over electric absorptioB0@% American Institute

of Physics. [DOI: 10.1063/1.1925368

1. INTRODUCTION interesting observable effectd\ clear feature of SMPs is a
strong dependence of the infrared absorption on the polariza-
tion of the wave and the shape of the partftid.Ilt was
found that for equal flux the power absorbed by particles of
qual volume but of different shape can differ by several
rders of magnitude. This served as an impetus for the de-

The study of the properties of small metallic particles
(SMPs3 is not only of purely scientific interest but also of
practical importance in certain applications. For example
when paints containing such particles are applied to a soli
surface, the absorption or reflection of electromagnéiid) velopment of a theory not only for spherical partidfsd?
waves in a certain range of frequencies can be affected At also for particles in the form of cylindefd15
preciably. In outer space, SMPs can form layers of dusty '

. . 16 .
plasma that can pose a hazard to spacecraft. By studying tﬁéhpsmds, and other shapeSAlthough the spherical par-

features of the absorption of radiation by such particles omgc'_e model. has been the most thoroughly StUd'm.e ellip- :
can learn to control their behavior by means of lasers. soidal particle model has turned out to be more informative

The electromagnetic properties of SMPs differ substanf©" INvestigating the influence of the shape of the SMPs on
tially from those of metal$ A criterion of smaliness for a eir optical properties. An ellipsoidal shape is convenient
particle is that its size be comparable to the wavelengai ~ Primarily because it provides a simple wéyy varying the
the incident EM wave. If the characteristic particle site 'atio of the semiaxes of the ellipsgitb model a rather wide
becomes comparable to or smaller thara number of fea- class of particles of most of the real forms they are known to
tures will be observed in the transport, optical, and thermofake (from disk-like to antenna-like Furthermore, changing
dynamic properties of the particles; these are usually attribthe ratio of the semiaxes has a strong influence on the depo-
uted to manifestation of size effects. larizing factors that determine the intern@cal) fields in-

The ratio ofd to the thicknesss of the skin layer(the ~ duced inside the particle by an EM wave and thereby influ-
skin depth is extremely important, as is also the ratiotofo ~ €nces the scattering of electrons and optical absorption.
the electron mean free pathAs a rule, particles for which The optical properties of SMPs has been studied for a
d< <\ are considered. Subject to this condition the vari-long time now, and the results are fully reflected in
antsd>| and d<| are both possible. In the latter case amonographs:'’~**However, for nonspherical particles, es-
sharp decrease in the energy exchange between electrons gretially ford<| there have been relatively few attempts to
the lattice has been observed, and that can lead to a “gapalculate the energy of incident radiation absorbed by a par-
between the lattice temperature and electron temperatutécle. For cylindrical particles of finite length the magnetic
when power is fed into the SMPThe electrons, gaining a absorption cross section was calculated quite recently in
large energy, become “hot,” and this leads to a number ofRefs. 14 and 15. General expressions for electric and mag-

1063-777X/2005/31(5)/8/$26.00 411 © 2005 American Institute of Physics
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netic absorption by an ellipsoidal particle have been obtainettic component of the EM wave induces in the SMP along
in Ref. 16, but there the electric absorption was considered ithe jth direction (in the principal axes of the ellipsoica
more detail, and magnetic absorption was treated schematbcal electric field*

cally and incompletely. In particular, the low-frequency ab- Ei

sorption (when w<wy, Where wy is the frequency of the = :—0, 2
electron’s oscillation between the wallgnverse time of " 1+Li(e(w)—1)

flight); we shall refer to this below as the transit frequency tnat is specified in terms of the depolarizing fadtgrand the
is not investigated. In this frequency region, however, magpermittivity (dielectric function of the particle,e(w). The
netic absorption, as will be shown below, is already compamagnetic component of the EM wave induces an eddy elec-
rable to the electric frequency for a particle with a radius ofyic field E.q. Since the depolarizing factor, which varies,
50 A, and it increases with increasing radius of the partidedepending on the shape of the particle, from 0 to 1, appears
This growth can be increased significantly by deformation ofys 5 cofactor with the dielectric functigwhich has a rather
the particle to an oblate or prolate form. . large value for metals in the infrargdt turns out that par-
The goal of this study is to examine in detail the mag-icles of the same volume but different shapes absorb
netic absorption of SMPs of ellipsoidal form for arbitrary gmounts of energy per unit time which, depending on the
orientation of the particle with respect to the direction Offrequency of the light, can differ by orders of magnitude.
propagation of the incidence wave at frequencies both above |f the skin depths,>d, thenH, can also be regarded as
and below the characteristic frequency of free passage of the yniform static field, and we can write Maxwell’'s equations

electron between walls of the particle. for Eeg:

In this paper we do not take into account the influence of
the ensemble of SMPs on an individual particle under con- . = _; %, divE.=0 &)
sideration, an effect which is of importance in its own rfght edl ¢ 0 ed—

and can alter the_ value of the. internal field in the.part'dewith the boundary conditions at the surface of the particle
severalfold, but this effect remains secondary to the influence
of the shape of the individual particle itséf.The results Eed|s=0, (4)

obtained by us for a single particle can easily be generalizeg{lhererI
S

to an ensemble of identical weakly interacting particles ally,q ¢ontrinution of the eddy currents to the absorption will be

oriented in the same way. For an ensemble of particles of, - imum. The fieldEq, when the fact that the right-hand
different shapes and orientations it is not always justifiable 1Qide of Eq.(3) is constant fors, >d is taken into account

introduce effective mean valuéfor example, in calculating ., pe written as a linear function of the coordinates:
the emission of electrormswhere the value of the effect de-

pends exponentially on the intensity of the absorption, which
in turn is sensitive to the shape of the particle and the polar-

ization of the wavg . . .
. . The matricesa;; are easily determined from E and
The rest of this paper is laid out as follows. In Sec. 2 we 4 y qe3)

is the normal to the surfacgof the ellipsoid. Then

(Eedj= 2 @jcXe,  (Xa=X,Xp=Y,X3=2). 5

. R L condition (4):
describe the model and the initial principles of the problem. @
In Sec. 3 we write a basic formula for the energy absorbed o R o R )
by an SMP. Sections 4 and 5 are devoted to analysis of the %y~ ~! ¢ RZ+R2 Hy, ayy=i o oo R? H,
low- and high-frequency limits of the problem. Finally, in 5 Y Y 5
Sec. 6 we present the main results and conclusions of this o= w R Ho  aom—i w R: H (6)
study. X2 ¢ RZ+RZY T c RR+RZ VY[~
o RZ H ) R§ H
Q=1 — oo 52 Mxy Qyz= — 1 — 55 =7 Hy
2. MODEL AND INITIAL PRINCIPLES ¢ R;+Ry CRy*R; )

For d ibing the int . f radiati ith heri whereR,, Ry, andR, are the semiaxes of the ellipsoid along
or describing the interaction of radiation with a Spnert-, . X, Y, andz axes. For convenience, here and below the

cal partlcllle n therrartr;]ew?E%/rI;' of class:slgl ?AeCtrOdyn?m'cssubscript 0 has been dropped from the notation for the com-
oné usually uses Vi€ theofy.rowever, Mie theory applies ponents of the external magnetic field. Then for xheom-

only for pamcles withd=>1. Thergfore, we sh_aII start ”O".‘ ponent of the eddy field, for example, we finally have
the kinetic theory of electrons without imposing any restric-
tions on the size of the particle. « o
Suppose that we have an ellipsoidal metal particle on Eed_?

which is incident an electromagnetic wave

zHy B yH,
R;+R; R+RJ

R @)

X+

The other two components of the field can easily be obtained

E):( Eo eilkr—ot) 1) by a cyclic permutation of the indices in E¢r). Having
HJ 1 Ho determined the fiel&.y, we can use the formula

Here E andH are its electric and magnetic componenis, _

andk are its frequency and wave vector, anandt describe W= E%efvd” m(r) - Egdr) 8)

the spatial coordinate and time. We assume tiyah. This
allows us to treat the particle as immersed in spatially unito find the value of the power absorbed, provided we know
form E andH fields which are oscillatory in time. The elec- the current,(r).
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For particles of sizel>| the currents are usually related with the boundary conditions
to the field by the expression,= oE.q, With o= we" /4, _
where ¢” is the imaginary part of the permittivity. In this fa(rvls=0. va<0, (15
case the bulk scattering of electrons is dominant and, as #or diffuse reflection of the electrons from the inner walls of
easily shown, using Eq.7), for SMPs having the form of the particle? wherev,, is the electron velocity component
ellipsoids of revolution normal to the surfacé.

The collision integral in Eq(14) is written in the relax-
) ation time approximation+{=1/v).
' If we transform to the deformed coordinates and veloci-
ties according to the rule

2
R\I

Rf+R®

//w3

_yt 2| 2 2
W=V oo R HE+ H2

whereV is the volume of the particle, and

2=H2 H2=H2+H2 xi= x| p= Syl R=(RR Ry)? (16)
HE=HZ, H?=H;+H;, P RX ViTRY RE(RiRRy™,
R.=R,=R,, R,=Ry. (10)  and solve the partial differential equati6id) by the method

. . of characteristicé® then we can obtain a solution for the
Formula(9) generalizes the known expression for the energy. . ction f (r.v) in the form
1 I

of magnetic absorption by a spherical partitie,

afg > X R
| ¥R ? fi(r,v)=—e—| v-Ep,+ a--u('—'
Wi=gg-¢"| | IHol?, (12) ' ge | " i,jzzl TR
in which for a metal . J l1-exg—(v—io)t']
5 lo(v—iw) v—iw '
8”21 @y (12) (17)
o V4 ?’

) o ) The parametet’, which is is equal to
wherev is the collision frequency and,, is the plasma fre-

guency.
If for estimation we take w,~5x10"°s™ !, v
~108s!, w(CO,)~2%x10"s ! (which gives'~—622,
£"~31) and the minimum radius allowable in the framework
of the approximation R>1 is R=460 A Y then, as is easily

computed using expressidh) of Ref. 16, the magnetic ab- =0). We recall that after the deformatiéoh6) the ellipsoidal

sorption will be approximately four times higher than the shape of the particle becomes spherigeith radiusR).
corresponding absorption due to the electric field. With de-

creasing radius of the particle the magnetic absorption falls
off quadratically. As we shall see below, this estimate can
change substantially at other frequencies. 3. ENERGY ABSORBED

Let us consider the opposite case, wliedl. Now the Using Eqs.(7), (8), (13), and(17), after integrating over
the coordinates as in Ref. 16, we can write the magnetic-field
energy absorbed by the particle in the general case as

1
V=t v = V(RP=r 2o+ (V)% (19

characterizes the position of the electron along the trajectory
r'=v't’'+R. The radius vectoR gives the position of the
point on the surface at which the trajectory begiast’

of collisions of the electrons with the inner surface of the
particle. It is customary to s&¥that the surface scattering of
electrons is dominant in this case. Now the calculation of the me’m’R3

i ; i W=———=Rel=| d®vée—u)
current must be done by a microscopic approach, in accor- 2(27h)3 > m
dance with which

3
wlw')”z:l |aij|?REv 7+ 2y,(v")R?

'—2m3ffffd3 13 ”
im(r)=2€| 5— v(n)f(r,v)d3(v), (13

3 2.2
wheref(r,v) is the distribution function of the electrons over X S oy +ai? i
coordinates and velocitiesv, ande and m are the charge =y T g2
a_nd mass t_)f the electron. The integration is over all_f_requen\;vhere =v—iw, and we have taken into account that
cies. The fieldE.q causes a deviation from the equilibrium

Fermi distribution of the electrons. Therefore the total distri-&foms %__ 5(8_1“)’ where v is t.h? Fermi .ene'rgy. !f we
. ! . . denoteq=v2R/v’, then the remaining notation i19) is
bution functionf(r,v) is found in the form of a sum of an

] , (19

equilibrium functionfy(e) (dependent only on the kinetic ,,_ 8 1 4 24 8 3 L
energye of the electron and a nonequilibrium admixture a(v’)= 1_5_a+ag_$+ag 1+a+az ed (20
f,(r,v), which in the linear approximation in the external
field is determined from the kinetic equatfén n_2 _ 1. 8 _ 6 32

dolv')=g— -+t 35315

5 g 30° g° q
: af4(r,v) afo(r,v)

(v=iw)fy(r,v)+v—"——+e(Ep+EeVv =0 5 16 16

Je —£(1+—+—+—)eq—§1//(v') (21)
(1) " g ¢ 478"
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For SMPs of spherical shape, owing to the skew-For a particle in the form of an ellipsoid of revolution the
symmetry of the matrixy; , the last term in(19) vanishes. sum in Eq.(23), on the basis of Eq6), becomes
Expression(19) determines the magnetic absorption of a par-

ticle in general form and describes both electron scattering 3 2 b2 R%
processes taking place in the bullin collisions with > |aj| 2R _(_RL) |Hf_i+ 2—”22
phonons, impurity centers, lattice defects, etmd also sur- iJ=1 4 (Ri+RD)

face processes. For each of them separately one can obtain
simple analytical expressions from E49). The specifics of ]
the scattering mechanism are incorporated in the parameters

q andv—iw. For example, if it is assumed thiat|> 1, then (24)
1~8/15, ¥,~0, and it is easy to verify that the magnetic
absorption is governed by an expression that coincides ex- 5

2
H v"

RL)Z(HZ 21 42,2
vy tHyU
R xYy yYx

- . 2 R2 RZ |2
actly with the formula(9) obtained above for the case of bulk it vzvz _) | S H2p2
scattering. If, on the contrary, the parametgr<1, then the i,jE=l ey J (RF+R?)? H

governing role in the absorption of energy from the wave is
played by electron scattering on the surface of the SMP. Let
us discuss it in more detail. It is convenient to separate the
analysis into low-frequency (f<wy) and high-frequency where it should be kept in mind thaf+v;=v? andHj,
(w>wyq) absorption, wherews=vg/2R is the transit fre- H, are the magnetic field components along and transverse
qguency andvg is the velocity of an electron on the Fermi to the axis of revolution of the ellipsoid.
surface. Taking (24) and (25) into account, we can easily evalu-
ate the integrals over velocities, and we finally get

+Hiv?), (25)

4. LOW-FREQUENCY ABSORPTION

As one can readily verify, in this case 3. né€[w\® , s
WLF:aV_ =] R pL(ep)Hi+ 71 (ep)
0 1 1R " 1 1R - Mug i €
S ~75 7.0 Ziha(v) [~ 357, (22) R\
. X H 2
and Eq.(19) can be rewritten as RE+R?) ) (26)
me’m?R* [ d% 3
_ 2p2. .2
Wie= Wf S(v2—vg) |21 || R where
2 3 2.2 3
ViUj 87 [ mug 2u
+Fi,2 |C“|J+0‘1||2 } (23 n=-—_- (ZWﬁ) UF= Ny (27)
|
1 5> 1 1 .
Zg 1-e,+ e_p 1- Eﬁ arcsine, R, <R,
pL(ep) : (28)
1 1
_Z_eS 1+ep+e—p 1+2_e§ In(ep+ \/1+e2p), R, >R,
1 , 1 8 ,\
+ 2 Vi-ep+ o 4+ 2 §ep arcsine,, R, <R
M _ p P P 2
7 (€)= 1 1 1 8 (29
2 2 2
-2+ e_f, Vit+eg+ e_p 4— e_§+ §ep) In(ep,+V1it+ep), R.>Ry
|
are functions that depend on the eccentricities of the elliptions mentioned behave as follows:
soid, which for the prolate R, <R;) or oblate R, >R))
ellipsoids considered in the problem are (1
2™ R <Ry,
1-R?/R?, R, <R
=1, . (30 2 R, =R
RI/Ri—1, R >R pL(€p)= 3 L= Ry, (32
. . - . . R, R\ 1
The superscripM in Eq. (29 indicates that this function —|Inj2—|-%|, R/ >R,
arises only for magnetic fields. In the limiting cases the func- \ R, Ry 2
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1+ 1 R, <R o HF—
™ 6/’ L Il I‘— £ 30 e LF—-—
g 2 4.0—\‘ ; 2.5k LF =~
© -
n(e)=14 3 R, =R=R, 2 on = 20r L
= 3.0—‘\1 95 7
R, (8 R = F @ 1.0F
L R \3 R L
3
This allows us to rewrite the expression for the power ab- ©
sorbed(26) for the cases of highly prolate or highly oblate

ellipsoids, respectively, as

R, /R, arb. units

2

R3{H?+5H?}, R, <R,.

37 né® |w
Wig~ C

264’ mue | C

FIG. 1. Dependence of the ratio of optical conductivity transverse to and
(32 along the axis of revolution of the ellipsoid on the ratio of the semiaxes of

the SMP of ellipsoidal shape for the case of lew<wy (1) and highw

> wy (2) frequencies. The inset shows the same dependence for the optical

Wi o~ i ne’ e 2R3 2 & _ E conductivity due to the electric component of the EM wave.
LF 64" mug\c) R/ 2
R |\? 2 2
X EH Hi+4H?:, R/ >R,. (33

In particular, it follows from Eq.(32) that for SMPs in the 'S SeémiaxeR, /R,. The dependence is constructed in ac-

form highly prolate ellipsoids the magnetic absorption in thecordance with formula€35). Using this figure, one can trace
case when the magnetic field direction is perpendicular to thgI w the ratio of conductivities changes in an oblate SMP in
axis of revolution, under otherwise equal conditions, is ﬁvecomparlson with a prolate particle.

times greater than in the case when the field is oriented along

this axis.

Having a general expressiq23) for the magnetic ab-
sorption of a SMP of ellipsoidal form, one can without dif-
ficulty, by analogy with the electric absorption, write an ex-
pression for the absorption in the case of low-frequency
scattering in terms of the components of the optical conduc-
tivity tensor, which in this case is due to the magnetic com-
ponent of the EM wavéwe denote it by the subscripd):

5. HIGH-FREQUENCY ABSORPTION

In this case also we shall assume that v. Then

! !

1 v 1 v
ilﬂl(v) “m,fﬁe iiﬁz(v) ~ 8Ra2’ (37)

Y,
WLFZE[UkAF,qu’LULMF,LHE], (34) _
and Eq.(19) can be rewritten as
where
me?m3R2 3
e 3 ne [w)\?2 W= —4(2 P 2de5(8_,U«) 2 |a'ij|2Rj2Uizv
Im,| 32W c J_pL(ep)
2.2
ViV |
. 3 ne? Rﬁ 2 y 2 |a”+a'“| v (38)
oMLT 35 moe R Rﬁ+R2 7 (€p) (39

After integration overv with allowance for Eqs(24) and
are its longitudinal and transverse components. In the case ¢25) we obtain the following expression for the magnetic
a spherical particleR,=R, =R) it becomes a scalar quan- absorption in the high-frequency case:
tity:

9 n
1 né® [w)? Whe=-—==-V——>uveR 24 M
LF_ — _ ~ | = 3 HE= VER| pH(ep)H||+77H(ep)

oy 16mUF(C) R3. (36) 128" mc

RZ 2
. . . l 2
In the general case of nonspherical partiaks is a tensor X| gz | HI (39

1TRL

guantity that depends considerably on the shape of the par-
ticle. Figure 1(curvel) shows how the ratio of conductivi-
ties along mutually perpendicular directions depends on thélere the functions that depend on the eccentricity of the
shape of the ellipsoid, specified by the ratio of the lengths o&llipsoid are
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8o 2 (1+ Zep) V1- e2 == (1- 4ep)arcsmep, R <Ry,
pr(€p) = 1 (40)
- 8—95(1—2e§)¢1+ e+ S—eg(1+4eg)ln(ep+ Jited), R.>R,.

1 1 _
_4_ez(1—8e,23+4eg)\/1—e7p+ 4—q§(1+2e§)arcsmep, R <Ry,

nM(ep): 1 (41)
(1+8e +4ep)\/1+e ——=(1—2€? p)n(ep+ Vi+e? 0, RI>R;.

in the limiting cases they behave as follows: along mutually perpendicular directions on the ratio of the
lengths of the semiaxes of the ellipsoid. The dependence is
3 . . )
—a, R/ <R, constructed in accordance with formulé6). Comparing
16 this result with the result obtained in the low-frequency case
2 _ (curve 1), we see that for oblate particles in the interval 1
PH(€p) =9 3’ R=Ry., <R, /R;<6 the high-frequency transverse conductivity is
1
1

r

slightly higher than the low-frequency conductivity. For the

. R >R,. case of a prolate form it is just the opposite—the low-
R frequency transverse conductivity becomes noticeably
- higher. For a spherical particle the low-frequency and high-
— R, <Ry, frequency conductivities are the same. The inset shows the
4 analogous curves for the optical conductivity due to the elec-
8 _ tric component of the EM wave.
3 R =R=R, (42) Using the results of Ref. 16 for the electric absorption
R \3 W and expressiof26) for the magnetic absorption, one can

(_i> , R, >R,. compare their relative contributions in the low-frequency
LRy case as well. For this it is necessary to choose a particular

ThIS allows us to determine the energy absorbed by a snmpne of the possible polar|zat|ons The polarization for Whlch

which we find, respectively: axis of the ellipsoid EIIE,, E; =0) or, accordingly, the vec-

tor of the magnetic wavel=H, , H,=0, we shall call the

UMCSER

27 ne VF EL-MT polarization. If, on the contrary, the vector of the
W, R {=H2+H?!, R, <R,. (4 | polanzation. 1, on t yrary, the |
HE~ 5 128" md L[ Hi+HL RU<Ry. (439 electric wave is along the minor axis of the ellipsoE|E, ,
3 ne E,=0), then there are two possible directions of the vector of
UF

Wip~ —V 2 RHS. R, =R=R, (44) the magnetic wave: along the mgjor axi_s of the ellipsoid
64 (H=H,, H,=0) or along the minor axisH=H, , H,

9 neéd R, \2 =0). The first of these possibilities we shall call the ET-ML
Whe~ 55 7F [(_L HZ+H?}, R >R,. polarization, while the second will be called the ET-MT po-
128 2R, larization. For the EL-MT and ET-ML polarizations the ratio

(49 of the energy absorbed in the low-frequency case is given by

Similarly to the previous case, we find from formy#s), in the relation
particular, that the magnetic absorption of a SMP in the form 5
a highly prolate ellipsoid with its axis of revolution oriented Wik 1 ( R )
perpendicular to the external magnetic field, is a factor oIW LF|EL-MT 12 L
two greater than in the case of its orientation along the field. ~ F™M*

If, by analogy with Eq.(34), the energy absorbed is ex- pL(e)HE+[1+ (R, /R)?] 2p(e,)H?
pressed in terms of the tensor components corresponding to X Ele.) ()
the optical conductivity due to the magnetic field, then for %) g2, PUBD) o

gl
the high-frequency case we obtain Li(€p, ) L (&, o)
9 né? (47)
TMI= 52 m2VFRLPH(ED), and for the ET-MT polarization
e _9 e 22 Wik i(g )2 7' (ep)L.(ep, @) H?
Wi =game R | e | D) 4O WL, 12107 pulepl1+ (R /R)ZPPED

Curve?2 in Fig. 1 illustrates the dependence of the ratio (48)

of the tensor components of the high-frequency conductivitywhere for the electric field
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Wpn/ W, arb. units
NG oW
T T
=
N
Wn/ WE, arb. units

1 2 3 4 5 6

4 5 6
7 8 Ri/ R, arb. units

L
3
Ri/ R, arb. units

FIG. 2. Dependence of the ratio of the energy absorbed from the magneti'élc;' ?I’ D(_ep?nﬁjence c;]fthe ‘rati? ?}f the energy ?bsgrbedhfro‘m thﬁ r?agnetfic
and electric fields on the ratio of the semiaxes of a SMP having the form ofind electric fields on the ratio of the semiaxis of a SMP having the form o

an ellipsoid of revolution, at frequencies< wy and for two polarizations of an ellipsoid of rev_olution,_ for < wy ar_1d fqr t_he orientation of the_ electric
the incident wave: EL-MT1,2) and ET-ML(3,4). Curves(1) and(3) are for field alqng the minor axis of the ellipsoid in the_ MT p_olanzanon of the
a particle withR=75 A, and curveg2) and(4) for R=50 A. The results magnetic vector. ‘?”"’@1? corresponds to a particle W'tR:_75 A gnd
for a particle withR=300 A at frequencieso>w; are shown for the CUrve (2) to a particle WithR=50 A. The results for a particle witR
EL-MT polarization by the crosse) and for the ET-ML polarization by =300 A at frequencie®> wy in th_ls same polarization of the electric and
circlets(O) (they are coincident with curvé®)). The insets show the polar- Magnetic vectors are shown by circlé(s).

ization of the EM wave relative to the ellipsoid.

in the polarizations EL-MT and ET-ML, although when the
1 1 particle passes to a disk-like form the magnetic absorption
— 2 J1—e2+ = arcsine, . R <R increases for thg EL-MT polarization and decreases for the
e Pl el e o ET-ML polarization. We note that the largest value of the
1 » ratio WM/WF. is reached in the EL-MT polarization for
o 1+ef,— e1In(ep+ \/1+ef,), R, >R, par_ticles of oblatg shapg B, /.R”~4 (independgntly of the
p p 49 radius of the particle prior to its deformatigrwhile for the
49 ermL polarizationW./WE_ reaches a maximum value for
and the internal electric field is expressed in terms of theprolate particles, the value being only slightly greater than
external field with the use of the factor the corresponding value for a spherical particle.
_ / Figure 3 shows the same dependence for the remaining
Ly (e, 0)=1+L, (e -1]2 e :
1.1 (@) 1.1 (&p)le’ (@)= 1] polarization of the EM wave, ET-MT. For the same ratio of

no(ep) =

+[L‘|,L(ep)s"(w)]2, (500  the energy absorbed in the spherical particle, the effect ob-
1 served when its shape is changed in this case is opposite to
L. (ep)= 5(1_|—H(ep))r Li(ep) that described above for the EL-MT polarization: the mag-

netic absorption increases in comparison with the electric
absorption in the prolate SMP and falls in comparison with it

1-e2/ 1+e . .

| In—"-2¢e,|, R.<R in the oblate. Here the growth /\./W[ reaches a maxi-
_ 2€, 1-¢ (51) mum for a prolate shap@ndependently of the initial radius
1+ e2 ’ of the particle, at a radius ratid?, /R;~0.25, and with de-

—ee—p(ep—afCtaﬂep). R >R, crease of this ratio the contribution of the magnetic absorp-
P tion falls in relation to that of the electric absorption.

and the remaining notation is the same as introduced previ- Thus it is seen from the calculations illustrated in Figs. 2
ously. and 3 that if the magnetic absorption in a spherical particle

Figure 2 shows hoWV\t/ W depends on the shape of s, say, twice as large as the electric absorption, then by de-
the ellipsoid for two polarization€EL-MT and EL-ML). Itis  formation of such a particle by a factor of fo(to an oblate
seen that while for a spherical particle of radius 50 A theor prolate shapeone can achieve an increase of the magnetic
contribution to the absorption of the electric and magneticabsorption for certain polarizations by more than a factor of
components are approximately equal, for particles vith five.
=75 A the contribution of the magnetic component is al-
ready twice as large. In the high-frequency casey., for
w=2%x10"s1; Ref. 16 such growth becomes possible
(independently of polarizationonly for particles of radius For SMPs in the form of ellipsoids with sizes much
300 A. The trend of WE/WEL as a function of the ratio smaller than the wavelength of the incident EM wave and the
R, /R, for this case is shown by the crosses in Fig. 2. For theskin depth we have calculated the energy of magnetic ab-
ET-ML polarization it follows exactly the curve for particles sorption at frequencies both above and below the character-
with R=75 A. As the shape of the particle changes fromistic frequency of the free passage of an electron between
spherical to antenna-like the magnetic absorption decreas@glls of the particle. We have considered both the case when

6. CONCLUSION
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the electron mean free path is larger than the size of thesurface at small anglé8.The fraction of electrons falling into that cat-
particle and the case when it is smaller. It was assumed thaggory can be determined from the dependence of the resistance on mag-

. - . netic field. Since the wavelength of the conduction electrons is of the order
the electrons reflect from the inner surface of the particle in aof the interatomic distances, while the characteristic size of the rough-

diffuse manner. nesses always present on the inner surface of an ellipsoidal SMP is much
Under conditions for which the bulk or surface scattering larger than that, in the given case we have decided in favor of diffuse

of electrons is dominant we have obtained analytical expres_reﬂection, in which the correlation between the incident and reflected elec-
- . ons is lost. Diffuse reflection is also preferred in the study of SMPs of

sions that can be used to Qetermlr_1e the dependeng:e of.th lindrical form 1415

energy absorbed by a particle on its shape and orientation

with respect to the direction of the incident radiation. We

have_ _Shown that for nonSPhenca_l particles the optical con-ic_ . gonhren and D. R. Huffmambsorption and Scattering of Light by
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The isochoric thermal conductivity of solid nitrogen is investigated on four samples of different
densities in the temperature interval from 20 K to the onset of melting.-M, the

isochoric thermal conductivity exhibits a dependence weaker Aab/T; in B-N, it increases
slightly with temperature. The experimental results are discussed within a model in which

the heat is transported by low-frequency phonons or by “diffusive” modes above the mobility
edge. The growth of the thermal conductivity 8N, is attributed to the decreasing

“rotational” component of the total thermal resistance, which occurs as the rotational correlations
between the neighboring molecules become weakeR085 American Institute of Physics.

[DOI: 10.1063/1.1925369

INTRODUCTION sites of the hcp lattice of the space gradaf;/mmc
For a correct comparison with theory, the thermal con-

The thermal conductivity of simple molecular crystals is ductivity must be measured at constant density, which ex-
determined by both translational and orientational motion otjudes the thermal expansion effect. Such investigations
molecules in the lattice sites. This motion can be either oswere made on CQand N,O in Ref. 3. Significant deviations
cillatory or rotational depending on the relation between th&rom the dependencd «1/T were observed at=0 . It
noncentral force and the rotational kinetic energy. Except folyas shown that these departures occurred when the thermal
rare casegquantum crystals the motion of molecules at conductivity was approaching its lower limit. The concept of
rather low temperatures is inherently oscillatory: the mol-the lower limit of thermal conductivifyis based on the fol-
ecules execute orientational vibrations about equilibrium d|-|0W|ng the mean free pa‘[hs of the osci"atory modes partici-
rections. As the temperature rises, the root-mean-squaigating in heat transfer are essentially limited, and the site-to-
(rms) amplitudes of the librations increase and the moleculesite heat transport proceeds as a diffusive process.
can jump over some accessible orientations. This may lead to  The goal of this study was to investigate the isochoric
a phase transition because the long-range orientation ordgfermal conductivity of solid nitrogen in both orientationally
dissappears. By choosing crystals with different moleculaprdered and orientationally disordered phases. Earlier, the

interaction parameters and varying the temperature, it is poshermal conductivity of nitrogen was investigated only under
sible to change the degree of the orientational order and insaturated vapor pressute.

vestigate the effect of the molecule rotation upon the thermal

conductivity.
Owing to their rather simple and largely similar physical EXPERIMENTAL TECHNIQUE
properties:? the N,-type crystals (N, CO, N,O, and CQ) Constant-volume investigations are possible for molecu-

consisting of linear molecules come as suitable objects folar solids having a comparatively low thermal pressure coef-
such studies. In these crystals the noncentral part of the mdicient (dP/dT),,. Using a high-pressure cell, it is possible
lecular interaction is determined mostly by the quadrupoldgo grow a solid sample of sufficient density. In subsequent
force. At low temperatures and pressures, these crystals haegperiments it can be cooled with practically unchanged vol-
a cubic lattice with four molecules per unit cell. The axes ofume, while the pressure in the cell decreases slowly. In
the molecules are along the body diagonals of cube. Jn Nsamples of moderate densities the pressure drops to zero at a
and CQ, which have equivalent diagonal directions, thecertain characteristic temperatufg and the isochoric con-
crystal symmetry i$? a3, for the noncentrosymmetrical mol- dition is then broken; on further cooling, the sample can
ecules CO and pD the crystal symmetry i£2,3. separate from the walls of the cell. In the case of a fixed
In CO, and N,O the noncentral interaction is very strong volume, melting occurs in a certain temperature interval, and
and the long-range orientational order can persist up to theits onset shifts towards higher temperatures with increasing
melting temperatures. In Nand CO the barriers impeding density of the sample. This is seen, for example, in\thé
the rotation of the molecules are an order of magnitudehase diagrafof solid N, in Fig. 1. The deviations from the
lower; as a result, orientational disordering phase transitionsonstant volume caused by the thermal and elastic deforma-
occur at 35.7 and 68.13 K, respectively. In the high-tion of the measuring cell were usually no more than 0.3%
temperature phases, the, dnd CO molecules occupy the and could be taken into account.

1063-777X/2005/31(5)/4/$26.00 419 © 2005 American Institute of Physics
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FIG. 1. V-T phase diagram of solid Naccording to"? molar volumes T.K

(----); arrows show the onset &f=const condition and melting. FIG. 2. Isochoric thermal conductivity of four solid,amples of different

densities(see Table)l smoothed valueé—), measurement under saturated
vapor pressure according to Refs. 2, 5—7); the arrows indicate the onset
The investigation was made using a steady-state tectvf melting.

nigue in a coaxial-geometry setup. The measuring beryllium

bronze cell was 160 mm long, with an inner diameter of 17.6

mm. The maximum permiSSibIe pressure in it was 800 MPa. The orientational motion of the m0|ecu|esdﬂN2 mani-
The inner measuring cylinder was 10.2 mm in diameterfests itself as large-angle libratioisnmediately before the
Temperature sensorgplatinum resistance thermometers . g transition the rms libration amplitudés)?)*2 exceed
were placed in special channels of the inner and outer cylingoo) accompanied by hopping over a limited set of equiva-
ders to keep them unaffected by high pressure. Duing thgnt orientations related by elements of the symmetry group.
growth process the temperature gradient over the measuringhe frequency of reorientations approaches 4G 1 near
cell was 1-2 K/cm. The pressure in the inflow capillary wasthe a— [ transition® Analysis of the heat capacity data sug-
varied in the range 50—200 MPa to grow samples of differengests that practically free precession of the molecules is ob-
densities. When the growth was completed, the capillary wagerved ing-N, after the phase transition, which is accompa-
blocked by freezing it with liquid hydrogen, and the samplesnjed by axial vibration through an angdewith respect to the
were annealed at premelting temperatures for one to tWhexagonal axis of the céllin the B phase of N the fre-
hours to remove density gradients. After measurement thauency of reorientations varies from %80 s ! immedi-
samples were evaporated into a thin-walled vessel and thegte|y after thea— B transition to 5.5 10 s ! before

masses were measured by weighing. The molar volumes @elting® This is considerably in excess of the Debye fre-
the samples were estimated from the known volume of thgjuency 1.5 10'2 s~ 1. No distinct libration modes were de-
measuring cell and the sample masses. The (d@hinant  tected in8-N, in inelastic neutron scattering experiments,
systematic error of measurement was no more than 4% fofnd even the observed translational acoustic phonons were
the thermal conductivity and 0.2% for the volume. The pu-proadened considerably due to the translation—orientation in-

rity of N, was no worse than 99.97%. teraction, excluding the case of the smallest wave veéfors.
Since the orientational motion of the moleculesifN,
RESULTS AND DISCUSSION is essentially librational in character, the thermal conductiv-

ity can be calculated within a model in which the heat is
transferred by low-frequency phonons or “diffusive” modes
above the mobility edge. This model was used earlier to
calculate the thermal conductivity of G@nd N,O.*

Let us describe the thermal conductivity as

3J~@D/T X4eX

. [(x) —(ex—l)zdx’ (1)

The isochoric thermal conductivity of solid,Nvas in-
vestigated on four samples of different densities in the tem
perature interval from 20 K to the onset of melting. The
experimental thermal conductivities are shown in Fig. 2 with
solid lines for smoothed values and a dashed line for mea-
surement under saturated vapor preséuréUnder the same
P, T conditions, the discrepancy between our data and data
in the literature was no more than 5%. The molar volumes
V., temperature¥, (onset ofV=const conditionand T,
(onset of sample meltingare shown in Table I. This infor-

T
A(T)=3nka(®—D)

TABLE I. Molar volumesV,,, temperatured, (onset ofV=const condi-

mation is also available in Fig. 1. tion), and temperatures,, (onset of melting

In a-N, the temperature dependence of the isochoric
thermal conductivity is weaker thako 1/T and is similar to Sample No | V,,, em®/mole T, K T, K
that observetifor CO, and NO. The thermal conductivity is
practically constant immediately before the- 3 transition. 1 27.36 24 102
Earlier, the thermal conductivity was observed to grow in 2 27.68 33 96
orientationally disordered phases of some molecular
crystals® The Bridgman coefficientgy= —(dIn A/dIn V)¢ 3 27.98 36 92
calculated from the experimental results are=6008 for 4 28.76 48 80
a-N, at T=35 K and 4.3-0.5 for 3-N, at T=60 K. _
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where @p=v(h/kg)(67°n)3, n is the number of atoms 4
(moleculeg per unit volumey is the polarization-averaged L
sound velocity, and(x) is the phonon mean free path. At
T=0, the mean free path is mainly determined by the um-
klapp processegx)=1I,, where:
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Here\ is the phonon wavelenth, is the Grineisen constant,

m is the atomic(moleculaj mass, andC is a numerical 0
coefficient. In the first approximation, the translation— T,K

orientation interaction in molecular crystals leads to extra

scattering which can be taken into account through simpléIG. 3. Fitting to smoothed values of experimental thermal conductivity and
renormalization of the coefficiertt.lz Since the smallest contributions to the thermal conductivity from low-frequency phondng
phonon mea free path is about Nalf he WRVEISNN) 3 yses meorm saviot st ot o . g
=aMN/2, where a~1, the “diffusivity” edge \* can be  gencea (T) ().

found as

aCT
A=, (3 lower limit of thermal conductivityA |, (Fig. 3, broken ling

was calculated assuming that all the modes were “diffu-

which corresponds to an effective temperatu@*  Sive’
=2hv/akgCT. (It is assumed tha®* <@ ; otherwise we 7\ 13 T\20p/T x3X
set®* =0 .) Below, the term “diffusive” is applied to the A,’mn=3a(€) n2’3k5v(®—) f (ex——l)zdx' (7)
modes whose mean free paths reached the smallest Values. b/ Jo
The integral of thermal conductivity is subdivided into two Note thatA ;, is again independent of structure and de-
parts describing the contributions to the thermal conductivittermined only by the crystal density, and hence the Debye
from the low-frequency phonons and the “diffusive” modes: temperaturs were invariant for the constant volume. The
lower limit of thermal conductivityA /,;, fitted as an asymp-
A= Apnt Agir, (4 tote of the dependenca(T) is a=1.8 times higher than
. the value calculated according to Cahill and Pbiihe dis-
f@’* /Tl(x) x'e* dx (5) crepancy can partly be accounted for by the imperfection of
0 (e*—1)2"") the model. Nevertheless, there is a certain correlation be-
tweena and the number of degrees of freedéifmree trans-
lational andz rotational degregsof the molecules:ax(3
+2)/3 (Ref. 11). Cabhill and Pohl considered amorphous sub-
(6) stances and strongly disordered crystals consisting of atoms
having no rotational degrees of freedom.
The results were computer-fitted by the least-squares tech- The discussion of the lower limit of thermal conductivity
nigue to the smoothed thermal conductivity values for theof molecular crystals brings up the inevitable question:
sample in thea phase usingn=2.21x10??cm 2 andv  should the site-to-site transport of the rotational energy of the
=1.17x10° m/s (Ref. 2 and varying the paramete& and  molecules be taken into account? The above correlation sug-
a. The best agreement with experiment was obtained witlyests that the answer is in the affirmative.
C=3.0x10 ° cm/K and «=1.8. CorrespondinglyC=0.9 In this context, the heat transfer in molecular crystals,
X10°cm/K and a=27 for CO and C=15 solid nitrogen in particular, can be interpreted as follows. At
x107° cm/K anda=2.3 for N,O (Ref. 11). The fitting to  low temperatures, when the phonon and libron branches are
smoothed experimental thermal conductivities and the conwell separated, the phonons forming the heat flow are scat-
tributions from the low-frequency phonons,, and the “dif-  tered by both phonons and librotfsAs a result, the thermal
fusive” modes A 4; (calculated by Eqgs(5) and (6)) are  resistance increases in comparison with the situation, e.g., in
shown in Fig. 3. inert gases.As the temperature rises, the phonon-libron in-
It is seen that the “diffusive” behavior of the oscillatory teraction is enhanced, and the mixed translation—orientation
modes appears above 20 K, and immediately beforeathe modes start to transport the heat. The heat transfer increases
— B transition nearly half of the heat is transported by theand extra scattering evolves due to the strong anharmonicity
“diffusive” modes. The curvesA ,, and A 4 calculated for  of the librational vibrations. Finally, under very strong scat-
the @ phase of N were extrapolated to the existence regiontering, when the heat is transported directly from molecule to
of the B phase. The change from one structure to anothemolecule (Einstein model both the rotational and transla-
may cause a jump of the partial contributions to the thermational energies should equally be taken into account.
conductivity, but it will not be too large because a major part  In B-N, the isochoric thermal conductivity increases
of the heat is transported by the “diffusive” modes, and theyslightly with temperature. The absolute value of the thermal
are only slightly sensitive to the structure of the crystal. Theconductivity is only 10-12% higher than its lower limit

T 3
Aph(T) =3n kBU(®—D)

f®D/T vh x4eX

T 3
Ad"(T):?’”"B”(@_D) 0. 1 2kexT (F—1
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! in. This means that iB3-N, most of the heat is trans- low-frequency phonons and by “diffusive” modes above the

ported by the “diffusive” modes. The concept of the “lower Poundary of mobility. In3-N, most of the heat is transported

limit" of thermal conductivity postulates its “saturation” by the “diffusive” modes. The weak growth of the thermal

rather than its growth. An increase in the isochoric thermafonductivity in3-N, can be attributed to the decrease in the

Conductivity with temperature was observed earlier in orien_“rotational" component of the total thermal resistance due to

tationally disordered phases of some molecular cry&talsthe relaxing rotational correlations between the neighboring

This effect may be due to the “rotational” component of the molecules.

total thermal resistance, which decreases as the rotational This study was supported by the Ukrainian Ministry of

correlations between the neighboring molecules becomEducation and Science, Projeét7/286-2001 “Novel quan-

weaker. tum and anharmonic effects in mixtures of cryocrystals.”
The dependence of the thermal conductivity on the mo-

lar volume can also be interpreted within this model. The"E-mail: konstantinov@ilt.kharkov.ua
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EPR spectra of CHpand CD; radicals are investigated in low-temperature matrices of B,

and Ne at temperatures of 1.6—4.2 K. A method of condensation from the gas phase on a

cold substrate is used. With decreasing sample temperature, a transformation of the shape of the
CDj3 spectrum in H, D,, and Ne matrices and CHDBspectrum in H and Ne is observed.

This transformation was reversible in the above temperature range. The temperature effects are
explained as reflecting a change in the populations of the lowest rotational states of the

radicals. The temperature behavior of the EPR spectra for radicals trapped in various matrices
are compared on the basis of the present data and known results for deuterated methyl

radicals in Ar obtained in photolytic experiments. As a result the existence of a hindering barrier
for the radical rotation is suggested. 805 American Institute of Physics.

[DOI: 10.1063/1.1925370

INTRODUCTION RESULTS AND DISCUSSION

The experimental technique and a schematic of the setup

have been presented elsewhézeay., Ref. 12

In our experiment, molecular deuterium, Dmixed with
) . . . . _ mol. % methane, CH was prepared in a glass vessel and
trum of the rad_|cal con5|§ts of four lines wnh equ_al '_mens'prassed through a discharge zone onto a low temperature sub-
1:1:1:1, reaching the high-temperature binomial intensitygiate. Simultaneously, the,Dvas fed onto the same sub-
distribution 1:3:3:1 with increasing temperature. In explain-strate through a separate inlet tube to avoid the gas dis-
ing the EPR spectrum shape and its transformation, two thecharge. The latter flow was much larger than the discharge
oretical approaches are used: one treating the @Hical as  flow. We estimated the admixture of Gkh the D, matrix to
a restricted rotor and the other, as a free rotor. In contrast tbe about 0.5—1%. A pulsed discharge with an off-duty factor
CH3, few studies have been devoted to deuterated methyf 7 was used. The substrate temperature during the deposi-
radicals (CQ, CH,D, and CHD). A spectrum of seven tion was 4.2 K. Figure 1 shows the EPR spectrum of a
components with “non-binomial” distribution has been pre- sample of solid B with trapped radicals. For reference, a
dicted for the CQ radicaP at low enough temperatures. The Scheme of EPR transitions for GH, CHD;, and CI radi-
septet has been actually registered in the CD4 ni&ti4.2 cals at high temperaturdall rotation levels are populatgd
K and solid Ar at 13 K Though these experimental results
are consistent with the above theoretical scheme, another ob-
servation has been publisiedr CD; in Ar at 4.2 K show-
ing a strong singlet superimposed on a weak septet. The
authors explained their results with a new model of a three- J
dimensional, free quantum rotor with no hindering barrier

a
present. They pointed out that the electronic state has to be ( /\/\N:/V [
W

The methyl radical (Ck) trapped in low-temperature
matrices has been extensively studied by EPRIt was
shown that at low temperatures near 4.2 K, the EPR speg;

included in the application of the Pauli principle in order to
obtain the correct overall exchange symmetry for bosons.

In Ref. 11, results were presented on deuterated methyl CHD,
radicals trapped from the gas phase in soligl Hhe tem- -é‘-H*-'D
peratures at which the CHDand CD; spectrum changed to -2,
the low-temperature shape turned out to be surprisingly low CD,4 CHy
in H, matrix as compared to solid ArThe present study is = D e

s t ) /. B’ G
3312 3332 3352 3412

/1L

aimed at obtaining new information about deuterated methyl L
radicals in H and studying these radicals in solig Bnd Ne 3257
in order to clarify whether the effect found in Ref. 5 is com- FIG. 1. The EPR spectrum of a solid,Bample at 4.2 K with trapped
mon to other matrices and to correlate new results with eachethy! radicals. Also shown are the D-atom transiti¢as The high-field

. . .)@art of the spectrum with higher gafh). The substrate temperature during
other, which would help to obtain new data about the matri epositionTg,,=4.2 K. Deposition durationrge~75 min. The EPR reso-

effect on the radical rotation. nance frequency,.e=9348.22 MHz.

1063-777X/2005/31(5)/6/$26.00 423 © 2005 American Institute of Physics
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and low temperaturegonly the lowest rotational level is
populated is shown in Fig. 2, according to Ref. 5.

The experimental spectrum reveals seven strong lines of
the CD; radical and several weak lines for gHCH,D, and
CHD, radicals. Superimposed is a record of the high-field
lines with a higher gain. Due to the rather large broadening
of the lines(the peak-to-peak linewidtAH=1.15(5) Q
only some components of the GHCH,D, and CHD spec- y7E
tra can be resolved. The GHpectrum is supposedly com- 3334 3339 7 3413
posed of four lines of equal intensity, like the €bpectrum
in the H, matrix studied earli€t. The CH,D spectrum is a
triple triplet due to the hyperfinéhf) splittings of the two
hydrogen nucleithe major triplet and one deuteriunithe
minor tripletg. At high enough temperatures, the CHD
spectrum is a double quintet.

We have found that two adjacent glines are spaced
with 6H=3.56(4) G. It was observed in Ref. 5 that at tem-
peratures above 10 K the intensity distribution for OB Ar
is practically a “binomial” one, 1:3:6:7:6:3:1, originating not
only from the population ofl=0 but also of higher rota-
tional levels. As the temperature was lowered to 4.1 K the
central line increased while the other six lines decreased rap-
idly. As a result, the intensity of the central peak relative to
the adjacent one reached 15. It was shown that the spectrum
corresponding to th@=0 rotational level is a singlet. Turn-
ing to our study, it is hard to estimate the relative intensity
ratio because the lines are mostly superimposed. HoweVeF|G. 3. Central part of the EPR spectra of theGBdical and D-atom lines
the amplitude ratio of two “pure” CR lines, i.e., the third to  in a D, matrix. The substrate temperature during depositiag,=4.2 K.
the secondcounting from the left equals 2, which is ex- The substrate temperature during registratfﬁ,lggzz.85 K (a). The siml_J_-

. . L . . ated central part of the CPspectrum with the central D-atom transition
pected for the binomial distribution. The line supenmposeolsuperimposedb).
on the central CBpeak in Fig. 1 is a central transition of the
D-atom triplet. We have also recorded two other D-atom

%

CD;

D+CD,

<7

lines which appeared alone, i.e., not as a mixture with any
a transitions. These lingshown in Fig. 1 were used to extract
l | the “pure” CD; central line by subtracting the D-atom tran-
| " .
sition (Fig. 3.
CH, (Fig. 3

As a result, the amplitude ratio of the central line to its
— L || — |CH 5 nearest neighbor was estimated to be 1.32, which is a bit
2 larger then the binomial 7:6. Thus the spectrum of;@DD,
Ll L at 4.2 K is a high-temperature nearly “binomial” spectrum
CHD, with possibly a small admixture of the low-temperature sin-
glet. The above-mentioned GHpectrum of four equal lines
| ‘ l l corresponds td=0, thus being a low-temperature one. Such
1 L a difference between the appearances of the @htl CDh,
CD3 spectra is not surprising because the energy gap between the
b J=0 andJ=1 rotational states for the free Ght twice as
large as that for the free GD Therefore, thel=1 state of
the CH; radical is not populated at low temperatures close to

CH,

CH,D

CHD,

CD,

FIG. 2. The scheme of CH CH,D, CHD,, and CD, transitions ata) high
and (b) low temperatures.

4 K. We have found a change in the appearance of thg CD
spectrum with varying temperature. The high-field D-atom
transition was used as a reference signal. Figure 4 shows a
plot of the amplitudes of the central Gline and its nearest
high-field neighbor versus temperature. One can readily see
that the central peak witimz=0 increases with decreasing
temperature, while the amplitude of the other line decreases.
Plotting these data, we took special care to avoid line satu-
ration due to microwave power. Such a difference in the
temperature behavior between the lines is proof that the cen-
tral peak is actually a superposition of transitions due to
different rotational statest=0 andJ=1. The population of
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FIG. 4. Amplitudes of the CPcentral line(A) and its nearest high-field
neighbor(®) versus temperature. The D-atom transition is used as a refer-
ence signal.

the lowest]=0 level increases with decreasing temperature,
while the population of higher rotational levels decreases.
This temperature behavior also manifests itself in Fig. 5,
which shows the amplitude ratio of the central line to its
nearest neighbor.

An investigation was undertaken into the correlation be-
tween the temperature change of the EPR spectrum shape
and the saturation behavior for the CHRnd CDO; in the
molecular hydrogen matrix. Figure 6 shows the saturation
curves, that is, the intensities of the central and adjacent lines
versus microwave power. The high-temperature spectrum ex-
perienced no saturation in the power range used at both 4.2
K and 1.6 K, whereas the central peak starts to saturate at 4.2
K, reaching a pronounced saturation at 1.6 K. Such a differ-
ence in the saturation behavior between the lines is further
proof that the central peak is actually a superposition of tran-
sitions due to different states.

The solid Ne sample with trapped methyl radicals was
prepared by co-condensation on a substrate at 4.2 K of two
flows: a Ne flow with 1/3 impurity of B mixed with 5
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mol. % methane, and a pure Ne flow through the matrixFIG. 6. The amplitudes of the GDxentral,mg=0 (X) and neighbormg
channel. The impurity concentration in the Ne matrix was=*1 (@) transitions versus microwave power for the radical trapped in

estimated to be 1-1.5%. A pulsed discharge was employe
The substrate temperature during deposition was 4.2 K. As a
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FIG. 5. The temperature dependence of the relative intensity of the CD

aolid H,. For convenience of comparison, the amplitudes of the components
are set equal at the lowest microwave power.

result, we obtained a well-resolved spectryFig. 7) of
. rather narrow lines of the radicals, with a linewidth of about
i - 0.2-0.25 G. The relative intensity ratio for the ¢iadical,
1:2.9:5.4:7.5:4.8:2.8:1, is close to the “binomial” intensity
- distribution 1:3:6:7:6:3:1. In these experiments, we observed
an increase of the central line amplitude relative to intensities
- of other six lines. The ratio of the central line amplitude to
the amplitude of its nearest high-temperature neighbor is pre-
sented in Fig. 5. Figure 8 shows the central part of thg CD
spectrum in Ne taken at several temperatures. One can
s readily see that the central peakmat=0 increases rapidly
0 L with decreasing temperature in relation to the neighboring
1.0 15 20 25 3.0 35 40 45 transitions.

The investigation with the Ar matrix is still in progress,
because in our attempts to study £apped in a solid Ar

central componentni:=0) to the neighbor transitionsrz==1) for the s_ample we encounte_r the pmbl_em of a very strong central
CD; radical trapped in low-temperature solids; (@), D, (O), and Ne(A). line of the D-atom triplet superimposed on a weaker;CD
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FIG. 7. The EPR spectrum of a solid Ne sample at 4.2 K with trappedFIG. 8. Temperature-dependent central part of the; Calical matrix-
methyl radicals. Also shown is the high-field part of the spectrum withisolated in solid Ne. The substrate temperature during deposiigp
higher gain. The substrate temperature during depostigg=4.2 K, 74, ~ —4-2 K at different sample temperatufgamp, K.

~1h, f,.=9353.43 MHz.

ces, because the central ¢IM triplet could not be seen

spectrum. In this situation, any measurements would be gainst the strong CPtransitions superimposed on it.

insufficient reliability. We did not face this difficulty with the
Ne and O matrices because D atoms are usually trapped i
Ne and B} in much lower concentrations than in Ar. With the %ONCLUSION
H, matrix, the D atoms cannot be seen in the spectrum at all The present results verify the effect of temperature on
because of the fast tunneling reactiop#+HD—HD+ H. the shape of the CPpand CHD spectra first observed in

It is well known that the high-temperature CHBpec-  argor? with samples obtained by x-ray radiolysis of a matrix
trum exhibits a “binomial” relative intensity ratio 1:2:3:2:1 containing 0.2 mol. % Ckl Our data also give new infor-
for the quintet components. It has been found previouslymation when comparing the temperature ranges of the spec-
that in the argon matrix the quintet transforms into a triplettrum transformation observed in Ref. 5 and here: 10-4.2 K
with decreasing temperature from 10 K to 4.2 K. In ourand 4.2-1.5, respectively. Since the spectrum changes we
experiments, the spectrum of CHIh D, and Ne was stilla discuss are due mainly to changes in the populations of the
double quintet at 4.2 K. In Ne particularly, this spectrumlowestJ=0 andJ=1 states of trapped radicals, the differ-
showed, though, an intensity distribution different from theence in the range suggests that the energy interval between
binomial one, which was evident from the fact that the ratiothe above rotational states is significantly larger for radicals
of the line amplitude amg(D)= —1 to the outermost one at trapped in argohthan in H,, D,, or Ne. In turn, a decrease
me(D)= —2 was about 3. This deviation from the binomial in this interval for a trapped molecule in comparison with a
distribution is particularly evident in the Hmatrix. At  free one is due to hindering of the rotation of the molecule in
sample temperatures as low as 1.5 K the transition athe matrix. Because the interaction energies for the
mg(D)=—2 disappeared in both matrices, while the nextCD;—H,, CD;—D,, and C;—Ne pairs are lower than that
two took similar amplitudes. Such a transformation of theof the CD;—Ar pair, one may expect a free rotation of €D
shape of the spectrum suggests a transition from a mixture af H,, D, and Ne, i.e., a smaller effect on the radical rotation
the high- and low-temperature spectrum to the low-than in Ar. Then the present result suggests the phonon—
temperature double triplet. This change from the high-rotation coupling for CHR and CD; molecules in H, D5,
temperature to the low-temperature spectrum for Gldbr-  and Ne to be surprisingly higher than in Ar. On the other
responds very well to the case of the £iadical in Ne and hand, the results for condensed samples are consistent with
H,.* We could draw no conclusion about the CHEem-  each other. Actually, a greater increase of the amplitude ratio
perature behavior in solid Dbecause of the poorly resolved with decreasing temperature for the khatrix as compared
spectrum. We have also failed to draw a conclusion about theith that of D,, and Ne suggests that the GEH, pair po-
appearance of the GIB spectrum in both Dand Ne matri- tential is lower than the other two: GBD, and CD,—Ne.
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One might suppose that the difference between our resulgglitude of the singlet to the outermost transitions of 105:1
and those of Ref. 5 originates from the greater impurity con{Ref. 5 and that the integral intensity is proportional to the
centrations in the present study. However, there are severplroduct of the amplitude and the square of the linewidth, we
reasons which make this unlikely. First, the major impurity estimate the integral intensity ratio of the singlet to the high-
(about 3 mol. % in the H, matrix experiments was another temperature septet as 1:4. Since the relative population of
hydrogen isotope, B which caused almost no shift of the rotational levels is determined by ratio of integral intensities
lattice parameters and in the GHhost molecule interaction. of lines corresponding to different states, the above result
The concentration of Ciwas less than 0.1 mol. %. Thus, suggests that the majority of the Glradicals are at higher
the experiments with the molecular hydrogen matrix with arotational levels. Now, let the EPR lines be of the same
very small impurity concentration show a different tempera-width, i.e., broadened due to certain mechanisms: superhy-
ture range for the EPR spectrum shape transformation aerfine interaction in the Hand D, matrices and, possibly,
compared to Ref. 5. Second, the narrow EPR lines in Netructural defects in Ne. Then a relative amplitude ratio of
matrices suggest rather regular surroundings. In our exper'[he singlet to its nearest neighbor transition would be about
ments, with CH-doped Ne(about 0.1 mol. % we obtained 13:6 at4.2 K, which is comparable with our results: 12:6.5 in
lines with peak-to-peak widths of 0.12—0.15 G. The broadH2," 8:6 in D;, and 7.5:5.4 in Ne.

ening observed in the present studgpout 0.2—0.25 Bcan- One more conclusion which stems from the above inte-
not be considered dramatic. Third, suppose the impurity condral intensity ratio of 1:4 concerns the temperature range for
centration to be 1—2 mol. %. Then approximately 10% of thghe spectrum shape transition. It is obvious that the popula-
radicals would have an admixture molecule in the nearedion of the lowest rotational level is far from saturation at 4.1
neighborhood, which could disturb the rotational motion of<: @nd it should keep rising with further decrease of tem-
the radicals. The other 90% of radicals are trapped in th@erature. Given lines of equal width, the most prominent

fine-grain crystallites. Thus, the first group exhibits hinderedSPectrum shape transformatlpn would b.e expected at tem-
rotation, while the larger second group undergoes fred€ratures below 4.1 K, which is the case |n_the pr_esent stu_dy.
rotation® Even so, we would not see a nearly binomial dis-Because of the unchanged spectrum linewidth with Char?g'”g
tribution at 4.2 K, based on the temperature region deterjgemperature, the tempergture depepdence.of the amplitudes
mined in Ref. 5. Indeed, the amplitude of the low- in Fig. 5 reflects the relative population of different states. It

temperature singlet is so large that the above freely rotatin "O\.NS from F!g. > that there is a difference between matri-
radicals, even at a considerably lower concentration tha es in population of levels at a given temperature. Thus, the

._results suggest a hindered rotation. This follows both from
suggested above, would transform the spectrum shape in .
e low temperature range for the spectrum transformation as
the low-temperature one.

Another conclusion which could be drawn is that thecompared to the energy gap between the two lowest rota-

. . . “tional levels of the free CHradical and from the distinction
difference between our results and those of Ref. 5 lies in the ;
. . . — . _.In the temperature dependence of the level populations for
difference of the sample preparation techniques: radiolysis in,. .

d%fferent matrices.

Ref. 5 and condensation from a gas discharge in the presen : . . .
study. This may lead to different matrix surroundings in.. Itis o_f'lnterest now to _study_an effect of ”.‘a”'x depos-
these. experiments, that is, a larger matrix cage for the CHtIO.n condltlons as well as impurity concer}tratlon on the ro-
. o N . tational barrier. The quench-condensed films of Ar and Kr
obtained by radiolysis. With this technique, the great amoun(ljlre known to contain an appreciable number of structural

of energy being absorbed locally may lead to a Signiﬁcar‘Ejefects. For pure Kr quench-condensedamb K substrate,

:gch:aRI Il_alttlcehdlstor??. tl)t :/vas 4%0'|Qted outin Rglf 5hthat tf(\je the average number of planes between stacking faults is es-
Ine shape of Cglbelow was reversibly changed ymated as equal to 113, which is a very high density

W'ﬂ: .terrlpgga:(ure_. It 'S wetll knl()Wnt.that ?n?ealtmg IOL ‘in 'i‘r The matrices studied in the present work have considerably
matrix a gives rise 1o relaxation of structural detects. o annealing temperatures then Kr and Ar, and would

Although _the same supposedly holds for £Dit i; NOt contain a much lower density of structural defects. As for
stressed in the text that deuterated methyl radicals alsf?npurities it is not a direct effect on the rotation of the
showed reversible changes in the same large temperatufg, e cyle that is interesting, because it is hard to obsme
range of 4.2 through 40 K. ) . above, but an indirect effect through the influence on the
It cannot be ruled out completely that the difference in iy morphology? In turn, this influence is more promi-

the matrix preparation techniques would contribute to the,qny for mixtures of two substances differing strongly in mo-
difference in the temperature ranges. On the other hand, thjg.i5r parameters like Kr:D, and Ar:D,, but not Ne:D.
contribution is unlikely a deciding factor, because both tech- ' '

niques utilize condensation of a gaseous sample onto a cold
surface. *E-mail: dmitriev.mares@pop.ioffe.rssi.ru
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A dilatometric investigation in the temperature range 2—28 K shows that a first-order
polyamorphous transition occurs in the orientational glasses basegy@oi=d with H, D,

and Xe. A polyamorphous transition is also detected dp ddped with Kr and He. It is

observed that the hysteresis of thermal expansion caused by the polyamorphous tréarsitjon
hence, the transition temperatuis essentially dependent on the type of doping gas. Both

positive and negative contributions to the thermal expansion are observed in the low-temperature
phase of the glasses. The relaxation time of the negative contribution turns out to be much
longer than that of the positive contribution. The positive contribution is found to be due to phonon
and libron modes, while the negative contribution is attributed to tunneling states ogghe C
molecules. The characteristic time of the phase transformation from thé& Ipkhase to the high-

T phase is found for the gg—H, system at 12 K. A theoretical model is proposed to

interpret these observed phenomena. The theoretical model proposed includes a consideration of
the nature of polyamorphism in glasses, as well as the thermodynamics and kinetics of the
transition. A model of noninteracting tunneling states is used to explain the negative contribution
to the thermal expansion. The experimental data obtained are considered within the

framework of the theoretical model. From the theoretical model the order of magnitude of the
polyamorphous transition temperature is estimated. It is found that the late stage of the
polyamorphous transformation is described well by the Kolmogorov law with an exponent of
=1. At this stage of the transformation, the two-dimensional phase boundary moves along

the normal, and the nucleation is not important.2005 American Institute of Physics.

[DOI: 10.1063/1.1925371

INTRODUCTION sible in the three-dimensional case as well. The short-range
_ orientational ordefSRO is broken at the cluster boundaries.
~ Infullerite Ggo, the molecules form a face-centered cu-gor comparison, in metal glasses with topological or struc-

bic (fcc) lattice. BeIO\_N the temp_erature of the glass transitiony 4 (rather than orientationgldisorder, the polycluster
(T<Ty=90 K) f!’”e”te 'S an onentatlo_nal 9'?‘55- Al pres_ent,_ structure and cluster boundaries are detected by the methods
the short- and intermediate-range orientational ordering i & L . 9

ield-emission microscop¥.
The absence of long-range orientational ordeRO)

glasses has not been investigated in detail. A two-leve
and orientational structure frustrations leads to the formation

model? is useful for estimating the fractions of the “pen-
tagonal” and “hexagonal” mutual orientations of two mol- ; i
of two- or many-level tunneling statg3S) in glassy fuller-

ecules in the orientational liquid state. In this model coop- SR Y
erative interactions are ignored. Besides, it has beefies. The distribution of the levels and characteristic tunnel-

speculated theoreticafly and found experimentafly’ that ing times is presumably wid®,but our main interest here is
the orientational structure of a two-dimensional layer g§ C With the states which at low temperatures can make an ap-
molecules consists of domaifslusters with narrow bound- ~ preciable or even dominant contributiéas compared to the
aries. Conceivably, the formation of,{clusters with certain  phonon ongto the thermodynamic coefficients such as the
short- or intermediate-range orientational ordering is posheat capacity and thermal expansion coefficient. Owing to

1063-777X/2005/31(5)/16/$26.00 429 © 2005 American Institute of Physics



430 Low Temp. Phys. 31 (5), May 2005 Aleksandrovskii et al.

thermally nonactivated tunnel transitions, the TS system atef the thermodynamics and kinetics of polyamorphous trans-
tains thermodynamic equilibrium within quite short times, noformations in glasses runs up against certain problems which
matter how low the temperature is. In this case the temperaare inherent due the nature of glasses.

ture coefficients are mainly contributed to by the those TS in  Since the glass is a system with broken ergodicity, the
which the spacings between the lowest energy levels ar€ibbs’s phase determination and, hence, the methods of con-
comparable with the thermal energy and the tunneling timerentional statistical physics and equilibrium thermodynamics
does not exceed the time of the experiment. do not hold.

The potential relief of the cluster boundaries igy@as Besides, the state of a nonergodic system is essentially
been considered within a two-dimensional motielt was  dependent on the thermal history, and the measurement re-
found that in the 2D case the double-well states are separatadlts can greatly be influenced by the duration of the experi-
by low rotational potential barriers with characteristic ment.
heights that are about 4@imes lower at the boundary than For this reason the observed polyamorphous transforma-
in the bulk cluster. tions are attributed to the rapidlyn comparison with the

This indicates that within the orientational polyclustertime of observation relaxing and interconverting quasi-
there exist low-energy TS at the cluster boundaries, whictequilibrium states of the system.
can generate significant low-temperature effects. This paper reports experimental and theoretical results

Several low-temperature anomalies were detected whilen low-temperature anomalies in the thermal expansion and
investigating the thermal expansion coefficients of pugg C polyamorphism of grbased orientational glasses. The ob-
and G, doped with inert gasegHe, Ne, Ar, K).1*"®The  jects of dilatometric investigations were solutions of Xg, H

most important of them are as follows: and D,, in Cgq. This is the first inquiry into the thermal
(i) The coefficient of thermal expansiam(T) of pure  expansion of these solutions.
Ceo and Gy doped with Ne, Ar, Kr is honmonotonically de- We propose a theory that includes both a general ap-
pendent on temperature and becomes negative in a finite iproach to polyamorphous transformations and a consider-
terval at helium temperatures. ation of thermal expansion and phase transformation kinetics
(i) Hysteresis ofa(T) is observed in fullerites doped (Sec. 2, which allows us to analyze the experimental data
with He and Kr. (Sec. 3. Comments and conclusions complete the paper.

Investigation of the time dependence of the thermal ex-

pansiqn upon gjump-like change in temperature shows th_atﬁ EXPERIMENTAL TECHNIQUE AND RESULTS
negative contribution tex(T) appears even when the coeffi-
cient itself remain positive. The linear thermal expansion coefficiem{T) was in-

In view of the fact thati) the TS contribution tax(T) is ~ Vestigated using a high-sensitivity capacitance dilatorfieter
negative!'~*® (i) the positive lattice(phonon and libron ~ and the technique described in Ref. 11.
contribution «, decreases rapidly at low temperaturés Since the pure g and gas-saturatedggused have a
<6p,0 (where the Debye temperatuy, and effective cubic lattice, their thermal expansion is isotropic and is char-
Einstein temperaturég are 54 and 40 K, respectivéfy and,  acterized by a scalag(T).
(ii ) the negativex(T) is caused by the dominant TS contri-

: / 1.1. Xe—Cgy System
bution, we can obtain divrd>|e,|

The G powder(99.99% with an average grain size of
about 100um (SES Co., USAwas intercalated with xenon
and then compacted. The intercalation was performed for 36
hours at a Xe pressure o200 MPa and a temperature of
where ag is the contribution of the TS system to the coef-575°C. According to the thermal gravimetric analysis

a(T)=argT)+a (T)<0, &Y

ficient of thermal expansion. (TGA), about 30% of the octahedral cavities of,Qvere
The hysteresis ofx(T) suggestS the existence of at filled with Xe, in agreement with previous studf&s.
least two phases in the orientational Hez@nd Kr—Gg Since the process of Xeggdissolution produces con-

glasses, and that the phase transition is of the first order.  siderable deformation of thegglattice?” extreme care was
transformation of phases which leaves the composition ofaken to prepare the Xeggsamples for dilatometric inves-
glasses unaltered is conventionally called polyamorphougigation.
The term “polyamorphism” was first used in Ref. 16 and In our previous studié: polycrystalline specimens
subsequently in Ref. 17 to describe the polyamorphous transvere formed by pressing fullerene powder in a cylindrical
formation in the amorphous state of the substance. The phelie for 30—45 minutes at an effective pressure between 0.5
nomenon has also been observed in certain liquids and struend 1 GPa. The die consisted of an inner ring with a cylin-
tural glasse$®*°1t was found also by numerical simulatf®h  drical bore and a conical outer surface, fit into an outer cyl-
that amorphous carbam-C exists in two amorphous phases, inder of hardened steel which provided support for the inner
graphite-like and diamondlike-C. It was revealed that at pressure. The inner ring was split into four sections. After
ambient temperature and pressure changes, the graphite-likeessing, the conical inner part was carefully forced out of
phase transforms to the diamond-like one. the outer ring, after which the four sections of the inner ring
Fullerite doped with inert gases is the first substancecould be removed with minimum damage to the specimen.
among orientational glasses in which a polyamorphous tranthe piston used was also made from hardened steel.
sition has been detected. It is important to emphasize the The present compound was rather more difficult to press
diffusion-free kinetics of such transformations. Investigationinto cylinders than those previously studied.

%,13—15
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Pure G is a soft solid which easily deforms by plastic
flow, and many high-pressure studies have been carried out 20}
using the material itself as a pressure transmitting medium.

Thin solid polycrystalline plates are easily produced by ap-
plying a nominalforce-over-areppressure of up to 1 GPa to 15
Ceo in the powder form, which then deforms much like a

hard wax. u')x
However, because & hardens appreciably when de- 'c 1.0l
formed, in order to produce homogeneous cylindrical speci- .
. . . . 8
mens with a height approximately equal to the diameter, as H
used in our measurements of the thermal expansion, it was 051

necessary to fill the cylinder gradually.

In all experiments we have filled the cylinder in ten or
more steps, packing the powder well before the next batch 0 A T R
was poured in. 5 10 15 20 25 30

Even then, when using this method, it has been neces- T,K
sary to handle the specimen carefully when removing it from

. . . . . EIG. 1. Temperature dependence of the linear thermal expansion coefficient
the die, since rough handling usually resulted in the breaklngf (X0)yoCog and pure Gy: 1-heating of (Xe}oCuy: 2-cooling of

of the specimen. (X€)0.5~Ceo: 3—pure Go.
The most common form of fracture observed were

cracks perpendicular to the axis, but sometimes conical frac-
tures also occurred, producing low cones with the end sur-

faces as bage: ) i The temperature dependence «&fT) measured on the

These difficulties were much more pronounced in theXe_QSO sample in the range 2—28 K is shown in Fig(the
present experiments with the Xe-doped material. _ broken arrows point to the direction of the temperature

The first attempt to form a cylindrical specimen failed; change during the experimentt is seen that on heating and
after pressing, the specimen broke into several pieces. Afteé’ubsequent cooling of the sampte(T) has a considerable
crushing the material, a second attempt was made, this timgsieresis. As mentioned above, the hysteresis of the tem-
successfully. The cylindrical sample was then sent fro”berature dependenceT) of Xe-doped G, indicates the ex-
Sweden to Ukraine for study, but on arrival it had brokenjsience of two phases of the orientational glass. For compari-
into several pieces and was subsequently returned to Umegpn, the same figure illustrates the thermal expansion of a
A third, very careful attempt was then made, with a newlypyre G, sample(broken curve Bcompacted from the pure

cleaned die to minimize friction and again with great care inc,; powder that was used for preparing the (Xg)Ceo, by
handling. This resulted in a final specimen which was al-an identical procedure. '

lowed to rest for more than 24 h to see if spontaneous cracks |n pure G, the behavior of(T) is similar on heating

would appear. Since no cracks were observed, the specimehd cooling. In both cases, the step-like change in the sample
was placed between two teflon Cylinders and wound With;emperatureAT, was kept approximate|y the same. On in-
thin Teflon film until it fitted perfectly ina glass tube. Cotton Creasing temperature, the step Changed from 0.3to 1.5 K.
wool was added to give a slight pressure on the specimen At 5 and 12 K, curvel (Fig. 1) is branching. The upper
during transport to the B. Verkin Institute of Low Tempera- pranch appeared with rising temperature immediately after
ture Physics and Engineering of the National Academy ofhe first cooling of the sample from room temperature to 4.2
Sciences of Ukraine, Kharkov. K. The lower branch emerged after repeated cooling to 2.2 K
Despite the precautions, the specimen mailed to Ukraingnd subsequent heating. It is evident that the hysteresis ob-

broke into two unequal pieces nearly in parallel to the baseserved in curved and 2 is determined by the temperature
The larger piece was used for thermal expansion investiggorehistory of the sample.
tion. The final sample was a cylinder 5 mm high and 10 mm |t is seen in Fig. 1 that the thermal expansion of
in diameter. Before measuring, it was kept in a Xe atmo-(Xe),s—Cy, is always positive over the range of tempera-
sphere(760 Torp in a glass ampoule at room temperature.tures studied. However, on heating the sampleAly, the
The sample was then transferred to the measuring cell of théme dependence of the thermal expansion exhibits two pro-
dilatometer. cessegsee Fig. 2 with different characteristic times. The
The procedure was performed in the air and took 20contribution of the faster process to the thermal expansion
minutes. The cell with the sample was then successivelwas positive while that of the slower process was negative.
evacuated, filled with Xe at 760 Torr and sealed. The sealeth Ref. 15 the positive contribution was attributed to low-
measuring cell with the sample in the Xe atmosphere wa$requency excitation§phonons and libronswhile the nega-
cooled to 160 K. At this temperature, the measuring cell wasive contribution was attributed to tunnel reorientations of
evacuated again and cooled down to liquid helium temperathe G, molecules.
ture. The vacuum in the cell was maintained at 1  The positive contribution to the thermal expansion of the
X 10~° Torr during the whole experiment. The cooling from (Xe), s~ Cso Sample exceeded the negative one over the
room temperature to liquid helium temperature took 12whole temperature range of the experiment. As a result, the
hours. total thermal expansion coefficient is always positive.
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' FIG. 3. Characteristic times of positive],A,X) and negativgll,A) con-
FIG. 2. Characteristic time dependence of the sample length on heatingjibutions to the thermal expansion ofsamples intercalated with xenon
(Xe)o.s—Cso by AT: experimental resultél); positive (2) and negative3) (O,m) and krypton(A,X,A); A—on heatingX—on cooling.
contributions to thermal expansion.

cavities of fullerite, the distance between thg, @olecules
On cooling of the (Xe)s—Cso Sample there is only a surrounding the impurity atom increases, and for the case of

positive contribution to the thermal expansion. fullerite saturation with Xe atoms, results in a larger spacing
At constant temperature the(t) dependence can be de- than in the Kr case. Correspondingly, for XegGolutions,
scribed by the rotational barrier for the g molecules is lower. As a
result, the tunnel splitting of the energy levels qf,@tation
L i d th ifestati f this is that th ti
a(t)= T —=A[1—exp(—t/71)]+ B[eX[ﬁ(—t/TZ—l)], INncreases an : € manites a 1on O IS I.S a € negative
AT L thermal expansion effect shifts towards higher temperatures

2 (see Sec. R Our investigations on the (Xg}-Cso (this
where the first and second terms on the right-hand side of thetudy and (Kr)—0.625-G,, He—Gy, Ne—-Gy, Ar—Cg
equation describe the positive and negative contributions, resystem&~**lead to the following conclusions. The positive
spectively; A and B are the absolute values of the corre- (phonon and libroncontribution to the thermal expansion of
sponding contributions d@t—o; and, andr, are the char- the above solutions depends comparatively weakly on the
acteristic relaxation times for these contributions. Bi&  type and concentration of the inert gas dissolved in fullerite.
value is the ratio of the negative to positive contributions toThese factors, however, influence significantly the negative
a(T). contribution caused by tunnel reorientation of thg @ol-

Using the data processing procedure of Ref. 15, we cagcules
evaluate the characteristic times of the processes responsible
for the thermal expansion of the (Xg)>Cgo sample and
evaluate the positive and negative contributions as a function 102
of temperature. The characteristic times of the positive and
negative contributionsr; and r,, are shown in Fig. 3. For gh*
comparison, the figure includes the characteristic times of the
positive and negative contributions to the thermal expansion
of the (Kr)—0.625—G, sample®® It is seen that in interval 6r
12-22 K the characteristic times of the negative contribution % a
to the thermal expansion of the (Og)Cs Sample are 4t
smaller than those for the (Kf)0.625-G, sample. The
characteristic times of the positive contributions in these
samples coincide within the measurement error. 2y .

The temperature dependence of the rdibA of the g
(Xe)o.3—Cso and (Kr)—0.625—-G, sample¥ is shown in 04!'"’- it L L N ol |
Fig. 4. For (Xe), s~ Cqo the highest value of the ratio is con- 4 8 12 16 20 24 28
siderably smaller in comparison with what is observed for T.K
(Kr)—0.625-G,, and is shifted towards higher tempera- _ _ o
tures. We believe that the reason may be as follows. TthG' 4 The absolute value of the ratio b_etween the negative and positive

. ; . . ontributions to the thermal expansion of (¥6e)Cs, (H) and

gas-kinetic diameter of Xe atoms is larger than that of Krkp), .. C, (A) solutions. The coefficient of thermal expansion becomes
atoms. When impurity atoms penetrate into the octahedralegative wherB/A>1.

» >

g’
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FIG. 5. Temperature dependence of linear thermal expansion coefficient of

D,-doped Gy: 1—heating B—Cyy; 2—cooling D,—Cyy; 3—heating FIG. 6. Absolute values of the ratio of negative and positive contributions to

D,— Gy, after five months D—desaturation at room temperature. The bro- the thermal expansion of B Cy, (M—before desaturationp—after D,

ken arrows show the directions of temperature variations in the experimentlesaturation for 5 months at room temperatufehe thermal expansion
coefficient becomes negative whBhA>1.

and thea(T) hysteresis caused by phase transformations of

the orientational glasses. hysteresis even appears when comparatively smainbl-
ecules are introduced into the fullerite lattice. This may in-
1.2. D,—Cgo System dicate that unlike Ne, Ar, Kr and Xe atorf$D, molecules

o occupy not only the octahedral cavities of,Cbut also the
The initial sample of pure fg was compacted fromds  ,,ch smaller tetrahedral ones as well.

powder(Term, USA, Berkeley, CA Before saturation with Note that earlier in Ref. 15, we also detected a hysteresis

: -3
Dz, theosample was dynamically evacuated<D" " Torr, i, the temperature dependence of the thermal expansion of
T=250°C) for 48 hours to remove the gas impurities. i, ye_ G solution. The assumption that He atoms occupy

Thereupon the linear thermal expansion coefficient of purgysi octahedral and tetrahedral interstitial cavities g i€
Ceo Was measured. It was positive in the whole temperaturg pstantiated in Ref. 25.

interval (2.2—-24 K. No hysteresis in the temperature depen-  the temperature dependences of the characteristic times
dence of the thermal expansion coefficient was observed 0g ihe negative and positive contributions,and B, of the

heating or cooling the sample. The negative contribution t(bz—ceo sample are shown in Fig. 7. It is seen that the largest

the thermal expansion was also absent in the wiial@nge.  characteristic times of the negative contribution are observed
When these measurements were completed, the measuriggg k.

cell with the sample was filled with Pat room temperature

up to 760 Torr. Under this condition, the sample was satu-

rated with D for 15 days. Then the measuring cell with the

sample was slowly cooled down to 25 K for 8 hours. 11001 Lt 470
On reachingT=25 K, the cell with the sample was L 1] .a -

evacuated to no less tharx1L0™° Torr and the cooling was G om

continued down tdr=2.2 K, at which the sample was kept 400 *.: L = '... 160

for 5 hours before the dilatometric measurement. . %s.. . 7]
The temperature dependence ®fT) of D,-saturated 150 * o " 15.0

Csois shown in Fig. 5. It is seen that on heatifugrve1) and ® .

subsequent coolingcurve 2) of the D,—Cgy sample there 3 0aofos & & & é\cb%,

was a hysteresis ia(T) above 3.5 K(an indication of phase 551 Sﬁuo oot 44.0
8

P
7 £

transformations in the orientational glass
On heating of D—Cgyg, both negative and positive con- oo
tributions to the expansion were detected. The temperature 20 -13.0
dependence of the rat®/A of the D,—Cyy sample is shown o -
in Fig. 6. A sharpB/A maximum is observed near 5 K. On \ \ | | ; 20
heating of B—Cq, the absolute value of the negative con- 0 4 8 12 16 20 24
tribution is higher in the interval 4.5-6.3 K. T,K
As was stated earliéf, the hysteresis in the temperature o B _
dependence of thermal expansion, and hence, orientationgﬁirigﬁtﬁ:zrﬁfﬁfﬁ:::jsef;a‘:]‘;fg;‘géégégrﬁt;Ega(‘g"“:(:')*é‘nzj

POIyamorphism’ appear When the size qf the intFOduced Palze (A,O,A): A—Dbefore partial desaturation)—after partial desaturation;
ticle exceeds that of the interstitial cavity. In this case, thed—after 5-months desaturation at room temperature.
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Recall the sharp maximum in the temperature depen-
dence of the ratid@/A just at this temperaturesee Fig. 6. 1.0

When the dilatometric investigation was completed, the
D,—Cgo sample was partly desaturated. To do this, a vacuum 0.8}
no worse than 10* Torr was maintained in the dilatometric
cell with the sample for 150 days at room temperature. Un- o6t
der these conditions the desaturation temperature also corre- "y,
sponded to the temperature at which the sample was satu- ¥
rated with B,. The desaturation took an order of magnitude e
more time than the exposure in the D 3

A further dilatometric investigation showed that the re-
moval of D, was not complete even after the above proce-
dure. The hysteresis reappeared in the temperature depen- 0
dence of the thermal expansion coeffici€iig. 5, curve3). s 3
But now the hysteresis and the temperature region of its ex- -0.2
istence were considerably smaller. In contrast to the SO S SO S
D,-saturated sample, in which the negative contribution to 0 4 8 12 16 20 24
the thermal expansion persisted over the whbleange in- T.K
vestigated, the negative component of the thermal expansigfg. 8. Temperature dependence of the linear thermal expansion coefficient
of the partly desaturated sample was observed only in thef H,—Cs,: data taken on heating) and on cooling2) the sample, and the
temperature interval of hysteresis 3.5-9 K, and its absolutgifference between curves and 2 (curve 3); L] and @ are positive and
values were lower than in the case of-BCq, (see Fig. 6. negative contributions to the thermal expansion ¢&Bg,, respectively.

The positive contribution remained unaltered within the ex-
perimental error. perature interval. As in the case of,DCs,, on heating

At room temperature and atmospheric pressure, fulleritd’2—Ceo. both negative and positive contributions with dif-
does not form chemical bonds to hydrogen molec#ekhe ferent characteristic times are present in the thermal expan-
incomplete removal of Pfrom Cy, during a prolonged de- sion. On cooling, however, only a positive contribution is
saturation at room temperature supports the aforesaid agbserved. Curves and2 in Fig. 8 were obtained by a poly-
sumption that [ penetrates into the tetrahedral cavities of"omial approximation of the experimenta(T) values, us-
Ceo. We can expect that the energy of the interaction beind @ least-squares fit technique. Cur¥gs the difference
tween the B and G, molecules is higher in the compara- between curveg and2. The positive(squaresand negative
tively small tetrahedral cavities than in the octahedral ones(Circles contributions to the thermal expansion on heating of
The D, molecules therefore have a lower chance to leave thée sample were evaluated through processing the time de-
tetrahedral cavities. pendences of the length variations of thge—+&s, sample,

Our assumption that Doccupies the tetrahedral cavities using Eqg.(1). The heating-induced positive contributions to
of Cg is in conflict with the conclusions in Ref. 24, where a the thermal expansion of 34 Cg, (open squargs and the
neutron scattering investigation detected hydrogen and dew(T) measured on cooling agree within the experimental
terium only in the octahedral cavities ofsC But the gas ~©fror over the whole temperature mterval. Th|_s supports our
saturation of G, powder in Ref. 24 only lasted for 5 hours, @ssumption that the phonon and libron contributions to the
which might be insufficient to saturate the tetrahedral inter2(T) are insensitive to the type of orientational glass. Be-
stitial cavities of the subsystem with hydrogen and deuteSides, the negative contribution measured on hedfitigd
rium. Note that in Ref. 25 the intercalation ofpowder ~ Circles of H,—Cgo agrees, within the experimental error,
with helium at normal temperature and pressure lasted fowith curve 3 in Fig. 8, which is the difference between
4000 hours. It was concluded that the time taken to saturatgu’vesl and2. This means that the negative contribution is
the tetrahedral subsystem of interstitial sites with helium wag$recisely responsible for the decrease in @{d) obtained
two orders of magnitude longer than that needed to saturat‘éé)” heating the sampléig. 8, curvel as compared to curve

the octahedral subsystem.

041

0.2

The «a(T)’s of D,—Cq (solid lines 1,2) and H—Cqg
(broken curves,4) are shown in Fig. 9. The curves taken on
cooling of H,—Csp and D,— Gy agree within the experimen-

After D, desaturation at 250 °C, the resultat€ample tal error over the whole temperature range. On heating, the
was used to investigate the thermal expansion ohba®, H,—Csoand D,—Csosamples exhibit quite different behavior
solution. The @y sample was saturated directly withb Hin ~ of «(T) in the interval 5-9 K. The temperature dependences
the measuring cell held at 20 °C and a pressure of 760 Tornf the ratio between the negative and positive contributions
for 13 days. The sample was then cooled down to liquidto the thermal expansion of the,HCs, sample are shown in
helium temperature using the procedure described in the pré-ig. 10.

1.3. HZ_CGO System

vious Section. The thermal expansion ofHCgy was inves- The characteristic times of the positive and negative con-
tigated in the temperature interval 2.2—22 K. The results aréributions to the thermal expansion of,HCsy and D,—Cqg
shown in Fig. 8. are shown in Fig. 11. They are seen to coincide for both the

It is seen that the hysteresis in the temperature depersolutions within the experimental accuracy. The dynamics of
dence of thex(T) of H,—Cgq persists over the whole tem- the processes responsible for the hysteresis in the tempera-
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for four hours, its temperature was raised to 9.5 K during 20

Aleksandrovskii et al.

435

1100 ]
.. . 7.0
Koo
R * 2 = -
400 . 5:: t. s " . 16.0
on® ¢ -
* ‘0.0 o B
150F ¢ {s0
¥ ‘ °o ¥ =] . 2
© o%oi;gomgﬁomo g O -
- (s 4
55 %&@o 14.0
20F ° 413.0
o
<
1 1 I 1 i 2.0
0 4 8 12 16 20 24
T,K

FIG. 11. Characteristic times of positi& ,[]) and negative{ ¢ ,l) con-
tributions to the thermal expansion of,HCqo (<, 4) and D,—Cyo (O, H).

time t to the negative contribution at the initial instant of
time (t=0 is the time corresponding to stabilization ©f
the following experiment. After keeping the sample at 4.2 K=11.5 K).

The time dependence of the experimentally measured

min. The sample was then thermocycled in the interval 9.5-hegative contributions to the thermal expansion gf-Kgg
13.5 K at a step of 2 K. The duration of one step was half arwas approximated by an exponentisée Fig. 12 The char-
acteristic timer’ of this process found by the exponential
The thermocycling procedure thus involved two heatingapproximation is 4700 s. The tim€ is actually the charac-
steps followed by two cooling steps. In doing so, we ob-teristic time of the phase transformation in the investigated
tained thea(T) values at 10.5 and 12.5 K. As the tempera-orientational glass. Note that the characteristic time of reori-
ture increased, the negative contribution decreased with timentation of the G, molecules in the k-G, system at T
while the positive contribution did not vary. On lowering the =11.5 K is an order of magnitude shortet 400 s; see Fig.

hour.

temperature, only the positive contribution was present.

11).

It was thus possible to extract the time dependence of the

normalized negative contributioB’ to the thermal expan-

2. THEORY

sion of H—Cqp at 10.5 and 12.5 K, and as shown by the 2.1. Phase transition in systems with broken ergodicity
triangles and circles, respectively, in Fig. 12. The normalizecb.1.1. Specific features of systems with broken ergodicity

B’ values are the ratios of the negative contribution at the

18
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contributions to the thermal expansion of,Gaturated with Kl (H). The
curve in fact corresponds to the ratio of the absolute value of Giteehat

12
T,K

of curve 2 shown previously in Fig. 8.

Statistical physics based on the Gibbs microcanonical

distribution postulates that any system is ergodic, i.e., its
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FIG. 12. Dependence of the normalized negative contributions at 10.5 K
FIG. 10. The absolute values of the ratio between the negative and positiveh) and at 12.5 K®) to thea(T) of H,— Cs, upon the current time point of

the experiment obtained during thermocycling and within the temperature
range 9.5-13.5 K. The solid curve is the exponential approximation of the

results.
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phase trajectory covers the isoenergetic surfaége, with the nearest surroundings, i.e., with those molecules
=¢(p,q), densely and throughout, and along the phase traforming a coordination polyhedron. The mutual orientation
jectory, the time average is equal to the average over thef the molecules within the coordination polyhedron is defi-
isoenergetic surface. nitely responsible for the SRO.

On using the canonical distribution, the averaging over  There are a finite number of nonequivalent orientational
the isoenergetic surface is replaced by ensemble averagingonfigurations of molecules in the coordination polyhedron
In systems with broken ergodicif§,the isoenergetic surface that correspond to the free energy minima. Hence, there are a
can be subdivided into simply connected regidoasing in  finite number of SRO types, which can undergo thermally
which, on the one hand, a given phase trajectory may neveactivated rearrangements.
go beyond the boundaries of the basin it has been introduced Although the coordination polyhedron is a natural struc-
into, during the observation time,,s and, although on the tural element, the molecular associates forming significant
other hand, it may still have enough time to cover denselymany-particle orientational correlations can be inconsistent
the whole basin. with the coordination polyhedra.

It is seen that the definition of a basin inherently has to  For simplicity, we assume that these orientational asso-
consider the parameter,,. Sometimes(e.g., in systems ciates are equal in size to the coordination polyhedra.
with spontaneous broken symmetithe barriers separating The associativity of molecules in terms of the SRO is
the basins are infinitely large in the thermodynamic limit. Inalso taken into account in the description of the cooperative
this case, the phase trajectory would never leave the basphenomena in ordinary vitrifying liquid¢see Refs. 8, 27,
into which it was brought, by the process of evolution. The28). In this case the description of the thermodynamic prop-
subdivision of the isoenergetic surface into basins correerties is reasonable if we assume that the average number of
sponding to various possible states in this case would therenolecules in the associatkg, is about 10, i.e., the associ-
fore be independent of . ates include the molecules of the first coordination sphere.

Glasses are typical systems with broken ergodicityAssuming that the orientational associates having different
whose properties depend on the time of observation. Thitypes of SRO are independent statistically, we can estimate
statement itself implies the existence of finite barriers betheir equilibrium concentration in the melt using Gibbs sta-
tween the basins. Nevertheless, the properties of aged anigtics. In the cell approximation, the partition function of the
annealedat T<T,) glasses vary very little with time, and meltZ(P,T;N,ko) is
such changes can usually be neglected. It can therefore be . _ . N/K
assumed that the phase trajectory of such a glass system and Z(P.TiN ko) =[2(P, Tiko) I,
during the period of observation belongs to one invariable
basin. As for the total number of basins possible, or equiva- z(P,T;kO)=§i: exd —kogi(P.T)B], B=1T. (4
lently the number of structural states of the glass available,

this turns out to be exponentially large and is given by: ~ Herez(P,T;k) is the partition function of a cell consisting
of ko molecules;g;(P,T) is the mean free energy per mol-
W(N)=exp({N). ()

ecule in theith type associate, and is the number of mol-
HereN is the number of molecules in the given system andecules. Also, Boltzmann’s constant is taken as 1 in @).
>0 (Zis usually of the order of uniby and below in this paper.

In an ergodic system, the quantitywould describe the According to Eq.(4), the fraction of theth type of ori-
configuration entropyassuming that the Boltzmann constant entational associate out of a considered total number possible
is unity). In the glass, where the system is arrestedaPin one off ng is
the basins{ describes the complexity of the structure. . _ . —1 .

The free energy of a glass arrested in ittie basin, Ci(P.T)=extl —kogi(P. T) ]2 (P, Tiko). ®
G;(P,T), can be calculated taking into account the states’he number of the associate types, is a characteristic of
belonging only to this basin. Since the system has no symthe substance.
metry, its states, possessing a unique energy, are not equiva- Remember that this expression holds only for the melt
lent thermodynamically. The numerous deepest minima ofergodig, where Gibbs statisticéEq. (4)) are valid. If we
the free energy found in the isoenergetic layer in themselvegssume that the loss of ergodicity during the glass transition
make up a metabasin of states of which the glass is foun€oes not cause significant changes in the SRO, then at a
invariably in one of these states. temperaturd <T, the corresponding fraction of tha type
of orientational associate in the glass is given by

2.1.2. Short- and intermediate-range order, Cig=Ci(P,Tyg). (6)

Isoconfigurational states Intermediate-range orderin accordance with the ap-
Short-range orderThe glass structure has no long-rangeproximation used, the glass structure is considered as con-
order and is therefore characterized by the short-range argisting of N/k, cells. Each of the cells possesses one of the
intermediate-range orders. The short-range of&RO is possible SRO's correlations of orientational order that can
determined by the correlation in the mutual arrangement oéxist. Although the orientational pair correlations become
the neighboring molecule@nutual orientation Let us con- weaker with distance, the correlations between the mutual
sider the SRO in a certain site of a fcc lattice. Because of thpositions of various types of associates can extend to large
short-range interaction of the molecular forces, the highestas compared to associate sizdistances. This phenomenon
contribution to the free energy is made by the interactionss observed in ordinary glass forming liquids and
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polymers?29Since the interaction with the molecules of the too, but it is reasonable to separate these contributions ex-
neighboring associate is weaker than that inside the assogdicitly only if we are interested in their related phenomena.
ate, the formation of long-range pair correlations has only a
slight effect on the free energy and, hence, on the fraction o} ; 5 Polyamorphous transformations
a particular type of associate in the glass as determined by )
Eq. (6). However, these correlations are still important struc-_ 1€ free energy of the glass represented in the form of
tural characteristics of the glass. The pair correlations of th&9S-(8) and(9) enables us to construct the phenomenology
mutual positions of various types of associates are o_f polyamorphous transforrr_1at|ons. First note that the expres-
sion for the free energy includes both the free energies
Wik (1) =(Ci 4(X)Cy o(X+T)), r>ra~ak$’3. 7) gi(.P,T) and g”?(P,T) describing the thermpdynamic prop-
erties of associates, as well as the “frozen in” concentrations
Herer, is the size of cellsize of associajespecified by a ¢; and correlationsv;(r). The nth-order phase transition
SRO anda is the size of the molecule; the local orientational entails a jump-like change in theh-order derivative of the
order and the angle brackets indicate spatial averagindree energy with respect to pressure and temperature.
When correlations are absent, then(r)=c; 4Cxg (Cxg If ¢; andwy(rp) are considered to be constant, whfle
=(C ¢(x))). The first maximum ofw;(r) evidently is at T are considered as independent variables, a polyamorphous
rp=~2r,. The values of pair correlation functions gt are  transition is possible only on discontinuity of the derivatives
therefore important structural characteristics. Let us denotef the functionsg;(P,T) andg;(P,T). Such a phase transi-
them asw;,(r,). The number of the neighboring associatestion isisoconfigurational The isoconfigurational transition is
is k=23~ 10. For theith type associate, within the sphere of caused by changes in the associates which leave their con-
radiusr , the fractionc; 4 is nearly equal tav;(r,) provided  centrations and mutual positions unaltered. During the iso-
that the associate of this type occupies the position at theonfigurational phase transition the system remains in the
center of the sphere. same basin but the derivatives of the free energy are not
On the intermediate scale, the orientational structure ismooth, at least for some types of associates or associate
characterized, along withwv;(rp), by higher-order correla- correlations. Isoconfigurational phase transitions are revers-
tors. ible, since the topology of associates remains unaltered. Iso-
Isoconfigurational structuresThe static properties of configurational polyamorphism is a special case of the gen-
orientational configurations are determined by the magnieral polyamorphism during which both the derivations of
tudes {c; 4, wi(r)} and by higher-order correlators. Two g;(P,T) and g;(P,T), as well as the magnitudes and
states of the glass will be considered isoconfigurational in th&v;,(r ), change in a jump-like manner.
mth order if their firstm correlators coincide. Differences Transformability of the glass structure stems from the
between correlators higher thamreflect the distinctions be- nature of the “frozen in” configurations. Indeed, the param-
tween the structures and properties of the two states of thetersc; andw;(rp,) correspond to the free energy minimum
glass. On the other hand two isoconfigurational structures arenly at T>T. This is not truly correct any more at<T,
considered as being isomorphicnif—co. because Egs4) and(5) do not hold in this case. The degree
The free energy of the glass can be represented as af the glass nonequilibrium is evident in the deviation of the
expansion in which the first two terms are determined by thdree energy from the minimum,
c; andw;,(rp) values:
AG(P,T)~N2i [ci(P,T)—c¢j glgi(P,T). (10

Go(P.T)=N zl C"gg'(P’TH% €i.gWilTp) 8P T) . Herec;(P,T) stands for equilibrium fraction&). Equation

(8  (10) is a simplified form of AG(P,T), since it does not
allow for the contribution from pair interactions of the asso-
ciates.

It is clear that the structure relaxation induced by the
thermodynamic driving force, Eq10), is retarded only by
the slow kinetics of structural rearrangements. The slowing
down of the thermally activated relaxation processes with
decreasing temperature is the reason why the polyamorphous
gansformation to a glass manifests itself as a jump-like
cnange of physical quantities and is observed only when the
kinetic requirement is met so that

Here we putw;(r>r,)=0 assuming that the pair correla-
tions atr>r, are negligible;g; (P, T) is the mean free en-
ergy contribution from the pair interaction of the associate
with k. In operations with Eq(8) it has to be taken into
account thalic; ;=1 andXw;,= 1.

In the approximation of Eq8) all structural states of the
glass with identicakt; andw;(r,) are taken as isoconfigu-
rational states having the same free energies. The expressi
for free energy should also allow for the contribution from
the intercluster boundaries

T12< Tops- (11

G(P,T)=Gy(P, T)+G4P,T), . . . . .
(P T)=Go(P.T)+G(P.T) Here 7., is the time during which phase 1 transforms into

Gy(P,T)=NJg«(P,T)—go(P,T)], (99  phase 2. The kinetic requirement of Eg1) can be fulfilled
only if the activation barriers controlling the phase transfor-
whereNg is the number of molecules in the cluster bound-mation decrease considerably or if the phase nonequilibrium
aries; gs(P,T) andgy(P,T) are the mean free energy per is large enough and there is a mechanism of athermic relax-
molecule within boundary and bulk, respectively. The contri-ation similar to martensitic transformatiorisee, e.g., Ref.
butions of other defects to the free energy can be included30).
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Since we have to deal with the multiplicity of structural

states, it is appropriate to specify the meaningef We can Qim= Z el )es (x+1p)). (19
denote the sets of isoconfigurational states of two composi-
tionally identical glass phases as The quantityAc=(Acl,Ac2,...,Acns) is the vector ofng

components in the space Afc; components.

(D) (2 Wy , e
{Sip=(sy" 5178 1), Choosing the space metric in the form

— (sl &2 (W)
{SZ}_(SZ 752 ""52 ) (12) |AC|:%E |ACi| (20)
The numbers of structural states of the pha®¥ésandW,, '
are determined by Ed2). we can estimate the extent of the difference between the two
Each of the structural state§’ (i=1,2) has a free en- structures. The metric in Eq20) is suitable because it in-
ergy cludes the relation €|Ac|<1 similar to the relation &c;
<1, that applies for the fractiog, of orientational associate
Gl,Z(PvT):Nlu‘l,Z(PvT)a (13) type|
The overlapping parametey,,, describes changes of the
wi(P,T)=> Cy; glvi(P,T)+2 wlyikglyik(P,T)}, pair correlators. During the isoconfigurational transforma-
‘ K tion, when|Ac|=0, the overlapping parametey,, is equal
to unity. Contrarily, it is a small quantity if the structure of
wa(PT) =2 Coil 9oi(P.T)+ 2> Woiu@aik(P,T) |, the statesi™ is essentially different from that af" .
! K The 7 value is expected to be independénin the

149 thermodynamic limit. This means that each of the stafis
which is dependent only on the upper index indicating thehas a|Ac|-spaced neighboring stag™ with the overlap-
number of the structure state. ping parameteq,,, and at that the magnitudéAc| andq,,,

Assume that the glass transition leads to the formation ofire independent of the indéx
the states{) with the chemical potentiaj,(P,T). After
crossing the phase coexistence curve given by the equation

w1(P,T)= (P, T), (15)  2.2. Low-temperature polyamorphous transformations in
orientational glasses based on doped fullerite C ¢

the states of phase 2 have lower free energy than those of Using th its of th . Secti

phase 1. As a result, a polyamorphous phase transformation sing the resulis of the previous Section, we can now

is advantageous thermodynamically and conceptually thgnalyze t.h N ponqmorp_h ous transformations revealed exper-
() : . mentally in the orientational glasses based on doped fullerite
states}’ can transform into any of the statfS,}. It is clear

that in the approximation of Eq@8), the thermodynamic C§°' At lQW tempera}tures the free energy of the molecule
driving force of the transformation A p= (P, T) W|t_h the |th_or|entat_|onal SRO(or_ass_omate t_ypecan be

— 1,(P,T) is independent of which of the states {&,} is written as(disregarding the associate interacjion

realized by the transition. However, the time of transforma- na

tion is essentially dependent on the microscopic structure of ~ gi(P,T)=ug+ >, E[ﬁﬂi(l)—TeXF(—ﬁQimB)]

the final state because the transition causes rearrangement of =t

the SRO. We taker,, as the characteristic time of trs" +9pn(P,T) +Pu. (21
—s{™ transformation. Among a large body ef,, values,

there is the smallest one Hereuy; is the energy of the molecule disregarding the zero-

point vibrations, whose contributions are described by the
7 = MiNyTim - (16)  first terms under the summation sign in E21); Q" are the
o ) ) frequencies of libration and intramolecular vibrationg; is
The condition in Eq(16) determines which of the statéS,} the number of their frequenciess;,(P, T) is the phonon con-
will result from the transformation of{” . The resulting state ipytion, presumably indepengent of the type of orienta-
is numberedm(l). 7' averaged over all statd$,} deter-  ional SRO and minor changes in the lattice parameter during
mines the characteristic time of the phase transformation "E)hase transformationy is the specific volume. Of all the
Eq. (11) terms with ~exp(—hQi('),8), only those with frequencies
(17  Closetothe lowesf2 (! can contribute appreciably. The num-
ber of significant terms-exp(~#Q{"B) can be denoted as
It is obvious that the time is the shorter the fewer structurah, . Since the frequencies of intramolecular vibrations are
rearrangements that are required for the polyamorphousiuch higher than the libration frequencies and the number of
transformation and the lower the barriers of these rearrangehe latter frequencies is 3, we obtaig = 3.
ments. The proportions of structural changes during the  Assume thaf); is the mean value of the frequencies for
5(1)—s§™ transformation are characterized by, varia-  theith orientational SRO, andsQ2)? is the variance of these
tions, frequencies. We consider the low-temperature region where
ACi=C(1|i)—C(zT), (18) T<hQ; . At_ the same time we assume thdtﬁ((li/4T)2 _
’ : <1. Taking into account only the second-order corrections in
and by the overlapping parameter the parameter#{(5Q);/T), we can write Eq(20) as

T|m712:<7|*>-
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gi(P,T)=ug(P,T)—Tng exp( —ﬁﬁ-,@) 2.3. Thermal expansion coefficient
| ; 1 3 I
In the previous Section our attention was focused on the
. 2
X1+ (ROLIATT+ Gpr( P T +Po. (22 thermodynamics of a low-temperature transition. The contri-
Substituting the expression fgf(P,T) into Eq.(8) and ne- bqtion frqm t.he .cluster. poundari_es was neglected. Indeed,
glecting the contribution of the associate interaction, we carhis contribution is negligible at higtnearT,) temperature.

obtain with the most minimal loss in accuracy However, at low temperatures when the phonon contribution
is small(see the Introductionthe tunneling states situated at
G(P,T)=N{&(P,T)—Tng exp — %0 B) the cluster boundaries start to play a significant role.
) An important feature of the low-temperature excitations
X[1+(h6QIT) ]+ gpnt Po}, (23 of the tunneling states is a weak temperature dependence of

the relaxation time. Owing to this feature, the system of tun-
neling stategTS) can be considered thermodynamically as
o an equilibrium subsystem of the glass. On polyamorphous
S(P’T):Ei Cilgi(P.T), (24) transformation, the cluster boundary structure, the number of
tunneling states and the density of their low-energy states all
_ _ change. These changes come as evidence of the polyamor-
exp(—hQB) =2 ciexp(—hQ;B);, phous transition at low temperatures when it is possible to
' separate the TS contribution to the temperature coefficients.
o In this Section we analyze the componentg(T) of the
502=2 ci(Q;— Q)2 (25 thermal expansion coefficient(T). Existence of polyamor-
' phism in orientational glasses based on dopgglvias de-

Equations(22)—(25) show that the approximation chosen is {€ctéd from the hysteresis of(T).
an effective medium approximation. Inclusion of the associ- _ L€t US consider an isolated TS. The free energy of the TS

ate interactions will naturally lead to renormalizationof With the level splitting E can be written as

and(). g1(T,v)=¢eg(v)—TIn2 cosRE(v)BI2)+eq(v). (29
The above expression suggests that the phase transiti

is possible if there are two minima of free energy, E2B),

as a function of c;}. We useu(P,T) and u»(P,T) to de-

note the chemical potentials of the phadas previously

used in Eq(14)), and given by the braced terms in Eg3), E2(v)=A%+ Ag(v),

at minima 1 and 2, respectively. The transition temperature

where

Whre go(v) is the sum of energies of the well bottom and
zero oscillationsy is the TS volumegg(v) is the elastic
deformation energy,

_ —\ . 1/2
T, is then determined by the Gibbs equation Bo=rQle™, A~(2IVo/h) e, (30
where() is the libration frequency, is the moment of iner-
#a(P,T)=pua(P,T), (26) g, V, is the height of the hump separating two potential

well minima, ¢ is the angle of rotation to get from one mini-

which after cancelling of the phonon contributions, disre- . .
g P mum to the other, and\ is the difference between the

garding the ternP(v,—wv,) and the corrections quadratic in

#5608, gives minima depths.
' The two-well potential ah =0 can be represented as a
(P, T)—Tong exp(—hQ18)=¢,(P,T)—Tong sine curve within the interval- p<0<¢
><exp(—ﬁ(_2 8) 27 U(0)=Uq(v)[cog2m0l ¢)— 1]+ const (31
2 .

and supplemented with infinitely high walls é&= £ AD. In
To get solution(27) one should note that the temperaturethis case

dependence of the energiesg, ¢, and frequencie$),, Q, _
can be neglected at low temperatures, whegg(P,T) go(v) =~ 2Uo(v) +7Qo/27+const (32

~%1AP,0)=¢1, and Q; AP, T)~Q; (P,0)=0Q;,. As re- and the hump height 8,=2U(v) ~#{o/2. Here(), is the

sult we have zero oscillation frequency.
o o The origin of the elastic energye(v) is as follows. If
Tenglexp —hQyB) —exp(—h Q1 B)]=ngh the tunneling _barrier is very high anky—0, the_'l_'S gains a
— — o volume v, which can be found from the condition of equi-
X(Qo= Q) exd —fi(Q1+Q2)Bl2] =2~ ¢, librium between the TS and the surrounding molecules. At
or finite Ay the correctiomMuv g appears. As a result,
U:U0+AUT5. (33)
~ -~ —_ - -1
__ (@t Q) n—>2_%1 (The necessity of including this correction in the TS contri-
€ 2 0.—0. bution to the thermal expansion coefficient was first consid-
Naf(Qy—Q4) . . ) .
ered in Ref. 31. Using special assumptioas,;s for meth-
A(Q,+0Oy) -2, | ane was calculated in Ref. 32. _
=— In — (28 When the additiom\v g appears, the tunneling state be-
2 37 (Qy—Qy) comes a dilatation center whose elastic energy is
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2 —
al0)= 3 fapre| 22 (34 f __PE
el 2 elV0 vo d TS(E!AO) Aom (41)
where =. . .
HereP is a constant. We are interested in how the TS system
4 1+v influences the thermal expansion coefficient in the tempera-
fe|=§,u 11— (35 ture interval of about 20 K, i.e., far from the region where the

low-temperature anomalies are observable. In this case the
Here u is the shear modulus andis the Poisson coefficient. distribution function of Eq(41) can be invalid for a reason-
Now Avtg can be found by minimizing the free energy able interpretation of experimental results. The phonon con-
of EQ. (29) in v. From the requirement of the minimum tribution into the thermal expansion coefficient can be found
using the phenomenological expression

d97s(v)
w0 (36 ap(T) =T Cp(T), (42
we have whereT is the Gruneisen coefficient an@,(T) is the pho-
non contribution to the heat capacity. It is known that at low
1 \A3 EB\ dUg Avts temperatureé:ph(T)~T3. As aresultap(T) becomes com-
2| 1= 4EV, tanh— AT (87 paratively low. The total thermal expansion coefficient is
Hence, a(T)=ap(T)+ arg(T), (43)
A 1 NA2 e U whereat4(T) is determined by Eqg39) and (40), and can
UTs_ ell( 1- = —"%an B) J o (39) become negative in the low temperature region, where
4 EVy 2 ) v ap(T)<argT).

We may state that the derivativéo(v)/dv is negative,
since the well depths in E¢30) and the height of the hump
between the wells should decrease when the volume ire.4. Relaxation process
creases. Note that EQR7) and(38) were derived neglecting
the dependence ok on the volume, because we assumed
that theE(v) variation was mainly caused by the changes in
the depths of the wells and the separating bafisee Egs.
(31, (32)].

Taking into account that the second term in brackets i
Eq. (38) is always less than unitysince Aj;<E<U, and
tanhEp/2)<1), we can find thahvs<O, i.e., the tunnel-
ing states compress the sample. Since BAIY) decreases
with rising temperature, then

The dilatometric technique applied to orientational
Cgo-based glasses permits investigation of the relaxation pro-
cesses whose characteristic times are no longer than
~10® s. Three important relaxation processes can be distin-

uished in the orientational glasses studied. One of them is
he polyamorphous transformation time, included in the
kinetic criterion of Eq.(10). The other two are the times
during which the distribution functions of elementary excita-
tions in the phonon-libron system and in the TS system come
to equilibrium. We start with the polyamorphous transforma-
1 dAv+s tion.
atE,Ag, T)=— The phase transformation during the first-order phase
vo T transitions can be described within the framework of the
1 \AZ 1 U, Avrami—Kolmogorov modeﬁf‘According to this model, af-
BV CRY, cotA(EAI2) . ter crossing the phase coexistence curve, the fraction of the
el¥'0 v new phase changes by the law

<0. (39 V(1) = V[ 1—exp(—At"]. (44)

To estimate the total contribution of the tunneling stateSereV,, is the total volumeA is a constant dependent on the
to the thermal expansion coefficient, H§9) should be in- a5 of the new phase nucleation and growitlis the Kol-
tegrated with respect to all the TS. Usifigy(E,A) for the mogorov exponent, which depends on the system dimen-
distribution function of TS as a function of bothandA,  sjons. For example, with uniform nucleation at the flasnd

and denoting the TS concentrati¢the number of TS per ihe growth constanti, in the 3-dimensional Spaoe=lu3
moleculg ascrs, we obtain

andn=4.
w oo If nucleation is nonuniform occurring mostly in special
aTS(T)chSf0 JO frE,Ag)ato E,Ag, T)dEA,. regions(e.g., at the grain boundarjeznd the nucleation rate

is high, the time of the phase transformation is determined by
(40 the growth rate of the new-phase precipitates. In this case we

The distribution functionf+s(E,A,) is assumed to be nor- can put in Eq(44)

malized to unity. _ B

The low-temperatureT<1 K) contribution of TS to the A~Bug, n=1, (49

thermodynamic coefficients is usually described using avhereB is the density of the sites where the new phase

function homogeneous over the finite interval dfand A nucleates. If nucleation occurs at the grain boundaiies,

values. In terms of the variables E and akglit is ~2/l, wherel is the average linear grain size.
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To identify the scenario of phase transformation, we esmal fluctuations. The diffusion-free mechanism of relaxation
timate the bulk thermodynamic driving “force” controlling of the elastic stresses at the transformation front caused by an
the rate of the transformation. Under a constant low pressuri@consistency between the lattice parameters deserves special
in the first order ofT —T,, we have attention and will be considered elsewhere. Here we can con-

_ _ clude that the phase transition in the orientational glasses

Apad(T) = pa(T) = po(T)= = A2 1T (T=Te)/ Te, studied can be described by Edd4), (45), the structural
Agj,=g,—&5. (46)  transformation is a nondiffusive process, and the transforma-
ion rate is determined mainly be, . As is seen in Eq.

Since in the general case the phase transformation entagis) the characteristic time of phase transformation is

changes in the volume and in SRO, we can separate these

contributions toAe5: T~ ug. (50)
Aeo=Aggt+Acot+ Agipga, (47) If the above estimatAe,~10 K is correct, then a con-

where siderable amount of heat is released at the front of the

phase 2-phase 1 transformation atT—Tg~T.. This

K/[Av\? causes local heating and accelerates the transformation pro-

A8e|=§<—) v, (48)  cess. On a reverse transformation, abdye the heat is ab-

sorbed at the transformation front, which hampers a thermo-

K is the bulk elastic modulus, is the specific volumelee  activated overcoming of even low potential barriers. We

shows what amount of energy is stored in the sample due tgnhould expect slowing down of the reverse transformation in

the volume variation in the transformation procedss,,  this case.

takes into account the energy changes due to the orienta- Tpe relaxation timer,, of the phonon—libron system is

tional order difference, and &y, allows for the changes in - getermined by the free path of the phonons that are scattered

the intramolecular structural state. at these excitations and are responsible for their thermaliza-
Since the free energy and entropy decrease during phaggn and the equilibration of the distribution function. This is

transformation, the energy per molecule in the low-gpyiously the shortest of all the relaxation times under con-

temperature phasgphase 1is lower than that in the high-  sjderation, r,,<1,,775. This relaxation process therefore

temperature phase. Thude;,<0. Since Aeg is always  produces very little effect on the polyamorphous transforma-

positive, the sum\ e+ Agj,,, Should be negative, and its tions of interest to us.

absolute value exceedse,. The relaxation time of the TS system is mainly deter-
It is beyond reason to expect that the intramoleculaimined by the tunneling tim¥

ground state can change &s-0. Otherwise, the phase tran- . )

sition could occur in pure &, since the mutual positions Trs=AAGE coth(EB). (51

and orientations of moleculdgssential for molecular inter- Here A is a certain constant. At low temperatures, when

actions are less important. Therefore, in H¢./) we can put  gg<1, the last factor on the right-hand side of the equation

Asint=0. It is quite simple t:? estimatgse,. Since in fuller-  pas a value of the order of unity. As a resutks is only
ites K~10.3 GPap~10° A® and, as is seen from our data, glightly dependent on temperature in this case.

Av/v~10"3, we haveAs,~10"1 K.
Ae,, is related to the changes in SRO. According to Eq.
(24), 3. COMPARISON WITH EXPERIMENT
It is noteworthy that the phase transition is revealed in
Aeg=2, ACie; . (49)  fullerites doped by gases while in pure fullerite this phenom-
enon is not observed. The dopants change molecular interac-
Taking into account thahc;<1 (e.g.,Ac;~10 1) and the tions and the potential energy landscape. As result structural,
energy difference between two neighboring molecules cathermodynamic and kinetic properties are changed. For this
amount to ~10° K due to the change of the mutual reason the thermodynamic quantities and kinetic coefficients
orientation? we can putAs,~ 10 K. are dependent on the dopant concentrations. The proposed
The above estimates suggest that no isoconfigurationaheoretical model is valid despite the fact that these depen-
transition (for such transitiom e, =0) occurs in the inves- dences are not known. It was hardly possible in this study to
tigated orientational glasses. In our case the phase transfdind experimental coexistence temperatufgsof the glass
mation is a cooperative change of the SRO and the latticphases(phase transformation temperaturi@ the investi-
parameter. Since the phase transformation is accompanied pated materials. This is because phase transformations are
a change in the volume, it is most likely that the transforma-dnevitably smearedT, is expected to be somewhere within
tion process starts at the sample surface or at the graithe region of the thermal expansion hysteresis.
boundaries. In this case elastic relaxation is possible where In our experiments the upper boundary of the hysteresis
the new phase nucleates. The ensuing quasi-one-dimensiorfal Xe—Cs;owas not reached. It seems plausible that the hys-
growth of the nuclei changes the lattice parameter at théeresis andl, depend on the type of the doping gas. The
phase interface. In this scenario of the phase transformatiom;ray diffraction measuremetitof the lattice parametex of
the SRO is disturbed at the phase interface and this sup<e—GCy,in a wide temperature intervél—300 K) also re-
presses the potential barriers for orientational rearrangesealed a hysteresis af(T) in the region 7—65 K. The larg-
ments. It is therefore quite easy to overcome the barrierest width of the hysteresis loop was observed at20 K.
under the action of local inner elastic stresses and weak thekike in our experiments, in Ref. 3&(T) was lower on cool-
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ing from high temperature and higher on heating from 7 K.
This counts in favor of polyamorphism, which we detected
in Xe—Gso. Besides, it shows that the phase coexistence tem-
peratureT, is above 7 K, presumably bein,~ 20 K.

When using Eq(28) to estimateT,, we should remem-
ber that according to Refs. 36 and 37, the characteristic fre- €,
guency of libron vibrations is abodit(),~%Q,~40 K. Tak-
ing e,—e,~10 K and |Q;—Q,|/Q;~10"% (which seems
quite reasonabjewe getT.~10 K (according to Eq(28)).
This is a rough estimate, but since the difference quotient 1l . : . .
(e1—€,)/(Q,—Q,) appears in Eq28) in logarithmic form, ot se 0ot
T. has only a weak dependence on the choice of these quan- S . L ' '
tities. 0 5 10 T1?< 20 25 30

We were able to separate the positive) (and negative 3.0 -
(B) contributions to the thermal expansion coefficients ow-
ing to their considerably different relaxation times under
jump-like changes of temperature.

The positive contributiomA(T) to «(T), made by the
low-frequency lattice excitationghonons and libronsand ©
its relaxation timer(T) are little dependent on the type of
the doping gasA(T) and 7(T) are practically insensitive to
polyamorphous transformations.

The negative contribution to the thermal expansion,
B(T), is in our opinion connected with the TS system, which
undergoes significant restructuring during the polyamor-
phous transformationB(T) and its relaxation time are
strongly dependent on the type of doping gas. The negative
contribution toa(T) of Cgq doped with gases is described
below.

Taking

Ld ‘AAAA

-

-B, 10 K

-B,10° K '

B(T)=argT) (52

-B,10° K '

and assuming thads is described by Eqs.38), (39), we

can understand from the analysis of experimental results how
the TS system changes during the polyamorphous transfor-
mation. First note that the temperature dependence of the
contribution toa(T) from the TS system on splitting of the
energy levelE, at4E,Aq,T), has a maximum at~E/2.

This function decreases quite r?pidly.With decreasing temI_:IG 13. Temperature dependence B(T): a—experimental data for
perature and faI_Ig off slowly;-T™4, at high temperatures. A D, C.o (®) and Xe—Gy (A): b—fitting by Eq.(53) (solid line) for experi-
linear superposition of these functions, £40), tends rap-  mental data b-C, (®); c—fitting by Eq.(54) (dashed lingfor experimen-
idly to zero atT<E,;/2 and decreases asT 2 at high  tal data Xe—G, (A) and fitting by Eq(53) (solid line) for experimental data

temperatureS > E0/2. Emin and Eay are the lowest and  D2—Ceo-
highest values oE.
Equation (40) holds for an equilibrium stationary TS
system and can be used when its relaxation tigagis much  at T~T,, but away fromT, it depends both on time and on
shorter than the time of observation. In E§0) 7rsis in-  thermal prehistory, which is important for the analysis of
versely proportional ta\, squared. As a result, two-level experimental data.
systems withr; Q0 A <1 do not contribute to thermodynamic We lack information to take into account the polyamor-
quantities, in particular, te(T). Thus, the coefficient;gin phous transformation in the relaxation kinetics of the TS sys-
Eq. (40) has to include only the concentration of “active” TS tem, but Eqs(38) and(39) seem to be good for an adequate
coming to equilibrium during the time of observation. There-analysis of the experimental results in a wide temperature
fore, the negative contributioB(T) appearing during the interval nearT,.
polyamorphous transformation & T, should be attributed The B(T) curves measured on Xegfand D,—Cy, are
to a change in the concentration of active TS undergoinghown in Fig. 13a. These values correspond to the low-
level splittingsE comparable with the temperature. temperature phase having an increased specific volume. In
The structural transformations during the reverse orienboth the samples, thB(T) behavior has characteristic fea-
tational transition al >T, are very slow neaf.. Therefore, tures:(i) the presence of maxima afdl) a sharp decrease in
the parametects is assumed to be temperature-independenthe low-temperature region below the lower maximum. Be-
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sides, theB(T) peak atT=6 K in D,—Cq, it is narrower 1100 170
. . . . ‘aa '
than that following from Eq(38), as is shown in Fig. 13b. 4y v, |
The temperature dependence of the negative contribution 4001 R 'A “a,
can be analyzed in terms of Eq88), (39) and(52). We can vae® a ¥ 16.0
put f(E,A)=f,5(E—E;) because with an equilibrium sta- v ‘,v'v{" Y )
tionary density of TS, a distinett<(T) peak is possible only 150k i' e
for a narrow distribution off (E,A,) concentrated near a o M 1 5'OP
certain valuek, . In this case e £
arg(T)=crs(Eq)a(Ey,Aq,T). (53 551 140
The B(T) values fitted by Eq(53) for the D,—Csy sample
are shown in Fig. 13b. It is seen that E§3), in whichcg 20 13.0
comes as independent of temperature and time, offer a rather
rough description of experimental data.Tf is close to the
peak, T;~E;/2 and the fast decrease B{T) at T>T; can o 4 8 12 16 20 242'0

be attributed to the reverse polyamorphous transformation. T.K

This explanation seems quite reasonable, considering that the

time of the reverse transformation &t 10.5 K is about 5 FIG. 14. Characteristic timg(T) of the negative contribution of the thermal
. . ; . expansion of H—Cg, (¥) and D,—Cgo (A). The solid line is a description by

x10° (Fig. 12, i.e., f:omparable to the 'tlme of measuring g sy),

B(T). But the experimental results available are not suffi-

cient for a more detailed analysis.

The more dramati¢than the assignment of E453)]  plete only afT~60 K. The process is rather slow and cannot
decrease iB(T) at T<T, suggests that the distribution of manjfest itself in the temperature interval of our measure-
TS levels is temperature-dependenffat T, as well. In the  ments, afT<28 K.
case of an equilibrium TS system in thisinterval (like the However, at low temperatures the coeffici@(T) de-
low-temperature phase of an orientational glahs behav-  creases faster than is implied by E4) containing the best
ior can be explained through a deeper insight into the therﬁtting parameters. Like in the case 0§DCq, this behavior
modynamics of the TS system. If the TS density is nonequijs not yet clear.
librium and varies with time during measurement, it is The relaxation timesr(T) fitted by Eq. (51) for the
necessary to analyze the relaxation kinetics of the systeny,_ ¢, and D,— Gy, systems are shown in Fig. 14. The scat-
which is beyond the scope of this study. ter in the experimental data is too large to expect satisfactory

The data on the kinetics of the reverse polyamorphouggreement. But it should be noted that the TS system cannot

transformation(Fig. 12 show that at least the long-time pe considered as independent of temperature and time as Eq.
asymptotic of Eq(43) can be described by the simple expo- (51) requires.

nential ~[ 1—expt/7)], i.e., the Kolmogorov exponent is
equal to unity at least at the late stage of the phase transfo&—OI\K:LUSIOI\IS
mation [see Eq.(44)]. This means that at this stage the
polyamorphous transformation proceeds as a one- A dilatometric investigation in the temperature range
dimensional growth of the stable phase at a two-dimensioné—-28 K has shown that a first-order polyamorphous transi-
interphase boundary with the metastalffonequilibriun)  tion occurs in orientational glasses based gp d@ped with
phase. H,, D,, and Xe. A polyamorphous transition was also de-
The dependencB(T) for Cgo doped with Xe should be tected in our earliéP study on G, doped with Kr and He.
analyzed taking into account the two peaks with a slight dipThe hysteresis of thermal expansion caused by the polyamor-
in between that are observed in this case. Following the regshous transitionland, hence, the transition temperajuie
soning used for the - Cgq system, we arrive at the conclu- essentially dependent on the type of the doping gas.

sion that in Xe—Gg the TS density is concentrated nday Both positive and negative contributions to thermal ex-
~10 K andE,~40 K. Figure 13c shows the experimental pansion were observed in the low-temperature phase of the
results fitted by the expression glasses. Within the investigated temperature interval the re-

laxation time of the negative contribution is considerably

ars(T)=Crs(Ey)ars(Ey,A0,T) longer than that of the positive contribution. This fact has
+eroEx)ardEy,Ap,T), (54) permitted us to separate and analyze both the contributions to

the thermal expansion. The positive contribution is found to
where cr(E;) and crgE,) are the fitting constants, and be due to the low-frequency excitations of the lattipbo-
e1o(E,T) is described by Eq38). The data obtained are in non and librons and its value is weakly dependent on the
good qualitative and quantitative agreement. The better fittype of the doping gas. Arguments are advanced that the
ting in this casécompared to that for B-Cso) suggests that negative contribution is due to the tunnel reorientations of
in Xe—Cyo the TS density is weakly dependent on temperasome of the g, molecules.
ture in a wide interval. This conclusion is supported by the  The relaxation time of the negative contribution is
measurement in Ref. 35, where it was shown that on heatingtrongly dependent on the type of the doping gas. This means
Xe—GCso the reverse polyamorphous transformation was comthat the molecule&atoms of the doping gas affect apprecia-
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Polycrystalline fullerite G intercalated with Xe atoms at 575 K and a pressure of 200 MPa was
studied by powder x-ray diffraction. The integrated intensities of a few brighter reflections

have been utilized to evaluate the occupancy of the octahedral interstitial siteg any€tals,

which turned out to be (344)%, and ingood agreement with another independent

estimate. It is found that reflections of thieQQ) type become observable in Xe-dopeg).CThe
presence of xenon in the octahedral sites affects both the orientational phase transition as

well as the glassification process, decreasing both characteristic temperatures as well as smearing
the phase transition over a greater temperature range. Considerable hysteretic phenomena

have been observed close to the phase transition and the glassification temperature. The signs of
the two hysteresis loops are opposite. There is reliable evidence that at the lowest

temperatures studied the thermal expansion of the doped crystal is negative under
cool-down. © 2005 American Institute of Physic§DOI: 10.1063/1.1925372

INTRODUCTION certain molecules, for example, CO or NO, there are
indicationg®1® that no freezing into an orientational glass
state is observed. In regards to doping with rare gas species,

: . . - . both large negative expansivity as well as temperature hys-
has quite large interstitial cavities with octahedfl12 A) teresis of the thermal expansion are observed at low

and tetrahedra2.2 A) point symmetry, which can be stuffed temperatured’

with various atoms or molecules with sizes comparable to In this paber we report detailed powder x-ray studies of
the void _d'?‘mEtefS- This circumstance was _Ut'l'zed at th‘?he structural characteristics of Xe-dopegh Cwith tempera-
very beginning of the fullerene era resulting in the high- ture cycling around the orientational phase transitibb0—

supercondulctivity of an organic (_:rystal &Qjope_d with al- 300 K) as well as in the region where orientational glass
kali metalg.” Afterwards, Gg was intercalated with rare gas states tend to forni7 to 100 K).

atom8§‘l74 and molecules of different symmetries and
sizes? ™"t is commonl_y accepted that change_s in the p_hyerXPERIMENTAL
cal properties of fullerite g, brought about by intercalation
with neutral species are mainly due to the doping-related Cgo powder was saturated with xenon at a pressure and
change in the molar volume. In the particular case undetemperature of about 200 MPa and 575 °C, respectively, for
study the doped crystal can be considered either to be undarperiod of 36 hours. When intercalated at high pressure but
a negative pressure or, in the opposite sense, to exhibit @ 300 °C, only 10% of the octahedral voids are filled; the
positive internal pressure. filling can reach 66% if G is saturated at 575°€ln the

The most interesting phenomena caused by intercalatiopresent case, thermogravimetric analy§i&GA) showed a
are observed within the regions where the orientational phasseight loss between 6 and 7%, indicating a stoichiometry of
transition (T.=260 K) occurs or the orientational glass Xeg3q_g4660- The powder of Xe-doped g was subse-
forms (Tg=90 K). Usually, when the voids are filled with quently compacted for dilatometric studies in cylindrical dies
the larger rare gas atoms such as Xe or with simpler closedy quasi-hydrostatic compression with pressures of up to 1
shell molecules, the anisotropic interaction betwegnribl-  GPa, as described elsewhéfd@he sample used in our x-ray
ecules weakens; and the rotation of thg @olecules loos- experiments was a chunk taken from the larger compacted
ens up, resulting in lower critical temperatures for bothspecimen, the smooth surface of which served as the reflec-
transformation§:” Moreover, when the dopant species aretion plane in the x-ray experiments.

The cubic crystals of fullerite g comprise almost
spherical molecules with a diameter of 10.2 A. The lattice

1063-777X/2005/31(5)/4/$26.00 445 © 2005 American Institute of Physics
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Powder x-ray studies were carried out on a DRON-3Mtwo reference points and in each case with the lattice param-
diffractometer equipped with a special liquid-helium cry- eter averaged over all the observed reflections. Then, be-
ostat. The temperature of samples was varied over the rang@een those two reference points, the lattice parameters at
of 7 to 300 K. The temperature was stabilized to withinother temperatures were determined from(@BikED reflection
+0.05 K at every measurement point. In the orientationabnd scaled appropriately to the reference values.
glass domain T<70 K) and below the orientational phase Using these lattice parameters, we calculated how the
transition point .= 260 K), the temperature was varied in intercalation with Xe has changed the room-temperature dif-
warm-up and cool-down regimes with the intention of look- fraction intensity ratios for specifically chosen reflections
ing for possible hysteretic phenomena of the lattice parameompared to the most inten$&ll) reflection, as a function
eters and thermal expansivities. The intensities, widths, andf the occupancy of octahedral voids by Xe atoms and as-
angular positions of the relevant reflections as functions osuming a uniform distribution of the dopant throughout the
temperature were used for analysis of the phenomena undsample. In the calculations we used the following expression
study. The lattice parameter error wa.02% and the in- for the scattering amplitude of reflectiohKl):
tensity of the x-ray reflections was measured to within 1%. F(q)60f () (SiNGr/qr+ fra(q) Xl — 1) . (1)

RESULTS AND DISCUSSION Equation(1) generally applies for the case of atoms of
any rare gas randomly distributed over octahedral cavities.
Atypical x-ray pattern is shown in Fig. 1. It can be seenThe first term in the right-hand side of E€) is the contri-
that our fine-grain samples, in addition to the fcc phase ofytion from the randomly rotatingggmolecules; the second
Xe-doped fullerite Go, contain about 10% of another phase term s the contribution from the interstitial rare gdRG)
which could in no way be indexed as fcc. It should be notedhtoms. The quantitiebc(q) and fre(q), both functions of
that in the “as-prepared” Xe-doped powder samples, Nohe momentum transfer vector, are respectively the carbon
phases other than the fcc phase were detBetiéiter in x-ray  and RG atomic scattering factors ahg(q) will be used for
or neutron diffraction experiments. The reflections belongingne |atter. The absolute magnitude of the vectds given by
to this new phase are indicated in Fig. 1 with arrows. It is47 sin(g)/\, where @ is the deflection angle of the incident
possible that the new phase is a result of a partial polymer)z_rays with wavelength.. Finally, Xg¢ is the rare gas occu-
ization caused by the previous compacting. Notwithstandingyancy of the octahedral voids, which is assumed to be uni-
the known polymerization-related structtfé® we failed to  form throughout the sample. The squard=¢fy) in Eq. (1) is
find a space group that could fit the extra reflections menproportional to the intensity of the actual x-ray reflections at
tioned. the respective anglegi2the values were calculated using the
We observed substantial changes in the scattered intefuttice parameter determined as described from the room-
sities compared to pure fullerite. To mention first, the reflecyemperature valua=14.246+0.003 A. Integrated intensi-
tions of the type (100) became clearly distinguishabl®  ties were determined using the Gaussian function, which
pure Gy their intensities are virtually zero because of theyrned out to be a little better than the Lorentzian. All calcu-
specific molecule/lattice size relation and the shape &f C |ated integrated intensities were normalized to that of the
moleculé). Some other reflections, such@41) and(220,  prightest reflection311). The experimentally determined in-
are lower in intensity as compared to purg, Qwhile others,  tegrated intensity ratios for the chosen reflections are plotted
such ag420) and(422), are brighter. in Fig. 2 to evaluate the occupancy of octahedral voids by
The absolute lattice parameter values as a function ofenon. Using the four occupancies thus fousde Fig. 2,
temperature were determined as follows. At two referencgye calculated the weighted average of the occupancy to be
points, viz., at room temperature and at 7 K, full-profile dif- Xxe=(34+4)%), in good agreement with previously found
fraction patterns were recorded in order to obtain the rmsrga data (41.5-2.5)%, see the Experimental Section
averaged reference cubic lattice parameter values for tho%ove. We ascribe the uncertainty in the value to two fac-

311

intensity, 1O3counts/s
(Y S NPT

31

=)

D

n/

Cgo - Xe 06
293 K 0.5

-~

= 0.2 \\ \CI\
e
o— ¢ 2

—

o

20 30 40 50
Xe occupancy, %

FIG. 1. A typical x-ray diffraction pattern from polycrystallines= Xe FIG. 2. Calculated intensity ratios for a few fcc reflections versus the Xe
samples, recorded at room temperature. The indexed reflections belong txcupancy of octahedral voids at room temperature with the lattice param-
the orientationally disordered fcc phase of Xe-doped fullerigg. Ohe ar- eter equal ta=14.246 A: 220(0J), 222(A), 420(<), 200(O). The filled

rows indicate reflections of an unknown phase. symbols indicate the corresponding experimental intensity ratios.
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FIG. 4. Relative elongation versus temperature for polycrystallige Ke

. . . L . samples under warm-up and cool-down, according to dilatoriétaiod
tors, viz., the inhomogeneity of the distribution of Xe OVEr , ray diffraction measurements; cool-down: this wank), Ref. 24 (O );

the grain volume and the errors in absolute intensity valuesarm-up: this work®), Ref. 24(0O).
for the weaker linegsee Fig. 2

Variations of the lattice parameta(T) of Xe-doped G,
with temperature under warm-up and cool-down are plottedion with this work, with Xe as welf3 The dilatometric mea-
in Fig. 3. One can see that the patfil) depends essentially surements of thermal expansion coefficients in the
on the direction of temperature variation. Two hysteresirientational glass region of thegés-Xe system have been
loops were observed and it is noteworthy that the signs of thearried out up to 28 K, which allowed comparison between
warm-up/cool-down hystereses are opposite to each other. Alie dilatometrié* and x-ray data, as shown in Fig. 4. The
temperatures below the orientational phase transition in pursolid curves are drawn through dilatometry points and
fullerite (T.=260 K), the cool-down lattice parameters are smoothly extrapolated to higher temperatures. The good
appreciably higher than those found with warm-up. In thequalitative agreement is evident.
temperature range where the orientational glass is observed We tried to observe relaxation processes in the domain
in pure G the hysteresis loop has a narrower span and, asf the high-temperature hysteresis at fixed temperatures of
mentioned above, its sign is opposite to that of the hysteresis50, 180, 220 and 250 K on both the warm-up and cool-
at higher temperatures, or in other words, the cool-down latdown branches. Contrary to our expectations, no changes in
tice parameter values are smaller than the warm-up ones. lattice parameter values were recorded and this was even

Repeated cool-down of the sample had virtually no ef-after quite long waiting time$10 hours.
fect on the situation, and the lattice paramet€r) followed The cause behind the anomalies observed in this report
the same path as found during the first cool-down run. Whaftwo hystereses, large negative expansivities at low tempera-
is striking is the strong “smearing” and shift of the orienta- tures is not completely clear. A qualitative explanation of
tional transition to lower temperatures, as compared to thaboth low-temperature anomaliébe hysteresis and the nega-
for pure G, as well as the huge temperature span of thdive expansivitieswas suggested by Aleksandrovsétial >
hysteresis loop, which stretches from 150 K up to room tem-The negative expansion coefficients, found dilatometrically
perature. The largest lattice parameter difference at 230 tt low temperature&: are related to the tunnel nature of the
amounts tdda=0.055 A, which exceeds by far the experi- low-energy levels. The hysteresis is ascribed to a polyamor-
mental error ina(T). The hysteretic effect observed at lower phic phase transition between two different orientational
temperatures affects the crystal lattice to a lesser extent. Thggass phases, in which case the non-ergodic character of the
loop is found to be far from symmetric; the upper bifurcationglass system can lead to hysteretic phenomena. As regards
point is atT=60%x5 K, while the maximum lattice param- the high-temperatures hysteresis, we can make the following
eter differenceda=(0.007+0.003) A is reached at 20 K. remarks. Of course, since the orientational phase transition is
A pronounced instability was observed for the cool-downa first-order one, it is quite natural that it occurs with a hys-
regime, which manifested itself in a greater scatter of latticderesis. We are well aware that because the distribution of Xe
parameter values. The cool-down curve is steeper than tretoms inside the crystallites most likely should be highly
warm-up curve at the high-temperature end of the hysteresishomogeneous, the span of the hysteresis could be much
loop. What is equally striking is that at the low-temperaturelarger than in pure .22 However, first, the temperature
end there is a definite indication that the thermal expansivityspan is too broad and, second, the high-temperature bifurca-
has become negative. A very rough estimate from the threon point is(contrary to expectationsaboveT, in the pure
lowest points yields unusually large negative expansivities ofaterial. Thus the nature of the high-temperature hysteresis
the order of-5x 10 * K~ 1. Negative linear thermal expan- is not completely understood.
sion coefficients at low temperatures have already been Considering the lattice parameter of@loped with Xe
documented for pure fullerittand also for fullerite interca- as a function of the occupanég. (see Fig. 5we note that
lated with neon, argon, and kryptdrf>and now, in conjunc- the specific occupancy as estimated from our x-ray diffrac-
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present study(]) for Ar; Refs. 26 and 27X) for He; Ref. 22 for pure g
O).

tion data(Fig. 2) falls close to the points from other repdrts

that deal with the g;— Xe system. However, if taken in their

completeness the points of ta€Xy,.) dependence do not fall

on a straight line. For other rare gas species as dopants o
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Ab initio calculations of the phonon spectrum, spectral function of the electron-phonon
interaction, and transport propertiggsistivity) of technetium are carried out in the framework
of linear response theory. Good agreement with the experimental data is obtain2@050
American Institute of Physics[DOI: 10.1063/1.1925373

INTRODUCTION A broad anomalous “dip” of the longitudinal optical
(LO) branch in the direction of the hexagonal ag€¢) and

It is well known that the electron-phonon interaction g4ng temperature dependence of the LO branch were ob-
governs a number of important physical properties of metalSseryeq in Ref. 6. The value of the phonon frequency at the

The electrical and thermal resistivities, superconductivity,g iiouin zone centef w_o(k=0)] decreased from 3.7 THz

softening of phonon modes, renormalization of the low-4; .qom temperature to 2.4 THz &t=30 K. Such tempera-
temperature electronic component of the heat capacity y,re gependence is not observed in any other hcp metal, and
(~T), and a number of other physical phenomena can bgg «ampjitude” is comparable only to the analogous tem-
interpreted correctly only with knowledge of the spectral d's'perature dependence of the phonon anomalies in Tighu-

tribution function of of the ele.cFr_on—phonor} interaction in perconductors with the A15 structure: §8n and \Si.
each particular substance. Al initio calculation of the lat-

Fer is best, since |t_av0|ds the artificial apprOX|mat|o_ns typ|caICALCULATIO’\l TECHNIQUE
in phenomenological models. Moreover, calculations from
first principles in cases where the “physics” of the process  The dispersion curves of the phonon spectrum and the
can be governed by different mechanisms enable one to olelectron-phonon interaction matrix element were calculated
tain a correct picture of the phenomena. For example, a désy a scalar-relativistic linear method of MT orbitdlsMTO)
tailed microscopic calculation of the electron-phonon inter-with non-MT corrections taken into accourftWe used the
action makes it considerably easier to elucidate the origins dBk-spd LTMO basis set(27 orbitals per atomwith a one-
a superconducting phasehich can be due, e.g., to electron- center decomposition of the wave function inside the MT
exciton or electron-plasmon interactidn Some other ex- sphere td,,,=6. In the intersphere region the wave function
amples are the mechanism of softening of phonon modesyas decomposed into plane waves to energies of 13.4, 19.6,
structural phase transitions, and anomalies of the phonoand 21.4 Ry(120, 145, and 169 waves for ttse p, andd
spectrum. These phenomena can be explained as resultiogbitals, respectively The variations of the charge density
from a strong interaction of electrons with an “anomalous” and potential were expanded in spherical harmonics inside
phonon branclithis can be determined only as a result of athe MT sphergto | ,,,,,=6) and in plane waves in the inter-
detailed calculatiopn or by strong anharmonicity of the ma- sphere regiori82.7 Ry, 2430 waves
terial, or by the presence of impurities and various defects in  The radius of the MT sphere was chosen equal to 2.552
the crystaf a.u. The von Barth-Hedin approximatibof the exchange-
The goal of the present study was to investigate the dyeorrelation potential was used. The lattice constant
namic and transport properties of technetium. We note thaa=5.1698 a.u.;c/a=1.6022.
this element is of independent theoretical interest by virtue of ~ The integration ink space necessary for finding the in-
a number of unique physical properties. Technetium, theluced electron density and the dynamic matrix was carried
lightest artificial element of the periodic tablatomic num-  out at 50 points in the irreducible part of the Brillouin zone
ber 43 was obtained in 1937 by the Italian scientists SegrgBZ). This is quite sufficient, since the improved tetrahedron
and Perrier by bombarding molybdenum nuclei with deutermethod® that we used for calculation of the bulkurface
ons. Technetium has the highest temperature of transition timtegrals allows one to refine the calculation substantiatly
the superconducting state among all of the metals with th@articular, to make accurate allowance for the real shape of
hcp structureT.=7.86 K, and is second among all the ele- the Fermi surfaceby using weighting coefficients obtained
ments of the periodic table only to the fcc metal Nb, with on a denser mesh. The weighting factors were found using
T.=9.25 K. Furthermore, the transition temperature is in-electron bands,; calculated at 793 irreducible points of the
creased substantially in alloys of technetium with an ex-BZ.
tremely small admixture of NHRef. 3 or Mo (Ref. 4: The spectral function of the electron-phonon interaction
To(Nbg g3TCp979) =12.8 K; T¢(Mog 15TCog9 =13.0 K. (For  (the Eliashberg functionexpressed in terms of the phonon
comparison, in the bce alloys NbZr the critical temperatureline broadeningsy,, (characterizing the partial contribution
T.=9.3K.J) of each phononhas the formt

1063-777X/2005/31(5)/5/$26.00 449 © 2005 American Institute of Physics



450 Low Temp. Phys. 31 (5), May 2005 S. M. Sichkar and V. N. Antonov
8 r (0,0,8) A r (€,0,0) M A (€,0,1/2) L
7_ a LO 7F bc 7t c

[ 6r 6
6 LA J
N N5k N 5L
£ 5] £ £°F
S4 R TO g4 g4 I
3t I S 3 °
2t TA 2r 2r
1 1T -
0 . . . L 1 i 1 N 0 It 1 | I | 2 | —l ! L I [ Y | .
0 02 04 06 08 1.0 0 O 2 0. 4 06 0.8 1.0 0 02 04 06 08 1.0

FIG. 1. Dispersion curves of the phonon spectrum of technetium for the
unfilled triangles are the experimental points from Ref. 7.
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The electron-phonon interaction constant is defined as

»d
Azzfo TwazF(w). 3)

diredtiagg,0,£), I'M(£,0,0), and AL ¢,0,1/2) in the Brillouin zone. The

itself. We think that the LDA can lead to errors in the calcu-
lation in those regions of reciprocal space where the
electron-phonon interaction is large.

Phonon densities of statég w) in technetium were ob-
tained in Ref. 13 for two values of the temperature: 300 and
150 K. A comparison of the low-temperature data with our
calculation(Fig. 2) shows rather good agreement of the three
main values of the maxima on th§ w) curve. Experiment:
14.5, 18, and 27 meV, theory: 15.2, 19, and 27 meV.

It can also be expressed in terms of the phonon ”nQELECTRON-PHONON INTERACTION

broadenings?

_2 Yo

7 ™N(Ep)w
were N(eg) is the phonon density of states on the Fermi
surfaceep, andgk+qj,’kj is the electron-phonon interaction
matrix element.

The double summation over the Fermi surfacéZnwas

carried out on a dense me$h93 points in the irreducible
part of the BZ.

(4)

PHONON SPECTRUM

Figure 3 shows a plot of our calculated values of the
Eliashberg functione?F (w) [Eq. (1)].

The calculated electron-phonon interaction constant was
found to bex =0.9039.

Comparinga®F (o) andF(w), we see that there are no
material differences caused by integrating over the real
Fermi surface and the presence of the electron-phonon inter-
action matrix element in the integrand. The coefficient
a?(w) [where a?=a?F(w)/F(w)] is practically constant
over the whole region of integratidmve are not considering
the initial part<10 MeV because of the limited set of cal-
culated data in the low-energy region of the phonon spec-
trum). The slight increase of?(w) in the 22 meV region
and also the broadening of the high-energy peakd¥(w)

Figure 1 shows the dispersion curves of the phonon

spectrum calculated in the directiod3A (0, 0, ¢, I'M
(£0,0, and AL (£,0,1/2. Values of the phonon branches in

0.16

the I'A direction were obtained by the inelastic incoherent
neutron scattering method in Ref. 6. It is seen that our cal-
culation reproduces the experimental data rather well. In par-
ticular, it accurately reproduces the broad anomaly of the LO
branch. A slight difference is observed only for the TO
branch. Our calculation overestimates the experimental spec-
trum by a small amount+ 0.4 THz). It should be noted that
we did some test calculations using different exchange-
correlation potential§including one with a general gradient
correctiort?) and were unable to improve the agreement with
the experimental data. The cause of this discrepancy appar-
ently lies in the local electron density approximatibA )
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FIG. 2. Phonon density of states: calculatidy; experiment® (2).
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in the 26—-28 meV region can be explained by a strongeto zero. This becomes obvious if one examines the functions

interaction of the longitudinal branches of the phonon specappearing in the integrand of the expression for the matrix

trum with the electronic subsystem. element in Ref. 21. Ak=0 they are all periodic with the
Since for technetium»?(w)~const, one expects that it period of the direct lattice. The integration, in turn, is also

will be correct to use the McMillan approximatidhaccord-  over a whole period of the direct lattige.

ing to which the electron-phonon interaction constant factor-

izes into the product of an electron part and a phonon parOINT-CONTACT SPECTRA

\=77/M{w?), where the Hopfield parameter (Ref. 16 is

determined entirely by the band structure of the substance.,. Flgure_ > shows the experlment electron-phonon |n'Ferac-
We obtained the values;=0.164 a.u. and(w?)Y2 tion function G(w) obtained by the method of point-

—224.08 K and, hence,,,—0.9001. We see that this value contact(PC) spectroscop$ The theoretical shape of the lat-
- . ) H— V. . . 2
of N agrees well with that obtained earlier. ter differs from a"F(w) only by the presence of an

Let us now compare our calculated value of the HopfieldadditionaII form factorK(k k') (Ref. 29 in Eq. (1), which

parameter with the result of Ref. 17, where in the approxi-SpeCiﬁes the geometry of the contact and the conditions of

mation of a rigid MT shift and in the framework of the KKR current flow. It is assumed that(k k") (?anpot materially
method® a value 7, =0.170 a.u. was obtained. Thus the alter the structure of the features occurringutF (w). Thus

2
rigid MT shift approximation works quite well in our case. Cpe(®) should be close taF(w). _

For the phonon part the situation looks just the opposite;. Ne_verthele_ss, for te(_:hnetlum these functions are substan-
any simplifying assumptions as to the phonon spectrum lea 3"%/ d|ff(;:t/rent n ;he rfg'otf 18 Me\_/. Thte pe:l;i at 19 fn? 7
to noticeable scatter in the values(ef?) and, consequently, .V T“et arela sentin 3 experiment, and the peak a
of . As an example, let us give some published values of thdeV IS strongly suppressed.

electron-phonon interaction constant of technetium: &°65, Such a marked “cutoff” of _the h|g_h—energy region in
0.782°1.01 and 1.17 Gpe(w) in faqt means that the mter.actlon' of the elegtronlc

In other words, calculation of the phonon spectrum fromzybslystem }p”th hcljgh-ine:gy Fhontmlu?"ﬁ the longitu- d
first principles is a necessary and sufficient condition for ob- inal acoustic and op icals almost comp clely suppressed.
If this were indeed the case, then technetium should not ex-

taining a realistic picture of the physical processes underly; . ". . :
ing the electron-phonon interaction. hibit any superconducting properties. We note that many PC

Let us return to the anomaly in the phonon spectrum. Le pectra exhibit a significantly lower intensity re_ltio of the
us note first that the dynamic matrix was obtained by us i igh-energy peak;) to the low-energy peak,) in com-
the harmonic approximatichThe fact that the anomaly is parison with the neut.ron—scattermg phonon spectra. This is
clearly reproduced in the calculation speaks to the fact tha(?xplamed by the heating of the contact by the current and the

the main mechanism of its formation is the strong influence

of the electronic subsystem on the motion of the technetium
ions. (We are talking about low temperatures. As to the high- 1.0
temperature dependence of the LO branch, the causes of this osl !
effect may include phonon-phonon interactjon. 2 G,
Figure 4 shows the values of,, corresponding to dif- 5 06¢
ferent phonon modes. It is clearly see that askhgoint is g al
approached, the broadening corresponding to the LO mode is ) Gy
substantially greater than the value for the other branches. © 0.2} |
For example, at the pointq(0,0,0.25): y,0/Y10=2,
Yo/ a=23.9, v o/ y1a=105.6. Thus strong interaction 0 L

of the electronic subsystem with longitudinal optical vibra- 0 4 8 12 16 20 24 28 32

tions is indeed observed in th®,0¢£) direction. (Note that o, meV

We have el'm!nated thé’ point '_tsel_f from conS|_derat|on, FIG. 5. Experimental point-contact function of the electron-phonon interac-
since the matrix element appearing in express®ns equal  tion in technetiunf?
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resulting broadening of the spectral lifgéand also signifi- oaF
cant plastic deformation of the metal in the contact regfbon. o4l
The cleanliness of the surface of the sample also has a
substantial influence on the result of an experiment. For ex- £ 207
. . C16F
ample, in Ref. 13 spectra were taken for a bulk polycrystal in c
addition to the film sample on which the results ®g() 212 I
plotted in Fig. 5 were obtained. In the latter case the high- 8r
energy peak was absent altogether, and the level of the zero- 4r
point anomalies and the noise level were significantly lower. 0 0 ' 160 ' 260 ' 3'00 ' 460 500
Interestingly, a similar situation with the suppression of T,K

the high-energy peak was also observed in experiments to _ _ _ o
; ] . . FIG. 6. Theoretically calculated behavior of the lattice resistivity of techne-
determine the electron-phonon interaction function but by,
the method of tunneling spectroscopy in Nb.
The high-energy peak obtained in Refs. 14 and 19 was
completely suppressed on the experimental cétéis dif-
ference has been discussed in detail in the literature, and ’-ECTRICAL CONDUCTIVITY
number of arguments have been advanced to explain it. First

: . In pure metals except in the low-temperature region the
!t was noted that N.b forms OX'd(.ES on the surface rather ease'lectron-phonon interaction is the dominant factor governing
ily, and they give rise to a proximity effect that suppresse

the hiah Kin t i . . t%he electrical conductivity of the substance.
€ high-energy peax In Wnneling mIcroscopy eXpenments.  tpq yariational solution of the Boltzmann equafibn

The experimental and theoretical function$F(w) for Ta gives the following formula for the temperature dependence
were adduced in support of this hypothesis in Ref. 21. Tang pAT):
AT):

talium is known for being practically inactive in forming

compounds with oxygen. For that metal extremely good 7QeksT (*do X2
agreement of theory and experiment was achieved. In Ref. p,(T)= W 0o SiWrrxafrF(w). (5)
F z

14 it was also hypothesized that the tunneling spectroscopy

technique does not reflect the yvhol_e volqme of the The transport spectral functiarfF (o) differs form aF(w)
e!ectron—phonon interaction, espeqally in the high-energy reél) only by the presence of an additional factor [
gion. Indeed, the area under the high-energy part of the spe—-v(k)v(k')/|v(k)|2] in the integrand, which specifies the
trum is several times smaller than the area for the lower- fth . ,h bsart -
frequency regior(cf. Fig. 5. As was shown in Ref. 26, the geometry of the scattering process. The su sargpecifies

X e S e the direction of flow of the electrical current in the sample.
mean free path of the electrons participating in the electronl—:ormula (5) remains valid in the rang®,/5<T<20
phonon interaction decreases as the phonons advance up Wﬁere r L

energy scalgmoreover, sincé(w)=vg7m(w), this effect is

additionally enhanced fadl electrons, the Fermi velocity of — /o112
S ®tr_<w>tr ) (6)
which is low.
Thus one expects a smaller contribution of the high- 1 [
energy phonons to the total integrated tunneling current and, <w2>tr:)\_J' walF(w)do, (7)
tr JO

as a consequence, strong suppression or even the complete
absence of high-energy featuresdﬁF(w)exp.

The aforementioned causes of the distortion of the high- N do
energy part of the experimental spectral function of the )‘”_ZL a"F(w)j' ®)
electron-phonon interaction in Nb mentioned above can ap-
parently also operate in the PC spectroscopy of technetiunTthe upper boundary of the temperature range is due to the

Let us say a few words about the low-energy p€ak  fact that at higher temperatures it is necessary to take into
The value given by experiment is 13 meV. In Ref. 13 it wasaccount the effects of anharmonicity and the smearing of the
conjectured that by virtue of the features of the matrix ele+ermi surface. The low-temperature electrical conductivity,
ment and the shape of the Fermi surface a substantial dign the contrary, is governed by the electron-electron interac-
placement of the central peak to lower energies occurs in thgon, size effects, scattering on impurities, etc.
experiment. This can explain the participation of all the In our calculation ®,=225.8 K. Thus Te (45 K,
“low-energy” groups of phonong14—-20 meV in the for-  451.6 K).
mation of the low-energy pea&, of the functionG,(w). Figure 6 shows the functiop(T) averaged over three
However, as we have said’(w) is practically constant in directions. The latter is obtained as(T)=(1/3) py(T)
the region of interest to us. Responsibility for the formation+ p,(T)+ p,(T)] and can be used directly for comparison
of G, peak is left to the lowest-energy phonon peak at 15.2vith the experimental measurements of the conductivity on
meV. The difference of 2.2 meV between them can be extechnetium polycrystals. In Ref. 28 a value=0.067
plained by the fact that it is in this energy part that our x 10°/()-cm) was measured for the conductivitiie recip-
calculated phonon spectrum gives a somewhat overestimatedcal of the resistivity under standard conditions. Thus we
value (for example, the aforementioned TO branch in Fig.obtain pe,(293.2 K)=14.9 uO-cm. The calculated value is
1a). pin(293.2 K)=14.7 uQ - cm.
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The Vickers microhardness of Xe-intercalated polycrystalline fullerjg(®e,Cqo, X=0.35) is
measured in a moderately low temperature range of 77 to 300 K. A high increase in the
microhardness of the materiddy a factor of 2 to 3as compared to that of puregsingle crystals

is observed. It is shown that the step-like anomaly in the temperature dependences of the
microhardness of pureggsingle crystals recorded under the orientational fcc-sc phase transition
(T.=260 K) is also qualitatively retained for X€g,, but its onset is shifted by 40 K

towards lower temperatures and the step becomes less distinct and more smeared. This behavior
of H\(T) correlates with x-ray diffraction data, the analysis of which revealed a
considerable influence of xenon interstitial atoms on the peculiar features of fullerite thermal
expansion due to orientational phase transitigee the paper by A.l. Prokhvatilat al. in this
issug. © 2005 American Institute of Physic§DOI: 10.1063/1.1925374

INTRODUCTION Ceo- In particular, xenon was selected because being a rare
gas eliminates the intercalant-matrix chemical interaction.
The physical and mechanical properties of crystallineThe atomic diameter of X&3.92 A) is almost two times
Ceo are considerably affected by intercalation of the crystalarger than the effective diameter of a tetrahedral @t2 A)
by different impurities, where the environment itself may beang close to that of an octahedral of#el A), so that one
considered as an impurity sourtghis is related to the weak might expect xenon to only occupy the octahedral sites of the
van der Waals interaction between thg, @olecules as well ¢ _'jattice. The large diameter of the Xe atom makes its entry

as the presence of comparatively large interstitial sites in thﬁno the lattice difficult and possible only at elevated pressure

fullerite lattice. As a result, the crystal easily absorbs impu-, 4 temperaturd.The effect of xenon on the mechanical

rities and is easily amenable to intercalation. The most dra- roperties of fullerite @, has not previously been studied. In

matic effgct due t_o intercalation is the superconductivity tha{)act the only related study so far has been that in Ref. 4,
occurs with alkali metal$.

S . . hich has shown the remarkable result of almost a hundred-
Of possible intercalants, gases occupy a highly |mp0rtan¥vId _ in th icrohard f o @indl tal
place for Gg. The high interest in this type of impurity is old Increase in the microhardness ot gotsingie crysta

dictated by several factsGases are commonly used to trans-grov_\ll_':1 n vac;:um aTd kept m an ?rgon atmosphecg.e.d b
mit pressure to solid . In this case gas atoms and mol- & mechanical properties of X, were studied by

ecules can diffuse into the cavities of the fullerite lattice and’Sin9 the mlcromglentatlon technique. As was shown in the
form interstitial solutions. Considering the arrangement ofPf€VIous papers.” the temperature dependence of the mi-
the centers of gravity of its molecules, fulleritggdorms a ~ crohardness of pureeg single crystals displays a step-like
face-centered cubitfcc) lattice through the whole range of @nomaly, the position of which is correlated with the tem-
existence of its solid phase. For eacly, @olecule in the PeratureT;=260 K of the fcc-sc phase transition. It is
lattice there are two tetrahedral sites as well as one octah&nowrf°that intercalation of an impurity into thegQlattice
dral site, which may be occupied by impurity atoms or mol-results, as a rule, in a decreaselgfand a broadening of the
ecules. Besides their occupation, chemical interaction bePhase transition temperature range. The research reported in
tween impurities and the &g molecules(including polymer  this paper concerns the influence of xenon saturation of the
bond formation is possible. Cgo lattice on both the microhardness value and the anomaly
This paper is concerned with the influence of interstitialof its temperature dependence in the vicinity of the phase
gaseous impurities on the mechanical properties of solidransition point.

1063-777X/2005/31(5)/5/$26.00 454 © 2005 American Institute of Physics
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FIG. 1. The impression on the X@&;, polycrystal surface for indenter load
P=0.2 N and room temperature. The area of brittle fracture in the form of 03 | . . \
lateral (secondary cracks is marked by arrows. The impression diagonal is .
about 30um. 0 0.05 0.10 0.15 0.20
P,N
EXPERIMENTAL PROCEDURE FIG. 2. The dependence of average microhardiéssf Xe,Cqp ON in-

enter loadP at room temperature. The standard deviations Hgr are

Ceo powder was saturated with xenon at a Xe pressurg .. -~ = -

p=200 MPa and a temperatufe=575°C, for 36 hf To
prepare the specimens for micro-indentation studies, the
saturated powder of X€s, was pressed into tablet-shaped

samples~10 mm in diameter and-5 mm in height, using H,/(T=300 K), of the XgCg, polycrystal for different loads
hydrostatic pressurepe=0.5—-1.0 GPa):"*? From the x-ray  are shown in Fig. 2. As is eviderfi,(T =300 K) is almost
structural daté? the degree of fllllng of the octahedral sites independent of indentation |0ad, and On|y at a h|gh value of
with xenon amounted to (355)% (x=0.35). Prior to mea- p=0.15 N can one observe reduced microhardness, suppos-
suring, the tablet surface was polished on a benzol-moistenegtjly due to active crack propagation. To avoid the influence

chamois leather. of crack formation and consideét,(T) as a characteristic of
The Vickers microhardness at room temperature Was|agticity, measurements of the temperature dependence of

measured with a standard unit PMT-3 and in the temperaturg,irohardness were made at a low loadPe0.05 N.

range of 77-300 K with a freely suspended indenter  pe temperature dependences of microhardness for the

4 .
systgml. The time of load endurance was 10 s. To reveal the g ¢ nolycrystal and for the puredgsingle crystal studied
relation between microhardness and indentation load, thﬁ.I Ref. 6(indentation plané001)) are illustrated in Fig. 3. A

load P was varied between 0.005 and 0.2 N, at room tem
perature. The temperature depended¢€T) was measured
at P=0.05 N as it was found that there was no influence of
indentation load on microhardness in the vicinity of this
load. The measurement was made in the course of cooling.
The microhardness was calculated by the expressign
=1.854/(2a)?, where 2 is the impression diagonal. For
each temperature or load 10 indents were applied to the sur-
face, and then the values of microhardness were averaged
over those indentations. The averaged valdg(T), was
considered statistically to be a representative mechanical 05 k-
property of the material studied.

‘comparison of these curves allows us to recognize the prin-

T.K

50 100 150 200 250 300
1 |

06 |-

EXPERIMENTAL RESULTS 0.4 -

H,,GPa

Atypical impression on the polished surface of 8 &g
polycrystal is shown in Fig. 1. The impression exhibited 03
good faceting, indicating a high microplasticity of the mate-
rial in question. The impressions remained sharp with de-
creasing temperature down to 77 K. At the same time cracks 0.2 -
were commonly formed round the observed impressions,
even at low load. These are mainly later@econdary
cracks, dipping at a low angle to the sample surfabearly
seen in Fig. L One may speculate that the cracks propagate
along the grain boundaries which are the weakest sites of thgg. 3. The temperature dependencegffor the XeCq, polycrystal(up-
pressed material due to a high density of defects, particularlger curve and pure G, single crystal(lower curve.® The standard devia-
pores, in them. The average values of the microhardnessons forH, are about 3%.

50 100 150 200 250 300
TK
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cipal differences in the micromechanical behavior betweemather substantial increase in the absolute val(lesck-

the two materials. These differences are: ground of microhardnes$,, and (2) a certain transforma-

1. At room temperature the microhardness of theG¢g  tion of subtle peculiarities in the temperature dependence

polycrystal is approximately three times higher than that ofq 1) ynder the fcc-sc transition. The origin of these effects
the pure G, single crystal; and as the temperature is de-

€ may generally be accounted for by different physical and
creased down to 77 K, this discrepancy reduces to a factor Qfyy,cqyral factors. The first effect may be caused by the dif-
two. _ ferent morphology of the Xe-intercalated sample and by the

2. As the temperature is decreased from 300 t0 225 Kjn ence of Xe atoms on the elastic properties and the mo-
the microhardness _Of the € po.chrystaI increases in- bility of the dislocations. The other one is probably con-
_early bYNZO%’ while for the fcc single crystal of pure;¢ nected with the influence of the Xe impurity on the dynamics
it remains almost unchangedown to 260 K. of the orientational degrees of freedom of thg @olecules,

3. The step-like anomaly in the dependett@T) for  ang therefore, on the dislocation-orientational interaction.
pure G, clearly seen under the transition from fcc to the scThe influence of these factors is discussed in detail below.
phase below 260 K, changes significantly. Such an anomaly  First of all, we shall consider a possible influence of the
is observed for XgCe t00, but the step edge is shifted t0- yorphologies of the materials compared. One of these is a
wards lower temperaturédown to 220 K and the step itself  ea50nably perfect single crystal, while the other is a poly-
becomes less steep and highly smeare®'(=60 K for the  crystal with inclusions of another phase. The difference in
intercalated fullerite as compared ®T=20 K for pure  morphology between the two materials is due to the specific
Ceo)- . features of the intercalation technolog¥? unfortunately, at

4. In the case of pure crystallings¢; the low tempera-  rasent there is no other way of preparing macroscopically
ture edge of the step in the,(T) curve is adjacent to an homogeneous single crystals adequately saturated with xe-
area of rather slight variations in microhardness. Below 15Gon. The very high microhardness of the, &g, polycrystal
K this area turns into a region of drastic growthhiy,(T). as compared to that of thezgsingle crystal may be caused
As to the XgCqq polycrystal, an analog of the first area can by two factors:(i) the hardening effects of both the intergrain
also be observed below 160 K, but we could not detect théoundaries and secondlji) the minor second phase par-
second range because of lack of a microhardness measuritigles within the crystalline grains. By the Hall-Petch
technique for temperatures below 77 K. relation®® the yield stress and microhardness of a polycrystal
are higher than those of a single crystal by an amount in-
versely proportional to the square root of polycrystal grain
size. The second-phase fine particles form local barriers

Before proceeding to a discussion of the anomalies obwhich impede dislocation slip, reducing appreciably the plas-
served in the microhardness of4Con its saturation with tic compliance and increasing the microhardness of the ma-
xenon, some important results obtained in comparative x-ragerial (that mechanism of hardening is well known in the
diffraction studies of pure g and XgCg, polycrystals physics of ageing alloy plasticit§). It should also be noted
should be mentionetf Introduction of Xe preserves the fcc that any porosity induced from pressing the specimens
structure of the greater part of the materif@D%), but in  should have an opposite effect, deteriorating the mechanical
Xe,Cqo there also exists-10% of another phasenost likely  properties”*8 The softening due to this factor appears to be
polymerized G, molecule$. Besides, considerable distor- slight. We now turn to the effect of gaseous impurities on
tions of the fcc lattice by the Xe atoms cause the fcc-saislocation mobility in the bulk of a separate crystalline
transition temperaturd,, and the glass transition poirt,, grain. A high Xe concentration in the lattice, as well as its
to decrease. This correlates with the anomalies in the temalmost identical size with that of the octahedral site which it
perature dependence of microhardness: saturation with x@ccupies, suggest that as a first approximation by concentra-
non results in a substantial hardening and an embrittlemenion, the intercalation does not disturb the macrostructural
of the fullerite and, similarly, in a shift of the anomalies in homogeneity of the material inside the grains. Because of
the Hy(T) curve. this, separate impurity atoms produce no effective local bar-

Investigations performed by several teams of researchergers to dislocation slip in the sense of the term “local bar-
(see Ref. 8 and the references therdiave revealed that rier” used in the physics of plasticity of weakly and moder-
macro- and microplastic deformation of fulleritgf@t room  ately concentrated solid solutioh$At the same time, in a
and at moderately low temperatures is determined by théighly concentrated solid solution effects of second order in
glide of dislocations in th¢111}{110 slip system; the system the concentration and, in particular, the presence of micro-
is kept efficient even after the fcc-sc transition. As the satu€lusters with a short-range order of impurities, are supposed
ration of fullerite with xenon produces no change in its lat-to be of a certain importance. For example, in some unit cells
tice structure, the scientific treatment of the observed differof the lattice the impurity atoms occupy all octahedral sites
ence in microhardness between the pugg $ingle crystals  while other unit cells remain unoccupied.
and XeCgq polycrystals should be limited to a discussion of Such microclusters may be effective centers of disloca-
some possible differences in those structural factors anton drag, thus enhancing the material’s microhardness. One
mechanisms which dictate the dislocation mobility in thesemore thing should be mentioned: for fulleritgdand many
materials. atomic cubic crystals, a significant influence on the plastic

On the qualitative level, one should distinguish two ef-compliance may be exerted by dislocation drag by the Peierls
fects caused by the influence of intercalation. TheséBra  relief which becomes essential for a low density of local

DISCUSSION
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barriers with low height? It may therefore appear that the dence of the microhardness even in the presence of gaseous
effect of gaseous impurities on the microhardness of fulleritémpurities. The influence of gaseous impurities on the orien-
is partially due to the change of the Peierls relief caused byation dynamics of the £ molecules and the parameters of
the influence of a great number of interstitial atoms on thehe lattice-orientation interaction can be estimated quantita-
lattice parameter and intermolecular interaction. Unfortu-tively by analyzing simultaneously x-ray diffraction, thermal,
nately, even the sign of that influence cannot be predictedhechanical and acoustic da&faAlthough such data are
without detailed microscopic calculations. available for pure g, fullerite 2® no such data is available for
Finally, one more important factor should be pointed out,Xe,Cgo, making these estimations difficult at present.
namely, a considerable enhancement in the elastic moduli at The authors would like to express their gratitude to V. G.
the transition from pure crystals to highly concentrated solidVlanzhelii, M. A. Strzhemechny, and A. I. Prokhvatilov for
solutions. According to a well known law in materials their helpful discussion of the results and to the STCU for
scienc€ the basic value of the microhardness of a materiapartial financing of the research under Project No. 2669.
as a local characteristic of plasticity is proportional to the
Young modulus. Independent measurements of the elastic
moduli of intercalated fulleritegfor example, by acoustic *g.mail: fomenko@ilt.kharkov.ua
techniques or by Brillouin light-scattering measuremgnts
would enable one to determine the individual contributions
to enhancement of their hardness, but at present such data are
not available. 1 o
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