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Possible experimental test to determine the role of microscopic vortex rings in the l
transition in helium II
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An experimental test is proposed for determining the role of microscopic vortex rings~MVRs! in
the l transition in helium II. It is assumed that bulk He II contains an ensemble of vortex
rings which initiate thel transition and to a significant degree determine the value ofTl .
However, in very thin films of He II, such that the thicknessd of the superfluid layer is
less than the sized0 of the smallest MVRs, the rings will not fit, and no MVR ensemble exists
in them. Because of this,Tl(d) curve of helium II films on disordered substrates should
have a feature in the form a jump atd'd0'664 Å. The available experimental data on the heat
capacity of thin films of He II are insufficiently complete and precise for drawing conclusions
as to the presence of the proposed feature. ©2005 American Institute of Physics.
@DOI: 10.1063/1.1924907#
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1. INTRODUCTION

The microstructure of weakly excited states of helium
is mainly known,1–5 but the important question of the micro
scopic nature of thel transition in He II has still not been
completely answered. The majority of authors consider t
the l transition in He II is accompanied~or caused! by de-
struction of the condensate, which is probably a compo
containing not only the single-particle condensate but a
two-particle and higher contributions.3,6–9 In the Feynman
approach10 thel transition is qualitatively similar to a phas
transition in an ideal gas, although the condensate is
explicitly used in the model. Two-dimensional superflu
films of He II, in which the condensate is either absent
tirely or is very small, are difficult to describe in the conde
sate approach. It is therefore possible that the superfluidit
He II is not due to the appearance of a condensate and
the l transition in it is not equivalent to destruction of
condensate. According to a rather popular point of view
important role in thel transition is played by an ensemble
microscopic vortex rings~MVRs!,3,11–15the role of which is
understood differently by different authors. It is possible th
the rings contribute to depletion of the condensate. Both
condensate and vortex approaches can give al curve for the
heat capacity.

In this paper an experiment is proposed that can de
mine whether or not the MVRs play an important role in t
l transition.

2. SOME PROPERTIES OF VORTEX RINGS IN He II

It is known from experiment16,17 that vortex rings can
indeed exist in He II and ‘‘live’’ for a long time without
decaying. The stability of MVRs is due to the absence
viscosity in the medium and to their topological propertie
3651063-777X/2005/31(5)/6/$26.00
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Closed vortices have a core of radiusa'0.821.5 Å.16,17

An exact microscopic description of the MVRs has not y
been constructed. Approximate models have be
proposed18,19 in which the MVRs are obtained as a solutio
of the Gross-Pitaevskii~GP! equation. However, for He II
the GP equation has been obtained only in the mean fi
approximation,20 and so the degree of accuracy and physi
meaning of this equation for He II is not completely clea
According to the model proposed in Ref. 19 and also
experiments of Refs. 16, 17, first, the properties of the MV
are qualitatively, and approximately quantitatively, similar
those of classical rings, and, second, the radius of the MV
cannot be less than a certain smallest valueR0 , whereR0

;a;1 Å.
Let us make some estimates. Classical vortex rings w

quantized circulationk5\/m are described by the following
formulas:21

v5
k

2R F ln
8R

a
2

1

2
2 f 1S a

RD G , ~1!

E52p2r* Rk2F ln
8R

a
222 f 2S a

RD G , ~2!

P52p2r* R2kF12 f 3S a

RD G . ~3!

Herev is the velocity,E the energy,P the momentum, andR
the radius of the ring,m is the mass of an4He atom, andr*
is an effective density~see below!. The correctionsf i de-
scribe the vortex core and are small forR@a. According to
Eqs.~1!–~3!, a ring of radiusR52.2 Å has an energy of 9.83
K and a momentum of 2.07 Å21, while for R53 Å we get
E518.2 K andP53.85 Å21. The MVR spectrum is shown
© 2005 American Institute of Physics
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in Fig. 1 ~for r* 5r, wherer is the total density of He II!;
the solid curve shows the spectrumE(P) of rings with R
.3 Å, which may actually exist in He II.

The exact quantum formulas for the description
MVRs can also be written in the form~1!–~3!, but the cor-
rections f i in this case are unknown. For small MVRs (R
<5 Å) these corrections can turn out not to be small. Sev
approximate models have been proposed for the descrip
of MVRs,14,18,19 but the smallest MVRs in them are de
scribed by different formulas. We therefore wondered w
correctionsf i to use in Eqs.~1!–~3!. This was decided by
appeal to experiment. It has been found17 that for vortex
rings up to 5 Å in radius the classical formulas~1!–~3! with
f i50 work in an approximate way. We therefore though
most reasonable to use these simple classical formulas
f i50. We also made estimates assuming appreciably non
values of f i(a/R0), of the order of 1, but this changed th
estimate ofR0 by only 1 Å ~see below!.

Strictly speaking, for correct description of MVRs it
necessary to solve anN-particle Schro¨dinger equation taking
into account the presence of phonons, rotons, the MVRs,
~for films! Berezinskii-Kosterlitz-Thouless~BKT! vortices in
the system. This problem has not yet been solved.
MVRs can be described approximately by formulas~1!–~3!,
wherer* is an effective density that must be found from t
exact microscopic equations. For description of macrosco
vortices~large rings of radiusR.100 Å, BKT vortices! the
relation r* 5rs is valid, but that relation does not hold fo
rings of radius;2 – 3 Å; for themr* Þrs , since the main
contribution to the energy and momentum of such rin
comes from the motion of helium atoms near the core o
given ring~far from a ring the fluid velocity induced by tha
ring decays rapidly with distance!. That is, the other quasi
particles have little influence on the values ofE, P, andv
for the smallest MVRs, and therefore for the smallest rin
r* must not be replaced byrs , but rather,r* should be
close to the total densityr, even nearTl .

As we shall see, if MVRs are described by formul
~1!–~3!, then the smallest MVRs in He II should have
radiusR0>2.5 Å, and in that case the energy of the rin

FIG. 1. SpectrumE(P) of vortex rings according to Eqs.~2! and ~3! for
f 25 f 350, r* 5r. The dashed line is the spectrum of rings of radiusR
52 – 3 Å; the solid line is the spectrum of rings of radiusR.3 Å; rings
with a similar spectrum probably exist in He II; the dotted curve shows
experimental spectrum of He II quasiparticles.
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will be few times greater thankTl . In the quantum mode
proposed in Ref. 19, the energy of the rings is also sev
times greater thankTl . Therefore, for an ensemble of non
interacting MVRs atT,Tl the equilibrium distribution is
Boltzmann:22

dNvr5exp~2E~R!/kT!
dVdP~R!

~2p\!3 . ~4!

Since the vortex rings can be created and annihilated~e.g., at
the walls of the vessel!, the chemical potential is assume
equal to zero. Taking Eqs.~1!–~3! into account, we obtain
from ~4! the number of MVRs per unit volume:

nvr58pS P0

2p\ D 3 kT

E0
expS 2

E0

kTDg~T!, ~5!

where

g~T!5e0E
1

`Fr* ~x!

r G3

x5

3expFe02e0

r* ~x!

r S x1
x ln x

b D Gdx, ~6!

e05
E~R0!

kbT
, b5 ln

8R0

a
22,

P0 and E05E(R0) are the momentum and energy of th
smallest ring. ForR052 – 3 Å the value ofg depends weakly
on T, increasing from 0.5 to 0.7 as the temperature increa
from 0 K to 2 K ~see also Table I!, but asT→Tl the value of
g increases without bound.

For the heat capacity and density of the normal com
nent of an ensemble of rings we obtain

C5knvr S E0
2

~kT!2 12
E0

kT S 11g8
T

g D1214g8
T

g
1g9

T2

g D ,

~7!

e

TABLE I. Parameters of vortex rings for differentR0 .

Note: R0 is the radius of the smallest vortex ring;nvr
21/3 is the mean distance

between rings in the ensemble, according to Eq.~5!; dvr52R012a is the

‘‘size’’ of the smallest ring;R̄ is the mean radius of the rings in the en
semble; all forT52 K, a51 Å; r* 5r in Eqs.~2!, ~3!.
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rn
vr5

^P2&
3kT

nvr , ~8!

where^ & is the average over the ensemble of rings. We n
that the formulas fornvr , C(T), andrn of a MVR ensemble
are similar to those for a gas of rotons23 as a result of the
presence of a ‘‘gap’’ in both the MVR and roton spectra.

The behavior of the MVR ensemble nearTl is interest-
ing. For T→Tl one hasrs;@(Tl2T)/Tl#0.67. We setr*
5rs in ~1!–~7!. Then the integrand in~6! has a maximum a

xm5
5r

rse0S 11
1

b
1

ln xm

b D . ~9!

For temperatures very close toTl one hasxm@1, and in that
case the main contribution to the integral~6! is from rings of
radiusR@R0 , for which one must setr* 5rs in ~1!–~7!. For
T→Tl we obtain

g~T!'e0~rs /r!3xm
6 exp~e025!;~rs /r!23;t23n→`,

wheret[(Tl2T)/Tl , n50.67. Because of the unbounde
growth ofg nearTl the density of rings, the ensemble ave
age radius of the ringsR̄, and the heat capacity of the MVR
ensemble also increase without bound:

R̄

R0
.

5r

«0rs
, nvr;rs

23, C~T!;
nvr

t2 ;t23n22.

We neglect the quantity ln(r/rs)!r/rs. Finally, infinite
growth of the rings does not really occur: when the aver
distance between rings becomes smaller than the ave
size of the rings the formation of a vortex tangle occurs in
II. These estimates show that the MVR ensemble can cau
l transition in He II. However, the phase transition is alrea
partially built into the model, since we assume rather th
deduce thatrs→0 at T→Tl .

It is seen from Table I that if the radius of the smalle
vortices is small enough (R0<2.5 Å), then even far from
Tl , at T52 K, the density of rings becomes high, and t
rings almost touch. In this case it can be expected that
T5Tl the rings ‘‘turbulize’’ the medium,11 and it is no
longer necessary forrs(Tl)50 to be built into the model.
Thus it is seen that thel transition in He II should be ac
companied by the formation of a vortex tangle and, possi
that it is the vortex rings that initiate thel transition.

Let us estimate the value of the smallest vortex rad
R0 . The radius of a vortex ring is defined as the distan
from the center of the ring to the ‘‘center’’ of the cross se
tion of the core.24 Since the smallest ring looks like a toru
with a very small hole, it is clear thatR0 should be around
one to two core radii:R0'a22a'0.8– 3 Å. Such very
small values ofa andR0 are physically reasonable, since
MVR is a vortex in a probability field and not in an ordina
classical medium, since the vortex core is the locus of po
at which the probability of finding helium atoms is much le
than outside the core~one can speak of the probability for a
atom, since the size of the helium atom is much less than
diameter of the core!. The smallest possible radius of a MV
is close to the radius of the core—such a solution is obtai
for classical24 and quantum19 rings.
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It is known that the temperature dependence of the h
capacityC of He II for T,1.5 K is determined mainly by
the heat capacity of a gas of rotons and phonons,25 and there-
fore at such temperatures an ensemble of MVRs should
contribute much to the heat capacity. According to Eqs.~1!–
~7!, for this it is necessary thatR0>2.5 Å; then the MVR
contribution toC(T) will be less than the roton contributio
by a factor of 10 or more.

According to the microscopic theory,1–6 the observed
spectrum of He II quasiparticles, including the roton min
mum, is explained as a phonon spectrum. The observed s
trum has no branch corresponding to the spectrum of vo
rings ~Fig. 1!. With Eqs. ~1!–~3! taken into account, this
means thatR0>3 Å.

Thus it follows from MVR theory19,24 and the experi-
mentally determined valuea'0.8– 1.5 Å thatR0<3 Å, and
furthermore at such a value ofR0 there are sufficiently many
vortex rings that they can influence thel transition; on the
other hand, it must be the case thatR0>2.5– 3 Å, since at
such values ofR0 the contribution of the rings to the hea
capacity of He II atT,2 K is small, in accordance with
~1!–~7!, and the spectrum of the rings lies outside the lim
of the experimental spectrum of He II quasiparticles. Hen
we obtain an estimate for the radius of the smallest MVR
R0'2.5– 3 Å. The smallest rings observed experimenta
have a radius of the order of 5 Å or less.17

The use of the exact microscopic formulas for describ
MVRs will, of course, correct our estimate ofR0 by 1–2 Å.
For example, in the quantum model19 a solution is obtained
for vortex rings with normalization versionsA and B. Ac-
cording to versionA, R0'a'1.1 Å, the energy of the
smallest ringE0'15 K; according to versionB, R0'a
'0.5 Å, one hasE0'7 K. It is seen that the rings in this
model are very small (R0<1.5 Å), but in this case the den
sity and heat capacity of the MVR ensemble are an orde
magnitude smaller than for the roton ensemble.

From the estimates presented we obtain an approxim
value of the radius of the smallest vortex ring in He II:

R0.~2.561.5!Å. ~10!

The error in~10! takes into account the fact that thef i in
~1!–~3! are unknown, as well as the inaccuracy in the de
mination ofa.

Interestingly, the study of vortex formation at thel tran-
sition in He II can give one a better understanding of t
processes of formation of cosmic strings in the ea
universe.26 The study of the attenuation of second sound
liquid 4He at the transition through thel point attests to the
formation nearTl of a dense vortex tangle with a cell siz
not greater than 103 Å ~Ref. 26!; however, those results wer
not confirmed in Ref. 27. We assume that microscopic vor
rings, i.e., rings of radiusR<20 Å, cannot be detected in
such experiments, since second sound is sound in a ga
quasiparticles, while the MVRs themselves are quasiparti
and therefore cannot attenuate second sound.

We stress that there is no doubt as to the existence o
ensemble of MVRs in helium II; the only question is wheth
the smallest rings are small enough~or, equivalently, whether
there are enough of them! that the MVR ensemble has a
influence on the properties of He II and especially on thel



e
bl

he
-
e

s

n
s
e

is
e
-

ot
d

r

d.
ng
t
xi

a

d
d

-
ul
-

d

r-
m
lu
tly
n

e at
es

an
und

p,
ed
a

er,

the

ore

is
red
se
lso

he

er
the
nd
r-

eat
e
d

368 Low Temp. Phys. 31 (5), May 2005 M. D. Tomchenko
transition. The above theoretical estimates and the exp
mental data indicate that such a possibility is quite proba

3. EXPERIMENTAL TEST FOR THE l TRANSITION: THE
POSSIBILITY OF THE PRESENCE OF AN ANOMALY ON THE
DEPENDENCE OF Tl ON THE THICKNESS OF THE He II
FILM

Let us consider the temperature dependence of the
capacityC(T) for He II films of different thickness. Accord
ing to the experimental data,28 there are two maxima on th
C(T) curve—a sharp one atT5TKT , corresponding to the
BKT transition, and a broad one atT5Tc . The relation
TKT,Tc,Tl

3D always holds. With increasing film thicknes
the values ofTc and TKT approachTl

3D52.17 K. We note
that the sharp BKT peak on theC(T) curve looks like a
small hillock in comparison with the broader peak atT5Tc

~Refs. 30–33!. This, in our opinion, means that a fundame
tal rearrangement of the medium on the micro level occur
Tc . The dependence of the broad peak on the film thickn
d ~Refs. 30, 31, and 34! obviously indicates that this peak
inherited from the bulkl transition. Therefore, although th
helium film loses superfluidity atTKT ~because of the break
ing of BKT vortex pairs!,35 the microstructure of the medium
which is responsible for the superfluidity in the bulk is n
destroyed at that temperature. This microstructure is
stroyed only atT5Tc , and thel transition occurs. Unde
this assumption the experimental dependence ofTc(d) is ex-
plained well by finite-size scaling.34

We shall assume that the vortex rings cause thel tran-
sition in bulk He II and therefore determine the value ofTl

~the mechanism is not important!. We consider a He II film
as the thicknessd of the superfluid layer in it is decrease
Whend becomes smaller than the size of the smallest ri
d0'2R012a.664 Å, the vortex rings clearly no longer fi
in the film, and therefore the MVR ensemble ceases to e
in the system. For the system to undergo al transition for
d,d0 it is necessary that the number of remaining quasip
ticles be larger than the number that would be required
MVRs existed in the system. This means that ford'd0 the
temperature of thel transition should increase in a jump~see
Fig. 2!. The jump is somewhat ‘‘smeared out’’ on the larged
side, since, according to Eqs.~3! and~4! and Table I, some of
the rings have a radiusR.R0 . The jump is also smoothe
out because the finite-size scaling leads to a rather rapid
crease ofTc with decreasingd. Therefore, instead of the
expected jump ofTc at d'd0 there can be a ‘‘step,’’T(d)
'const, for a certain interval ofd neard0 .

Let us estimate the value of the possible jump ofTc . We
assume that thel transition in He II is accompanied by com
plete depletion of the condensate. According to the calc
tion of Ref. 3, forT50 the fraction of single-particle con
densaten050.078, and atT5Tl52.17 K one hasn0

50.058, i.e., the condensate is not completely deplete
T5Tl , even though experimentallyn0(Tl)'0. In Ref. 3 it
was assumed that the condensate is depleted of rotons—
number of atoms ‘‘torn’’ out of the condensate is propo
tional to the number of rotons. The authors of Ref. 3 assu
that additional destruction of the condensate to a va
n0(Tl)50 occurs on account of vortex rings. Consequen
in the absence of vortex rings in helium II the rotons alo
ri-
e.
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would be capable of completely destroying the condensat
a temperature for which the roton density is four tim
higher than atT52.17 Å ~then instead ofn050.058 we
would haven050). From the known formula for the free
rotation density23

nr50.051 exp~2D/T!S qr

1.925 Å21D 2A mT

0.14m4K
Å 23

we find that this temperature is'3.12 K. It is seen that if the
calculation ofn0 in Ref. 3 is correct, then the value ofTl for
He II in the absence of MVRs would be 0.95 K larger th
the observed value 2.17 K. This is an estimated upper bo
on the possible value of the jump ofTl in the films.

Having estimates ford0 and the value of the jump ofTc

and also taking into consideration the smoothing of the jum
in Fig. 2 we show in an approximate way the propos
anomaly on theTc(d) curve. It is not yet possible to do
sufficiently exact calculation of thel transition in He II films
with all possible quasiparticles taken into account. Howev
our simple estimates are sufficient to predict the jump ofTl

and to indicate approximately the position and shape of
anomaly.

In Refs. 36 and 37 an estimate was observed for the c
radius of BKT vortices:a51266 Å for films of thickness
d'10– 103 Å. For closed vortices in three dimensionsa
'1 Å. The large value of the core radius of BKT vortices
apparently due to the fact that the BKT vortices are ancho
to the substrate. In very thin films the MVRs are found clo
to the substrate, and the core radius of the MVRs can a
grow. However, in films with thickness greater than twice t
size of the smallest ring, i.e.,d>12 Å, the rings will no
longer touch the substrate, and for such ringsa'1 Å. There-
fore the possible growth ofa for a MVR in very thin films
increases the value ofd0 only to several angstroms:d0'8
64 Å.

Since the core diameter of the BKT vortices is an ord
of magnitude greater than that of the rings, the energy of
BKT vortices is also an order of magnitude greater, a
therefore BKT vortices and MVRs are excitations of diffe

FIG. 2. ProposedTc(d) curve for He II films, with an anomaly atd
.6 Å; Tc is the temperature of the broad peak on the curve of the h
capacityC(T), andd is the thickness of the superfluid layer of the film. Th
values of Tc for d,2.5 Å and d.10 Å correspond to the crosses an
squares in Fig. 3; the dotted line isTl for bulk He II.
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ent ‘‘weight classes’’ and can be considered approxima
independent. The vanishing of the ensemble of MVRs ad
'd0 apparently leads to growth ofrs and, hence, to an in
crease in the energy of BKT vortices and a decrease of t
density and heat capacity. This should lead to a slight ju
on theTBKT(d) curve also, but we have not investigated th
in detail.

Thus, if the bulkl transition in He II is due to an en
semble of MVRs, then an anomaly should appear on
Tc(d) curve atd'664 Å, such as that illustrated in Fig. 2
And, if the MVRs do not play a key role in thel transition
and do not influence the value ofTl , then such an anomal
on theTc(d) curve will not appear.

The Tc(d) curve for He II has been measure
previously28–32 ~see Fig. 3!. The crosses in Fig. 3 show th
values calculated according to Fig. 1 of Ref. 32, with t
density of He II for the first superfluid layer assumed eq
to 0.183 g/cm3 ~Ref. 28!. In determining the thicknessd
from the data of Ref. 30 we assumed that the first laye
solid, and in determiningd for Vycor coated with N2 ~the
unfilled triangles in Fig. 3! we assumed a solid4He layer 1.5
Å thick ~according to Fig. 11 of Ref. 29!. In Ref. 30 the
thickness was measured with an error not less than64 Å.

We have the following notes in regard to the data in F
3. The most accurate measurements ofC(T,d) are appar-
ently those in Refs. 32 and 31. The data of Ref. 32 and R
28 and 29, obtained for Vycor substrates, do not agree c
pletely. According to Ref. 32, this is due to the inaccura
determination ofd in Refs. 28 and 29, so that forTc

51.25 K the correct value isd'1 Å rather thand54 Å,
and for Tc51.75 K the value should bed>3 Å and not
'7 Å;28,29 these ‘‘renormalized’’ curves are shown b
circles in Ref. 3. If this is the case, then the Brewer curve
shifted to the left, and the points obtained in Ref. 32 lie
this curve. It is also seen that the data for Vycor28,29,32agree
poorly with the data onTc(d) for substrates of Nuclepore31

and jeweller’s rouge.30 This disagreement is possibly due
the inhomogeneity of the He II film on Vycor atd.8 Å.31

On the whole, it is seen in Fig. 3 that the data of differe

FIG. 3. ExperimentalTc(d) curve for He II films on substrates of jeweller’
rouge30 ~* !, Vycor28,29 ~m!, Vycor coated with an N2 layer29 ~n!, 2000 Å
Nuclepore31 ~j!, and Vycor32 ~1!; the points with T51.25 K and T
51.75 K from Refs. 28 and 29 against values ofd renormalized according
to Ref. 32; the dotted line isTl for bulk He II.
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studies do not agree very well, and there is a rather la
scatter in the points.

The data in Fig. 3 do not permit us to determine wheth
the proposed anomaly on theTc(d) is present. More-precise
measurements ofTc(d) for different substrates, ford from 1
Å to 20 Å and with a small stepDd<1 Å, are needed. To
reveal the anomaly it is necessary that the He II film
superfluid at any thickness~at low T) and that the BKT
effect be well observed. Therefore studies on substrate
the Mylar, Vycor glass, and Nuclepore type are needed~but
not on graphite,38 as helium on graphite substrates has co
plex properties and a tendency toward layer-by-layer crys
lization!.

Inasmuch as the observation or nonobservation of
anomaly on theTc(d) curve will convey information abou
the role of vortex rings in thel transition in He II, it is of
interest to have a precise measurement of theTc(d) curve.

CONCLUSION

We have proposed an experiment by which one can
termine whether thel transition in bulk He II is caused by
microscopic vortex rings. If the rings largely determine t
value ofTl in bulk helium, then for thin films of superfluid
helium the curve ofTl versus the thicknessd of the super-
fluid layer of the film should have a feature in the form
jump of Tl at d'664 Å ~see Fig. 2!. The available experi-
mental data are insufficient to permit a conclusion as to
presence or absence of the predicted anomaly. Observa
of an anomaly would be the first experimental evidence
the existence of an ensemble of MVRs as thermal excitati
in He II.

The idea of this paper was also addressed in Ref.
where the nature of the broad peak on theC(T) curve is
discussed more completely and precisely.

The author thanks K. V. Krasnov for providing copies
Refs. 11 and 29.
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Interaction of Abrikosov vortex with grain boundaries near Hc1 . II. Magnetic and
transport properties of polycrystalline high- Tc superconductors

L. V. Belevtsov*

A. A. Galkin Donetsk Physicotechnical Institute, ul. R. Lyuksemburg 72, Donetsk 84114, Ukraine
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The magnetic and transport characteristics of a polycrystalline superconductor are investigated
theoretically starting from the results on the energy distribution of an Abrikosov vortex
in the vortex-laminar model@L. V. Belentsov, Low Temp. Phys.31, 116 ~2005!#. It is shown that
these properties depend largely on the normalized grain size, the intergrain coupling
strength, the anisotropy, and the degree of surface smoothness~‘‘specularity’’! of the material.
The first vortex entry fieldHp , the first critical fieldHc1 , and the Gibbs free energy are
calculated, and also the field dependence of the magnetizationM (H), pinning potentialUp(H),
and critical current densityJc(H) nearH;Hc1 . The vortex-vortex interaction energy is
found. © 2005 American Institute of Physics.@DOI: 10.1063/1.1925347#
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1. INTRODUCTION

Surface effects can play an important and even domin
role in the formation of the magnetic and transport char
teristics of a type-II superconductor.1–5 The vortex dynamics
is intimately related to the magnetization.6 Hysteretic phe-
nomena are usually interpreted as proof of the finitenes
the critical currents owing to the bulk pinning of vortice
Experiments show that the existence of Bean-Livingston s
face barriers7 as possible sources of hysteretic behavior.
the framework of the critical-state approach Kuznets
et al.8 have estimated the enhancement of the magnetiza
of thin films with significant pinning owing to ‘‘edge’’ ef-
fects. Magnetization measurements by Zel’dovaet al.9 re-
vealed a new ‘‘geometric barrier’’ for thin films which sig
nificantly enhanced the potential barrier in the presence
Bean-Livingston barrier. Part I of this paper~see Ref. 10!
described ‘‘edge’’ barriers in granular superconductors. It f
lows directly from the model used there that the vortex d
namics depends rather strongly not only on the value of
applied field but also on the normalized grain size, the in
grain coupling strength, the anisotropy, and the degree
surface smoothness of the material. In this part of the pa
we shall examine how variation of these parameters in
ences the magnetic and transport properties of supercon
ing polycrystals in the mixed state at magnetic fieldsH near
Hc1 .

2. MAGNETIC PROPERTIES NEAR Hc1

In the mixed state the critical characteristics are speci
by the energy distribution of the Abrikosov vortices. For
superconducting polycrystal the energy of an isolated vo
line localized at the point (x0 ,z0) has the form10
3711063-777X/2005/31(5)/7/$26.00
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x

U~x0 ,z0!5
F0

4p H Hy
appexp~2x0 /lab!2Hy

app1Hc1~`!

1Hy
J~x0 ,z0!1

F0

4plablc

3F (
n52L
~nÞ0!

L

Pn
S~x0 ,x0 ,z0 ,z0!

1 (
n52L

L

Pn
N~x0 ,x0 ,z0 ,z0!G J , ~1!

where F05hc/2e is the magnetic flux quantum,Hy
app

5(0,Hy,0) is the external magnetic field, andlab andlc are
the magnetic field penetration depths: the London de
along theab plane and the crystallographic depth along thec
axis, respectively. In our modellab corresponds to penetra
tion of the field into a grain from the surface side, andlc to
penetration from the side of the Josephson junctions;K0 is
the zeroth-order Bessel function of imaginary argumen11

Hc1(`) is the first critical field of an infinite sample;L is
degree of surface smoothness of the material;

Hy
J~x0 ,z0!5Hy

appE
0

` dk

2p

4klJ
2

11lab
2 k2

3
sin~kx0!cosh@~11lab

2 k2!1/2~z0 /lc!#

lJ
2k2 coshg1~11lab

2 k2!1/2sinhg
~2!

is the value of the field at the point (x0 ,z0) due to the pres-
ence of Josephson coupling; here we have introduced
notationg5(11lab

2 k2)1/2(a/2lc) and also
© 2005 American Institute of Physics
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Pn
S~x,x0 ,z,z0!5~21!nK0

3SA~x2x0!21@z2~21!nz02na#2

lablc
D ,

~3!

Pn
N~x,x0 ,z,z0!5~21!n11K0

3SA~x1x0!21@z2~21!nz02na#2

lablc
D .

~4!

The dependence of the energy of a vortex line on the co
dinates of its localization within a grain,U(x0 ,z0), accord-
ing to relation~1! contains a ‘‘seed’’ of all the main feature
of the magnetic and transport response of high-Tc supercon-
ducting ~HTSC! polycrystals to variation of the paramete
of the structurally nonuniform Josephson system and the
plied field.

2.1. Critical fields

2.1.1. First vortex entry field

In the case when the barrier is suppressed by sur
defects one would expect that the first vortex entry fieldHp

(Hc1,Hp,Hc) will be considerably higher thanHc1 . In the
case of the vortex-laminar model considered here, the
face of the grains is assumed to be rather smooth, an
Hp5Hc1 ~Ref. 12!. At this field the induced currents becom
large enough for the vortex to break away from its ‘‘mirr
images’’ and to penetrate into the sample.13 To find the field
Hp one must minimize the vortex energyU(x0 ,z0) at the
grain surface. A vortex lines has its lowest energy along
OX axis at pointsz50. On the other hand, we are interest
in the case when the top of the barrier comes out onto
surface, i.e., x050. But for x0→0 one has
K1(2x0 /Alablc)'Alablc/2x0 . At small x0 we replacex0

by jab , i.e., K1(2x0 /Alablc)'Alablc/jab . Hence, on the
assumptionL→`, we obtain
-

e

pi
ris
o

rie

e

r-

p-

ce

r-
so

e

e

Hp'
F0

plc
(

n52`

1`

~21!n11
jab

4jab
2 1n2a2 @12V~t,h,s!#21,

~5!

where

V~t,h,s!5E
0

` dk

2p

4k2lJ
2

~11lab
2 k2!

3
lab cos~kjab!

lJ
2k2 cosg1~11lab

2 k2!1/2sing
. ~6!

Relation~6! introduces a correction to the values ofHp when
the grain boundaries are taken into account. In the limitlJ

→0 the problem goes over to that of the critical fields in
strongly coupled superconductor of the MgB2 type. Here the
first vortex penetration field isHp5F0 /(jablc), which in
the isotropic case (jab5jc , lab5lc) will correspond to the
known Bean-Livingston result. If it is assumed thatj;(1
2T/Tc)

21/2 and l;(12T/Tc)
21/2, then we obtainHp

5@F0/4pjab
0 lc

0#(12T/Tc), and thus, in the linear approxi
mation this formula reproduces the result of Pissaset al.14

for MgB2. It is easy to see thatHp depends on the anisot
ropy.

2.1.2. First critical field H c1

At a low density of vortex lines@low values of the in-
duction B;F0 /(jabjc)] their interaction can be neglected
Then the first critical fieldHc1 , above which thermal equi
librium of the system corresponds to a finite density of v
tices in the superconductor, can be found from the equa
for the energy of a single vortex~1! under the condition
U(x0 ,z0)50. Since from the symmetry of the problem
vortex has its lowest energy at pointsz50 and along theOX
axis, the expression for the first critical fieldHc1 takes the
form
Hc1~x0 ,t,h,s!5

Hc1~`!2
F0

4plablc F (
n52`
~nÞ0!

1`

Pn
S~x0 ,x0,0,0!1 (

n52`

1`

Pn
N~x0 ,x0,0,0!G

12expS 2
x0

lab
D2E

0

` dk

2p

4klJ
2

~11lab
2 k2!

sin~kx0!

lJ
2k2 cosg1~11lab

2 k2!1/2sing

. ~7!
e

n-
to
den-
ic
The functionHc1(x0) is plotted in Fig. 1 for different anisot
ropy parameters and normalized grain sizest5a/2lc . It is
seen that together with an anisotropic potential barrier th
exists an energy barrier which depends ont. This barrier is
greater the larger the value oft. The results of Part I of this
paper10 confirm that even in the absence of a microsco
Bean-Livingston surface barrier an energy barrier can a
which depends on the normalized grain size. This type
barrier is somewhat analogous to the geometric bar
where the fieldHc1 depends on the shape of the sample.9 We
note that relation~7! adequately describes the effect observ
re

c
e
f
r,

d

in Ref. 15 wherein the first critical field of the grains,Hc1
g ,

in a superfine-grained sample of the high-Tc superconductor
YBa2Cu3O72d was found to be significantly higher than th
typical values for coarse-grained samples.

2.2. Interaction of vortex lines

In the mixed state in an ideal pinning-free superco
ductor the vortex-vortex interaction gives a contribution
the energy of the system through the dependence on the
sity of vortices. This leads to the well-known logarithm
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dependence of the field in the London theory for Abrikoso12

and internal~pancake! vortices in layered superconductors16

To correctly describe the ‘‘edge’’ barriers one must take
vortex-vortex interaction into account. First, the energy
this interaction exceeds the barrier height. Second, the po
tial barrier should decrease on account of the vort
antivortex interaction.

Let us generalize the formulation of the model to t
case of many vortices. Suppose that the superconduc
grain under consideration contains a system ofN vortices,
with axes along theY axis and located at the pointsR1

5(x1 ,z1), R25(x2 ,z2),..., Rn5(xn ,zn). Here the field of
the vortices will satisfy the equation

¹3@l2#J1H5F0eyH (
k51

N

(
n52`

1`

~21!nd~R2Rnk
~1 !!

1~21!n11d~R2Rnk
~2 !!G , ~8!

where ey is a unit vector along theOY axis; the indexk
refers to thekth vortex. The solution of equation~8! is pre-
sented in the form a sum of the fields for each vortex line
the system:

H~R!5H1~R!1H2~R!1...1HN~R!, ~9!

where

Hi~R!5
F0

2plablc
(

n52`

1`

@Pn
S~x,xi ,z,zi !

1Pn
N~x,xi ,z,zi !#. ~10!

After substitution of Eq.~8!, taken atk51, into the expres-
sion for the field distribution of an Abrikosov vortex pen
etrating a grain at a point (x0 ,z0),10

FIG. 1. Dependence of the local first critical fieldHc1 on the distance to the
surfacex0 for various values of the anisotropy parameterh: 1.8 ~1!, 1.0 ~2!,
and 0.8 ~3!. The main panel corresponds to the fine-grained lim
(t50.5), and the inset to the limit of large grains (t510).
e
f
n-
-

ng

f

H2~x,x0 ,z,z0!5
F0

2plablc
(

n52`

1`

@Pn
S~x,x0 ,z,z0!

1Pn
N~x,x0 ,z,z0!#, ~11!

it is necessary to keep only the terms describing the con
bution to the energy from the vortex-vortex interaction. Th
the expression for a system of vortices is finally

U int5
F0

2

8plablc
(
a,b

(
n52`

1`

@Pn
S~xa ,xb ,za ,zb!

1Pn
N~xa ,xb ,za ,zb!#. ~12!

As is seen from Eq.~12!, the vortex-vortex interaction en
ergy depends on the normalized grain sizet5a/2lc , the
anisotropyh5lc /lab , and the distance between vortice
Thus for description of the dynamics of the penetration
vortex lines into grains it is necessary to consider the
influence of the Lorentz force exerted on vortexi by vortex
j , which is expressed as2¹iU(Ri ,Rj ), where

U~Ri ,Rj !5U int~Ri ,Rj !1Uself~Ri !1Umirr~Ri !. ~13!

Here Uself(Ri) is the self-energy of thei th vortex,
U int(Ri ,Rj ) is the interaction energy between thei th andj th
vortices of the vortex line, andUmirr(Ri) is the energy of
interaction between thei th vortex line and its ‘‘mirror im-
ages.’’

Let us consider the case of two Abrikosov vortices. L
d5A(x22x1)21(z22z1)2 be the distance between vorte
lines. Then from expression~10! the interaction energy will
have the form

U~d!5
F0

2

8plablc

3 (
n52`

1` F ~21!nK0SA~x12x2!21@z12~21!nz22na#2

lablc
D

1~21!n11K0SA~x11x2!21@z12~21!nz22na#2

lablc
D G .

~14!

Expression~14! is valid for arbitraryd. It is easy to see that
like two-dimensional vortices in superconductors, the vor
lines under discussion demonstrate a logarithmic interac
law at large distances. Furthermore, the given model perm
description of structural details of the vortex lattice. It shou
be noted that the vortex-antivortex interaction energy is
interest in consideration of the question of the possibility
a Berezinskii-Kosterlitz-Thouless vortex phase transition a
in our notation will be expressed as2U(d).

2.3. Magnetization

For a superconductor in an external fieldHy
app the mag-

netization curve has a well-known triangular form. One
the manifestations of the ‘‘edge’’ barriers is represented
the form of the magnetization curveM (H) in its sloping part
near M'0. Such behavior is due to the fact17 that for H
5Hp both the screening currents and the potential bar
vanish, and the vortex lines can penetrate unimpeded into
grains. There is obviously also a substantial influence of
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barrier on the magnetization curvesM (H) in a system of
vortex lattices in an increasing field nearHc1 , when the
initial states are not yet ordered.

The magnetizationM of an individual grain containing a
vortex line will be described by the relation

4pM5
1

V E
V
@B~r !2H#dV, ~15!

whereV is the volume of the grain, andB(r ) andH are the
local induction and the external magnetic field, respectiv
In our caseB(r )[H(x,z) is the field distribution in the
grain,10 andH[Hy

app.
Let us consider how variation of the anisotropy para

eterh and grain coupling strengths will affect the low-field
magnetization. For illustration Fig. 2 shows the calcula
characteristics of the magnetization curvesM (H) for Hc1

;300 Oe. Two features are observed in this magnetic fi
region: 1! at a constant coupling strength parameters the
value ofM (H) is smaller for largerh; 2! with decreasings
the M (H) curve rises. Thus the form of the magnetizati
curves depends directly on the anisotropy parameter, in
grain coupling strength, and reduced grain size. It should
noted that by varying these parameters one can evide
observe dia~para!magnetic transitions in polycrystallin
HTSCs, which have been observed in numero
experiments.18,19

2.4. Gibbs free energy at HÐHc1

The Gibbs thermodynamic potential of a system o
large number of vortex lines has the form20

G5nLF1(
i j

Ui j 2
BHy

app

4p
, ~16!

wherenL is the number of lines per unit area, the first a
third terms are due to the energy of an individual line a
correspond to expression~1!, andUi j is the interaction en-
ergy between thei th andj th vortex lines, which is expresse
by relation~12!. The last term takes into account the infl

FIG. 2. Behavior of the low-field magnetizationM as a function of the
applied fieldHy

app for different values of the anisotropy parameterh and
intergrain coupling strengths, taken at a normalized grain sizet51.2 and a
degree of surface smoothness of the materialL51.
y.

-

d

ld

r-
e

tly

s

d

ence of the external magnetic fieldHy
app; this term makes

large values of the inductionB energetically favorable. In
other words, the fieldHy

app plays the role of an external pres
sure that tends to increase the density of Abrikosov vortic
Since each vortex line carries one flux quantumF0 , the
inductionB can be written in the form

B5nLF0 . ~17!

If the external fieldHy
app is slightly greater thanHc1 then

it is ~16! necessary to take into account the term describ
interaction of vortices. Then the distribution of Abrikoso
vortices will correspond to a periodic structure. As w
know,21 a triangular lattice of Abrikosov vortices is the mo
favorable. When the field is only slightly higher thanHc1 ,
the equilibrium vortex densitynL is small, and the distanced
between nearest vortex lines is large:d.(lab

2 1lc
2)1/2.

Therefore only the nearest-neighbor vortex pairs should
taken into account. Then the expression for the Gibbs f
energy becomes

G5
F0

4p (
a51

nL5B/F0 H Hy
appexp~2xa /lab!2Hy

app1Hc1~`!

1Hy
J~xa ,za!1

F0

4plablc F (
n52`
~nÞ0!

1`

Pn
S~xa ,xa ,za ,za!

1 (
n52`

1`

Pn
N~xa ,xa ,za ,za!G

1
F0

2plablc
(
b51

d F (
n52`
~nÞ0!

1`

Pn
S~xa ,xb ,za ,zb!

1 (
n52`

1`

Pn
N~xa ,xb ,za ,zb!G J , ~18!

whered is the number of nearest neighbors of a given vor
line ~for a triangular latticed56). The distanced is related
to the inductionB as

B[nLF05
2

)

F0

d2 . ~19!

It follows from the form of expression~18! that for Hy
app

.Hc1 the initial slope (]G/]B)B50 is negative. With in-
creasing induction the contributions of the interaction w
the surface, Josephson junction, magnetic field, and the o
Abrikosov vortices begin to grow. Thus the main contrib
tion will be from the interaction of Abrikosov vortices with
the Josephson link and the surface@the first term in~16!#.
The other terms are small because they contain a t
;K0(x), which for d.Alab

2 1lc
2 has the form K0(x)

;exp(2x). Consequently, at small values ofB the interac-
tion is small. At large values ofB, however, this term gives
the dominant contribution, leading to growth of the functio
G(B). At a certain valueB5B(H) the function G(B)
reaches a minimum. Thus, unlike the case of a uniform
perconductor, expression~16! demonstrates strong depe
dence on the normalized grain sizet, anisotropyh, and in-
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tergrain coupling strengths, and also on the degree o
surface smoothnessL in the case of a material with micro
grain structure.

3. PINNING POTENTIAL AND CRITICAL CURRENT DENSITY

A type II superconductor has zero resistance if the m
netic vortices are pinned at defects or restricted of motion
polycrystalline HTSCs the grain boundaries can serve as
ning centers.22 At such sites the energy of a vortex line is
small that it becomes impossible for it to move through
sample. There are two characteristic quantities that determ
how strongly an Abrikosov vortex is pinned at a defect: t
pinning potentialUp and the critical current densityJc . A
finite resistance appears when the binding energy of an A
kosov vortex to a defect exceedsUp or the current density
exceedsJc , leading to motion of the vortex lines. We sha
show that the value of the ‘‘edge’’ barriers can play a su
stantial role and can determine the pinning potential and
tragrain critical current density.23

3.1. Pinning potential

The mechanisms of pinning in granular superconduc
are not yet fully understood. It remains an open question w
the critical current densities of HTSC films are substantia
higher than the values ofJc for the bulk HTSC materials
The key factor here is apparently the pinning of the vortic
in an external magnetic field, which underlies the descript
of various phenomena involving the Abrikosov vortices su
as the critical current, magnetization hysteresis, and
quantum tunneling of vortices. The problem of Abrikos
vortex pinning reduces to one of describing the elemen
pinning force of an Abrikosov vortex—the interaction b
tween the vortex and an isolated defect.

In comparison with the Bean-Livingston result,7 expres-
sion ~1! exhibits some differences of the barriers for Abrik
sov vortices in granular superconductors. One of them—
energy barrier to the entry of the vortex into a grain from t
side of the Josephson junction—can be interpreted as
pinning potentialUp . This is an obvious assumption, sinc
defects are capable of pinning vortices, thereby lowering
order parameter locally in the superconductor, and this g
rise to a potential that inhibits the motion of the vortex li
or internal vortex. Many experiments clearly indicate th
even the well coupled grains of MgB2, with a large misori-
entation angleu of the boundary, can act as pinning cente
at some values of the coherence length and lat
parameter.22

Taking relation~1! into account, we define the pinnin
potential per unit length of the vortex core as

Up~x0 ,L !5 lim
z0→~a/2!

U~x0 ,z0 ,L !. ~20!

The influence of the degree of smoothnessL on the value of
the pinning potentialUp is shown in Fig. 3 fort50.01
~curve1! andt50.1 ~curve2!. It is seen that in the case o
large grainst50.1, the influence ofL on Up is negligible; in
the fine-grained caset50.01, whena;1 mm, the contribu-
tion from the next vortices-images forL.1 increasesUp by
;16% (L→`). Thus, if the pinning mechanism for th
transport critical current is taken to be the dominant fac
-
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then the results agree with the experiments,24 which show
that the critical currents realized in fine-grain HTSCs are
order of magnitude larger than in samples with coarse gra
The pinningUp is greater for smallert. Furthermore, the
pinning potential in our model is an order of magnitu
larger than the energy of an Abrikosov vortex at the gr
center (z050).10 This circumstance may be a direct indic
tion of the possible similarity of the structure of vortex la
tices in our model to that in a film under a parallel magne
field,25 where at fieldsH>Hc1(d) (d,l, where d is the
film thickness andl is the London penetration depth! the
vortices are arranged in a row at the center of the film. As
field increases further, the structure of the lattice transfor
to triangular.

Figure 4 shows the results of a numerical study of E
~20!—the dependence of the pinning energy on the redu
field Hy

app/Hc1(`) for L→` for values of the intergrain cou
pling parameters50.1 and 10 and also~in the inset! for
values of the anisotropy parameterh50.8, 1.0, and 1.8. As
is seen in the figure, in the limit of strong intergrain couplin
the value ofUp falls off more rapidly with increasing field
than in the weak-coupling limit. The inset shows the dep
dence ofUp on the anisotropy in the weak-coupling lim
s50.1. It is easy to see that the pinning potential decrea
with increasingh.

Thus the pinning potential is a function of many para
eters:Up5Up(H,t,s,h,L). The approach developed in th
paper can be used in a modified form in both stron
coupled (MgB2) and weakly-coupled~HTSC! materials and
also for studying the magnetic and transport properties
superconductors with a wide spectrum of grain sizes
anisotropy.

It should be noted that when the Lorentz force exer
on an Abrikosov vortex in an external magnetic field cau
the vortex to move, the magnetic properties of the superc
ductor become reversible. Therefore the line of irreversibi
on theH –T phase diagram can be obtained from analysis
the H –T dependence of the pinning energyUp .

FIG. 3. Dependence of the pinning potentialUp on the degree of smooth
nessL of the material fort50.01 ~1! and 0.2~2!.
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3.2. Critical current density

Unlike the case of bulk untextured ceramic superc
ductors the field dependence of the critical current den
Jc(Hy

app) in MgB2 is determined by pinning and not by cha
acteristic weak links. As in the case of HTSC materials,
pinning in MgB2 depends strongly on field, being insignifi
cant at low fields and forming a depinning line in fields ne
Hc2 . Using relation~20!, we find an expression forJc(Hy

app)
in the field region nearHc1 . The current exerts on an Abri
kosov vortex a force per unit length26

FL5J/c. ~21!

Assuming that the forceFL in the critical state is counterba
anced by the pinning force,Fp5FL , we obtain

Fp~H !5
F0

c
Jc~H !. ~22!

In this expression the pinning forceFp is determined by the
change of the pinning energy over distances of a scalejc (jc

is the change of the order parameter at the grain bounda!:
Fp5Up /jc . Thus the local critical current density is a fun
tion of the external fieldHy

app and the distance from the su
face: Jc(Hy

app, x0 ,L)5(c/F0jc)Up(Hy
app, x0 ,L). Averaging

the current over the conducting cross section, we obtain
expression for the intragrain critical current density:

Jc~Hy
app,L !5

c

F0labjc
E

0

lab
Up~Hg

app,x0 ,L !dx0 . ~23!

Figure 5 shows the results of calculations of the field dep
dence ofJc for a coupling parameters50.1, whenL→`
for various values ofh andt. It is seen in the main part o
the figure that in the limit of large grains (t510) the value
of Jc is possibly independent ofh, whereas in the small
grain limit (t50.1) the value ofJc falls off with decreasing

FIG. 4. Dependence of the pinning potentialUp on the applied field
Hy

app/Hc1(`) for s50.1 ~1! and 10~2!, when t'1. The inset shows the
variation ofUp for h50.8 ~s!, 1.0 ~—!, and 3.3~3! in the weak-coupling
limit s50.1.
-
ty

e

r

y

n

-

h. The inset shows the qualitative dependence ofJc(Hy
app)

for coupling parameterss50.1 and 10 and also for norma
ized grain sizest50.1 and 10. The solid and dashed lin
correspond to the limit of large and small grains, resp
tively. First off, one sees two extremal current states:s
50.1, t510 ~curve1!, ands510, t50.1 ~curve4!, which
correspond to the largest and smallest values ofJc for a
given h. In fields Hy

app'3.3Hc1 the current states withs
50.1 and 10 are practically indistinguishable in the limit
small ~curves3 and4! and large~curves1 and2! grain sizes.
Thus in fields approximately equal to 3.3Hc1 the value ofJc

depends mainly on the grain sizes and is practically indep
dent of the intergrain coupling strengths. In fields Hy

app

@3.3Hc1 , however, it can happen that the fine-grained str
tures have higherJc than the coarse-grained structur
~curves2 and3!. It is seen in the figure that the steepest dr
of Jc is characteristic for the fine-grained, strongly coupl
surfaces~curve4!.

It is shown in the inset that the calculated valueJc

;106 A/cm2. However, it follows from the experimental re
sults thatJc;105 A/cm2 at T;10 K. The discrepancy may
be due to the fact that the pinning potential at the gr
boundaries has a collective nature. This should lower
value ofJc . Thus the calculated value ofJc describes satis-
factorily the main features of the transport in polycrystalli
superconductors. This is a direct indication that the gr
boundaries are the factor governing the transport proper
The grain boundaries ‘‘anchor’’ the Abrikosov vortices, cr
ating pinning centers. The dependence on the anisotrop
substantial. Thus the technique of texturing may be use
optimize the technological process of making materials w
largeJc .

It should be noted that in considering the question of
intragrain critical current density we have assumed that th
is one pinning center for each grain. In other words, were
studying transport properties governed by the elemen

FIG. 5. Field dependence of the critical current densityJc for various values
of the anisotropy parameterh50.5, 1.0, and 2.0 fors50.1, t50.1 and 10,
and L51. The inset shows the field dependence ofJc for values of the
intergrain couplings50.1 and 10. The solid and dashed lines correspond
the cases of large grains (t510) and small grains (t50.1), respectively.



-
g

d-

rnal
or-

igh

s of

tan-
nd
at

le-

f
that
an
pa-

ysis

ng

es-
of
on.
the
ly

s
ma-

ons,
the

I.
-

*E-mail: apmath@dgma.donetsk.ua

1E. H. Brandt, Phys. Rev. B60, 11939~1999!.
2E. H. Brandt, Fiz. Nizk. Temp.27, 980 ~2001! @Low Temp. Phys.27, 723
~2001!#.

3L. Burlachkov, Phys. Rev. B47, 5830~1993!.
4I. L. Maksimov and A. E. Elistratov, Appl. Phys. Lett.72, 1650~1998!.
5I. L. Maksimov and G. M. Maksimova, JETP Lett.65, 423 ~1997!.
6S. Senoussi, J. Phys. III~France! 2, 1041~1992!.
7M. Konczykowski, L. I. Burlachkov, Y. Yeshurun, and F. Holtzberg, Phys.
Rev. B43, 13707~1991!; C. P. Bean and J. D. Livingston, Phys. Rev. Lett.
12, 14 ~1964!.

8A. V. Kuznetsov, D. V. Eremenko, and V. N. Trofimov, Phys. Rev. B59,
1507 ~1999!.

9E. Zeldov, A. I. Larkin, V. B. Geshkenbein, M. Konczykowski, D. Majer,
B. Khaykovich, V. M. Vinokur, and H. Shtrikman, Phys. Rev. Lett.73,
1428 ~1994!.

10L. V. Belevtsov, Fiz. Nizk. Temp.31, 155 ~2005! @Low Temp. Phys.31,
116 ~2005!#.

11P. M. Morse and H. Feshbach,Methods of Theoretical Physics, McGraw-
Hill, New York ~1953!, Izd-vo Inostr. Lit., Moscow~1960!, Chapter 10.

12J. Pearl, Appl. Phys. Lett.5, 65 ~1964!.
13P. G. de Gennes, Solid State Commun.3, 127 ~1965!.
14M. Pissas, E. Moraitakis, D. Stamopoulos, G. Papavassilio, V. Psycharis,

and S. Kountandos, cond-mat/0108153v1, Preprint 2001.
15L. G. Mamsurova, K. S. Pigal’ski�, A. V. Shlyakhtina, and L. G. Shcherba-

kova, Fiz. Nizk. Temp.18, 238 ~1992! @Sov. J. Low Temp. Phys.18, 164
~1992!#.

16Yu. M. Ivanchenko, L. V. Belevtsov, Yu. A. Genenko, and Yu. V.
Medvedev, Physica C193, 291 ~1992!.

17A. M. Campbell and J. E. Evetts,Critical Currents in Superconductors,
Taylor and Francis, London~1972!, Mir, Moscow ~1975!.

18P. Singha Deo, V. A. Schweigert, and F. M. Peeters, Phys. Rev. B59, 6039
~1999!.

19P. Singha Deo, F. M. Peeters, and V. A. Schweigert, Superlattices Micro-
struct.25, 1195~1995!.

20P. G. de Gennes,Superconductivity of Metals and Alloys~Benjamin, New
York, 1966!, Mir, Moscow ~1968!.

21W. H. Kleiner, L. M. Roth, and S. H. Autler, Phys. Rev. A133, 1226
~1964!.

22B. A. Glowacki, M. Majoros, M. Vickers, J. E. Evetts, Y. Shi, and
I. McDougall, Semicond. Sci. Technol.14, 193 ~2001!.

23J. R. Clem, inProceeding of 13th Conference on Low Temperature Phys-
ics (LT13), K. D. Timmerhaus, W. J. O’Sullian, and E. F. Hammel~eds.!,
Plenum, New York~1974!, Vol. 3, p. 102.

24A. S. Krasil’nikova, L. G. Mamsurova, N. G. Trusevich, A. V. Shlyakh-
tina, and L. G. Shcherbakova, Fiz. Nizk. Temp.18, 302 ~1992! @Low
Temp. Phys.18, 208 ~1992!#.

25S. H. Brongersma, E. Verwej, N. J. Koeman, D. G. de Groot, and
R. Griessen, Phys. Rev. Lett.71, 2319~1993!.

26V. V. Shmidt and G. S. Mkrtchyan, Usp. Fiz. Nauk112, 459 ~1974! @Sov.
Phys. Usp.17, 170 ~1974!#.

27N.-C. Yeh, Phys. Rev. B40, 4566~1989!.
28E. H. Brandt and U. Essmann, Phys. Status Solidi B144, 13 ~1987!.

Translated by Steve Torstveit

377Low Temp. Phys. 31 (5), May 2005 L. V. Belevtsov
vortex pinning forceFp
i . In real materials, however, the pin

ning potentialUp is a sum of the energies of the pinnin
centers:Up5( iUp

i ~or the vortex density at the grain boun

aries,np),27 i.e., Up}np}Hy
app. Taking into account thatJc

}Up}np , one can conclude that as soon as the exte
magnetic field increases, so do the number of Abrikosov v
tices and, hence, the density of pinning centers.28 Thus with
increasing field the value ofJc is determined by the pinning
on the set of defects, which can support large currents to h
fields. In the case of fieldsHc1!H!Hc2 every vortex line is
coupled with a vortex lattice, which should increaseUp .
Therefore the dependence ofUp on H and, hence,Jc(H) are
weakened, as is is seen from the experimental result
transport measurements.

4. CONCLUSIONS

The results obtained show that the grains play a subs
tial, even dominant role in the formation of the magnetic a
transport properties in polycrystalline superconductors
magnetic fieldsH close toHc1 . Apparently the role of the
boundaries will be significant in both ceramic and sing
crystal HTSCs. The normalized grain sizet, the intergrain
coupling strengths, the anisotropyh, and the degree o
smoothness of the material all shape the potential barrier
impedes both the entry and exit of a vortex line and c
enhance or weaken the Bean–Livingston barrier. These
rameters should be taken into account in a realistic anal
of the questions of the first vortex entry fieldHp , the lower
critical field Hc1 , hysteresis effects, and also the pinni
potential and the intragrain critical current densityJc . The
results of this study can be applied for analysis of the qu
tion of stability of the vortex lattice and also in the study
the Berezinskii–Kosterlitz–Thouless vortex phase transiti
The proposed model can account for the difference in
transport behavior of different samples with a weak
coupled Josephson structure~HTSCs! and strongly coupled
materials (MgB2, LiBC! with different degrees of grainines
and anisotropy. The degree of surface smoothness of the
terials also has an important bearing on these questi
since our results directly imply such a dependence of
critical parameters in the case of fine-grained samples.

The author expresses his deep gratitude to A.
D’yachenko, Yu. V. Medvedev, and A. A. Abramov for help
ful discussions of the results of this study.
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Superconductivity in nonadiabatic systems with an ‘‘extended’’ singularity in the
electron energy spectrum
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An equation for determining the superconducting transition temperatureTc is obtained in the
linear approximation in the nonadiabaticity for a system with a square-root singularity
in the electron density of states. The vertex function is calculated and analytical expressions are
obtained forTc in the limiting casesTc!m1 andm150 (m1 is the singular point! and
also an expression for the coefficient of the isotope effect. It is shown that the contribution of
nonadiabatic effects toTc is significant and decreases on approach to the singular point
m150, and the smallness of the isotope effect is due to the presence of such a singularity in the
electron energy spectrum and the nonadiabaticity of the system. ©2005 American Institute
of Physics. @DOI: 10.1063/1.1925348#
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1. INTRODUCTION

Materials with high-temperature superconducting pro
erties ~oxide ceramics, fullerenes, organic compounds! are
very complex systems. They have a rich set of properties,
consistent consideration and understanding of which
help reveal the answer to the central question of the me
nism of high-temperature superconductivity. Many propert
inherent to these materials have now been discovered
particular, the singularity in the electron energy spectr
that promotes the elevation of the superconducting transi
temperatureTc .

Experimental studies1 of the electronic structure o
YBa2Cu3O6.9 and YBa2Cu4O8 reveal the presence of an ‘‘ex
tended’’ saddle-point singularity in the band corresponding
the CuO2 plane. A simple model for the formation of thi
singular point was proposed in Ref. 1. Under certain con
tions imposed on the parameters of the theory, one can ob
a one-dimensional electron density of states, which diver
as the square-root of the energy:

N~«!5N0A E

«2«0
, ~1!

whereE is a quantity of the order of the electron energy, a
«0 is the singular point. The presence of an ‘‘extended’’ s
gularity makes it possible to reach highTc independently of
the mechanism of superconductivity~phonon or nonphonon!.
Abrikosov1,2 constructed a theory based on the BCS-Mig
model, which is applicable for describing superconductiv
in metals. For them«F@v0 («F is the Fermi energy andv0

is a characteristic phonon frequency!. However, the yttrium
compounds in which the above singularity is observed
nonadiabatic systems. This inequality does not hold in th
but instead«F;v0 . In this case the Migdal theorem3 is vio-
lated and it is necessary to construct a theory of superc
ductivity for systems with an ‘‘extended’’ singularity, goin
beyond the framework of the Migdal theorem and taking in
account additional many-particle processes. The techn
3781063-777X/2005/31(5)/6/$26.00
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for taking such processes into account, proposed, e.g
Refs. 4 and 5, has since been used by us to study the
modynamic properties of nonadiabatic superconductors w
a variable density of charge carriers in clean6,7 and dirty8,9

systems. The studies reported in those papers showed
effects due to nonadiabaticity of the system and to stro
electron correlations promote the formation of supercond
tivity at high temperatures. In systems with a magnetic i
purity they delay the decline ofTc with increasing impurity
concentration and increase the region of the gapless state
the coexistence region of superconductivity and ferrom
netism. They have a substantial influence on the crosso
from the scenario of BCS superconductivity to Bose cond
sation of local pairs~the Schaffroth scenario! in the region of
low charge carrier densities.6

The goal of the present study is to construct a theory
superconductivity for systems with inherent nonadiabatic
(«F;v0 or «!v0) which have an ‘‘extended’’ singularity in
the energy spectrum, i.e., a one-dimensional electron den
of states~1!. Such properties are possessed, in particular,
the yttrium ceramics mentioned above.

This paper is arranged as follows. In Sec. 2 we give
basic definitions, write expressions for the mass opera
and Green’s functions~normal and anomalous! in the ap-
proximation linear in the nonadiabaticity, and calculate t
vertex function. In Sec. 3 we obtain an equation for det
mining the superconducting transition temperature in
weak-coupling approximation (Tc!v0) and find analytical
solutions in two limiting cases. In Sec. 4 we give an expr
sion for the coefficient of the isotope effect,a. In the last
Section we present numerical solutions of the equation
terminingTc at all possible values of the parameterm1 /v0 .
The coefficienta is also calculated, and the results obtain
are analyzed.

2. BASIC OPERATIONS. VERTEX FUNCTIONS

We start from a Hamiltonian describing an electro
phonon system and use perturbation theory10 to determine
© 2005 American Institute of Physics
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the Matsubara Green’s functions~normal and anomalous!.
The perturbation series for the self-energy operators~diago-
nal SN(pV) and nondiagonalSS(pV)) takes into accoun
the diagrams in all orders of perturbation theory in t
electron-phonon interaction, as is done in the case of a
batic systems, and additional diagrams containing vertex
rections and corresponding to the crossing of two electr
phonon interaction lines. A justification for thi
approximation is given in Refs. 4 and 5~see also Refs. 6 an
7!. Thus we obtain for the mass operatorsSN andSS

SN~pV!5
1

bV (
p1V1

VN~pp1!G~p1V1!, ~2!

SS~pV!5
1

bV (
p1V1

VS~pp1!F~p1V1!, ~3!

where

VN~pp1!52g2D~V2V1!@11l0PV~pp1VV1!#, ~4!

VS~pp1!52g2D~V2V1!@112l0PV~pp1VV1!

1l0PC~pp1VV1!#. ~5!

Here D(V2V1) corresponds to the phonon Green’s fun
tion

D~v!52
v0

2

v21v0
2 , ~6!

g2 is the electron-phonon interaction constant,l05N0g2,
andPV andPC are the vertex and crossing functions, resp
tively:

PV~pp1VV1!52
g2

bV (
p2V2

D~V2V2!G~p2V2!

3G~p11p22p, V11V22V!,

PC~pp1VV1!52
g2

bV (
p2V2

D~V2V2!G~p2V2!

3G~p22p2p1 , V22V2V1!. ~7!

We shall henceforth consider a temperature region c
to the critical temperatureTc . In this case for the functions
G andF we can limit consideration to the expressions

G~pV!5
1

ZiV2 «̃p
, F~pV!5

SS~V!

Z2V22 «̃p
2 , ~8!

where

Z512 lim
V→0

1

V
Im SN~V!; «̃p5«p1ReSN~0!; ~9!

SN~V!5SN~pFV!; SS~0!5SS~pF0!.

We note that expressions~2! and~3! contain the total Green’s
functions with the electron-phonon interaction taken into
count in all orders of perturbation theory. The approximat
consists in taking into account only the approximation line
in the nonadiabaticity, which corresponds to keeping d
grams with an intersection of two electron-phonon inter
tion lines~the presence of the vertex functionPV and cross-
ing function PC in Eqs. ~4! and ~5!!. This allows one in
a-
r-
-

-

-

e

-
n
r
-
-

calculating functionsPV andPC to use the Green’s function
~8!, setting in it Z51 and «̃p5«p . As in the previous
papers,6–9 here we perform the summation overV2 in ex-
pressions ~7! in the weak-coupling approximation (Tc

!v0), which is equivalent to integration over frequency
T50. We then pass from a summation overp2 to integration
over energy in accordance with the presence of an ‘‘
tended’’ singularity in the system1

1

V (
p2

¯→E
0

W

N~jp2
!djp2

5E
2m1

W2m1
N~«p2

1m!d«p2
.

~10!

Here the electron density of statesN(«) is given by relation
~1!. We use the method of direct evaluation, analogous to
calculations done in Refs. 3–6. Because of the o
dimensional dispersion relation for the energy of the el
trons and their ‘‘forward’’ scattering, we havep→px;p1x

;p2x5pF , which makes it possible to replace«p22p1p1
and

«p22p2p1
by «p2

. This substitution simplifies the calculatio
substantially in comparison with three-dimensional and tw
dimensional systems,6–9 since in this case there is no inte
gration over angle variables.

We obtain

RePV~0V1!5RePC~0V1!5
v0AE

2V1
@w11w2#, ~11!

where

w15
A1

A1
2 1B1

2 Farctan
B1

A12Am1

2arctan
B1

Am11A1
G

2
B1

A1
2 1B1

2

1

2
ln

~A12Am1!21B1
2

~A11Am1!21B1
2

,

w25
B2

A2
2 1B2

2 F1

2
ln

~W1/21A2!21B2
2

~W1/22A2!21B2
2

2
1

2
ln

~Am11A2!21B2
2

~Am12A2!21B2
2 G2

A2

A2
2 1B2

2

3Farctan
B2

W1/22A2
1arctan

B2

W1/21A2

2arctan
B2

Am11A2

1arctan
B2

A22Am1

2pQ~A22Am1!G . ~12!

The quantitiesA6 andB6 are given by the expressions

A65
1

&
@A~m16v0!21V1

21~m16v0!#1/2,

B65
sgnV1

&
@A~v06m1!21V1

22~m16v0!#1/2. ~13!

It is easy to see on the basis of formulas~11!–~31! that the
relation RePV(0V1)5RePV(02V1). Here we have not given
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the expression for ImPV(0V1). We note, however, tha
Im PV(0V1)52Im PV(02V1). This circumstance allows u
to avoid considering this expression below, since it does
contribute to the self-energy equations~2!, ~3!. We substitute
definitions ~4!, ~6!, and ~8! into Eq. ~2! and perform the
summation overV1 in the standard way, replacing it by in
tegration atT50. We then go over to integration over th
energy«p1

, using the two-dimensional electron density
states~1!.

As a result of these calculations we obtain

lim
V→0

1

V
Im;SN~V!52

v0AElz
0

2

H 2
AW

~m12v0!~W2m11v0!

1
Am1

v0
S 1

m11v0
1

1

m12v0
D

2
1

2~m11v0!3/2 ln
Am11v02Am1

Am11v01Am1

2
1

2

1

~m12v0!3/2F ln
AW2Am12v0

AW1Am12v0

2 ln
Am12Am12v0

Am11Am12v0
GQ~m12v0!

1
1

~v02m1!3/2FarctanA W

v02m1

2arctanA m1

v02m1
GQ~v02m1!J , ~14!

ReSN~0!52
lz

0v0AE

2 H 1

Am12v0
F ln

AW2Am12v0

AW1Am12v0

2 ln
Am12Am12v0

Am11Am12v0
GQ~m12v0!

1
2

Av02m1
FarctanA W

v02m1

2arctanA m1

v02m1
GQ~v02m1!

1
1

Am11v0

ln
Am11v02Am1

Am11v01Am1
J , ~15!

where

lz
05l0@11l0PV~0v0!#, ~16!

andQ(x)51 for x.0 and 0 forx,0.

3. SUPERCONDUCTING TRANSITION TEMPERATURE

We start from the expression for the mass operatorSS

~3!, substitute definitions~4! and ~8! into that formula, and
take the expressionPV out from under the summation ove
ot

V1 at the pointsV50, V15v0 ~Refs. 4 and 5!. We then use
the approximation that is used in the theory of supercond
tivity with electron-phonon interaction:11,12

v0
2

~V2V1!21v0
2 →

v0
2

V21v0
2

v0
2

V1
21v0

2 . ~17!

These operation lead to the expression

SS~V!5lD
0

v0
2

V21v0
2

1

bV (
p1V1

v0
2

V1
21v0

2

SS~V1!

«̃p1

2 1V1
21V1

2Z2 ,

~18!

where

lD
0 5l0@113l0PV~0v0!#. ~19!

We write Eq.~18! in the form

SS~V!5lD
0

v0
2

V21v0
2 A. ~20!

Substituting~17! and ~20! into ~18! and using formula~1!,
we obtain equations for determining the superconduct
transition temperature in a nonadiabatic system with an ‘‘
tended’’ singularity in the energy spectrum:

15lD
0 E

2m1

W2m1
d«p1

AE

A«p1
1m1

1

b (
V1

v0
2

~V1
21v0

2!

3F12
V1

2

V1
21v0

2G 1

«̃p1

2 1Z2V1
2 . ~21!

We do the summation overV1 in ~21! in the standard
way. Changing from the sum to an integral, we obtain
expression

Z

lD
0 5

v0

2 E
2m1

W̄2m̄1
AEd«̄p1

AZ«̄p1
1m̃1

3F 2

v0tanh
bc«̄p1

2

«̄p1

11G 1

«̄p1

2 2v0
2

2
v0

4 E
2m1

W̄2m̄1
AEd«̄p1

AZ«̄p1
1m̃1

1

~v01u«̄p1
u!2 , ~22!

where«̄p1
5«p1

/Z, W̄5W/Z, andm̄15m̃1 /Z.
We setTc50 in all terms in~22! except the one contain

ing the logarithmic singularity with respect to that quanti
Such an approximation is valid in the weak-coupling a
proximation (Tc!v0). After doing the integration over en
ergy in the terms not containingTc , we bring Eq.~22! to the
form

Z

lD
0 Am1

E
5

Am1

2 E
2m1

W̄2m̄1«̄p1

d«̄p1
tanh

bc«̄p1

2

AZ«̄p1
1m̃1

2F~v0m̃1W!, ~23!
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F~v0m1W!51
1

4
F m̃1

m̃11Zv0

1
m̃1

m̃12Zv0
G

2
v0AWm̃1

4~v01W̄2m̃1!~m̃12Zv0!

1
1

2
F11

Zv0

4~m̃11Zv0!
G

3I 11
1

2
F12

Zv0

4~m̃12Zv0!
G I 2 , ~24!

I 152
Am̃1

Am̃11Zv0

ln
2Am̃11Am̃11Zv0

Am̃11Zv01Am̃1

,

I 252
Am̃1

Am̃12Zv0
F ln

AW2Am̃12Zv0

AW1Am̃12Zv0

2 ln
Am̃12Am̃12Zv0

Am̃11Am̃12Zv0
GQ~m̃12Zv0!

1
2Am̃1

AZv02m̃1
FarctanA W

Zv02m̃1

2arctan
Am̃1

AZv02m̃1
GQ~Zv02m̃1!. ~25!

An analytical expression forTc can be obtained from
~23! in two limiting cases, namely,W̄, m̄1@Tc , and at the
singular pointm150.

After separating out the logarithmic singularity with r
spect toTc in ~23! for W, m1@Tc , we obtain

Tc5
8m̄1g

p FAW2Am̃1

AW1Am̃1
G 1/2

3expH 2Z/lD
0Am̃1

E
2F~v0m̃1W!J . ~26!

At the pointm150 we obtain from~23!

Tc5
A2

2Z0
F Z0

lD0

0 AE
1

1

AW
1

AW

4~Z0v01W!

1
5

4

1

Av0Z0

arctanA W

Z0v0
G22

, ~27!

where

A5E
0

` dx

Ax cosh2 x
51.906; Z05Zum150 ;

lD0

0 5lD
0 um150 .

In the limit W→`, PV50, v0→` we obtain from~26! and
~27! the following expressions atTc!m1 andm150:
Tc0
5

8m1g

p
exp~21/l0Am1 /E!, ~28!

Tc0

0 5
A2

2
l0

2E. ~29!

These formulas correspond to the case of an adiabatic sy
with an ‘‘extended’’ singularity in the energy spectrum with
out allowance for retardation and corresponds to the res
of Ref. 1.

From a comparison of Eq.~26! with ~28! and Eq.~27!
with ~29! it can be concluded that in a nonadiabatic syste
as in an adiabatic one,Tc increases with decreasing chemic
potential ~as it approaches the singular point«0). A renor-
malization of the parameters of the theory takes place
account of effects of nonadiabaticity, and an additional te
F(v0m̃1W), also appears in the exponent on the right-ha
side of ~26! on account of retardation.

4. ISOTOPE EFFECT

The coefficient of the isotope effect is determined by t
relation

a52] ln Tc /] ln M , ~30!

whereM is the mean ionic mass. In ordinary supercondu
ors with an electron-phonon mechanism of superconducti
one hasa51/2.

The presence of van Hove singularities in the elect
density of states leads to a significant increase of
coefficient.2,12 This decrease is explained by the replacem
of the Debye frequency, which cuts off the electron-phon
interaction, by a certain electron energy that is independ
of the mass of the ion. Furthermore, the coefficienta falls off
with increasing Migdal parameter (m5v0 /«F) and can
reach small values5–7 in nonadiabatic systems.

In this Section we determine the joint influence of t
extended singularity in the electron density of states and
nonadiabaticity effects on the isotopic coefficienta. We con-
sider the casem1@Tc starting from the expression for th
superconducting transition temperature~26!. For simplicity
we set W→`, m̄1'm1 and introduce the variablex
5v0 /m1 . We obtain

a~x!5
1

2

] ln Tc

] ln x
5

1

2
x

] ln Tc

]x
, ~31!

where

] ln Tc

]x
52F 1

Z
1Am1

E

1

lD
0 G ]Z

]x
1Am1

E

Z

lD
0 2

]lD
0

]x

2
]

]x
F~v0m1`!, ~32!

Z511lz
0f z ,

]Z

]x
5l0

2f z

]PV

]x
1lz

0 ] f z

]x
,

]lD
0

]x
53l0

2 ]PV

]x
, ~33!
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f z5 f z
~1!1 f z

~2! ,

f z
~1!5

1

2
A E

m1
H 1

11x
1

1

12x

2
x

2~x11!3/2 ln
A11x21

A11x11
J ,

f z
~2!5

1

2
A E

m1

x

2~12x!3/2 ln
12A12x

11A12x
Q~12x!

1
1

2
A E

m1

x

2~x21!3/2

3Fp

2
2arctanA 1

x21 GQ~x21!. ~34!

The quantitieslz
0 , lD

0 , PV , and F are given by formulas
~16!, ~19!, ~11!, and~24!, respectively.

5. ANALYSIS OF THE RESULTS

The presence of a square-root singularity in the elect
density of states~1! due to the two-dimensional dispersio
relation for the electron energy plays a dual role in the f
mation of superconductivity in nonadiabatic systems at h
temperatures. First, this singularity in itself leads to a highTc

near the singular pointm150. Second, because of the tw
dimensional motion of the electrons and their ‘‘forward
scattering the momentum transfer in the electron-phonon
teraction is small. This circumstance leads to a large posi
value of the vertex function and hence a significant incre
of the electron-phonon interaction constant and superc
ducting transition temperatureTc .

Figure 1 shows the vertex functionPV ~11! versus the
ratio m1 /v0 for different values of the ratio ofE to v0 . As
is seen from the figure, near the pointm150 the functionPV

reaches a maximum, making for an increase of the par
eterslz ~16! andlD ~19!.

The solution of Eq.~23! for the superconducting trans
tion temperatureTc is plotted as a function ofm1 /v0 in Fig.

FIG. 1. Dependence of the vertex functionPV on the ratiom1 /v0 at values
of E/v053 ~1! and 10~2!.
n

-
h

n-
e
e
n-

-

2. The analytical formulas~26! and ~27! were also used in
the calculations. The maximum value ofTc both in the case
of a nonadiabatic system~curves 1 and 2! and adiabatic
~curves18 and28) is reached atm1'v0 and not at the point
m150, as is stated in Ref. 1. The cause of such behavio
easily seen from Eq.~22!. In particular, atW→` the value
of the lower limit of integration on the right-hand side of th
equation decreases with decreasingm1 , while the integrand
increases. The competition between these two factors le
to a shift of the maximum ofTc to the right in relation to the
singular pointm150.

In our opinion, in a nonadiabatic system the electr
energyE cannot be significantly larger than the phonon e
ergy v0 , as happens in ordinary superconductors, a
hence, values ofTc;100 K and higher can be achieved
small values ofl0 if both effects are taken into account: th
presence of a singular point in momentum space, wh
leads to a square-root singularity in the electron density
states, and the nonadiabaticity effects, which violate
Migdal theorem (PV.0).

The contribution of nonadiabaticity to the value ofTc

depends largely on the parameters of the theory and is
stantial at all values of the ratiom1 /v0 , increasing with
distance from the singular pointm150. As is seen in Fig. 1,
in the nonadiabatic systems under consideration it is eas
reach values ofTc characteristic of materials with high
temperature superconductivity. We note that the solutions
have obtained are underestimated because of the facto
tion of the phonon Green’s function~see approximation
~17!!. In systems with a constant electron density of sta
the value ofTc is lowered on account of the use of approx
mation ~17! by a factor of e0

21/2 ~where e0 is the base of
natural logarithms!.4,6,14 In our case for a system with
square-root singularity in the electron density of states
corresponding factor is on average equal to 0.45.

Figure 3 shows the dependence of the isotope-effect
efficient a on the ratiov0 /m1 obtained on the basis of th
above formulas~31!–~34!. One observes a substantial d
crease of the isotope effect as the singular pointm150 is
approached~in adiabatic systems, curves18 and 28). The

FIG. 2. Dependence of the critical temperatureTc on the parameterm1 /v0 :
E/v053, l050.5 ~1! and (18); E/v0510, l050.3 ~2! and (28). The solid
curves correspond to a nonadiabatic and the dotted curves to an adia
system.
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Translated by Steve Torstveit
qualitative picture in this case agrees with the result of R
1. Together with this an additional decrease arises due to
effect of nonadiabaticity~curves1 and2!.

Thus it can be assumed that the smallness of the isot
effect coefficient in yttrium ceramics may be interpreted a
combined effect of the presence of an ‘‘extended’’ singular
in the electron energy spectrum and the nonadiabaticity
these systems.

The author is sincerely grateful to V. Ursu for assistan
in the numerical calculations and to S. A. Palistrant for
layout of this paper.
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An x-ray diffraction study and measurements of the EPR spectrum of a copper orotate single
crystal @Cu(C5H3N2O4)(H2O)2# are carried out. At room temperature a one-center EPR
spectrum of orthorhombic symmetry is observed. The extremal values of theg factors are
determined. Low-temperature broadening of the resonance lines is observed. It is
assumed that it is due to the formation of short-range antiferromagnetic order, which arises when
the temperature approaches the Ne´el point TN53.2 K. © 2005 American Institute of
Physics. @DOI: 10.1063/1.1925349#
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1. INTRODUCTION

Orotic acid is a precursor of the pyrimidine bases
nucleic acids in their biosynthesis. Bioconversion reactio
of orotic acid occur in the presence of enzymes. Their a
vation and normal functioning require metal ions. For th
reason a number of papers devoted to the interaction of m
ions with orotic acid and its derivatives have appeared
recent years.1,2 Attention has been devoted mainly to the i
terrelation between the chemistry of the metal ions and t
role in the life of organisms.

Copper orotate dihydrate@Cu(C5H3N2O4)(H2O)2# be-
longs to the family of metalorganic substances which
accepted in medicine as compounds having enzymatic p
erties. To elucidate the general regularities of enzymatic
actions it is necessary to establish the equilibrium structu
of the given metalorganic complexes. Here the most in
mative studies are of the EPR spectra of Cu21 ions in these
metalorganic compounds.

In this paper we report x-ray diffraction studies of
copper orotate dihydrate crystal and measurements of
angular and temperature dependences of the EPR spec
Cu21 ions in this crystal. In view of the weak coupling be
tween the molecules of the complexes in the crystalline st
it can be assumed that the coordination of the Cu21 ions in
orotate crystals and in biological solution are only sligh
different.3 Therefore the spectra of the Cu21 ions in a crystal
and in a biological solution can be assumed similar.

The method of growth of the single-crystal samples o
complex of Cu21 with orotic acid differs from the method
used in Refs. 1 and 2. In those studies@Cu(Oro)(H2O)2# and
@Cu(Oro)2(H2O)3# complexes were obtained either via m
3841063-777X/2005/31(5)/5/$26.00
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thyl orotate~orotic acid methyl ester! or by boiling down a
mixture of aqueous solutions of CuCl2 and potassium orotate
at room temperature. In our case the initial mixture of CuC2

solutions and potassium orotate were filtered off from a p
cipitate at room temperature and held atT55 °C for a week.
The crystals obtained were quite perfect in shape, blue-gr
in color, and were in the form of elongated slabs with be
eling of the opposite sides.

To refine the type of complex and the parameters of
local environment of Cu21 we did an x-ray study of the
crystals obtained.

2. X-RAY ANALYSIS OF COPPER OROTATE

An X-ray study of copper orotate~empirical formula
C5H6N2O6Cu, molecular weight 253.66 a.u.! was done at
room temperature on a Siemens P3/PC automatic diffra
meter (MoKa radiation, wavelength 0.71073 Å, graphi
monochromator, 2u/u scanning, 2umax560°). The unit cell
parameters were a59.503(3) Å, b56.915(2) Å, c
511.851(3) Å, b595.22(2)°, V5775.5(3) Å3, space
group P21 /n, four formula units per unit cell, calculate
density of the crystal 2.824 mm21, and linear coefficient of
absorption for MoKa 2.824 mm21.

The structure was solved by a direct method and refi
with the SHELX97 software package.4 The structure was
refined according to the squares of the structure amplitu
F2 by a full matrix least-squares method in the anisotro
approximation for the nonhydrogen and in the isotropic a
proximation for the hydrogen atoms. Absorption was tak
into account empirically by the method of Ref. 5. The fin
divergence factors arewR250.074 for 2194 reflections and
© 2005 American Institute of Physics
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R150.028 for 1897 reflections having absolute intens
greater than twice the error of its determination,4 and the
goodness of the least-squares fitS51.049. The coordinate
of the atoms are listed in Table I, and the bond lengths
valence angles are presented in Tables II and III. The m
lecular structure of copper orotate and the structure with
spect to the axesa, b, c are presented in Figs. 1 and
respectively.

Thus the structural parameters of our crystals agr
with the parameters of copper orotate used in Ref. 6.

The copper orotate crystal has polymer chains alon
twofold translation axis~the~010! crystallographic direction!
on account of the additional coordination of the copper ato
These chains are coupled to each other by stacking inte
tions between the pyrimidine cycles of the molecules@the
symmetry operation (12x, 12y, 22z)]. Because of these
interactions the ligands form centrosymmetric dimers;
N~2! atom is located almost directly below the C~2! atom,
and the planes of the aromatic cycles lie parallel to e
other a distance 3.26 Å apart. In the crystal the polym
chains are also connected by a three-dimensional netwo
intermolecular hydrogen bonds: N~1!–H~1N!...O~4! (0.5
1x,1.52y, 0.51z) ~H...O 1.91 Å, N–H...O 172°), O~5!–
H~5OA!...O~3! (20.51x, 1.52y, 0.51z) ~H...O 2.15 Å,
O–H...O 158°), O~6!–H~6OA!...O~2! (211x,y,z) ~H...O
1.88 Å, O–H...O 170°), and O~6!–H~6OB!...O~1! (20.5
1x, 1.52y,20.51z) ~H...O 1.88 Å, O–H...O 170°). Thus

TABLE I. Relative coordinates (3104) and the equivalent isotropic therma
parametersU(eq) (Å2

•103) of the nonhydrogen atoms, and the coordina
(3103) and isotropic thermal parametersU(eq) (Å2

•103) of the hydrogen
atoms in the copper orotate structure.
d
o-
-

d

a

.
c-

e

h
r
of

according to the x-ray diffraction data the local environme
of the copper ion consists of five ligand atoms: an oxygen
the carboxyl group of the pyrimidine ring, the oxygen atom
of two molecules of the water of crystallization, the nitrog
atom N~2! of the pyrimidine heterocycle, and an oxyge
atom of the carboxyl group of the adjacent pyrimidine rin

3. EPR SPECTRUM OF COPPER OROTATE

The EPR spectra were investigated at room tempera
on a JEOL type YES-ME-3x spectrometer (l53.2 cm). The
EPR spectra at low temperatures were obtained in the t
perature interval 2–50 K with the use of a millimeter-wa
spectrometer (l54 mm). The external magnetic field wa
produced by a superconducting solenoid. The measurem
error did not exceed 1023 of the nominal value, and the
uncertainty in temperature was not more than 0.1 K on
segment 2–5 K and not over 0.5 K forT.5 K.

Because at room temperature the copper orotate cry
belongs to the monoclinic class with space groupC2h

2

5P21
/n and contains four molecules per unit cell, so th

the unit cell and primitive cell coincide, the local symmet
C1 of the Cu21 ions7 results in the formation of two
inversion-related pairs of copper ions in the unit cell. Th
last circumstance makes for the formation of two magn
cally inequivalent copper-ion EPR centers in the unit ce
with a symmetric rotation of the principal axes of the spe
troscopic splitting (g) tensors with respect to theC2 axis
~the b axis! of the crystal.

However, one center is observed in the EPR spectr
This is apparently due to the smallness of the angle of ro
tion of the local axes of the two centers with respect to
C2 axis of the crystal, so that at the rather significant wid
of the resonance line (;50 Oe at room temperature! the

TABLE II. Bond lengths~Å! in the copper orotate structure.

Note:* The coordinates of the atom were obtained with the use of the s
metry operation (2x10.5, y10.5, 2z11.5).



TABLE III. Valence angles~degrees! in the copper orotate structure.
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Note:* The coordinates of the atom were obtained by applying the symmetry operation (2x10.5, y10.5, 2z11.5).
** The coordinates of the atom were obtained by applying the symmetry operation (2x10.5, y20.5, 2z11.5).

-ra
ge een
components of these centers could not be resolved in
angular dependence.

Thus a one-center spectrum of orthorhombic symme
is observed in this compound; it is described by an effec
Hamiltonian

Ĥ5gmBHŜ, ~1!

wheremB is the Bohr magneton andH is the magnetic field.
It is known8,9 that for a spin value of the Cu21 ion S

51/2 ~i.e., the absence of fine structure of the spectrum! the
EPR spectrum should be described by Hamiltonian~1! in the
case of a crystal-field symmetry not higher than orthorho
bic. The difference between an orthorhombic spectrum an
monoclinic or triclinic one will consist in the orientation o
the principal axes of theg-factor tensor—in the orthorhom
bic case these axes should coincide with thea, b, and c
directions of the lattice, while in the monoclinic case on
one of the axes coincides, and in the triclinic case none

FIG. 1. Molecular structure of copper orotate according to the data of x
structural analysis. The ellipsoids of thermal vibrations of the nonhydro
atoms are shown at the 50% probability level of their localization.
he

y
e
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them does. In the case of copper orotate the monoclinic a
is very close top/2 and therefore the differences in the d
rections of the axes are also expected to be small.

For an orthorhombic Hamiltonian the angular depe
dence of the effectiveg factor should be described by th
expression

g25gz
2 cos2 u1gx

2 sin2 u cos2 w1gy
2 sin2 u sin2 w, ~2!

whereu is the angle between the external field and the mo
clinic axis C2 , andw lies in the basal plane~the b axis!.

y
n
FIG. 2. Structure of copper orotate with respect to the axesa, b, c. The
dotted lines indicate hydrogen bonds also the stacking interactions betw
pyrimidine rings.
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Figure 3 shows the angular dependences of the E
spectra in theab ~a! andac ~b! planes at room temperature
The extremal values of theg factor are: gz52.32,
gx52.14, andgy52.09.

The relationship found among the parameters of the
fective g factor correspond to a rhombically distorted oc
hedral environment of the divalent copper ion. It is know8

that in the case of an ‘‘elongated’’ octahedron the orb
ground state of this ion is the Kramers doubletux22y2&,
characterized by angular distribution of the electron den
in the equatorial plane with maxima in the directions of t
ligand atoms. For this state the components of the effectivg
factor are expressed as

gi5228l/D, g'5222l/D, ~3!

wheregi5gz , g'5(gx
2 cos2 w1gy

2 sin2 w)1/2, l is the param-
eter of the spin-orbit interaction~for a free ion
l52830 cm21), and D is the parameter describing th
splitting of the term by the cubic component of the crys
field. A typical value of the ratiol/D520.05,8 and so the
inequalitygi.g' should hold, with (gi22)/(g'22)'4.

We see that the ratio of the components of theg factor
corresponds to conditions in which the local octahedron
elongated in the direction of theb axis. The five-coordinated
local environment of the Cu21 ion in our case correspond
precisely to the extremal axial distortion of the octahedro

With decreasing temperature the extremal directions
values of the effectiveg factor components are preserve
attesting to the absence of structural phase transitions in

FIG. 3. Angular dependence of the EPR spectra in theab ~a! and ac ~b!
planes at room temperature (n59.4 GHz).
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system. At the same time, the resonance line is noticea
broadened atT,24 K. This broadening may be due to crit
cal fluctuations in the region of short-range magnetic or
preceding the pointTN of the transition to the antiferromag
netically ordered state. On this temperature interval the li
width can be written in the form10

DH;~T2TN!2n. ~4!

The optimal description of the critical broadening pr
cess shown in Fig. 4 is obtained forn50.44, which is a
typical value of the exponent for a three-dimensional m
netic system. The three-dimensional magnetic ordering
tests to the absence of pronounced chains or plane
exchange-coupled copper ions in this crystal structure. A
scription of the experimentally obtained low-temperatu
broadening~Fig. 4! in accordance with Eq.~4! for all tem-
peratures in the regionT,24 K yielded a valueTN53.2
60.5 K. A processing of the experimental results by t
least-squares method was carried out for the whole rang
critical broadening. The temperature 3.2 K corresponds
the minimum of the total rms deviation, and the error
determination ofTN is given for a 10% deviation of tha
quantity.

4. CONCLUSIONS

These studies have established the following.
The orbital ground state of the Cu21 ion in copper oro-

tate is ux22y2&. This state corresponds to the case of
elongated octahedron. The five-coordinated configuration
ligands in this compound can be regarded as a variant o
extremely elongated octahedron. Copper orotate is a th
dimensional low-temperature antiferromagnet with a N´el
temperatureTN53.260.5 K.
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Frustrated states of the spin-glass type in diluted ferrimagnetic oxides
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The results of comprehensive experimental research on two model frustrated systems of dilute
ferrimagnetic oxides—the slightly anisotropic cubic spinels Li0.5Fe2.52xGaxO4 and the
highly anisotropic hexagonal BaFe122xGaxO19—are reviewed and summarized. The concentration
x-T phase diagrams constructed for this class of magnets for the first time are discussed,
the mechanisms of formation of disordered states of the spin-glass type~with the role of the
exchange interaction and anisotropy taken into account! are examined, and the structure
of the states and the influence of spatial inhomogeneity of the cluster type are considered. It is
shown for the example of the Li–Ga spinels that in this class of anisotropic Heisenberg
magnets with short-range exchange the form of thex-T diagram differs from the canonical form
for spin-glass systems: in the reentrant region (0.9<x<1.5) one observes a new cooperative
frustrated state and a line of first-order phase transitionsT1(x) terminating in a critical point atx
50.8. © 2005 American Institute of Physics.@DOI: 10.1063/1.1925350#
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INTRODUCTION

Spin-glass physics as a new field of research is cust
arily considered to date from a paper published in 1975
Canella and Mydosh, who, in studying an Au–Fe alloy w
an RKKY exchange interaction of alternating sign, observ
a cusp on the temperature dependence of the low-frequ
dynamic susceptibilityxac(T) at low fields at a temperatur
Tf ~also denotedTg).1–3 The existence of unusual magnet
properties, different from those of the previously know
magnets, atT,Tf was grounds for postulation of the exi
tence of a new magnetic state with a phase transition
T5Tf .

The experimental ‘‘portrait’’ of the spin glasses~SGs!,
based on the results of a large number of studies, include
following hallmarks:1–4 the presence of features on the te
perature dependence of the linear and nonlinear parts o
low-frequency dynamic susceptibilityxac(T) and on the tem-
perature dependence of the linear susceptibility compon
x8(T) and x9(T), with x9(T)Þ0 in the entire regionT
,Tf ; dependence ofTf on the external magnetic field an
frequency; the absence of anomalies on the temperature
pendence of the magnetic contribution to the heat capaciC
at T5Tf and its linear trend forT,Tf ; dependence of the
magnetic properties on the prehistory of the sample—coo
to T,Tf in the absence~ZFC! or presence~FC! of magnetic
field; the presence of relaxation processes on a scale
10212 s the macroscopically large (;astronomical) times;
the presence of aging effects; the appearance of unid
tional anisotropy after cooling in the FC regime.

The transition to a state of the SG type, identifiable
the set of phenomenological hallmarks listed above, can
cur not only from a paramagnetic~PM! state but also from
ferro- or antiferromagnetic~FM, AFM! phases. Such a tran
sition and the state realized forT,Tf are commonly called
reentrant. ForT,Tf in Heisenberg systems a mixed state
a ferromagnetic spin glass~FSG! wherein two types of orde
parameter, FM and CC, coexist.1–3
3891063-777X/2005/31(5)/13/$26.00
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A significant step in the development of the modern co
cepts of the nature of SG states was taken in theore
studies in the Ising model with an infinite radius of intera
tion, starting with the paper by Sherrington and Kirkpatri
~SK!.5 At the present time essentially the only consiste
theory of the spin glass is mean field theory.5–7 Despite the
progress in understanding the nature of SG states and
plaining the characteristic SG properties, strictly speak
such a theory is applicable only to classical spin glasse
highly dilute alloys of noble and transition metals with lon
range RKKY exchange. The fact that the same phenome
logical hallmarks of the SG state are observed in syste
with a short-range interaction as in classical spin glasses
doubtedly attests to a common nature of these disorde
states. However, to all appearances this does not exten
the mechanisms of their formation.2,3,6,7

The use of numerical methods and computer simulati
which are widely employed for studying the properties
SGs with short-range interactions, has shown that in
framework of an exchange mechanism the transition to
SG state at a finite temperatureTf.0 K is possible only for
Ising spins.8 For Heisenberg systems it is stably found1–3 that
the lower critical dimensiondc.3. This contradiction is rec-
onciled to some degree if the presence of random anisotr
is taken into account: for the Heisenberg model with
nearest-neighbor interaction a finite transition temperat
Tf;J(D/J)1/4, whereJ andD are the standard deviations o
the exchange and anisotropy distributions, respectively,
obtained in Ref. 9. Serious problems also arise in connec
with the spatial inhomogeneity of the magnetic states, wh
cannot in principle be eliminated in dilute magnetic syste
with short-range interaction.1 In such a situation it is hard to
expect that only individual spins will act as structural uni
In general the shape of the phase diagram in the reen
region cannot be regarded as established.2,6,10,11For example,
the existence region of the regular noncollinear structu
that can form forT,TC ~the Curie point! was not found in
© 2005 American Institute of Physics
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those studies.12 Recently more and more attention is bei
paid to frustrated FMs and AFMs, but their study is ess
tially still limited to theoretical models. Thus at present the
is still a wide range of open questions concerning the
state in Heisenberg systems with short-range interaction

In this paper we present a review and summary of
perimental results on anisotropic Heisenberg SG syst
with short-range interaction from research done at the V.
Karazin Kharkov National University. As model objects
this research we have used two systems of diluted ferrim
netic oxides: the slightly anisotropic Li0.5Fe2.52xGaxO4

(GaxS, 0.7<x<2.0) and the highly anisotropic
BaFe122xGaxO19 (GaxM, 4.0<x<9.0). These were chose
with allowance for the results of a study of the exchan
interaction in two- and five-sublattice ferrites in the fram
work of the molecular field model with the use of the meth
of diamagnetic substitutions13 and also for published data o
the sources and mechanisms of anisotropy.14

It is of interest to study these objects in their own rig
since it would fill a gap in the SG data base. Historica
almost all of the knownx-T-H phase diagrams of SG sys
tems have a ferromagnetic or antiferromagnetic state, and
a ferrimagnetic one, at the start of the concentration axis~at
x50). It is hard to saya priori what type of phase diagram
will be obtained for a sublattice structure with competi
antiferromagnetic exchange interactions in combination w
the presence of spontaneous magnetization.

1. CHOICE OF MODEL OBJECTS AND THE PROGRAM OF
STUDIES

The overall task of the research was to determine
form of the concentration phase diagrams in ferrimagn
oxides with a disturbed exchange and to use them as
example to investigate the mechanisms of formation of d
ordered states of the SG type in Heisenberg systems
short-range interaction. Guided by this, we chose as the
tial compounds the simplest and best-studied ferrimagn
oxides with a single kind of magnetic ions (Fe31): the two-
sublattice lithium spinel Li0.5Fe2.5O4 ~S!, with a cubic struc-
ture, and the five-sublattice barium ferrite BaFe12O19 ~M!,
with a hexagonal structure of the magnetoplumbite ty
These compounds are insulators, and the dominant inte
tion in them is the short-range Kramers–Anderson supe
change between the magnetic ions~Me! via the oxygen an-
ions, i.e., the pair exchange integralJnk depends on the
Men– O22Mek angles and distances.15 For Fe31 ions Jnk

,0 for any geometry of the exchange bonds;15 this was
shown in Ref. 13 for the lithium spinel and the M-ferrit
Even in the initial compounds the inter- and intrasublatt
negative exchange interactions compete with each other.
result of the strong intersublattice exchange in the two co
pounds a collinear ferrimagnetic ordering is formed, w
magnetic moments at 0 K equal to 2.5~S! and 20~M! Bohr
magnetons; the Curie temperaturesTC are 913 and 733 K,
respectively.13

We chose the simplest way of disturbing the exchang
diamagnetic substitution in which the number of near
neighbors is altered. This condition is satisfied to a suffici
degree by the substitution Ga31→Fe31, since the ionic radii
are close, 0.62 and 0.67 Å, respectively. In both syste
-
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there exists a continuous series of solid solutions all the w
to nonmagnetic gallates. An important consideration is t
initially ( x,6.0) the Ga31 ions do not have a tendency to
ward preferential substitution of positions in the R block
the hexagonal structure~sublattices 2b and 4f 2),16 which
play a very important role in the formation of the magne
structure of magnetoplumbite.13 This allows one to assum
that the disturbance of the exchange is of the same ty
although not completely identical, in both systems. The qu
tion of the onset of frustration in substituted spinels w
considered in Ref. 17. Since the M type of crystal struct
contains spinel S blocks as elements, the conclusions of
17 can be extended to the substituted compounds GaxM as
well.

The anisotropy energy in spinels and M-ferrites is one
two orders of magnitude smaller than the exchange ene
The values of the anisotropy constantsK1 at T50 K are
1.253105 erg/cm3 for the lithium spinel and 4.5
3106 erg/cm3 for the M-ferrite.14 In spinels the anisotropy is
of a single-ion character. The contribution of each ion
determined by theL-S coupling and the crystalline field
which has cubic point symmetry, but with uniaxial comp
nents for the octahedral sublattice.14 In magnetoplumbite
there are two microscopic sources of anisotropy: the dipo
dipole and spin–orbit interactions of the Fe31 ions ~in the
low-symmetry 2b positions!.14 The two contributions are
comparable in value, but the first leads to an easy pl
(K1,0) and the second~the dominant one! to an easy axis
(K1.0). In GaxS the easy axes correspond to directions
the @111# type.

Thus the choice of the diluted systems GaxS and GaxM
as model objects allows one to study thex-T diagrams over
a wide range of concentrations and to investigate the role
exchange and anisotropy in the formation of the SG and F
states. Based on the fact that SG systems of the most div
kinds, including the comprehensively investigated syst
with short-range interaction~Eu–Sr!S, exhibit a set of prop-
erties predicted by mean field theory, the first order of bu
ness was to study the above-listed canonical hallmarks of
SG state. In the magnetic measurements only static and
frequency fields were used. To observe and identify state
different types and the phase transitions between them, c
rimetric studies were carried out along with the magne
studies. Most of the experimental results that will be p
sented and discussed below were published in Refs. 18
The techniques of the measurements and the method
sample preparation and monitoring of their stoichiome
and single-phasedness are described in those papers.

In view of the fact that the first step in the propos
program of studies is to reveal the ‘‘mean-field hallmarks’’
states of the SG type, a brief discussion of the main conc
of the SG in reference to the SK mean field theory1–6 is in
order.

2. SPIN GLASS IN THE SHERRINGTON-KIRKPATRICK
MEAN FIELD MODEL

The first theoretical treatment of the spin glass was c
ried out by Edwards and Anderson~EA!,26 who proposed a
mechanism for its formation, a model of the spin structu
and the type of order parameterqEA . All together this in
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essence constituted the first definition of the SG state.
cording to Ref. 26, the transition to the SG state at a te
peratureT5Tf is due to the appearance of a random lo
magnetization at the sites occupied by magnetic ions:mi

5^Si&TÞ0 but ( i
Nmi50 ~here^Si&T is the thermodynamic

mean!. The freezing of the spins (miÞ0) is due to the pres
ence of competing exchange interactions of random ma
tude and sign. The value ofTf is determined by the standar
deviationJ of the exchange.

The results of subsequent theoretical and experime
studies showed that the definition of the SG state in the
model does not reflect its physical essence. The fundame
distinguishing characteristics of the spin glass, as was
shown in the SK model, are due to features of the ene
spectrum, viz., to a high degree of degeneracy of the gro
state and to nonergodicity.1–6 The degeneracy is due to
high concentration of frustrated exchange bonds, i.e., bo
for which there are no spin configurations that lead to
absolute~unique! minimum of energy.

At the transition to the SG state the phase space bre
up into a large number of valleys separated by activat
barriers, the height of which in the limitN→` (N is the
number of spins! becomes infinite.1–6 Thus the system is
always found in a restricted region of phase space—a va
Because of this, an average over all possible configuratioà
la Gibbs is not equivalent to an average over time, wh
corresponds to the configuration average only in the limits
a single valley. Importantly, the fractionation of phase sp
with the formation of all the new infinite barriers that sta
at Tf continues all the way to 0 K.6 There are also activation
barriers of finite height within the valleys, and they are
sponsible for the very broad spectrum of relaxation tim
The long-term relaxation effects~magnetic viscosity! ob-
served experimentally in SGs on a time scale of 10212

2104 s are, according to the conclusions of mean fi
theory, due to intravalley transitions, i.e., to overcoming
the barriers of finite height.

The order parameterqEA introduced in Ref. 26 is also
single-valley. Its equivalent in the SK theory is the parame
q:

qEA5 lim
t→`

^^si~0!si~ t !&T&C , qEA5q5^^si&T
2&C , ~1!

where ^...&C is the configuration average;qEA50 for
T.Tf and has a finite value forT,Tf . It is the same for all
valleys and characterizes the degree of freezing of the s
in any of them. Thusq is in some sense an experimenta
reproducible quantity: on cooling (T<Tf) the system can ge
stuck in any valley, but this does not affect the value ofqEA

and its behavior atT.0 K.3,6

Meanwhile, it is perfectly obvious that a single-valu
order parameter cannot be used for an adequate descri
of the SG state. The role of the order parameter is pla
more successfully by the so-called Parisi functionq(x), de-
fined on the interval 0<x<1, which is the solution in the SK
model with broken replica symmetry.3,6 The physical mean-
ing of the functionq(x) as the SG order parameter is that
is the inverse probability of overlapping of the valleys, i.
the degree of correlation of the states in phase space:x(q)
5*0

qP(q8)dq8, P(q) is the distribution function of the over
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laps qab, a and b are valleys. For uncorrelated statesqab

50, and for completely correlated statesqab5qaa5q(1).
The latter means that the system is imprisoned in one of
valleys, i.e.,qab5qEA .

The order parametersqEA andq(x) can be related to the
nonequilibrium xneq and equilibrium xeq susceptibilities,
which are usually identified with the experimentally me
suredxZFC andxFC ~Ref. 3!:

xneq5T21@12qFA~T!#, xeq5T21F12E
0

x

q~x!dxG .
~2!

It follows from ~2! that the dependence of the magne
properties of a SG on the prehistory~magnetic irreversibility:
xZFC(T)ÞxFC) is due to the nonergodicity of the SG stat
and the difference of their susceptibilities can serve as a m
sure of this.3

The results obtained in the pioneering work of Sh
rington and Kirkpatrick5 correspond to the replica-symmetr
approximation, in which there is no phase transition to
SG state in the presence of magnetic field. Below we s
establish that such a transition atHÞ0 does exist and is
manifested in breaking of the replica symmetry.1–3 The lines
of instability of the replica-symmetric solution—th
Almeida–Thouless~AT! line—has the form

Tf~H !5JF12
3

4 S H

J D 2G1/3

, H!J,

Tf~H !5~3A2p!21J expF2
H2

2J2G , H.J. ~3!

For a Heisenberg SG (n-component vector SG! the
PM–SG transition is described in the general case by sev
order parameters.3 In the isotropic case forHÞ0 the situa-
tion simplifies. Initially atTf(H) the spin component trans
verse toH freezes (q'Þ0)—the Gabey–Toulouse~GT! line.
For H,J the functionTf(H) has the form

Tf~H !5JF12
23

110S H

J D 2G . ~4!

As in the case of an Ising SG@see Eq.~3!# the transition
at Tf(H) along the GT line is a transition to a nonergod
state, when the corresponding order parameters are P
functions. At higher values ofH, i.e., lower temperatures
the longitudinal spin components freeze. This process is
scribed by a line of critical behavior analogous to the AT li
in Ising systems. That this stepwise freezing is a realis
picture is not in doubt. For example, it was shown theore
cally in Ref. 27 that the two lines coincide. Experimenta
in the vast majority of cases for Heisenberg systems an
line t}H2/3 is observed at low fields and a GT linet8}H2 at
high fields.1–3 Such behavior is explained by the influence
random anisotropy, which, according to Ref. 28, makes
transition Ising-like.
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3. CONSTRUCTION OF THE x-T CONCENTRATION PHASE
DIAGRAMS

3.1. Temperature dependence of the low-field magnetization
and dynamic susceptibility

It is well to begin the discussion of the results on t
magnetic properties used to construct the concentra
phase diagrams for the systems GaxS and GaxM with the
temperature dependence of the low-field static susceptib
xdc(T) or magnetizationsH(T), since those functions di
rectly give a clear picture of the changes in the magn
subsystem of these objects when the concentration of n
magnetic ions in them is increased.

Figures 1 and 2 showsH(T) for the GaxS and GaxM
systems, measured in a static fieldH550 Oe on heating of
the samples after they had been cooled down beforehan
4.2 K atH50 ~the ZFC regime!. First of all, it is well seen
from the data of Figs. 1 and 2 that the substitution Ga31

→Fe31 leads to a decrease of the Curie temperatureTC ,
which can nevertheless be reliably determined by extrap
tion to theT axis of the segments with maximum derivativ
]s/]T to x51.35 (GaxS) andx57.0 (GaxM). Except for
the low-temperature region, thesH(T) curves for GaxS at
x,1.4 are typical for magnetically soft materials, for whic
the shape anisotropy is dominant. Unlike GaxS, in the GaxM
system a maximum atT→TC ~the Hopkinson effect! is
clearly visible, which is observed, as a rule in the presenc
strong crystallographic anisotropy.29 This means that the
GaxM system remains highly anisotropic upon the subst
tion Ga31→Fe31. From the standpoint of observation of th
SG states in this concentration region the behavior of
magnetization in the low-temperature region is significa
for T→0 K both systems exhibit the decrease ofsH(T) typi-
cal for SG states, this decrease being sharper the highe
concentration of Ga31.

Further, at practically identical concentrations of no

FIG. 1. Temperature dependence of the magnetization of GaxS samples for
different concentrationsx: 0.9 ~1!, 1.2 ~2!, 1.3 ~3!, 1.35 ~4!, 1.4 ~5!. In the
insetx51.7, H550 Oe.
n
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magnetic ions c>60% @Ga31 in GaxM and (xGa31

10.5Li1) in GaxS] the sH(T) curves in both systems ar
bell-shaped initially and then develop a cusp~see the inset in
Fig. 1!. The position of the cusp on the temperature sc
depends onx.

The behavior of the temperature dependence of the l
frequency dynamic susceptibilityx and its real partx8 are
analogous to thesH(T) curve. It has been established th
there exists a minimum concentration~for GaxS it is x
50.9) at which thex9(T) curves in the temperature regio
T!TC begin to exhibit maxima, the position and even t
existence of which depends on the value of the alterna
field h. For illustration of the results obtained in this series
studies Fig. 3 shows thex9(T) curves for GaxS samples with
x50.9 and 1.35.

3.2. Dependence of the magnetic properties on the
prehistory—magnetic irreversibility

The main features of the behavior of the magnetizat
due to its dependence on the prehistory are illustrated by
data shown in Figs. 4 and 5 for the GaxS and GaxM systems,
respectively. The character of thesZFC(T) and sFC(T)
curves presented in Fig. 4 is typical for the concentrat
interval x<1.35 in the GaxS system and forx<6.0 in the
GaxM system.18,19 It is seen that in both systems irreversib
ity exists in a wide range of temperatures, i.e., its presenc
observed at temperatures much higher than the positio
the maximum on thex9(T) curves. With increasing field this
interval narrows, and at a certain valueH the irreversibility
vanishes: for example, atH5100 Oe for Ga0.9S and atH
.103 Oe for Ga6M. The magnetizationsFC in the concen-
tration region under discussion is independent of tempera
in GaxS and increases weakly with temperature in GaxM.

FIG. 2. Temperature dependence of the magnetization of GaxM samples at
different concentrationsx: 4.0 ~1!, 6.0 ~2!, 7.0 ~3!, 7.5 ~4!, 8.0 ~5!, 8.5 ~6!;
H550 Oe.
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The manifestation of irreversibility different from tha
predicted theoretically is also observed at higher concen
tions of nonmagnetic ions:x>1.5 (GaxS) and x>8.0
(GaxM). As is seen in Fig. 5, at comparatively weak fiel
irreversibility is manifested at any temperature to which
sample is heated during measurements of thesZFC(T) curve.
The magnetizationsFC , like sZFC(T), depends on tempera
ture, but unlike the latter it tends toward a finite limit a
T→0 K. With increasing fieldH irreversibility becomes a

FIG. 3. Temperature dependence of the imaginary part of the dynamic
ceptibility x9(T) for GaxS samples: curves1,2—x50.9 (f 5120 Hz, h0

51.4 Oe~1!, 6.4 Oe~2!!; curve3 is for x51.35 (f 560 Hz, h051 Oe).

FIG. 4. Magnetization polytherms of GaxS samples with different concen
trationsx. ZFC regime~s! and FC regime~d!.
a-

e

low-temperature effect, i.e., it exists in the regionT<Tf , if
Tf is defined as the position of the maximum on thex9(T)
curve. Such a deviation from the predictions of the SK mo
is only natural, since this model does not take into acco
the real structure of the samples: the existence of region
short-range atomic and magnetic order1 and the presence o
domain structure with preservation of the long-range FM
der, i.e., in FSG states. These factors, which have no di
bearing on the transition to a state of the SG type, mak
possible for irreversibility effects to appear in a very wid
range of temperatures.30

3.3. Long-term relaxation of the nonequilibrium
magnetization sZFC „magnetic viscosity …; line of critical
behavior Tf„H…

The relaxation processes are well described by a lo
rithmic law: the time dependence of the nonequilibriu
magnetizationsZFC at constant values of the fieldH and
temperature T<Tf has the form:4 sZFC(t)5sZFC(0)
1S ln(t/t0), where t0;10 s, sZFC(0) is the value of the
magnetization at a timet0 after the field is switched on~the
first measurement!, S(T,H) is the coefficient of magnetic
viscosity, andSH(T)→0 for T→Tf andT→0 K.

The behavior of the coefficientS5S(T,H) is illustrated
by the data presented in Figs. 6 and 7. The results of Fi
demonstrate the characteristic manifestations of magn
viscosity effects for GaxS samples in the concentration inte
val 0.9<x<1.2. It must be noted that for this concentratio
region the magnetic viscosity has been studied success
only with the use of a SQUID magnetometer~the measure-
ments were made at the B. Verkin Institute for Low Tempe
ture Physics and Engineering, National Academy of Scien
of Ukraine, Kharkov in collaboration with V. A. Desnenk
and A. S. Panfilov!.31 The changesDsZFC(t);1023

G•cm3 g21 over a time of 3.63104 s. The high sensitivity of

s-

FIG. 5. Magnetization polytherm for GaxM samples withx58.25 in differ-
ent fieldsH @Oe#: 50 ~1!, 200 ~2!, 750 ~3!, 103 ~4!, 33103 ~5!, 53103 ~6!,
8.253103 ~7!. The ZFC~s! and FC~d! regimes.
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the method made it possible to record not only the vanish
but also the change of sign ofST(H) or SH(T). The tempera-
ture corresponding to the sign change ofSH(T) agrees within
the experimental error with the value ofT at which the maxi-
mum occurs on thex9(T) curves~see Fig. 3!. Taking into
account that the long-range FM order and, accordingly,
domain structure are plainly still preserved in the concen
tion regionx<1.5, the relaxation of the magnetization, d
scribed by a logarithmic law withS,0, is obviously due to
the system of domain walls. At a high Ga31 concentration
the S(T,H) relations can be investigated on a ballistic ma
netometer~sensitivity 1023 G•cm3 g21). Figure 7 shows the
SH(T) curves for Ga8M and Ga1.3S samples. It is seen tha

FIG. 6. Magnetic-field dependence of the logarithmic viscosity coeffici
ST for a Ga0.9S sample at 4.2 K. The inset shows theDsZFC2 ln(t/t0) rela-
tion in a fieldH54 Oe at different temperaturesT @K#: 4.2 ~1!, 8 ~2!, 11 ~3!.

FIG. 7. Temperature dependence ofSH for a Ga8M sample at different fields
H @Oe#: 50 ~1!, 200 ~2!, 500 ~3!; for a Ga1.3S sample at fieldsH @Oe#: 70
(18), 100 (28). The inset showst5 f (H2/3) for Ga8M; t5@Tf(0)
2Tf(H)#/Tf(0).
g

e
-

-

these curves, likeST(H), are nonmonotonic and hav
maxima in the interval between 0 K andTf(H). The position
of these maxima is not accidental: for the GaxS system the
maxima are found atT50.4Tf(H), and for the GaxM sys-
tem, atT50.6Tf(H) @Tf(H), the temperature at which th
viscosity coefficientSH(T) goes to zero, is by definition the
temperature of the phase transition to a state of the SG
in a magnetic fieldHÞ0]. The trend of theST(H) and
SH(T) curves obtained for diluted GaxS and GaxM systems
is completely analogous to that for a SG with RKKY e
change. In our case, however, the values of the visco
coefficient are an order of magnitude or two higher, es
cially at concentrations;(60– 70)%.18,32

A study of theSH(T) curves over a wide range of field
made it possible to determine theTf(H) lines, and from a
mathematical processing of the latter with allowance for E
~3! and~4! one can determine the form of the lines of critic
behavior in a magnetic field,t5 f (H), where t51
2Tf(H)/Tf(0). In all cases the critical behavior predicte
by mean field theory for Heisenberg systems with rand
anisotropy28 is observed. In the low-field limit~the regime of
strong anisotropy! this is the Almeida–Thouless line,t
}H2/3. At high fields~the weak anisotropy regime! this is the
Gabey–Toulouse linet8}H2; t8512Tf(H)/T f8(0), where
T f8(0) is the temperature at which the high-field parts of t
Tf(H) curves extrapolate forH→0. The strong and weak
anisotropy regimes are determined by the conditionsd
@h3/2 and d!h5/3, respectively. The parametersd and h
depend on the relationships amongH, the standard deviation
J of the exchange and the standard deviationD of the an-
isotropy:d5D/J, h5mH/D, wherem is the magnetic mo-
ment. It should be noted that the values ofTf(H) determined
independently from the conditionsSH(T)50 and
sZFC(T,H)ÞsFC(T,H) agree within 1–2 K.

In the context of mean field theory the presence of lin
of critical behavior and the ‘‘relaxation’’ method of dete
mining Tf(H) in combination with magnetic irreversibility
effects at low temperatures and the presence of maxima
the x9(T) curves attest to the occurrence of a transition
disordered states of the SG type in the GaxS and GaxM sys-
tems in the low-temperature region. Figure 8 shows thex-T
concentration phase diagrams of these systems, which w
constructed not only from determination of theTf(0) lines
but also from additional studies. The goal of those stud
was to identify and determine the structure of the magn
states. In particular, much attention was devoted to the q
tion of the existence of a thermodynamic limit at the Cu
point for c→c0 .

3.4. Concentration region of the existence of long-range FM
order. Temperature dependence of the magnetic
contribution to the heat capacity

In determining the existence region of long-range F
order in terms of the concentration~especially in the ‘‘hard’’
region, i.e., nearc0) an approach based on observation of t
phase transition at the Curie point was used. For this
addition to measurement of the temperature dependenc
the low-field magnetization~see Figs. 1 and 2!, studies of the
critical behavior in magnetic field were carried out22,33 with
the use of an equation of state of the form (H/s)1/g5A(T

t
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2TC)/TC1Bs1/b. For the example of the GaxS sample with
x51.45 it was shown for the first time that forc→c0 ~i.e.,
x051.5) the values of the critical exponents depend on
value of the fieldH. The mean field values of the exponen
namely,g51, b50.5, andd53 for the critical isotherms
}H1/d at low fieldsH,500 Oe gives way to the valuesg
51.33, b50.4, andd54.41 in the interval 1.5–8.0 kOe
The value ofTC remains unchanged: 9762 K. When the
magnetization isotherms for samples withx>1.5 (GaxS) and
x>7.75 (GaxM) were processed by the same procedure
as for Ga1.45S it was found that forc>c0 the spontaneous
magnetizationss50 in the whole range of temperatures.

This conclusion is in good agreement with the results
the temperature dependence of the magnetic contributio
the heat capacityC(T) for the GaxS system. The magneti
contribution is obtained from the total heat capacity of
sample by direct subtraction of the heat capacity of the n
magnetic gallate Li0.5Ga2.5O4 . The latter was measured inde
pendently and was taken equal to the lattice h
capacity.21,23 By comparing the trend of theC(T) curves for
samples withx51.45 and 1.6, shown in Figs. 9 and 1
respectively, one notices the absence of any features on
C(T) curve forx51.6. The trend of that curve correspon
completely to the canonical spin-glass behavior ofC(T).1–3

For x51.45 the characteristic maximum corresponding t
second-order phase transition at the Curie point is obse
at T;97 K. The nature of the maxima observed for samp
with x51.2 and 1.45~Fig. 9! at temperatures belowTC and
also the irregularities in the trend of theC(T) curve for x
51.2 will be discussed below.

The linear dependence ofC(T) typical for SG states is

FIG. 8. x-T phase diagram of the slightly anisotropic syste
Li0.5Fe2.52xGaxO4 and the highly anisotropic BaFe122xGaxO19. The Tf(x)
lines1 and18 correspond to transition to a ferrimagnetic spin glass state,
Tf(x) lines 2 and28 to the transition to a spin-glass state, and the verti
lines3 and38 to the concentration transition FSG→SG; line4 is the line of
first-order transitionsT1(x) in the slightly anisotropic system GaxS. The
lines labeledTC are lines of Curie points.
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obtained atT,Tf for all samples of the GaxS system with
x>0.9.21,23 For x51.2 and 1.45 this is seen from the da
presented in Fig. 9. The measurements in the tempera
interval 4.2–120 K were made by us in collaboration w
V. A. Pervakov, N. Yu. Tyutryumova, and V. I. Ovcharenk
~V. N. Karazin Kharkov National University! and for tem-
peraturesT52 – 20 K with A. G. Anderson, A. M. Gurevich
and V. N. Yeropkin~B. Verkin Institute for Low Temperature
Physics and Engineering, National Academy of Sciences
Ukraine, Kharkov!. The C(T) curves for the GaxM system
were not investigated.

Thus in the GaxS and GaxM systems the long-range FM
order is destroyed at critical concentrationsc0 which are
very close in value. ForT,Tf a mixed FSG state is realize
in the concentration regionc,c0 , i.e., a spontaneous mag
netization exists in the whole temperature range from 0 K to
TC .

e
l

FIG. 9. Temperature dependence of the magnetic part of the heat cap
C(T) for Ga1.45S and Ga1.2S samples. The inset shows a plot ofC(T3/2) for
Ga1.2S atT.Tf . Tf is the temperature of the transition to the FSG state,T1

is a first-order phase transition, andTC is the Curie point.

FIG. 10. Temperature dependence of the low-field magnetizationsZFC(T)
for H550 Oe and the magnetic contribution to the heat capacity atH50
~inset! for the sample Ga1.6S.
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3.5. Order parameter q EA

In the SK model the PM–SG transition is a phase tr
sition with respect to the order parameterqEA . In Heisenberg
SGs in the limit of high anisotropy the mixing of the long
tudinal and transverse components of the spin causes
n-component SG order parameter to become an isotr
one-component order parameter that coincides with
single-valley parameterqEA .3,28 Near the AT instability line
~the transition atHÞ0) one can writeqEA in the form of a
power series in the reduced temperaturet512T/Tf(0):
qEA(t)5t1t22t3. The parameterqEA(T) is related to the
experimentally determined values as1

qEA~T!512T@Cx ZFC
21 ~T!1Q#21,

where C is the Curie constant andQ is the paramagnetic
Curie temperature.

The results of a calculation ofqEA(T) with the use of
this relation are presented in Fig. 11.18 The parametersC and
Q are defined in the PM region nearTf , where the Curie–
Weiss lawx5C/(T2Q) holds. It is seen that for all GaxS
samples withx>1.55 a PM–SG transition occurs with re

FIG. 11. Experimental dependence ofqEA(T) for samples of the system
GaxS at variousx: 1.50 ~1!, 1.55 ~2!, 1.60 ~3!, 1.90 ~4! for GaxM with
x58.25 ~5!.
-

he
ic
e

spect to the parameterqEA . The temperature dependenc
qEA(T) is linear tot50.2, and fort.0.2 the quadratic term
becomes dominant.

For the GaxM system an analogous calculation ofqEA

leads to dependences like curve5 in Fig. 11, i.e.,qEA cannot
serve as the order parameter for the PM–SG transition. A
lyzing the causes of this according to the formal characte
tics, viz., the values of the parametersC andQ, which are
presented in Table I, one notices the following. The para
eterqEA fails to describe the PM–SG transition in all cas
whenQ.0: for x5x051.5 in GaxS and forx>x0'7.75 in
GaxM. If it is assumed thatQ.0 corresponds to nonzer
mean FM exchange, then the differences of the GaxS and
GaxM systems in respect to the possibility of describing t
PM–SG transition in them forc.c0 by the order paramete
qEA reduce to the circumstance that in one caseJ050 and in
the otherJ0Þ0. Such a situation is in principle possible sin
the chosen systems, while close, are by no means compl
identical in the sense of the exchange disturbance. FoJ0

Þ0, including in the FSG states, a more complex sing
valley order parameter is probably needed.

3.6. FCC–CC concentration transition

On the basis of the results presented above it has b
established that the slightly and highly anisotropic syste
under study have the same type ofx-T phase diagrams, on
which regions of FM and PM states and also two types
spin glasses exist. Forc,c0 , where the long-range FM or
der is preserved down to 0 K and forT,Tf coexists with a
spin-glass state, this is a mixed FSG state. Forc.c0 , where
the spontaneous magnetizationss50, a ‘‘pure’’ SG state is
realized. The concentration transition from the FSG~ferri-
magnetic spin-glass! to the SG state is characterized by t
vanishing of the FM order parameterss at c5c0 and the
appearance of the SG order parameterqEA ~for GaxS). Ac-
cording to the conclusions of mean field theory, this tran
tion corresponds to vertical lines3 and 38 on thex-T dia-
gram ~see Fig. 8!. Such a position of lines3 and 38 shows
that a sequence of transitions of the PM–FM–FSG–SG
PM–SG–FSG type, etc. does not exist. In mean field the
only PM–FM–SG~Ising model! or PM–FM–FSG~Heisen-
berg model! transitions, which have been observe
TABLE I. Values of the Curie constantC and the paramagnetic Curie temperatureQ for the GaxS and GaxM systems in the PM region near
Tf and also the values ofd5D/J, T0;J, andDTf the anisotropy contribution toTf .
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experimentally,1–3 are possible in the reentrant region. In t
SG region these are only PM–SG transitions.

We succeeded in observing yet another, previously
mentioned manifestation of the FSG–SG concentra
transition.18 It is particularly noteworthy as being a dire
consequence of the experimentally observed properties o
SG. We are referring to the change of the trend of the c
centration dependence of the magnetic viscosity coeffici
which decreases sharply~in a jump! at the transition to the
SG state. Figure 12 shows the concentration depend
Sm(x) at temperaturesT50.4Tf(H) for GaxS and T
50.6Tf(H) for GaxM in a field H550 Oe. Such a jump-like
change ofS(T,H) at c5c0 also takes place at other temper
tures. The jump ofS(T,H) at c5c0 means that the system
dynamics, which is determined by the height of the intrav
ley energy barriers, is different in the SG and FSG sta
Furthermore, the critical concentrationc0 separates region
on thex-T diagram differing strongly not only in the valu
but also in the concentration dependence ofS(x): in the SG
region (c.c0) the coefficient of magnetic viscosity de
creases weakly with increasingx, while in the reentrant re-
gion, FSG, it increases sharply forc→c0 .

4. MECHANISMS OF FORMATION OF THE SPIN-GLASS
STATES IN DILUTED FERRIMAGNETIC OXIDES

4.1. Influence of anisotropy

Summing up the foregoing results, we can conclude t
the slightly anisotropic and highly anisotropic systems
diluted ferrimagnetic oxides with short-range exchange c
sidered above display the behavioral features predicted
mean field theory for Heisenberg SG systems with rand
anisotropy. On the quantitative level the most noticeable
ference is between the dynamic behavior of the syste
GaxM and GaxS and also the position of theTf(x) lines on

FIG. 12. Concentration dependence of the magnetic viscosity coeffic
Sm(x) for the systems GaxS ~1! and GaxM ~2! in a field H550 Oe at tem-
peratures of 0.4Tf(H) and 0.6Tf(H), respectively.
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the x-T phase diagrams. This is manifested with particu
clarity in the FSG region, where theTf(x) line for the GaxM
system lies much higher than for GaxS, especially as the
multicritical point x0 of the x-T diagram is approached. In
contrast, the value of the viscosity coefficientS(x), which in
both systems grows forx.x0 , is much higher in GaxS than
in GaxM. This shows that the anisotropy raises the height
the intravalley activation barriers. Clearly, however, the fa
thatS(x) grows is itself not directly related to the anisotrop

Upon transition to the SG state the difference in the
havior of the two systems is smoothed out. The trends of
concentration curvesS(x) and the values ofS in the two
systems are very similar, i.e., the contribution of the anis
ropy to the total barrier heights, if it exists at all, is insigni
cant. The fact that the linesTf(x) draw together sharply in
the SG region~see Fig. 8! is an important experimental re
sult.

In discussing the trend of theTf(x) lines it should be
mentioned first that the crucial fact in explaining the mech
nisms of formation of states of the SG type is that the c
centration boundaries of the different magnetic states on
x-T diagrams of the two systems practically coincide. This
a clear indication that the leading role in the formation
spin-glass states is played by the disturbance of the exch
interaction.

We have attempted to estimate the influence of the r
dom anisotropy using the conclusions of mean field theor28

according to which:

T f8~0!5Tf~0!@12~n12!d/2~n11!1/2#, ~5!

Tf~0!5T0@11~n21!d2#1/2, ~6!

whereT f8(0) andTf(0) are the experimentally determine
values~see the critical behavior!, T0;J is the transition tem-
perature determined by the standard deviation of the
change,n53 ~for classical Heisenberg spins!, andd5D/J.
The results of a calculation ofd and T0 are presented in
Table I.

As is seen from the tabulated data, in the framework
the approximation used it is found that the random anis
ropy influences the value of the transition temperature
both the FSG and SG states. Its influence becomes we
with increasing distance from the critical concentration
the existence of long-range FM order,c0 , but it is rather
pronounced in the close vicinity of that concentration.

It is interesting to note that crude estimates in the fram
work of the mean field model lead to the same result as in
theory9 of Heisenberg systems with short-range interacti
the value of the anisotropy has a weak effect on the valu
Tf in the SG states. Nevertheless, the same estimates~in the
framework of mean field theory! for the FSG region show
that differences in the positions of theTf(x) lines remain
even when the anisotropy~or more precisely, its standar
deviation, which can be larger in GaxM than in GaxS because
of the presence of competing mechanisms! is taken into ac-
count; see Table I. To all appearances in considering
mechanisms of formation of states of the SG type~especially
FSG! in diluted ferrimagnets several other factors must a
be taken into consideration: the short-range character of
exchange, the sublattice structure, and the distribution
nonmagnetic cations over sublattices and the spatial inho

nt
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geneity of their arrangement in the crystal. All of these
fluence the structure of the states, their spatial inhomoge
ity, the possibility of formation of noncollinear structures
different types, etc.

4.2. Structure of the magnetic states. Effects of spatial
inhomogeneity

The use of diamagnetic substitution to disturb the
change in systems with short-range interaction inevita
leads to spatial inhomogeneity of the exchange and ma
tization. There are two reasons for this: the short-range c
acter of the exchange directly, and the presence of region
short-range atomic order.1 In the case of a collinear ferro
magnetic structure, initially groups of canted spins with
weakened exchange—regions of local noncollinea
~RLNs!—appear. Isolated RLNs are inhomogeneities in
collinear FM structure which can serve as pinning centers
domain walls and can lead to magnetic irreversibility effec
As was shown by Villain,17 as a result of an interactio
analogous to the Suhl–Nakamura interaction of nucl
spins, the deviation of the spins~polarization! propagates a
finite distance from the diamagnetic impurity. Because
this, at a certain concentration of diamagnetic impurities
RLNs interact, i.e., overlap. Since the interaction poten
between the RLNs varies with distance in proportion tor 23,
then forT→0 K, overlap of the RLNs can be expected ev
at comparatively low concentrations of diamagnetic impu
ties. In the presence of frustration the appearance of lo
range correlations between the transverse components o
spins in theXY plane can correspond to a transition to
mixed FSG state with a spontaneous magnetization par
to theZ axis. Its structure is analogous to the structure of
mixed state obtained by Gabey and Toulouse for Heisenb
magnets in the mean field model.

For T.Tf the RLNs again become isolated. The pre
ence of such inhomogeneities can give rise to additional
grees of freedom in the magnetic subsystem.17 Indeed, for
0.9<x<1.2 in the region nearTf (T.Tf) the temperature
dependence of the magnetic part of the heat capacity disp
broad, smeared maxima against the background of
C(T)}T3/2 Bloch law trend.19 Such behavior is illustrated b
the results presented in Fig. 9 forx51.2. As is seen from
these data, with increasing distance fromTf new maxima
appear and, on the whole, these irregularC(T) curves lie
lower than would be implied by aT3/2 law.

With increasing degree of dilution the canted fraction
the spins increases, and ultimately the inhomogeneities
come regions~clusters! with strong exchange, the linear d
mensions of which can reach hundreds of angstroms.19 Such
a spatially inhomogeneous structure can be represente
two exchange-coupled subsystems—a matrix of frustra
spins with a weakened exchange and clusters with a st
internal exchange embedded in it. The type of magnetic
dering in the crystal is determined by the state of the ma
and can be of any sort—PM, FM, FSG, or SG.

In the GaxS and GaxM systems under discussion th
signs of inhomogeneity are initially manifested as smear
of the trend of the low-field magnetization polytherm
sH(T) in the TC region ~see Figs. 1 and 2!. The spatial
inhomogeneity of all types of states is especially pronoun
-
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for concentrationsx close to the multicritical point of the
x-T diagram. For this reason in a very wide range of te
peratures~certainly encompassing the PM region! both for
c,c0 and for c.c0 , the magnetization isothermssT(H)
have exactly the same visual appearance: their shape is
lar to the magnetization curve of a superparamagnet.19

An interesting effect confirming that the cluster mod
gives a realistic picture of the spatial inhomogeneity of t
FM state was successfully observed in a Ga1.4S sample. For
Tf,T,TC a relaxation of the magnetization is observ
wherein, depending on the experimental (T-H) window the
decrease of the magnetization could be either exponentia
follow a logarithmic law withS,0 ~Ref. 34!. Such behavior
is characteristic of an ensemble of superparamagnetic
ticles described by a broad but not monotonic distribut
function F(M ).35

The correctness of the model in question is also c
firmed by neutron diffraction data, both from the literatur2

and from a study which we carried out in collaboration w
G. A. Takze� and his co-workers at the Institute of Nucle
Research of the National Academy of Sciences of Ukra
for a Ga1.35S sample.25 Figure 13 shows the temperature d
pendence of the half-width of the structural magnetic refl
tion, DW, which is proportional to the inverse correlatio
radius:r C50.94l/DW cosu, wherel51.22 Å, andu is the
neutron scattering angle. It is seen that as the tempera
approachesTC

1 ~here the value ofTC is still quite well de-
fined; see Fig. 1! the inverse correlation radiusr C

21 decreases
in a practically linear manner but remains finite even forT
<TC (r C;600 Å). Neutron diffraction results of this kind
raised doubts as to the possibility that long-range FM or
can exist in spatially inhomogeneous systems, even tho
the data of magnetic research in the majority of doubt
situations indicate that such order is preserved.

To resolve this contradiction an heuristic model based
the results of computer simulations was proposed in Ref.
according to which

r C
21~T!5r 0

21~Dx!1r CT
21~T!, ~7!

FIG. 13. Temperature dependence of the half-width of the magnetic re
tion ~111! for a Ga1.35S sample. The shaded region corresponds to the
strumental width with the error taken into account.
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where r 0(Dx) determines the mean size of a percolati
cluster and depends on the proximityDx of the concentration
to the percolation threshold, andr CT(T) is the thermal cor-
relation radius. The quantityr 0

21(Dx) remains finite in the
whole temperature regionT<TC , and the transition atTC ,
with the formation of long-range FM order, is due to th
variation of r CT

21(T).
The process of formation of states of the SG type

reflected by the low-temperature part of theDW(T) curve in
Fig. 13. It is seen that forT→0 K a gradual decrease o
r 0(Dx) occurs, starting atTf . This means that an eve
greater number of spins are disordered, passing over from
cluster subsystem to the matrix subsystem of frustrated sp
However, inhomogeneities in the form of rather largel
;102 Å for x51.35 in GaxS) ferrimagnetic clusters persis
down to 0 K. For GaxS the FSG state for 0.9<x,1.2 can
probably be considered homogeneous in the sense tha
structural units are individual frustrated spins. Only in th
region of concentrations can the process of transition in t
perature to the FSG state be considered as freezing o
transverse components of the spins in random directions
a large Ga31 concentration, i.e., 1.2,x,1.5, the freezing
process entails not only the spins of the frustrated matrix
also the clusters exchange-coupled to it, the sizes of wh
decrease forT→0 K. The freezing of the magnetic momen
of the clusters forT,Tf differs from the ‘‘superparamag
netic’’ process, since it is governed mainly by exchan
forces and not by anisotropy. We note that the growth
S(x) in the FSG region can evidently be regarded as
effect due to the influence of spatial inhomogeneity on
height of the intravalley energy barriers and the participat
of clusters in SG relaxation processes.

For c.c0 , when the long-range FM order no long
present, ‘‘superparamagnetic’’ behavior is also observed
1.5,x<1.7 in the PM region nearTf . This means that the
same spin-freezing process takes place in the SG state
that presented in Fig. 13. The data in Table I suggest tha
Curie constantC, i.e., the size of the clusters in the P
region, begins to decrease sharply atx.1.6. Consequently
the spatial inhomogeneity of the SG states also decrease
x51.9 the SG can be considered homogeneous starting p
tically at the freezing temperature. However, forx,1.9 the
PM→SG transition is a transition between spatially inhom
geneous cluster states. With decreasing temperature in
interval 0 K,T,Tf the SG state becomes more and mo
homogeneous. The behavior in GaxM apparently follows the
same general pattern.

4.3. New frustrated state and line of first-order
thermodynamic phase transitions in the reentrant region of
the x -T diagram

The causes of the different position of theTf(x) lines for
GaxS and GaxM in the reentrant region of thex-T diagram is
hard to explain in the conceptual framework discuss
above. Of the distinguishing features of the model syste
considered, almost no attention has been paid to their su
tice structure. Meanwhile, in many-sublattice ferrimagne
oxides, diamagnetic substitution in different sublattices le
to unequal disturbance of the exchange.13 As we have men-
tioned, a large role in the formation of the magnetic struct
s

he
s.

its

-
he
At

ut
h

e
f
n
e
n

r

as
he

At
ac-

-
the
e

d
s

at-
c
s

e

in the M-ferrite is played by magnetic ions of the R bloc
~sublattices 2b and 4f 2). They are separated by spinel bloc
S containing 75% of the total number of magnetic ion
There are two possible ways that the substitution of the F31

ions in the 2b sublattice in GaxM can influence the value o
Tf(x). The first of them is essentially within the framewo
of the traditional approach: removing the 2b ions from the
exchange leads to an appreciable increase in the stan
deviationJ of the exchange in comparison with substitutio
in the spinel block. The second presupposes a qualita
rather than just quantitative influence of this substitutio
weakening of the exchange coupling between spinel blo
can lead to a change in the type of spin ordering, namely
the formation of a noncollinear structure. Such a change
been observed by neutron diffraction in the syste
Ba122xInxO19 (InxM) for x>3.0, when around 70% of the
2b positions are occupied by the nonmagnetic In31 ions.37

As a result of this, atT;110 K a structure of the block spira
type is formed. We have done studies which show that
In3.6M at Tf585 K a transition to a cluster spin-glass sta
~PM–SG! occurs which exhibits the whole set of canonic
hallmarks of the SG state which were listed above.38–40

This suggested the hypothesis that in the FSG reg
there should exist, in addition to theTC(x) andTf(x) lines,
a third line of phase transitions, between the collinear~in the
macroscopic sense! structure and a regular noncollinear F
structure. According to this hypothesis, the different behav
of the Tf(x) lines for the GaxS and GaxM systems is due to
two causes: different types of noncollinear structures t
form on dilution; different stability of these noncollinea
structures against the effects of frustration. For an exp
mental check of these hypotheses we first chose the sim
GaxS system and used the classical method of observ
thermodynamic phase transitions—study of the tempera
dependence of the magnetic part of the heat capacity. A
seen from the data in Figs. 9, 14, and 15, in the tempera

FIG. 14. Temperature dependence of the magnetic part of the heat cap
C for Ga0.9S ~d! and Ga0.8S ~s! samples. The inset shows a fragment
C(T) for the Ga0.8S sample in the region of the second-order phase tra
tion ~the critical point on theT1(x) line; Fig. 8!.
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interval betweenTf and TC at T1(x) there indeed exists a
first-order phase transition~PT-I! which is manifested as a
very narrow and sharp peak on theC(T) curve.19,24 For x
51.45 and 1.4 at these same temperatures a sharp chan
the magnetization is observed.19 TheT1(x) line on the phase
diagram in Fig. 8 terminates in a critical point atx50.8,
since the phase transition atx50.8 has the features of
second-order phase transition~PT-II!; see Fig. 14. In particu-
lar, here there is no longer any hysteresis: the trend ofC(T)
is the same on heating and cooling. ForT→0 K the C(T)
curve obeys a spin-wave lawT3/2 rather than a linear law a
for x>0.9. For a Ga0.7S sample no anomalies on theC(T)
curves which would indicate the presence of a phase tr
formation are observed in the region 4.2–20 K.

The results obtained here confirm our hypothesis tha
third line of phase transitions is present in the reentrant
gion of the x-T diagram. However, the observed PT-I
GaxS cannot be attributed to the formation of a regular n
collinear structure. The fact that theT1(x) line terminates in
a critical point (x50.8) means that it separates phases w
the same symmetry. But atT.T1(x) this is an FM state with
statistical noncollinearity~RLNs!. Thus the results not only
attest to the presence of a previously unknown PT-I line
thex-T diagram but also to the formation of some new fru
trated thermodynamic phase at a lower temperature, a
cursor in temperature to the FSG state. This radically al
the concepts of the mechanisms of formation of the F
states developed in mean field theory and may serve
stimulus for further theoretical and experimental research
frustrated magnetic states of the SG type.

We note in conclusion that although for GaxS ordered
noncollinear structures are not realized in the entire conc
tration region, in the many-sublattice system GaxM such a
variant cannot be completely ruled outa priori. Our results
show that the concentration phase diagrams of frustrated
tems can be much more complex than would follow fro
mean field theory. Further study of frustrated states in ma
sublattice magnetic oxides are very promising in this conn
tion.

FIG. 15. Fragments of theC(T) curves for Ga0.9S ~curve 1! and Ga1.2S
~curve2! in the region of the first-order phase transition.
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CONCLUSION

As a result of a comprehensive study of magnetic a
thermal properties of model frustrated systems of diluted
rimagnetic oxides—the slightly anisotropic two-sublatti
Li 0.5Fe2.52xGaxO4 (GaxS) system and the highly anisotrop
five-sublattice BaFe122xGaxO19 (GaxM) system, which be-
long to the class of Heisenberg magnets with short-ra
interaction, we have obtained the following results.

For both systems there exists an interval of concen
tions x with a distinct lower boundary within which the ca
nonical hallmarks of states of the SG type are observed
the presence of magnetic field the transition to these state
a temperatureTf(H) occurs along lines of critical behavio
which are predicted in mean field theory with an infini
radius for Heisenberg systems with random anisotropyt
}H2/3 at low fields, andt8}H2 at high fields.

We have obtained explicit evidence that all types
magnetic states have a spatially inhomogeneous structu
the cluster type at nonmagnetic ion concentrations of
order of 60–70%. In spite of this, the overall shape of t
x-T concentration phase diagrams constructed on the b
of the results on canonical SG properties and the determ
tion of the existence region of long-range FM order ag
with the predictions of mean field theory. Thex-T diagram
has regions of FM and PM states and also two types
disordered states of the SG type: a mixed FSG state
which FM and SG order coexist forT,Tf , and a ‘‘pure’’
spin glass, where the spontaneous magnetizationss50. For
the GaxS system the PM→SG transition atT5Tf can be
described by a one-component order parameterqEA . It is
found that the concentration transition FSG→SG at a con-
centrationc0 ~the multicritical point of thex-T diagram! is
accompanied not only by the vanishing of the FM order p
rameter ~the spontaneous magnetization goes to zero! but
also by a change in trend of theS(x) curves—a jump-like
change of the value of the magnetic viscosity coefficie
which is related to the height of the intravalley activatio
barriers and characterizes processes of long-term logarith
relaxation of the nonequilibrium magnetizationsZFC .

The coincidence of the concentration boundaries of
disordered states of both types on thex-T diagrams for the
slightly anisotropic and highly anisotropic systems attests
an exchange mechanism of formation of the spin-glass sta
which, according to the results of a theoretical analysis
Heisenberg systems with short-range interaction can be r
ized only in the presence of anisotropy. TheTf(x) lines, the
position of which in the FSG region (c,c0) is noticeably
different for GaxS and GaxM, draw together sharply with
increasing distance fromc0 into the SG region (c.c0). This
confirms the theoretical conclusion that anisotropy does
have a large influence on the value ofTf in Heisenberg sys-
tems with short-range interaction. That value is determin
mainly by the standard deviationJ of the exchange.

We have established that the form of thex-T phase dia-
gram of the GaxS system can be more complex than t
canonical one. In the reentrant~FSG! region of the phase
diagram between the lines of Curie points andTf(x) a new
line of first-order thermodynamic phase transitionsT1(x),
terminating in a critical point atx50.8, is observed. Thus
between the FM and FSG states there exists a previo
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unknown frustrated phase whose symmetry coincides w
the symmetry of the FM state that precedes it in temperat

The results of comprehensive studies of model frustra
systems based on diluted ferrimagnetic oxides have sh
that the study of this class of magnets is very promising fr
the standpoint of extending the concepts of frustrated s
tems in general and of the mechanisms of formation of st
of the SG type in particular.
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Magnetic resonance studies of the low-dimensional magnet NaFe „WO4…2
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Magnetic resonance studies of the low-dimensional monoclinic compound NaFe(WO4)2 are
carried out in the frequency range 25–142 GHz and temperature range 1.8–300 K. The EPR data
near the phase transition attest to the two-dimensionality of the magnetic structure of
NaFe(WO4)2 . The frequency-field relation of the AFMR spectrum shows that this compound is
a biaxial antiferromagnet. The characteristic parameters of the AFMR energy spectrum are
determined: the values of the energy gapsn15141 GHz andn25168.7 GHz, the anisotropy fields
Ha1510.5 kOe andHa2515 kOe, and the exchange fieldHe5121 kOe. The ratio of the
intralayer to the interlayer exchange is estimated. Additional absorption is observed due to local
modes caused by destruction of the translational order of the magnetic structure. ©2005
American Institute of Physics.@DOI: 10.1063/1.1925387#
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INTRODUCTION

The double molybdates and tungstenates MR(XO4)2 ,
where M is a monovalent alkali-metal ion, R is a rare-ea
or transition-metal ion, and X is molybdenum or tungste
form a wide class of substances that includes a numbe
families of different symmetry of the crystal structure, fro
tetragonal to triclinic. This class of compounds is of inter
because of a number of features due to the low symmetr
the crystal lattice, the relatively small value of the exchan
the substantial role of the dipole-dipole interaction of t
magnetic ions, and, most often, the low dimensionality of
magnetic structure and the competition of the magnetic
electric interactions, which determines the energy spect
of the magnetic ion.

Iron sodium double tungstenate NaFe(WO4)2 belongs to
the monoclinic systemP2/c. The unit cell parameters area

FIG. 1. a—Fragment of the crystal structure of NaFe(WO4)2 in the ac
plane.1 One can see the octahedral chains of Fe (x50) and Na (x50.5).
b—Layers of the magnetic Fe31 ions separated by layers of the nonma
netic Na1 ions.
4021063-777X/2005/31(5)/4/$26.00
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59.88 Å, b55.72 Å, c54.94 Å, b5(9065)° ~Ref. 1!.
Unlike the other transition-metal double tungstenate co
pounds, the NaFe(WO4)2 single crystal has a layered cryst
structure~Fig. 1a!. The magnetic ion is iron Fe31 with a
ground state6S5/2 (L50, S55/2). The Na1 and Fe31 ions
form layers of identical ions in planes parallel to thebc
plane, and the layers of iron and sodium alternate along tha
direction ~Fig. 1b!. Along the c axis in the layer the Fe31

ions form zigzag chains with a shortest Fe31 – Fe31 distance
equal to 3.085 Å~see Fig. 1!. The Fe31 – Fe31 distance along
theb axis in thebc plane is 5.72 Å, which is almost twice a
large as the shortest Fe31 – Fe31 distance in the chain. The
distance between the nearest magnetic ions along thea di-
rection~9.88 Å! is considerably larger than in the other cry
tallographic directions. This makes for a two-dimension
crystallographicstructure with a chain structure in the laye
Measurements of the temperature dependence of the pr
pal values of the magnetic susceptibility of the NaFe(WO4)2

single crystal2 have shown that a magnetic phase transition
an ordered state occurs at a temperatureTN54 K. The mag-
netic axisy coincides with a twofold axis directed along th
crystallographicb axis, while the directions of the magnet
axesx and z in the basal planeac depend on temperature
and below the magnetic ordering point they are turned
45° with respect to thea andc crystallographic axes. At high
temperatures the susceptibility is well described by a Cur
Weiss law with a negative Curie constantQ5219 K. This
attests to the antiferromagnetic character of the excha
Above the Ne´el point a broad maximum of the susceptibili
is observed (Tmax'15 K), characteristic for low-
dimensional magnets. The circumstances described ab
made this compound an interesting object for study of
resonance properties in both the paramagnetic and ord
regions, and, moreover, the comparatively high Ne´el point ~4
K! made it possible to carry out an AFMR study in a conv
nient temperature range for our experimental setup.
© 2005 American Institute of Physics
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RESULTS AND DISCUSSION

The measurements were made on a forward-gain ra
spectrometer in the frequency range 25–142 GHz, in
temperature interval 1.8–100 K, and in magnetic fields up
80 kOe. In the paramagnetic region for refinement of
magnetic phase transition temperatureTN at a frequency of
78.1 GHz we carried out temperature measurements of
EPR spectrum of the Fe31 ion in NaFe(WO4)2 . The transi-
tion temperature determined from the vanishing of the E
line is equal toTN53.860.1 K, in good agreement with th
susceptibility data.2 The experimental temperature depe
dence of the EPR linewidth is shown in Fig. 2. The broa
ening of the EPR line with decreasing temperature as
magnetic ordering temperature is approached is due
growth of critical fluctuations of the short-range magne
order nearTN . Such a mechanism of broadening of the EP
linewidth near the transition temperature can be describe
the three-dimensional case by an expression of the form

DH5DH`S T2TN

T D 2a

, ~1!

whereDH` is the linewidth in the high-temperature limit.
For NaFe(WO4)2 the parameters in this formula hav

the valuesDH`51.5 kOe anda52.5.
Although the theoretical curve~1! describes the experi

ment quite satisfactorily in the temperature rangeTN,T
,15 K, such a large value of the exponenta is atypical for
a three-dimensional magnet. Since the crystallographic t
dimensionality most likely causes lowering of the magne
dimension, let us try to describe the behavior of the E
linewidth in the model of a two-dimensional antiferroma
net. Such a model has been considered in the papers by
ber and Seehra,3 Richards,4 and others. According to the
theory of Ref. 3, the expression for the EPR linewidth fo
two-dimensional antiferromagnet nearTc has the form

DH5DH`F11CS T2TN

TN
D 2pG , ~2!

whereC is a constant, and the exponentp lies in the range
1.5–1.71.

In our casep51.5 ~the solid curve in Fig. 2!, indicating
a low dimension of the magnetic system. Furthermore,

FIG. 2. Temperature dependence of the EPR spectrum in NaFe(WO4)2 .
The solid curve corresponds to Eq.~2! with the parameter values given i
the text.
io
e
o
e

he

R

-
-
e
to

in

o-
c
R

u-

e

wide temperature interval~in comparison withTN) in which
the EPR linewidth is described by expression~2! ~see Fig. 2!
is also typical for low-dimensional magnets.

Further resonance studies of the NaFe(WO4)2 single
crystal were carried out in the magnetically ordered state
temperature of 1.8 K. The frequency-field curves of t
AFMR spectrum were investigated in the frequency ran
25–142 GHz at magnetic fields up to 60 kOe. An example
the recorded absorption spectrum at a frequency of 97
GHz is shown in Fig. 3. The form of the frequency-fie
curve of the AFMR along the easy axisz, which lies in the
ac plane and is turned 45° with respect to thea andc axes,
is shown in Fig. 4. At H50 there is a gapn15141
61 GHz in the spin-wave spectrum. We used the value
the gap in zero field to determine the value of the effect
magnetic anisotropy field by the known formula

n15~2Ha1He!
1/2. ~3!

FIG. 3. Shape of the absorption spectrum of the AFMR in NaFe(WO4)2 for
Hi l and T51.8 K at a frequency of 97.48 GHz. DPPH is the referen
absorption line of diphenylpicrylhydrazyl.

FIG. 4. Frequency-field diagram of the AFMR spectrum along the easy
for T51.8 K: d—AFMR in the collinear and canted phases;j—local
mode. The solid lines correspond to Eqs.~6!, ~7!, and~9! for the parameter
values indicated in the text. The dashed line is the extension of relation~9!
for convenience of inspection.
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We could not see an exchange branch even with the
of a pulsed technique~maximum field H'220 kOe), and
therefore the value ofHe was determined from magneti
measurements.2

One can determine the value of the ‘‘strong’’ exchan
interaction from an estimate for the case of a plane Heis
berg lattice and spin 5/2~Ref. 5!:

kTx max

JS~S11!
52.05, ~4!

whereTx max is the temperature of the maximum on the su
ceptibility curvex(T), k is Boltzmann’s constant,J is the
exchange, andS is the spin. When the values are put in w
obtainJ50.815 K.

Let us now estimate the exchange fieldHe using the
standard expression

He52
ziJiS

gmB
, ~5!

whereHe is the exchange field acting on an atom,zi is the
number ofi th-nearest neighbors of a given atom,g is theg
factor, andmB is the Bohr magneton. We obtain the estima
He'121 kOe and, from expression~3!, Ha1510.5 kOe.

The observed frequency-field curve of the resona
along the easy axisz, shown in Fig. 4, agrees with the the
oretical description of the branches of the spectrum in
collinear and spin-flop phase for a biaxial antiferromag
for an orientation of the external magnetic fieldH along the
antiferromagnetic vectorl.

When the external magnetic fieldH is less than the field
of the spin-flop transition,Hs f5A2Ha1He, the observed
AFMR in the collinear phase (Hi l; m50) for the descend-
ing branch is described by an expression of the form7

~n/g!25
1

2
$H21C11C22@H412H2~C11C2!

1~C22C1!2#1/2%, ~6!

whereg5mBg, C152Ha1He , andC252Ha2He .
At the field H5Hs f a first-order magnetic phase trans

tion is observed; the reorientation of the antiferromagne
vector occurs by a jump in the layer planeac toward an
intermediate axis.

Above the spin-flop field,H.Hs f , the field dependence
of the frequency has the form

~n/g!25H22Hs f
2 . ~7!

Expressions~6! and~7! give a satisfactory description o
the experimentaln(H) curves~see Fig. 4! with the following
parameter values:He5121 kOe, Ha1510.5 kOe, Ha2

515 kOe.
The second anisotropy fieldHa2 found in this way per-

mits determination of the second gap in the AFMR spectru
n25A2Ha2He5168.7 GHz. Of course, for our experiment
capabilities~maximum frequency'140 GHz and magnetic
fields not over 80 kOe! we could not measure the frequenc
field curve of the AFMR spectrum for the magnetic fie
orientation along thex and y axes for observation of the
high-frequency gap.
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For the description of the magnetic and resonance pr
erties of highly anisotropic low-dimensional compounds it
important to determine the value of the interaction const
for the strong intralayer exchange in relation to that for t
weak interlayer interaction, which stabilizes the long-ran
magnetic order. In Refs. 8 and 9 relations were found
tween the critical temperature of the transition to the orde
state and the exchange constants for an anisotropic
dimensional Heisenberg magnet. Let us estimate the valu
the interlayer exchange interactionJ8 using the following
relation from Ref. 9:

1'
S2J8

TN
expF4pS zS2J

TN
21D G , ~8!

whereJ is the exchange integral in the plane andJ8 is the
interplane exchange integral. Substitution of the correspo
ing parameters gives a valueJ8;1026J. Estimates for low-
dimensional magnets10 give values of the ratioJ8/J in the
range 1023– 10220, and so, in spite of its small value, th
estimate obtained for the ratioJ8/J is reasonable.

For the existence of a phase transition in a lo
dimensional Heisenberg magnets the presence of single
anisotropy is important, since for an isotropic low
dimensional Heisenberg magnet there is no transition at fi
temperatures.11

Therefore the magnetic ordering in NaFe(WO4)2 at a
relatively high temperature (TN53.8 K) is due to substantia
intralayer anisotropy. Here the ordering is of a tw
dimensional character. The magnetic structure of the gi
compound consists of very weakly coupled~almost indepen-
dent! layers whose structure is determined by the large (He

5121 kOe) intralayer exchange and anisotropy (Ha1

510.5 kOe,Ha2515 kOe), i.e., the dynamic properties o
such a magnet are close to those of the static model of in
pendent ordered layers.

Such a state is rarely uniform; a domain structure ari
at the transition to the ordered state, and for a lo
dimensional structure, unlike a three-dimensional one,
width of a domain wall is of the order of the interatom
distances. In this case the domain boundaries can be tre
as topological defects. In the case of a two-dimensional~or
one-dimensional! antiferromagnet it is possible to have st
tistical metastable destruction of the ideal translational or
of the magnetic structure: a domain wall, an inverted lay
and other such magnetic translational defects. This gives
to additional absorption lines, the so-called local AFM
modes. They are due to the ‘‘incorrect’’ orientation of th
antiferromagnetic vector in one or several layers. The ph
cal cause of the local modes is the proximity of the energ
of the magnetic interactions establishing the mutual orien
tion of the magnetic moments of neighboring layers~or
within a layer! and the energies of the different sorts of im
perfections that fix a given orientation of the antiferroma
netic vector. According to a theoretical treatment13 for a lay-
ered antiferromagnet the presence of translational def
leads to an additional absorption line with a frequency bel
the main resonance frequency.

Such lines have indeed been observed in experiment
is seen in Fig. 4, besides the resonance, which we interpr
an acoustic mode of antiferromagnetic resonance, an a
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tional broad line has been observed at magnetic fields be
the resonance field of the acoustic mode. In our opinion
additional absorption observed can be attributed to the m
netic defects described above. The integrated intensity of
additional line, which is nearly 100 times weaker than t
acoustic mode, and also its width depend on the quality
the sample and the cooling conditions. The optimal polari
tion for the local mode of AFMR ishiH. In zero magnetic
field at a temperature of 1.85 K the frequency of the gap
the additional excitation is equal ton0L511361 GHz. Al-
though the angular dependence of the additional line pa
lels the acoustic mode of AFMR and does not cross it a
where, its frequency-field relation, unlike that of the acous
mode, is described by an expression linear in the field, of
type

nL5n0L2cH. ~9!

It is seen~Fig. 4! that the frequency of the local mod
should go to zero at the same field as the acoustic m
With decreasing frequency this line decreases in inten
becoming hard to observe, and at frequencies below 60 G
it vanishes. It can be assumed that the number of magn
defects decreases with increasing external magnetic field

Generally speaking, the presence of an additional
can be due to other causes such as impurities, a spin-cl
resonance, and two-magnon subthreshold absorption.

Let us consider these possibilities.
In the presence of a magnetic impurity an additional

sorption line should be observed in the paramagnetic s
also, but it was not observed in the experiment. In the c
that the frequency of the impurity line at zero magnetic fie
lies below the frequency of the main resonance~as in our
case!, its presence also leads to destruction of the tran
tional symmetry of the crystal, giving rise to what is know
in the literature as localized impurity states~see the mono-
graph by Izyumov and Medvedev!.14 The condition of local-
ization of impurity excitations is that they be far enou
away in energy from the excitations of the host. In the c
when they approach the AFMR line a coupled state arise
the impurity line is enhanced and splitting of the absorpt
line is observed, accompanied by a transfer of intensity fr
one line to another, but we observed no such modification
the spectrum, either.

The spin-cluster resonance is observed only in hig
anisotropic Ising systems. We are dealing with a Heisenb
magnet.

The formation of this absorption line in the AFMR spe
trum at T51.8 K may also have its origin in subthresho
two-magnon absorption~STA!, which is specific to low-
dimensional magnets. Without going into details, we n
that, according to the papers by Anders, Zvyagin,et al.,15,16

in low-dimensional magnets STA bands with both the s
(n11n2) and difference (n12n2) frequencies can be ob
served. When the external magnetic fieldH is oriented along
the easy axis only the difference STA bands can be obse
below the magnon gap. In our case the lower boundary
the appearance of the STA is 28 GHz, which is far from
experimentally observed lines. In addition, the frequency
the STA lines increases with increasing field, whereas in
case the situation is the opposite~Fig. 4!.
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Therefore, in view of what we have said above, the fi
explanation of the cause of the additional absorption line
to be preferred—a local mode caused by the destruction
the translational order in the magnetic system.

CONCLUSIONS

1. The EPR spectrum investigated in the vicinity of t
phase transition attest to the two-dimensionality of the m
netic structure of NaFe(WO4)2 .

2. The frequency-field dependence of the AFMR
NaFe(WO4)2 , measured in the ordered phase atT51.8 K,
shows that this compound is a biaxial antiferromagnet.

3. The characteristic parameters of the AFMR ene
spectrum have been determined: the energy gapsn1

5141 GHz andn25168.7 GHz, the anisotropy fieldsHa1

510.5 kOe andHa2515 kOe, and the energy fieldHe

5121 kOe. The ratio of the intra- and interlayer exchan
constants has been estimated.

4. Additional absorption has been observed which is d
we believe, to local modes resulting from the destruction
the translational order of the magnetic structure.

In closing the authors thank A. S. Kovalev for a helpf
discussion of the results of this study and for useful ideas
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terest in this study.
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The generation of electromagnetic oscillations by a sound wave in a substance having magnetic
order is investigated under conditions of the normal skin effect. The amplitude of the
electric field and the phase difference of the electromagnetic and sound waves are calculated as
functions of the saturation magnetization, anisotropy energy, magnetostriction constants,
and other parameters characterizing the magnetic material. ©2005 American Institute of Physics.
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Interest in the theoretical study of the interconversion
electromagnetic and sound waves in ferromagnetic me
has heightened in the last decade in connection with the
covery of a family of rare-earth~R! nickel borocarbides
(RNi2B2C),1–4 a significant number of which have magne
order. With the same crystal structure, the borocarbides
exhibit a transition to the superconducting state (R5Y, Lu!,
possess heavy-fermion properties (R5Yb), or demonstrate
coexistence of superconductivity and magnetism (R5Tm,
Er, Ho, Dy! or only magnetic ordering (R5Tb, Gd!. The
superconducting borocarbides are among the so-called
conventional superconductors, the order parameter in w
corresponds tos1g symmetry,5–7 in contrast to the isotropic
s-wave pairing in ordinary metals. Experimental and theor
ical study of the magnetoacoustic processes in magnetic
rocarbides in the normal state can elucidate the influenc
the magnetic order on their kinetic and thermodynamic ch
acteristics. Besides the mechanisms of interconversion o
boson branches of the spectrum which are inherent to no
metals,8,9 magnetic materials have specific mechanisms
excitation and interaction of sound, spin, and electrom
netic waves. Because of the magnetoelastic interaction,
propagation of elastic waves in ferromagnets and antife
magnets is accompanied by oscillations of the magnetizat
Although magnetoacoustic oscillations have been wid
studied theoretically~see, e.g., Refs. 10 and 11! those studies
were limited to the approximation of magnetostatics, and
electric fields were not considered in them. In the pres
paper we study the generation of electromagnetic oscillat
by a sound wave in substances having magnetic order.
consider the case realized in practice wherein the elect
responsible for the magnetic properties are localized in
tice atoms, and the mean free time of the conduction e
tronste is short in relation to the frequencies of the altern
ing fields and the electron cyclotron frequency in the exter
magnetic field.

We start from the following expression for the ener
density of a ferromagnet:
4061063-777X/2005/31(5)/5/$26.00
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wS5we~M2!1wa~M !1
1

2
a ik

]M

]xi
•

]M

]xk
1

H~m!2
1E•D

8p

2M•H~ext!1
1

2
ru̇21

1

2
h iklmuikulm1 f ik~M !uik

1E~r ,t !. ~1!

Here we(M
2) is the exchange energy,wa(M ) is the anisot-

ropy energy, the third term is the exchange energy due to
nonuniformity of the magnetic moment densityM . The
fourth and fifth terms are the energy of the electromagn
field and the energy of the magnetic moment in an exter
uniform magnetic fieldH(ext); H(m) is the magnetic field pro-
duced by the magnetization,E and D are the electric field
and electric displacement, respectively. The next three te
determine the elastic and magnetostriction energies;r is the
density of the ferromagnet,u is the displacement vector o
the lattice points with coordinatesr at time t, u̇ is the time
derivative,h iklm is the tensor of elastic constants,uik is the
strain tensor, andf ik is the tensor characterizing the magn
tostriction.

The energy of the system of conduction electrons wit
dispersion relation«0(p) can be written in the form12

E~r ,t !5E 2d3p

~2p\!3 @«0~p!1d«~r ,p,t !# f ~r ,p,t !, ~2!

where d«(r ,p,t)5l ik(p)uik2(p2m]«0 /]p)u̇ is the addi-
tional energy of an electron in the field of a sound wav
l ik(p) is the deformation potential,13 andm is the free elec-
tron mass. The distribution functionf (r ,p,t) of the elec-
tronic system perturbed by alternating fields is convenien
represented as the sum of an instantaneous equilibrium
tribution function and a nonequilibrium admixture:

f ~r ,p,t !5 f 0~«0~p!1d«~r ,p,t !2dm!

2c~r ,p,t !
] f 0~«0!

]«0
, ~3!
© 2005 American Institute of Physics
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where f 0(«0(p)) is the Fermi function,dm5uik^l ik&/^1& is
the variation of the chemical potential determined from
condition of conservation of electron density, and the an
brackets

^...&5E 2d3p

~2p\!3 S 2
] f 0

]«0
D ...

denotes averaging over the Fermi surface.
The equation of motion of the magnetic moment dens

has the form10,14

dM ~r ,t !

dt
5g@M ~r ,t !3Heff#1R, ~4!

whereg52g2mB /\, mB5ueu\/2mc is the Bohr magneton
andg is the gyromagnetic ratio of the ferromagnet. The
fective magnetic fieldHeff(r ,t) is written as a functional de
rivative of the energy of the ferromagnet with respect
M (r ,t):

Heff~r ,t !52
dW

dM ~r ,t !
, W5E wSd3r . ~5!

The relaxation termR, according to Ref. 10, can be writ
ten in the form

R5
1

t2
S Heff1

1

2g
curl u̇D

2
1

t1
H m3Fm3S Heff1

1

2g
curl u̇D G J , ~6!

where m5M /M , and t1 and t2 are the temperature
dependent relaxation time of the direction and magnitude
the magnetic moment.

It follows from expressions~1! and ~5! that

Hi
eff5Hi

~ in!2
]wa~M !

]Mi
22Miwe8~M2!1a lk

]2Mi

]xl]xk

2ulk

] f lk~M !

]Mi
, ~7!

H(in)5H(ext)1H(m) is the field inside the ferromagnet.
The equilibrium state corresponds to a minimum of t

energy of the ferromagnet, and therefore the equa
Heff(r )52dW/dM (r )50 together with the equations o
magnetostatics determines the equilibrium values of
magnetizationM ~r ! and fieldH(m)(r ). We shall ignore ef-
fects deriving from the existence of domain structure, ass
ing that the equilibrium magnetization is uniform and
found from the equation

Hi
~ in!2

]wa~M !

]Mi
22Miwe8~M2!50. ~8!

Equation~4! must be supplemented by the equation
motion of the elastic medium10,12

rüi5h iklm

]ulm

]xk
1

] f ik~M !

]Ml

]Ml

]xk
1M•

]Heff

]xi

1
1

2g
~curl R! i1

1

c
@ j3B# i2

m

e

] j i

]t
1

]

]xk
^L ikc&

~9!
e
le

y

-

f

n

e

-

f

and Maxwell’s equations

curl H~ in!5
4p

c
j , curl E52

1

c

]B

]t
,

div B50, div j50. ~10!

Here

j5e^vc& ~11!

is the current density,B5H(in)14pM is the magnetic induc-
tion, L ik5l ik2^l ik&/^1&, andv5]«0 /]p.

The system of equations of the problem is closed by
kinetic equation in thet approximation for the equilibrium
component of the distribution function:

]c

]t
1v

]c

]r
1

e

c
@v3B#

]c

]p
1

c

te
5evẼ2L iku̇k , ~12!

where Ẽ5E1 1/c @ u̇3B#2 (m/e)ü2 ¹dm/e is the effec-
tive electric field.

In the local limit we can easily obtain from Eqs.~11! and
~12! an expression for the current density:

j l5tee
2^v lvk&Ẽk2te^v lL ik&u̇ik[s lkẼk1g l ik u̇ik , ~13!

which is a sum of the electronic current and the deformat
current due to the lattice displacement.

The system of equations~4!, ~7!, ~9!–~12! together with
the boundary conditions determines the electromagnetic
acoustic fields arising in an elastically strained ferromagn

Let us consider a ferromagnet with a cubic crystal latt
in a magnetic fieldH(ext)5(0,0,H (ext)) occupying the half
spacez.0. In the case when thex, y, and z axes are di-
rected along the edges of a cube, the anisotropy energy
be written in the form

wa~M !52
1

2
b~Mx

41M y
41Mz

4! ~14!

~we have neglected the influence of the magnetostric
strains on the crystal structure!. For b.0 the crystal has
three equivalent directions of easy magnetization along
x, y, andz axes, and the equilibrium magnetizationM0 will
be parallel to the vectorH(ext). We set

M ~r ,t !5M01M;~r ,t !, H~ in!~r ,t !5H01h~r ,t !,
~15!

where M;(r ,t) and h(r ,t) are small deviations from the
equilibrium values. Noting that for a cubic crystala ik

5ad ik , one can easily obtain from formulas~7! and ~8! a
linearized expression for the effective magnetic field:

Hi
eff5hi1a

]2Mi
;

]xk
2 2S H0

M0
12bM0

2D Mi
;24M0i

we9~M0
2!

3~M;M0!2ulk

] f lk~M0!

]M0i

. ~16!

Under experimental conditions the elastic wave usua
propagates along the normaln to the surface, and the dis
placement at the boundary is assumed to be specified:
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u~0,t !5u0e2 ict, u0'n. ~17!

The character of the processes occurring over a s
ciently extended time interval is determined by the bound
regime, since the influence of the initial conditions is wea
ened because of the dissipation inherent to all real syste
For steady-state oscillations the time dependence of all
alternating quantities has the form e2 ivt.

Assuming that the elastic and magnetostriction prop
ties of the ferromagnet are isotropic, we use the follow
expressions10,15 for the tensorsh iklm and f ik :

h iklm5r~sl
222st

2!d ikd lm1rst
2~d i l dkm1d imdkl!,

f ik5 f 1MiMk1 f 2M2d ik , ~18!

wherest andsl are the velocities of transverse and longit
dinal sound, andf 1 and f 2 are the magnetostriction con
stants. Neglecting effects due to anisotropy of the cha
carrier dispersion relation, we can write the conductivity te
sors ik and the renormalized deformation potentialL ik in the
form

s ik5te2^v lvk&5sd ik ,

L ik5L~«0!S v ivk2
1

3
v2d ikD , ~19!

where L(«0) depends only on the electron energy. Und
these conditionsg l ik50, and the strain contribution to th
current is equal to zero, while the circular componentsu1

5ux1 iuy , h15hx1 ihy of the vectorsu, h, E, and M;

satisfy the equations

F c̄0S H0

M0
12bM0

2D2vGM 1
;2v̄0a

]2M 1
;

]z2

5v̄0h12S f 1v̄0M01
iv

2gt D ]u1

]z
, ~20!

2v2u12st
2 ]2u1

]z2 5
f 1M0

r

]M 1
;

]z
1

B0

4pr S 11
v

vB
D ]h1

]z

1
i

2rg

]R1

]z
, ~21!

2
]2h1

]z2 5 i
4psv

c2 ~h114pM 1
;!

2 i
4psv

c2 B0S 11
v

vB
D ]u1

]z
, ~22!

E152 i
v

ck
B1

; , B1
;5h114pM 1

; . ~23!

Here v̄05v02 i t21, v05gM0 , t215t2
211t1

21, B05H0

14pM0 , andvB5ueuB0 /mc.
The boundary conditions for the electric and magne

fields satisfying system~20!–~23! reduce to continuity of the
componentsh1 andE1 at the boundary of the ferromagn
with free space. Continuity of the normal component of t
energy flux density at the surface of the ferromagnet
formula ~1! imply the following boundary condition for the
magnetization:
fi-
y
-
s.
e

r-
g

e
-

r

c

e
d

]M 1
;~0!

]z
50. ~24!

In the case when the inequality max(B0
2/8prst

2 , f 1M0
2/rst

2)
!1 holds, the nondissipative terms on the right-hand side
equation~21! constitute a small correction. Taking them in
account leads to renormalization of the sound velocity a
rotation of the plane of polarization of the vectoru. If over
the time of passage of the wave through the sample the a
of rotation of the amplitude of the displacement vector
small, then in neglect of dissipative effects the acoustic fi
can be assumed equal to the external field

u1~z,t !5u01
e2 ivt1 iqz, q5

v

st
, ~25!

and Eqs.~20!, ~22! and~23! can be regarded as independe
of Eq. ~21!.

The solution of the inhomogeneous system of differe
tial equations~20!, ~22!, ~23! should be sought in the form o
a sum of the solution of the corresponding homogene
system and an induced solution describing the field indu
by the sound wave. The induced solution of equations~20!
and ~22! is a plane wave,M 1

;(z,q)5M 1
;qeiqz, h1(z,q)

5h1(q)eiqz with wave numberq and amplitudes

h1~q!5
qu01

D
F B̄01

4pS f 1v̄0M01
iv

2gt D
d1

G , ~26!

M 1
;~q!5

qu01

d1
F v̄0

D
B̄02 i S f 1v̄0M01

iv

2gt D
3S 11 i

4pv̄0

d1D D G , ~27!

where

d1[d1~v,q!5v̄0S H0

M0
12bM0

21aq2D2v,

D5~qd!22 i S 11
4pv̄0

d1
D ,

d5c/A4psv is the depth of the skin layer,B̄05B0(1
1v/vB).

From Eqs.~23! it is easy to find the ac electric field

E1~z,q!5E1~q!eiqz,

E1~q!52 i
v

c
u01

H B̄0

D S 11
4pv̄0

d1
D

2 i

4pS f 1v̄0M01
iv

2gt D
d1

3F11
i

D S 11
4pv̄0

d1
D GJ , ~28!

induced by the sound wave. In the limitqd→0 we obtain
E1

(0)(q)5u1B̄0v/c, and the effective field
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Ẽ15E12
v

c
u1 B̄0 ~30!

goes to zero. The conduction current and the fieldẼ is pro-
duced by the following term in the expansion of~28! in
powers of (qd)2:

Ẽ1~q!52 i ~qd!2
v

c
u01

B̄0d114pS f 1v̄0M01
iv

2gt D
d114pv̄0

.

~31!

Separating Eq.~31! into real and imaginary parts,
el

tia

sk
a

s

-
d

Ẽ1~q!52
i ~qd!2vu01

c@V21~z14p!2t22#

3H V@B̄0~v0z2v!14p f 1v0M0#

1~z14p!t22S B̄0z14p f 1M02
2pv

g D
2 i4pvt21F B̄02S f 11

1

2
~z14p! D M01

v

2gG J ,

~32!

we find the phase difference of the electromagnetic a
sound waves:
w52
p

2
2arctan

4pvt21F B̄02S f 11
1

2
~z14p! D M01

v

2gG
V@B̄0~v0z2v!14p f 1v0M0#1~z14p!t22S B̄0z14p f 1M02

2pv

g D . ~33!
the

nd-

re
ns.
ave
ua-
-
n-

d

Here

V5v0~z14p!2v5Re~d114p!,

z5
H0

M0
12bM0

21aq2.

For the asymptotic representation of the magnetic fi
and magnetization for (qd)2!1 it is sufficient to consider
only the zeroth approximation in the small parameter (qd)2:

h1
~0!~q!5 iqu01

B̄0d114pS f 1v̄0M01
iv

2gt D
d114pv̄0

, ~34!

M 1
~0!;~q!5 iqu01

B̄0v̄02S f 1v̄0M01
iv

2gt D
d114pv̄0

. ~35!

The solutions of the homogeneous system of differen
equations corresponding to~20!, ~22!, and ~23! describe
modes which are damped at distances of the order of the
depth. Assuming that the spatial dependence of all the v
able quantities is of the form eikz, we obtain from~20!, ~22!,
and~23! the dispersion relation giving the wave number a
function of frequency:

D~v,k!5~dk!22 i S 11
4pv̄0

d1~v,k! D50. ~36!

In the casead2! H0 /M0 12bM0
2 equation~36! takes

the form

k2~v!5
i

d2 S 114p
~v0

21t22!z2v0v1 ivt21

~v0j2v!21j2t22 D , ~37!

wherej5H0 /M012bM0
2. From the two roots it is neces

sary to choose the solution for which the mode is dampe
z→`.
d

l

in
ri-

a

at

Applying the boundary condition~24! and using Max-
well’s equations, we can easily express the amplitudes of
skin solutions,

M 1
s ~k,q!52

q

k
M 1

;~q!,

h1
s ~k,q!52

q

k

d1~v,k!

v̄0
M 1

;~q!, ~38!

E1
s ~k,q!5 i

vq

k2c

d1~v,k!14pv̄0

v̄0
M 1

;~q!

in terms of the amplitude of the displacement at the bou
ary of the ferromagnet. HereM 1

;(q) is determined by for-
mula ~27!. It follows from expressions~38! for q5v/st

!uku;d21 that the amplitudes of the skin-effect modes a
small compared to the amplitudes of the forced oscillatio

The electromagnetic waves radiated by the sound w
~25! in a ferromagnetic insulator are determined by the eq
tion of motion of the magnetization~20! and the wave equa
tion, which for a ferromagnetic insulator with dielectric co
stant« becomes

2
]2h1

]z2 5«
v2

c2 ~h114pM 1
;!. ~39!

It follows from this equation that the magnetic field excite
by a sound wave with wave numberq5v/st is significantly
less than the ac magnetization:

h1'4p«
st

2

c2 M 1
;!M 1

;52 i
q

d1
S f 1v̄0M01

iv

2gt Du1 .

~40!
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The electric field induced by the sound wave in a fer
magnetic insulator and the phase difference of the elec
magnetic and sound waves are determined by the exp
sions

E1
;54p

v

kc
M 1

;52 i
4pv

d1c S f 1v̄0M01
iv

2gt Du1 , ~41!

w52
p

2
2arctan

t21vF2 f 1M01
1

2g
~v2zv0!G

f 1M0@z~t221v0
2!2vv0#2

1

2g
zt22v

.

~42!

From the homogeneous system of equations of the proble
is easy to obtain the dispersion relation that determines
spectrum of free oscillations of the electromagnetic field:

k25«
v2

c2 S 11
4pv̄0

d1~v,k! D . ~43!

It follows from the boundary condition~24! that the ampli-
tudes of the free oscillations of the electromagnetic field a
magnetizationM 1

f in a ferromagnetic insulator substantial
exceed the amplitude of the induced oscillations:M 1

f

.(c/«st)M 1
; .

The electric fields produced by a sound wave in a s
stance having magnetic order depends substantially on
magnetostriction constants and magnetization relaxa
times. In the case when the relaxation times of the magnit
and direction of the magnetization are large,t21[t1

21

1t2
21,vuv0u, the phase differenceDw of the electromag-

netic and sound waves tends toward2p/2. The deviation
Dw from 2p/2 is maximum for frequencies of the order
v;uv0u;t21.
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Magnetic absorption of electromagnetic waves by a small metallic particle of ellipsoidal
form
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The magnetic absorption of electromagnetic waves by a small metallic particle of ellipsoidal
form is investigated in frequency regions both higher and lower than the characteristic frequency of
the free passage of an electron between walls of the particle. The boundary conditions
chosen are diffuse reflection of the electron from the inner surface of the particle. For the case
when the thickness of the skin layer is large compared to the characteristic size of the
particle, analytical expressions are obtained which permit determination of the dependence of the
energy absorbed by a particle on its shape and orientation with respect to the direction of
incidence of the radiation. The low-frequency absorption by small metallic particles is analyzed
in detail for the first time. For particles in the form of oblate or prolate ellipsoids of
revolution it is shown at particle sizes and what initial polarizations of the incident wave that the
magnetic absorption becomes dominant over electric absorption. ©2005 American Institute
of Physics. @DOI: 10.1063/1.1925368#
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1. INTRODUCTION

The study of the properties of small metallic particl
~SMPs! is not only of purely scientific interest but also o
practical importance in certain applications. For examp
when paints containing such particles are applied to a s
surface, the absorption or reflection of electromagnetic~EM!
waves in a certain range of frequencies can be affected
preciably. In outer space, SMPs can form layers of du
plasma that can pose a hazard to spacecraft. By studying
features of the absorption of radiation by such particles
can learn to control their behavior by means of lasers.

The electromagnetic properties of SMPs differ subst
tially from those of metals.1,2 A criterion of smallness for a
particle is that its size be comparable to the wavelengthl of
the incident EM wave. If the characteristic particle sized
becomes comparable to or smaller thanl, a number of fea-
tures will be observed in the transport, optical, and therm
dynamic properties of the particles; these are usually att
uted to manifestation of size effects.3

The ratio ofd to the thicknessd of the skin layer~the
skin depth! is extremely important, as is also the ratio ofd to
the electron mean free pathl . As a rule, particles for which
d,d!l are considered. Subject to this condition the va
ants d@ l and d! l are both possible. In the latter case
sharp decrease in the energy exchange between electron
the lattice has been observed, and that can lead to a ‘‘g
between the lattice temperature and electron tempera
when power is fed into the SMP.4 The electrons, gaining a
large energy, become ‘‘hot,’’ and this leads to a number
4111063-777X/2005/31(5)/8/$26.00
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interesting observable effects.5 A clear feature of SMPs is a
strong dependence of the infrared absorption on the polar
tion of the wave and the shape of the particle.6–9 It was
found that for equal flux the power absorbed by particles
equal volume but of different shape can differ by seve
orders of magnitude. This served as an impetus for the
velopment of a theory not only for spherical particles10–13

but also for particles in the form of cylinders,6,14,15

ellipsoids,16 and other shapes.3 Although the spherical par
ticle model has been the most thoroughly studied,1 the ellip-
soidal particle model has turned out to be more informat
for investigating the influence of the shape of the SMPs
their optical properties. An ellipsoidal shape is convenie
primarily because it provides a simple way~by varying the
ratio of the semiaxes of the ellipsoid! to model a rather wide
class of particles of most of the real forms they are known
take~from disk-like to antenna-like!. Furthermore, changing
the ratio of the semiaxes has a strong influence on the d
larizing factors that determine the internal~local! fields in-
duced inside the particle by an EM wave and thereby in
ences the scattering of electrons and optical absorption.

The optical properties of SMPs has been studied fo
long time now, and the results are fully reflected
monographs.1,17–19 However, for nonspherical particles, e
pecially for d! l there have been relatively few attempts
calculate the energy of incident radiation absorbed by a p
ticle. For cylindrical particles of finite length the magnet
absorption cross section was calculated quite recently
Refs. 14 and 15. General expressions for electric and m
© 2005 American Institute of Physics
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netic absorption by an ellipsoidal particle have been obtai
in Ref. 16, but there the electric absorption was considere
more detail, and magnetic absorption was treated schem
cally and incompletely. In particular, the low-frequency a
sorption ~when v,vfl , wherevfl is the frequency of the
electron’s oscillation between the walls~inverse time of
flight!; we shall refer to this below as the transit frequenc!
is not investigated. In this frequency region, however, m
netic absorption, as will be shown below, is already com
rable to the electric frequency for a particle with a radius
50 Å, and it increases with increasing radius of the partic
This growth can be increased significantly by deformation
the particle to an oblate or prolate form.

The goal of this study is to examine in detail the ma
netic absorption of SMPs of ellipsoidal form for arbitra
orientation of the particle with respect to the direction
propagation of the incidence wave at frequencies both ab
and below the characteristic frequency of free passage o
electron between walls of the particle.

In this paper we do not take into account the influence
the ensemble of SMPs on an individual particle under c
sideration, an effect which is of importance in its own righ20

and can alter the value of the internal field in the parti
severalfold, but this effect remains secondary to the influe
of the shape of the individual particle itself.16 The results
obtained by us for a single particle can easily be general
to an ensemble of identical weakly interacting particles
oriented in the same way. For an ensemble of particles
different shapes and orientations it is not always justifiable
introduce effective mean values~for example, in calculating
the emission of electrons,5 where the value of the effect de
pends exponentially on the intensity of the absorption, wh
in turn is sensitive to the shape of the particle and the po
ization of the wave!.

The rest of this paper is laid out as follows. In Sec. 2
describe the model and the initial principles of the proble
In Sec. 3 we write a basic formula for the energy absorb
by an SMP. Sections 4 and 5 are devoted to analysis of
low- and high-frequency limits of the problem. Finally,
Sec. 6 we present the main results and conclusions of
study.

2. MODEL AND INITIAL PRINCIPLES

For describing the interaction of radiation with a sphe
cal particle in the framework of classical electrodynam
one usually uses Mie theory.19 However, Mie theory applies
only for particles withd@ l . Therefore, we shall start from
the kinetic theory of electrons without imposing any restr
tions on the size of the particle.

Suppose that we have an ellipsoidal metal particle
which is incident an electromagnetic wave

S E
H D5S E0

H0
De2 i ~k"r2vt !. ~1!

Here E and H are its electric and magnetic components,v
andk are its frequency and wave vector, andr andt describe
the spatial coordinate and time. We assume thatd!l. This
allows us to treat the particle as immersed in spatially u
form E andH fields which are oscillatory in time. The elec
d
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tric component of the EM wave induces in the SMP alo
the j th direction ~in the principal axes of the ellipsoid! a
local electric field21

Ein
j 5

E0
j

11L j~«~v!21!
, ~2!

that is specified in terms of the depolarizing factorL j and the
permittivity ~dielectric function! of the particle,«~v!. The
magnetic component of the EM wave induces an eddy e
tric field Eed. Since the depolarizing factor, which varie
depending on the shape of the particle, from 0 to 1, appe
as a cofactor with the dielectric function~which has a rather
large value for metals in the infrared!, it turns out that par-
ticles of the same volume but different shapes abs
amounts of energy per unit time which, depending on
frequency of the light, can differ by orders of magnitude.

If the skin depthdH@d, thenH0 can also be regarded a
a uniform static field, and we can write Maxwell’s equatio
for Eed:

curlEed5 i
v

c
H0 , div Eed50, ~3!

with the boundary conditions at the surface of the particl

Eednus50, ~4!

wherens is the normal to the surfaceS of the ellipsoid. Then
the contribution of the eddy currents to the absorption will
maximum. The fieldEed, when the fact that the right-han
side of Eq.~3! is constant fordH @d is taken into account,
can be written as a linear function of the coordinates:

~Eed! j5( a jkxk , ~x15x,x25y,x35z!. ~5!

The matricesa i j are easily determined from Eqs.~3! and
condition ~4!:

axy52 i
v

c

Rx
2

Rx
21Ry

2 Hz , ayx5 i
v

c

Ry
2

Ry
21Rx

2 Hz

axz5 i
v

c

Rx
2

Rx
21Rz

2 Hy , azx52 i
v

c

Rz
2

Rz
21Rx

2 Hy

azy5 i
v

c

Rz
2

Rz
21Ry

2 Hx , ayz52 i
v

c

Ry
2

Ry
21Rz

2 Hx

6 , ~6!

whereRx , Ry , andRz are the semiaxes of the ellipsoid alon
the x, y, andz axes. For convenience, here and below
subscript 0 has been dropped from the notation for the c
ponents of the external magnetic field. Then for thex com-
ponent of the eddy field, for example, we finally have

Eed
x 5

iv

c S zHy

Rz
21Rx

22
yHz

Rx
21Ry

2DRx
2. ~7!

The other two components of the field can easily be obtai
by a cyclic permutation of the indices in Eq.~7!. Having
determined the fieldEed, we can use the formula

W5
1

2
ReE

V
drj m~r !•Eed* ~r ! ~8!

to find the value of the power absorbed, provided we kn
the currentjm(r ).
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For particles of sized@ l the currents are usually relate
to the field by the expressionjm5sEed, with s5v«9/4p,
where «9 is the imaginary part of the permittivity. In thi
case the bulk scattering of electrons is dominant and, a
easily shown, using Eq.~7!, for SMPs having the form of
ellipsoids of revolution

W5V
«9v3

80pc2 R'
2 FHi

21
2Ri

2

Ri
21R'

2 H'
2 G , ~9!

whereV is the volume of the particle, and

Hi
25Hz

2, H'
2 5Hx

21Hy
2,

Rx5Ry5R' , Rz5Ri . ~10!

Formula~9! generalizes the known expression for the ene
of magnetic absorption by a spherical particle,21

WM5
V

80p
vc9S cR

c D 2

uH0u2, ~11!

in which for a metal

«95
n

v

vp
2

n21v2 , ~12!

wheren is the collision frequency andvp is the plasma fre-
quency.

If for estimation we take vp'531015 s21, n
'1013 s21, v(CO2)'231014 s21 ~which give «8'2622,
«9'31) and the minimum radius allowable in the framewo
of the approximation 2R@ l is R5460 Å,1! then, as is easily
computed using expression~5! of Ref. 16, the magnetic ab
sorption will be approximately four times higher than t
corresponding absorption due to the electric field. With
creasing radius of the particle the magnetic absorption f
off quadratically. As we shall see below, this estimate c
change substantially at other frequencies.

Let us consider the opposite case, whend! l . Now the
absorption of power from the wave occurs only on acco
of collisions of the electrons with the inner surface of t
particle. It is customary to say12 that the surface scattering o
electrons is dominant in this case. Now the calculation of
current must be done by a microscopic approach, in ac
dance with which

jm~r !52eS m

2p\ D 3E E E v~r ! f ~r ,v!d3~v !, ~13!

wheref (r ,v) is the distribution function of the electrons ov
coordinatesr and velocitiesv, ande and m are the charge
and mass of the electron. The integration is over all frequ
cies. The fieldEed causes a deviation from the equilibriu
Fermi distribution of the electrons. Therefore the total dis
bution function f (r ,v) is found in the form of a sum of an
equilibrium function f 0(«) ~dependent only on the kineti
energy« of the electron! and a nonequilibrium admixture
f 1(r ,v), which in the linear approximation in the extern
field is determined from the kinetic equation22

~n2 iv! f 1~r ,v!1v
] f 1~r ,v!

]r
1e~Ein1Eed!v

] f 0~r ,v!

]«
50

~14!
is

y

-
ls
n

t

e
r-

n-

-

with the boundary conditions

f 1~r ,v!uS50, vn,0, ~15!

for diffuse reflection of the electrons from the inner walls
the particle,2! wherevn is the electron velocity componen
normal to the surfaceS.

The collision integral in Eq.~14! is written in the relax-
ation time approximation (t51/n).

If we transform to the deformed coordinates and velo
ties according to the rule

xj⇒
Rj

R
xj8 , v j⇒

Rj

R
v j8 , R5~R1R2R3!1/3, ~16!

and solve the partial differential equation~14! by the method
of characteristics,25 then we can obtain a solution for th
function f 1(r ,v) in the form

f 1~r ,v!52e
] f 0

]« Fv"Ein1 (
i , j 51

3

a i j v i S xj8Rj

R

1v j

]

]~n2 iv!
D G S 12exp@2~n2 iv!t8#

n2 iv D .

~17!

The parametert8, which is is equal to

t85
1

v82 @r 8•v82A~R22r 82!v821~r 8•v8!2#, ~18!

characterizes the position of the electron along the trajec
r 85v8t81R. The radius vectorR gives the position of the
point on the surface at which the trajectory begins~at t8
50). We recall that after the deformation~16! the ellipsoidal
shape of the particle becomes spherical~with radiusR).

3. ENERGY ABSORBED

Using Eqs.~7!, ~8!, ~13!, and~17!, after integrating over
the coordinates as in Ref. 16, we can write the magnetic-fi
energy absorbed by the particle in the general case as

W5
pe2m3R3

2~2ph!3 ReH 1

n̄ E d3vd~«2m!

3Fc1~v8! (
i , j 51

3

ua i j u2Rj
2v i

212c2~v8!R2

3 (
i , j 51

3

ua i j 1a j i u2
v i

2v j
2

v82 G J , ~19!

where n̄5n2 iv, and we have taken into account th
] f 0 /]«'2d(«2m), where m is the Fermi energy. If we
denoteq5 n̄2R/v8, then the remaining notation in~19! is

c1~v8!5
8

15
2

1

q
1

4

q32
24

q5 1
8

q3 S 11
3

q
1

3

q2De2q, ~20!

c2~v8!5
2

5
2

1

q
1

8

3q2 2
6

q3 1
32

q5

2
2

q2 S 11
5

q
1

16

q2 1
16

q3De2q2
3

4
c1~v8!. ~21!
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For SMPs of spherical shape, owing to the ske
symmetry of the matrixa i j , the last term in~19! vanishes.
Expression~19! determines the magnetic absorption of a p
ticle in general form and describes both electron scatte
processes taking place in the bulk~in collisions with
phonons, impurity centers, lattice defects, etc.! and also sur-
face processes. For each of them separately one can o
simple analytical expressions from Eq.~19!. The specifics of
the scattering mechanism are incorporated in the param
q andn2 iv. For example, if it is assumed thatuqu@1, then
c1'8/15, c2'0, and it is easy to verify that the magnet
absorption is governed by an expression that coincides
actly with the formula~9! obtained above for the case of bu
scattering. If, on the contrary, the parameteruqu!1, then the
governing role in the absorption of energy from the wave
played by electron scattering on the surface of the SMP.
us discuss it in more detail. It is convenient to separate
analysis into low-frequency (v!vfl) and high-frequency
(v@vfl) absorption, wherevfl5vF/2R is the transit fre-
quency andvF is the velocity of an electron on the Ferm
surface.

4. LOW-FREQUENCY ABSORPTION

As one can readily verify, in this case

ReH 1

n̄
c1~v !J '

1

3

R

v8
,ReH 1

n̄
c2~v !J '

1

36

R

v8
, ~22!

and Eq.~19! can be rewritten as

WLF5
pe2m2R4

6~2p\!3 E d3v
v8

d~v22vF
2 !F (

i , j 51

3

ua i j u2Rj
2v i

2

1
R2

6 (
i , j 51

3

ua i j 1a j i u2
v i

2v j
2

v82 G . ~23!
llip

nc
-

-
g

ain

ers

x-

s
et
e

For a particle in the form of an ellipsoid of revolution th
sum in Eq.~23!, on the basis of Eq.~6!, becomes

(
i , j 51

3

ua i j u2Rj
2v i

25S v

c
R'D 2H Hi

2
v'

2

4
1

Ri
4

~Ri
21R'

2 !2

3FH'
2 v i

21S R'

Ri
D 2

~Hx
2vy

21Hy
2vx

2!G J
~24!

(
i , j 51

3

ua i j 1a j i u2v i
2v j

252S v

c D 2 uRi
22R'

2 u2

~Ri
21R'

2 !2 v i
2~Hx

2vy
2

1Hy
2vx

2!, ~25!

where it should be kept in mind thatvx
21vy

25v'
2 and Hi ,

H' are the magnetic field components along and transv
to the axis of revolution of the ellipsoid.

Taking ~24! and ~25! into account, we can easily evalu
ate the integrals over velocities, and we finally get

WLF5
3

64
V

ne2

mvF
S v

c D 2

R'
3 FrL~ep!Hi

21hL
M~ep!

3S Ri
2

Ri
21R'

2 D 2

H'
2 G , ~26!

where

n5
8p

3 S mvF

2p\ D 3

, vF5A2m

m
, ~27!
rL~ep!55
1

2ep
2 A12ep

21
1

ep
S 12

1

2ep
2Darcsinep , R',Ri

2
1

2ep
2 A11ep

21
1

ep
S 11

1

2ep
2D ln~ep1A11ep

2!, R'.Ri

, ~28!

hL
M~ep!55 2S 21

1

ep
2DA12ep

21
1

ep
S 41

1

ep
22

8

3
ep

2Darcsinep , R',Ri

S 221
1

ep
2DA11ep

21
1

ep
S 42

1

ep
2 1

8

3
ep

2D ln~ep1A11ep
2!, R'.Ri

~29!
are functions that depend on the eccentricities of the e
soid, which for the prolate (R',Ri) or oblate (R'.Ri)
ellipsoids considered in the problem are

ep
25H 12R'

2 /Ri
2, R',Ri

R'
2 /Ri

221, R'.Ri

. ~30!

The superscriptM in Eq. ~29! indicates that this function
arises only for magnetic fields. In the limiting cases the fu
-

-

tions mentioned behave as follows:

rL~ep!55
1

4
p, R'!Ri ,

2

3
, R'5Ri ,

Ri

R'
S lnS 2

R'

Ri
D2

1

2D , R'@Ri

, ~31!
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hL
M~ep!55

pS 11
1

6D , R'!Ri ,

8

3
, R'5Ri[R,

R'

Ri
S 8

3
lnS 2

R'

Ri
D22D , R'@Ri .

This allows us to rewrite the expression for the power
sorbed~26! for the cases of highly prolate or highly obla
ellipsoids, respectively, as

WLF'
3p

4.64
V

ne2

mvF
S v

c D 2

R'
3 $Hi

215H'
2 %, R'!Ri .

~32!

WLF'
3

64
V

ne2

mvF
S v

c D 2

Ri
3F lnS 2

R'

Ri
D2

1

2G
3H S R'

Ri
D 2

Hi
214H'

2 J , R'@Ri . ~33!

In particular, it follows from Eq.~32! that for SMPs in the
form highly prolate ellipsoids the magnetic absorption in t
case when the magnetic field direction is perpendicular to
axis of revolution, under otherwise equal conditions, is fi
times greater than in the case when the field is oriented a
this axis.

Having a general expression~23! for the magnetic ab-
sorption of a SMP of ellipsoidal form, one can without d
ficulty, by analogy with the electric absorption, write an e
pression for the absorption in the case of low-frequen
scattering in terms of the components of the optical cond
tivity tensor, which in this case is due to the magnetic co
ponent of the EM wave~we denote it by the subscriptM ):

WLF5
V

2
@sM ,i

LF Hi
21sM ,'

LF H'
2 #, ~34!

where

sM ,i
LF 5

3

32

ne2

mvF
S v

c D 2

R'
3 rL~ep!,

sM ,'
LF 5

3

32

ne2

mvF
S v

c D 2

R'
3 S Ri

2

Ri
21R'

2 D 2

hL
M~ep! ~35!

are its longitudinal and transverse components. In the cas
a spherical particle (Ri5R'[R) it becomes a scalar quan
tity:

sM
LF5

1

16

ne2

mvF
S v

c D 2

R3. ~36!

In the general case of nonspherical particlessM
LF is a tensor

quantity that depends considerably on the shape of the
ticle. Figure 1~curve1! shows how the ratio of conductivi
ties along mutually perpendicular directions depends on
shape of the ellipsoid, specified by the ratio of the lengths
-

e

ng

y
c-
-

of

ar-

e
f

its semiaxesR' /Ri . The dependence is constructed in a
cordance with formulas~35!. Using this figure, one can trac
how the ratio of conductivities changes in an oblate SMP
comparison with a prolate particle.

5. HIGH-FREQUENCY ABSORPTION

In this case also we shall assume thatv@n. Then

ReH 1

n̄
c1~v !J '

v8

2Rv2 ,ReH 1

n̄
c2~v !J '

v8

8Rv2 , ~37!

and Eq.~19! can be rewritten as

WHF>
pe2m3R2

4~2p\!3v2 E dvd~«2m!F(
i j

3

ua i j u2Rj
2v i

2v8

1
R2

2 (
i j

3

ua i j 1a j i u2
v i

2v j
2

v8 G . ~38!

After integration overv with allowance for Eqs.~24! and
~25! we obtain the following expression for the magne
absorption in the high-frequency case:

WHF5
9

128
V

ne2

mc2 vFR'FrH~ep!Hi
21hH

M~ep!

3S Ri
2

Ri
21R'

2 D 2

H'
2 G . ~39!

Here the functions that depend on the eccentricity of
ellipsoid are

FIG. 1. Dependence of the ratio of optical conductivity transverse to
along the axis of revolution of the ellipsoid on the ratio of the semiaxes
the SMP of ellipsoidal shape for the case of lowv!vfl ~1! and highv
@vfl ~2! frequencies. The inset shows the same dependence for the op
conductivity due to the electric component of the EM wave.16
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2 ~112ep
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2 ~124ep

2!arcsinep , R',Ri ,
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5 2
8ep

2 ~122ep
2!A11ep

21
8ep

3 ~114ep
2!ln~ep1A11ep

2!, R'.Ri .

hH
M~ep!55 2

1

4ep
2 ~128ep

214ep
4!A12ep

21
1

4ep
3 ~112ep

2!arcsinep , R',Ri ,

1

4ep
2 ~118ep

214ep
4!A11ep
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1

4ep
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2!ln~ep1A11ep
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in the limiting cases they behave as follows:

rH~ep!55
3

16
p, R'!Ri ,

2

3
, R'5Ri ,

1

4

R'

Ri
, R'@Ri .

,

hH
M~ep!55

p

4 S 11
1

2D , R'!Ri ,

8

3
, R'5Ri[R,

S R'

Ri
D 3

, R'@Ri .

~42!

This allows us to determine the energy absorbed by a S
having the form of a prolate ellipsoid, a sphere, or a disk,
which we find, respectively:

WHF'
27p

8.128
V

ne2vF

mc2 R'H 1

2
Hi

21H'
2 J , R'!Ri . ~43!

WHF'
3

64
V

ne2vF

mc2 RH0
2, R'5Ri[R, ~44!

WHF'
9

128
V

ne2vF

mc2 Ri H S R'

2Ri
D 2

Hi
21H'

2 J , R'@Ri .

~45!

Similarly to the previous case, we find from formula~43!, in
particular, that the magnetic absorption of a SMP in the fo
a highly prolate ellipsoid with its axis of revolution oriente
perpendicular to the external magnetic field, is a factor
two greater than in the case of its orientation along the fie

If, by analogy with Eq.~34!, the energy absorbed is ex
pressed in terms of the tensor components correspondin
the optical conductivity due to the magnetic field, then
the high-frequency case we obtain

sM ,i
HF 5

9

64

ne2

mc2 vFR'rH~ep!,

sM ,'
HF 5

9

64

ne2

mc2 vFR'S Ri
2

Ri
21R'

2 D 2

hH
M~ep!. ~46!

Curve2 in Fig. 1 illustrates the dependence of the ra
of the tensor components of the high-frequency conducti
P
r

f
.

to
r

y

along mutually perpendicular directions on the ratio of t
lengths of the semiaxes of the ellipsoid. The dependenc
constructed in accordance with formulas~46!. Comparing
this result with the result obtained in the low-frequency ca
~curve 1!, we see that for oblate particles in the interval
,R' /Ri,6 the high-frequency transverse conductivity
slightly higher than the low-frequency conductivity. For th
case of a prolate form it is just the opposite—the lo
frequency transverse conductivity becomes noticea
higher. For a spherical particle the low-frequency and hig
frequency conductivities are the same. The inset shows
analogous curves for the optical conductivity due to the el
tric component of the EM wave.16

Using the results of Ref. 16 for the electric absorpti
WE and expression~26! for the magnetic absorption, one ca
compare their relative contributions in the low-frequen
case as well. For this it is necessary to choose a partic
one of the possible polarizations. The polarization for wh
the vector of the electric wave is directed along the ma
axis of the ellipsoid (EiEi , E'50) or, accordingly, the vec-
tor of the magnetic waveH5H' , Hi50, we shall call the
EL-MT polarization. If, on the contrary, the vector of th
electric wave is along the minor axis of the ellipsoid (EiE' ,
Ei50), then there are two possible directions of the vecto
the magnetic wave: along the major axis of the ellipso
(H5Hi , H'50) or along the minor axis (H5H' , Hi

50). The first of these possibilities we shall call the ET-M
polarization, while the second will be called the ET-MT p
larization. For the EL-MT and ET-ML polarizations the rat
of the energy absorbed in the low-frequency case is given
the relation

WLF
M

WLF
E U

EL-MT
ET-ML

5
1

12S v

c
R'D 2

3
rL~ep!Hi

21@11~R' /Ri!
2#22hL

M~ep!H'
2

hL
E~ep!

L i~ep ,v!
Ei

21
rL~ep!

L'~ep ,v!
E'

2

,

~47!

and for the ET-MT polarization

WLF
M

WLF
E U

ET-MT

5
1

12S v

c
R'D 2 hL

M~ep!L'~ep ,v!H'
2

rL~ep!@11~R' /Ri!
2#2E'

2 ,

~48!

where for the electric field
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hL
E~ep!55 2

1

ep
2 A12ep

21
1

ep
3 arcsinep , R',Ri

1

ep
2 A11ep

22
1

ep
3 ln~ep1A11ep

2!, R'.Ri

,

~49!

and the internal electric field is expressed in terms of
external field with the use of the factor

L i ,'~ep ,v!511L i ,'~ep!@«8~v!21#2

1@L i ,'~ep!«9~v!#2, ~50!

L'~ep!5
1

2
~12L i~ep!!, L i~ep!

55
12ep

2

2ep
3 S ln

11ep

12ep
22epD , R',Ri

11ep
2

ep
3 ~ep2arctanep!, R'.Ri

, ~51!

and the remaining notation is the same as introduced pr
ously.

Figure 2 shows howWLF
M /WLF

E depends on the shape o
the ellipsoid for two polarizations~EL-MT and EL-ML!. It is
seen that while for a spherical particle of radius 50 Å t
contribution to the absorption of the electric and magne
components are approximately equal, for particles withR
575 Å the contribution of the magnetic component is
ready twice as large. In the high-frequency case~e.g., for
v5231014 s21; Ref. 16! such growth becomes possib
~independently of polarization! only for particles of radius
300 Å. The trend of WLF

M /WLF
E as a function of the ratio

R' /Ri for this case is shown by the crosses in Fig. 2. For
ET-ML polarization it follows exactly the curve for particle
with R575 Å. As the shape of the particle changes fro
spherical to antenna-like the magnetic absorption decre

FIG. 2. Dependence of the ratio of the energy absorbed from the mag
and electric fields on the ratio of the semiaxes of a SMP having the form
an ellipsoid of revolution, at frequenciesv!vfl and for two polarizations of
the incident wave: EL-MT~1,2! and ET-ML~3,4!. Curves~1! and~3! are for
a particle withR575 Å, and curves~2! and ~4! for R550 Å. The results
for a particle with R5300 Å at frequenciesv@vfl are shown for the
EL-MT polarization by the crosses~3! and for the ET-ML polarization by
circlets~s! ~they are coincident with curve~3!!. The insets show the polar
ization of the EM wave relative to the ellipsoid.
e

i-

c

-

e

es

in the polarizations EL-MT and ET-ML, although when th
particle passes to a disk-like form the magnetic absorp
increases for the EL-MT polarization and decreases for
ET-ML polarization. We note that the largest value of t
ratio WLF

M /WLF
E is reached in the EL-MT polarization fo

particles of oblate shape atR' /Ri'4 ~independently of the
radius of the particle prior to its deformation!, while for the
ET-ML polarizationWLF

M /WLF
E reaches a maximum value fo

prolate particles, the value being only slightly greater th
the corresponding value for a spherical particle.

Figure 3 shows the same dependence for the remai
polarization of the EM wave, ET-MT. For the same ratio
the energy absorbed in the spherical particle, the effect
served when its shape is changed in this case is opposi
that described above for the EL-MT polarization: the ma
netic absorption increases in comparison with the elec
absorption in the prolate SMP and falls in comparison with
in the oblate. Here the growth ofWLF

M /WLF
E reaches a maxi-

mum for a prolate shape~independently of the initial radius
of the particle!, at a radius ratioR' /Ri'0.25, and with de-
crease of this ratio the contribution of the magnetic abso
tion falls in relation to that of the electric absorption.

Thus it is seen from the calculations illustrated in Figs
and 3 that if the magnetic absorption in a spherical part
is, say, twice as large as the electric absorption, then by
formation of such a particle by a factor of four~to an oblate
or prolate shape! one can achieve an increase of the magne
absorption for certain polarizations by more than a factor
five.

6. CONCLUSION

For SMPs in the form of ellipsoids with sizes muc
smaller than the wavelength of the incident EM wave and
skin depth we have calculated the energy of magnetic
sorption at frequencies both above and below the charac
istic frequency of the free passage of an electron betw
walls of the particle. We have considered both the case w

tic
of

FIG. 3. Dependence of the ratio of the energy absorbed from the mag
and electric fields on the ratio of the semiaxis of a SMP having the form
an ellipsoid of revolution, forv!vfl and for the orientation of the electric
field along the minor axis of the ellipsoid in the MT polarization of th
magnetic vector. Curve~1! corresponds to a particle withR575 Å and
curve ~2! to a particle withR550 Å. The results for a particle withR
5300 Å at frequenciesv@vfl in this same polarization of the electric an
magnetic vectors are shown by circlets~s!.
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the electron mean free path is larger than the size of
particle and the case when it is smaller. It was assumed
the electrons reflect from the inner surface of the particle
diffuse manner.

Under conditions for which the bulk or surface scatteri
of electrons is dominant we have obtained analytical exp
sions that can be used to determine the dependence o
energy absorbed by a particle on its shape and orienta
with respect to the direction of the incident radiation. W
have shown that for nonspherical particles the optical c
ductivity caused by the magnetic component of the E
wave, in contrast to the classical Drude case, becomes a
sor quantity. For particles having the shape of ellipsoids
revolution we have found the components of this tensor
investigated their dependence on the deviation of the par
shape from spherical. Simple analytical expressions were
tained for the energy absorbed by highly prolate or obl
particles.

A feature of SMPs of low symmetry was found where
the magnetic absorption can be larger than or smaller t
the electric absorption, depending on the shape of the
ticle and its orientation with respect to the direction of t
incident EM radiation. It was shown, in particular, that f
spherical particles of radius 50 Å at frequencies below
transit frequency of the electron between walls the magn
absorption in three different polarizations is already com
rable in value to the electric absorption, and as the radiu
the particle is increased further the magnetic absorption
gins to exceed the electric. We have found that when
shape of the particle deviates from spherical to the ob
side, one can obtain growth of the magnetic absorption ifE0

is directed along the major axis of the ellipsoid. IfE0 is
directed along the minor axis, then for particles of prola
shape significant growth of the magnetic absorption~in com-
parison with the spherical particle! can be achieved in the
MT polarization and a small amount of growth in the M
polarization. For oblate particles the electric absorption
dominant in these polarizations.

*E-mail: ngrigor@bitp.kiev.ua
1!For a typical metal with an electron density;1022 cm23 one hasvF

'0.83108 cm/s, and for the value ofh given above,l;800 Å. Conse-
quently, the radius of the particle cannot be smaller than 400 Å.

2!The other known case—specular reflection of electrons from
surface—is more typical of semimetals.2,23 In ‘‘good’’ metals the reflection
is close to the specular only for ‘‘glancing’’ electrons colliding with th
e
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surface at small angles.24 The fraction of electrons falling into that cat
egory can be determined from the dependence of the resistance on
netic field. Since the wavelength of the conduction electrons is of the o
of the interatomic distances, while the characteristic size of the rou
nesses always present on the inner surface of an ellipsoidal SMP is m
larger than that, in the given case we have decided in favor of diff
reflection, in which the correlation between the incident and reflected e
trons is lost. Diffuse reflection is also preferred in the study of SMPs
cylindrical form.14,15
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Isochoric thermal conductivity of solid nitrogen
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The isochoric thermal conductivity of solid nitrogen is investigated on four samples of different
densities in the temperature interval from 20 K to the onset of melting. Ina-N2 the
isochoric thermal conductivity exhibits a dependence weaker thanL}1/T; in b-N2 it increases
slightly with temperature. The experimental results are discussed within a model in which
the heat is transported by low-frequency phonons or by ‘‘diffusive’’ modes above the mobility
edge. The growth of the thermal conductivity inb-N2 is attributed to the decreasing
‘‘rotational’’ component of the total thermal resistance, which occurs as the rotational correlations
between the neighboring molecules become weaker. ©2005 American Institute of Physics.
@DOI: 10.1063/1.1925369#
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INTRODUCTION

The thermal conductivity of simple molecular crystals
determined by both translational and orientational motion
molecules in the lattice sites. This motion can be either
cillatory or rotational depending on the relation between
noncentral force and the rotational kinetic energy. Except
rare cases~quantum crystals!, the motion of molecules a
rather low temperatures is inherently oscillatory: the m
ecules execute orientational vibrations about equilibrium
rections. As the temperature rises, the root-mean-sq
~rms! amplitudes of the librations increase and the molecu
can jump over some accessible orientations. This may lea
a phase transition because the long-range orientation o
dissappears. By choosing crystals with different molecu
interaction parameters and varying the temperature, it is p
sible to change the degree of the orientational order and
vestigate the effect of the molecule rotation upon the ther
conductivity.

Owing to their rather simple and largely similar physic
properties,1,2 the N2-type crystals (N2 , CO, N2O, and CO2)
consisting of linear molecules come as suitable objects
such studies. In these crystals the noncentral part of the
lecular interaction is determined mostly by the quadrup
force. At low temperatures and pressures, these crystals
a cubic lattice with four molecules per unit cell. The axes
the molecules are along the body diagonals of cube. In2

and CO2, which have equivalent diagonal directions, t
crystal symmetry isPa3, for the noncentrosymmetrical mo
ecules CO and N2O the crystal symmetry isP213.

In CO2 and N2O the noncentral interaction is very stron
and the long-range orientational order can persist up to t
melting temperatures. In N2 and CO the barriers impedin
the rotation of the molecules are an order of magnitu
lower; as a result, orientational disordering phase transiti
occur at 35.7 and 68.13 K, respectively. In the hig
temperature phases, the N2 and CO molecules occupy th
4191063-777X/2005/31(5)/4/$26.00
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sites of the hcp lattice of the space groupP63 /mmc.
For a correct comparison with theory, the thermal co

ductivity must be measured at constant density, which
cludes the thermal expansion effect. Such investigati
were made on CO2 and N2O in Ref. 3. Significant deviations
from the dependenceL}1/T were observed atT>QD . It
was shown that these departures occurred when the the
conductivity was approaching its lower limit. The concept
the lower limit of thermal conductivity4 is based on the fol-
lowing: the mean free paths of the oscillatory modes part
pating in heat transfer are essentially limited, and the site
site heat transport proceeds as a diffusive process.

The goal of this study was to investigate the isocho
thermal conductivity of solid nitrogen in both orientational
ordered and orientationally disordered phases. Earlier,
thermal conductivity of nitrogen was investigated only und
saturated vapor pressure.5–7

EXPERIMENTAL TECHNIQUE

Constant-volume investigations are possible for mole
lar solids having a comparatively low thermal pressure co
ficient (dP/dT)V . Using a high-pressure cell, it is possib
to grow a solid sample of sufficient density. In subsequ
experiments it can be cooled with practically unchanged v
ume, while the pressure in the cell decreases slowly.
samples of moderate densities the pressure drops to zero
certain characteristic temperatureT0 and the isochoric con-
dition is then broken; on further cooling, the sample c
separate from the walls of the cell. In the case of a fix
volume, melting occurs in a certain temperature interval, a
its onset shifts towards higher temperatures with increas
density of the sample. This is seen, for example, in theV-T
phase diagram2 of solid N2 in Fig. 1. The deviations from the
constant volume caused by the thermal and elastic defor
tion of the measuring cell were usually no more than 0.3
and could be taken into account.
© 2005 American Institute of Physics
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The investigation was made using a steady-state te
nique in a coaxial-geometry setup. The measuring berylli
bronze cell was 160 mm long, with an inner diameter of 1
mm. The maximum permissible pressure in it was 800 M
The inner measuring cylinder was 10.2 mm in diame
Temperature sensors~platinum resistance thermometer!
were placed in special channels of the inner and outer cy
ders to keep them unaffected by high pressure. Duing
growth process the temperature gradient over the measu
cell was 1–2 K/cm. The pressure in the inflow capillary w
varied in the range 50–200 MPa to grow samples of differ
densities. When the growth was completed, the capillary
blocked by freezing it with liquid hydrogen, and the samp
were annealed at premelting temperatures for one to
hours to remove density gradients. After measurement
samples were evaporated into a thin-walled vessel and
masses were measured by weighing. The molar volume
the samples were estimated from the known volume of
measuring cell and the sample masses. The total~dominant!
systematic error of measurement was no more than 4%
the thermal conductivity and 0.2% for the volume. The p
rity of N2 was no worse than 99.97%.

RESULTS AND DISCUSSION

The isochoric thermal conductivity of solid N2 was in-
vestigated on four samples of different densities in the te
perature interval from 20 K to the onset of melting. T
experimental thermal conductivities are shown in Fig. 2 w
solid lines for smoothed values and a dashed line for m
surement under saturated vapor pressure.2,5–7Under the same
P, T conditions, the discrepancy between our data and d
in the literature was no more than 5%. The molar volum
Vm , temperaturesT0 ~onset ofV5const condition! and Tm

~onset of sample melting! are shown in Table I. This infor-
mation is also available in Fig. 1.

In a-N2 the temperature dependence of the isocho
thermal conductivity is weaker thanL}1/T and is similar to
that observed3 for CO2 and N2O. The thermal conductivity is
practically constant immediately before thea→b transition.
Earlier, the thermal conductivity was observed to grow
orientationally disordered phases of some molecu
crystals.8 The Bridgman coefficientsg52(] ln L/] ln V)T

calculated from the experimental results are 6.060.8 for
a-N2 at T535 K and 4.360.5 for b-N2 at T560 K.

FIG. 1. V–T phase diagram of solid N2 according to:1,2 molar volumes
~----!; arrows show the onset ofV5const condition and melting.
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The orientational motion of the molecules ina-N2 mani-
fests itself as large-angle librations~immediately before the
a→b transition the rms libration amplitudes^q2&1/2 exceed
30°) accompanied by hopping over a limited set of equi
lent orientations related by elements of the symmetry grou1

The frequency of reorientations approaches 10211 s21 near
thea→b transition.9 Analysis of the heat capacity data su
gests that practically free precession of the molecules is
served inb-N2 after the phase transition, which is accomp
nied by axial vibration through an angleu with respect to the
hexagonal axis of the cell.1 In the b phase of N2 the fre-
quency of reorientations varies from 9.531011 s21 immedi-
ately after thea→b transition to 5.531012 s21 before
melting.9 This is considerably in excess of the Debye fr
quency 1.531012 s21. No distinct libration modes were de
tected inb-N2 in inelastic neutron scattering experimen
and even the observed translational acoustic phonons w
broadened considerably due to the translation–orientation
teraction, excluding the case of the smallest wave vector10

Since the orientational motion of the molecules ina-N2

is essentially librational in character, the thermal conduc
ity can be calculated within a model in which the heat
transferred by low-frequency phonons or ‘‘diffusive’’ mode
above the mobility edge. This model was used earlier
calculate the thermal conductivity of CO2 and N2O.11

Let us describe the thermal conductivity as

L~T!53nkBvS T

QD
D 3E

0

QD /T

l ~x!
x4ex

~ex21!2 dx, ~1!

FIG. 2. Isochoric thermal conductivity of four solid N2 samples of different
densities~see Table I!: smoothed values~—!, measurement under saturate
vapor pressure according to Refs. 2, 5–7~---!; the arrows indicate the onse
of melting.

TABLE I. Molar volumesVm , temperaturesT0 ~onset ofV5const condi-
tion!, and temperaturesTm ~onset of melting!.
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where QD5v(h/kB)(6p2n)1/3, n is the number of atoms
~molecules! per unit volume,v is the polarization-average
sound velocity, andl (x) is the phonon mean free path. A
T>QD the mean free path is mainly determined by the u
klapp processesl (x)5 l u , where:

l u5
l2

CT
, C5~12p3/A2!n-1/3~g2kB /mv2!. ~2!

Herel is the phonon wavelenth,g is the Grüneisen constant
m is the atomic~molecular! mass, andC is a numerical
coefficient. In the first approximation, the translation
orientation interaction in molecular crystals leads to ex
scattering which can be taken into account through sim
renormalization of the coefficientC.12 Since the smalles
phonon mean free path is about half the wavelength:l (x)
5al/2, where a'1, the ‘‘diffusivity’’ edge l* can be
found as

l* 5
aCT

2
, ~3!

which corresponds to an effective temperatureQ*
52hv/akBCT. ~It is assumed thatQ* <QD ; otherwise we
setQ* 5QD .) Below, the term ‘‘diffusive’’ is applied to the
modes whose mean free paths reached the smallest valu11

The integral of thermal conductivity is subdivided into tw
parts describing the contributions to the thermal conductiv
from the low-frequency phonons and the ‘‘diffusive’’ mode

L5Lph1Ldif , ~4!

Lph~T!53nkBvS T

QD
D 3F E

0

Q
*

/T

l ~x!
x4ex

~ex21!2 dxG , ~5!

Ldif~T!53nkBvS T

QD
D 3F E

Q
*

/T

QD /T

a
vh

2kBxT

x4ex

~ex21!2 dxG .
~6!

The results were computer-fitted by the least-squares t
nique to the smoothed thermal conductivity values for
sample in thea phase usingn52.2131022 cm23 and v
51.173103 m/s ~Ref. 2! and varying the parametersC and
a. The best agreement with experiment was obtained w
C53.031029 cm/K and a51.8. Correspondingly,C50.9
31029 cm/K and a52.7 for CO2 and C51.5
31029 cm/K anda52.3 for N2O ~Ref. 11!. The fitting to
smoothed experimental thermal conductivities and the c
tributions from the low-frequency phononsLph and the ‘‘dif-
fusive’’ modes Ldif ~calculated by Eqs.~5! and ~6!! are
shown in Fig. 3.

It is seen that the ‘‘diffusive’’ behavior of the oscillator
modes appears above 20 K, and immediately before tha
→b transition nearly half of the heat is transported by t
‘‘diffusive’’ modes. The curvesLph and Ldif calculated for
the a phase of N2 were extrapolated to the existence regi
of the b phase. The change from one structure to anot
may cause a jump of the partial contributions to the therm
conductivity, but it will not be too large because a major p
of the heat is transported by the ‘‘diffusive’’ modes, and th
are only slightly sensitive to the structure of the crystal. T
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lower limit of thermal conductivityLmin8 ~Fig. 3, broken line!
was calculated assuming that all the modes were ‘‘dif
sive’’:

Lmin8 53aS p

6 D 1/3

n2/3kBvS T

QD
D 2E

0

QD /T x3ex

~ex21!2 dx. ~7!

Note thatLmin8 is again independent of structure and d
termined only by the crystal density, and hence the De
temperaturs were invariant for the constant volume. T
lower limit of thermal conductivityLmin8 fitted as an asymp-
tote of the dependenceLV(T) is a51.8 times higher than
the value calculated according to Cahill and Pohl.4 The dis-
crepancy can partly be accounted for by the imperfection
the model. Nevertheless, there is a certain correlation
tweena and the number of degrees of freedom~three trans-
lational andz rotational degrees! of the molecules:a}(3
1z)/3 ~Ref. 11!. Cahill and Pohl considered amorphous su
stances and strongly disordered crystals consisting of at
having no rotational degrees of freedom.

The discussion of the lower limit of thermal conductivi
of molecular crystals brings up the inevitable questio
should the site-to-site transport of the rotational energy of
molecules be taken into account? The above correlation
gests that the answer is in the affirmative.

In this context, the heat transfer in molecular crysta
solid nitrogen in particular, can be interpreted as follows.
low temperatures, when the phonon and libron branches
well separated, the phonons forming the heat flow are s
tered by both phonons and librons.12 As a result, the therma
resistance increases in comparison with the situation, e.g
inert gases.3 As the temperature rises, the phonon–libron
teraction is enhanced, and the mixed translation–orienta
modes start to transport the heat. The heat transfer incre
and extra scattering evolves due to the strong anharmon
of the librational vibrations. Finally, under very strong sca
tering, when the heat is transported directly from molecule
molecule~Einstein model!, both the rotational and transla
tional energies should equally be taken into account.

In b-N2 the isochoric thermal conductivity increase
slightly with temperature. The absolute value of the therm
conductivity is only 10–12% higher than its lower lim

FIG. 3. Fitting to smoothed values of experimental thermal conductivity a
contributions to the thermal conductivity from low-frequency phononsLph

and ‘‘diffusive’’ modesLdif calculated according to~5!,~6!; the lower limit
of lattice thermal conductivityLmin obtained as an asymptote of the depe
denceLV(T) ~---!.
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Lmin8 . This means that inb-N2 most of the heat is trans
ported by the ‘‘diffusive’’ modes. The concept of the ‘‘lowe
limit’’ of thermal conductivity postulates its ‘‘saturation’
rather than its growth. An increase in the isochoric therm
conductivity with temperature was observed earlier in ori
tationally disordered phases of some molecular crysta8

This effect may be due to the ‘‘rotational’’ component of th
total thermal resistance, which decreases as the rotati
correlations between the neighboring molecules beco
weaker.

The dependence of the thermal conductivity on the m
lar volume can also be interpreted within this model. T
Bridgman coefficientg52(] ln L/] ln V)T is the weighted
mean with respect to the phonons and ‘‘diffusive’’ mod
whose volume dependences are considerably different:11

g5
Lph

L
gph1

Ldif

L
gdif . ~8!

Equation ~8! describes the general tendency of t
Bridgman coefficient to decrease as more of the heat is b
transported by ‘‘diffusive’’ modes. The calculation using th
procedure of Ref. 11 and the mean Gru¨neisen coefficientg
52.2 for nitrogen1,2 givesg55.2 atT535 K andg53.4 at
T560 K, which are in reasonable agreement with the exp
mental values.

CONCLUSIONS

The isochoric thermal conductivity of solid N2 has been
investigated on four samples of different densities in the te
perature interval from 20 K to the onset of melting. Ina-N2

the isochoric thermal conductivity varies following a depe
dence weaker thanL}1/T; in b-N2 it increases slightly with
temperature. It is shown that the experimental results ca
explained within a model in which the heat is transported
l
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e

ng
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y

low-frequency phonons and by ‘‘diffusive’’ modes above t
boundary of mobility. Inb-N2 most of the heat is transporte
by the ‘‘diffusive’’ modes. The weak growth of the therma
conductivity inb-N2 can be attributed to the decrease in t
‘‘rotational’’ component of the total thermal resistance due
the relaxing rotational correlations between the neighbor
molecules.
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EPR spectra of deuterated methyl radicals trapped in low temperature matrices
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EPR spectra of CHD2 and CD3 radicals are investigated in low-temperature matrices of H2 , D2 ,
and Ne at temperatures of 1.6–4.2 K. A method of condensation from the gas phase on a
cold substrate is used. With decreasing sample temperature, a transformation of the shape of the
CD3 spectrum in H2 , D2 , and Ne matrices and CHD2 spectrum in H2 and Ne is observed.
This transformation was reversible in the above temperature range. The temperature effects are
explained as reflecting a change in the populations of the lowest rotational states of the
radicals. The temperature behavior of the EPR spectra for radicals trapped in various matrices
are compared on the basis of the present data and known results for deuterated methyl
radicals in Ar obtained in photolytic experiments. As a result the existence of a hindering barrier
for the radical rotation is suggested. ©2005 American Institute of Physics.
@DOI: 10.1063/1.1925370#
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INTRODUCTION

The methyl radical (CH3) trapped in low-temperature
matrices has been extensively studied by EPR.1–8 It was
shown that at low temperatures near 4.2 K, the EPR sp
trum of the radical consists of four lines with equal intens
1:1:1:1, reaching the high-temperature binomial intens
distribution 1:3:3:1 with increasing temperature. In expla
ing the EPR spectrum shape and its transformation, two
oretical approaches are used: one treating the CH3 radical as
a restricted rotor and the other, as a free rotor. In contras
CH3, few studies have been devoted to deuterated me
radicals (CD3, CH2D, and CHD2). A spectrum of seven
components with ‘‘non-binomial’’ distribution has been pr
dicted for the CD3 radical9 at low enough temperatures. Th
septet has been actually registered in the CD4 matrix10 at 4.2
K and solid Ar at 13 K.4 Though these experimental resu
are consistent with the above theoretical scheme, anothe
servation has been published5 for CD3 in Ar at 4.2 K show-
ing a strong singlet superimposed on a weak septet.
authors explained their results with a new model of a thr
dimensional, free quantum rotor with no hindering barr
present. They pointed out that the electronic state has t
included in the application of the Pauli principle in order
obtain the correct overall exchange symmetry for bosons

In Ref. 11, results were presented on deuterated me
radicals trapped from the gas phase in solid H2 . The tem-
peratures at which the CHD2 and CD3 spectrum changed to
the low-temperature shape turned out to be surprisingly
in H2 matrix as compared to solid Ar.5 The present study is
aimed at obtaining new information about deuterated me
radicals in H2 and studying these radicals in solid D2 and Ne
in order to clarify whether the effect found in Ref. 5 is com
mon to other matrices and to correlate new results with e
other, which would help to obtain new data about the ma
effect on the radical rotation.
4231063-777X/2005/31(5)/6/$26.00
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RESULTS AND DISCUSSION

The experimental technique and a schematic of the se
have been presented elsewhere~e.g., Ref. 12!.

In our experiment, molecular deuterium, D2 , mixed with
4 mol. % methane, CH4, was prepared in a glass vessel a
passed through a discharge zone onto a low temperature
strate. Simultaneously, the D2 was fed onto the same sub
strate through a separate inlet tube to avoid the gas
charge. The latter flow was much larger than the discha
flow. We estimated the admixture of CH4 in the D2 matrix to
be about 0.5–1%. A pulsed discharge with an off-duty fac
of 7 was used. The substrate temperature during the dep
tion was 4.2 K. Figure 1 shows the EPR spectrum o
sample of solid D2 with trapped radicals. For reference,
scheme of EPR transitions for CH2D, CHD2, and CD3 radi-
cals at high temperatures~all rotation levels are populated!

FIG. 1. The EPR spectrum of a solid D2 sample at 4.2 K with trapped
methyl radicals. Also shown are the D-atom transitions~a!. The high-field
part of the spectrum with higher gain~b!. The substrate temperature durin
depositionTsub54.2 K. Deposition duration,tdep'75 min. The EPR reso-
nance frequencyf res59348.22 MHz.
© 2005 American Institute of Physics
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and low temperatures~only the lowest rotational level is
populated! is shown in Fig. 2, according to Ref. 5.

The experimental spectrum reveals seven strong line
the CD3 radical and several weak lines for CH3, CH2D, and
CHD2 radicals. Superimposed is a record of the high-fi
lines with a higher gain. Due to the rather large broaden
of the lines ~the peak-to-peak linewidthDH51.15(5) G!
only some components of the CH3, CH2D, and CHD2 spec-
tra can be resolved. The CH3 spectrum is supposedly com
posed of four lines of equal intensity, like the CH3 spectrum
in the H2 matrix studied earlier.6 The CH2D spectrum is a
triple triplet due to the hyperfine~hf! splittings of the two
hydrogen nuclei~the major triplet! and one deuterium~the
minor triplets!. At high enough temperatures, the CHD2

spectrum is a double quintet.
We have found that two adjacent CD3 lines are spaced

with dH53.56(4) G. It was observed in Ref. 5 that at tem
peratures above 10 K the intensity distribution for CD3 in Ar
is practically a ‘‘binomial’’ one, 1:3:6:7:6:3:1, originating no
only from the population ofJ50 but also of higher rota-
tional levels. As the temperature was lowered to 4.1 K
central line increased while the other six lines decreased
idly. As a result, the intensity of the central peak relative
the adjacent one reached 15. It was shown that the spec
corresponding to theJ50 rotational level is a singlet. Turn
ing to our study, it is hard to estimate the relative intens
ratio because the lines are mostly superimposed. Howe
the amplitude ratio of two ‘‘pure’’ CD3 lines, i.e., the third to
the second~counting from the left! equals 2, which is ex-
pected for the binomial distribution. The line superimpos
on the central CD3 peak in Fig. 1 is a central transition of th
D-atom triplet. We have also recorded two other D-ato

FIG. 2. The scheme of CH3 , CH2D, CHD2 , and CD3 transitions at~a! high
and ~b! low temperatures.
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lines which appeared alone, i.e., not as a mixture with a
transitions. These lines~shown in Fig. 1! were used to extrac
the ‘‘pure’’ CD3 central line by subtracting the D-atom tran
sition ~Fig. 3!.

As a result, the amplitude ratio of the central line to
nearest neighbor was estimated to be 1.32, which is a
larger then the binomial 7:6. Thus the spectrum of CD3 in D2

at 4.2 K is a high-temperature nearly ‘‘binomial’’ spectru
with possibly a small admixture of the low-temperature s
glet. The above-mentioned CH3 spectrum of four equal lines
corresponds toJ50, thus being a low-temperature one. Su
a difference between the appearances of the CH3 and CD3

spectra is not surprising because the energy gap betwee
J50 andJ51 rotational states for the free CH3 is twice as
large as that for the free CD3. Therefore, theJ51 state of
the CH3 radical is not populated at low temperatures close
4 K. We have found a change in the appearance of the C3

spectrum with varying temperature. The high-field D-ato
transition was used as a reference signal. Figure 4 show
plot of the amplitudes of the central CD3 line and its neares
high-field neighbor versus temperature. One can readily
that the central peak withmF50 increases with decreasin
temperature, while the amplitude of the other line decrea
Plotting these data, we took special care to avoid line sa
ration due to microwave power. Such a difference in t
temperature behavior between the lines is proof that the c
tral peak is actually a superposition of transitions due
different rotational states:J50 andJ51. The population of

FIG. 3. Central part of the EPR spectra of the CD3 radical and D-atom lines
in a D2 matrix. The substrate temperature during deposition,Tsub54.2 K.
The substrate temperature during registration,Treg52.85 K ~a!. The simu-
lated central part of the CD3 spectrum with the central D-atom transitio
superimposed~b!.
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the lowestJ50 level increases with decreasing temperatu
while the population of higher rotational levels decreas
This temperature behavior also manifests itself in Fig.
which shows the amplitude ratio of the central line to
nearest neighbor.

An investigation was undertaken into the correlation b
tween the temperature change of the EPR spectrum s
and the saturation behavior for the CHD2 and CD3 in the
molecular hydrogen matrix. Figure 6 shows the saturat
curves, that is, the intensities of the central and adjacent l
versus microwave power. The high-temperature spectrum
perienced no saturation in the power range used at both
K and 1.6 K, whereas the central peak starts to saturate a
K, reaching a pronounced saturation at 1.6 K. Such a dif
ence in the saturation behavior between the lines is fur
proof that the central peak is actually a superposition of tr
sitions due to different states.

The solid Ne sample with trapped methyl radicals w
prepared by co-condensation on a substrate at 4.2 K of
flows: a Ne flow with 1/3 impurity of D2 mixed with 5
mol. % methane, and a pure Ne flow through the ma
channel. The impurity concentration in the Ne matrix w
estimated to be 1–1.5%. A pulsed discharge was emplo
The substrate temperature during deposition was 4.2 K. A

FIG. 4. Amplitudes of the CD3 central line~m! and its nearest high-field
neighbor~d! versus temperature. The D-atom transition is used as a re
ence signal.

FIG. 5. The temperature dependence of the relative intensity of the3
central component (mF50) to the neighbor transitions (mF561) for the
CD3 radical trapped in low-temperature solids: H2 ~d!, D2 ~s!, and Ne~m!.
,
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result, we obtained a well-resolved spectrum~Fig. 7! of
rather narrow lines of the radicals, with a linewidth of abo
0.2–0.25 G. The relative intensity ratio for the CD3 radical,
1:2.9:5.4:7.5:4.8:2.8:1, is close to the ‘‘binomial’’ intensi
distribution 1:3:6:7:6:3:1. In these experiments, we obser
an increase of the central line amplitude relative to intensi
of other six lines. The ratio of the central line amplitude
the amplitude of its nearest high-temperature neighbor is
sented in Fig. 5. Figure 8 shows the central part of the C3

spectrum in Ne taken at several temperatures. One
readily see that the central peak atmF50 increases rapidly
with decreasing temperature in relation to the neighbor
transitions.

The investigation with the Ar matrix is still in progress
because in our attempts to study CD3 trapped in a solid Ar
sample we encounter the problem of a very strong cen
line of the D-atom triplet superimposed on a weaker C3

r-

FIG. 6. The amplitudes of the CD3 central,mF50 ~3! and neighbor,mF

561 ~d! transitions versus microwave power for the radical trapped
solid H2 . For convenience of comparison, the amplitudes of the compon
are set equal at the lowest microwave power.
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spectrum. In this situation, any measurements would be
insufficient reliability. We did not face this difficulty with the
Ne and D2 matrices because D atoms are usually trappe
Ne and D2 in much lower concentrations than in Ar. With th
H2 matrix, the D atoms cannot be seen in the spectrum a
because of the fast tunneling reaction H21D→HD1H.

It is well known that the high-temperature CHD2 spec-
trum exhibits a ‘‘binomial’’ relative intensity ratio 1:2:3:2:1
for the quintet components. It has been found previous5

that in the argon matrix the quintet transforms into a trip
with decreasing temperature from 10 K to 4.2 K. In o
experiments, the spectrum of CHD2 in D2 and Ne was still a
double quintet at 4.2 K. In Ne particularly, this spectru
showed, though, an intensity distribution different from t
binomial one, which was evident from the fact that the ra
of the line amplitude atmF(D)521 to the outermost one a
mF(D)522 was about 3. This deviation from the binomi
distribution is particularly evident in the H2 matrix. At
sample temperatures as low as 1.5 K the transition
mF(D)522 disappeared in both matrices, while the ne
two took similar amplitudes. Such a transformation of t
shape of the spectrum suggests a transition from a mixtur
the high- and low-temperature spectrum to the lo
temperature double triplet. This change from the hig
temperature to the low-temperature spectrum for CHD2 cor-
responds very well to the case of the CD3 radical in Ne and
H2.11 We could draw no conclusion about the CHD2 tem-
perature behavior in solid D2 because of the poorly resolve
spectrum. We have also failed to draw a conclusion about
appearance of the CH2D spectrum in both D2 and Ne matri-

FIG. 7. The EPR spectrum of a solid Ne sample at 4.2 K with trap
methyl radicals. Also shown is the high-field part of the spectrum w
higher gain. The substrate temperature during depositionTsub54.2 K, tdep

'1 h, f res59353.43 MHz.
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ces, because the central CH2D triplet could not be seen
against the strong CD3 transitions superimposed on it.

CONCLUSION

The present results verify the effect of temperature
the shape of the CD3 and CHD2 spectra first observed in
argon5 with samples obtained by x-ray radiolysis of a matr
containing 0.2 mol. % CH4. Our data also give new infor
mation when comparing the temperature ranges of the s
trum transformation observed in Ref. 5 and here: 10–4.2
and 4.2–1.5, respectively. Since the spectrum changes
discuss are due mainly to changes in the populations of
lowest J50 andJ51 states of trapped radicals, the diffe
ence in the range suggests that the energy interval betw
the above rotational states is significantly larger for radic
trapped in argon5 than in H2 , D2 , or Ne. In turn, a decreas
in this interval for a trapped molecule in comparison with
free one is due to hindering of the rotation of the molecule
the matrix. Because the interaction energies for
CD3– H2, CD3– D2, and CD3– Ne pairs are lower than tha
of the CD3– Ar pair, one may expect a free rotation of CD3

in H2 , D2 and Ne, i.e., a smaller effect on the radical rotati
than in Ar. Then the present result suggests the phon
rotation coupling for CHD2 and CD3 molecules in H2 , D2 ,
and Ne to be surprisingly higher than in Ar. On the oth
hand, the results for condensed samples are consistent
each other. Actually, a greater increase of the amplitude r
with decreasing temperature for the H2 matrix as compared
with that of D2 , and Ne suggests that the CD3– H2 pair po-
tential is lower than the other two: CD3– D2 and CD3– Ne.

dFIG. 8. Temperature-dependent central part of the CD3 radical matrix-
isolated in solid Ne. The substrate temperature during depositionTsub

54.2 K at different sample temperatureTsamp, K.
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One might suppose that the difference between our res
and those of Ref. 5 originates from the greater impurity c
centrations in the present study. However, there are sev
reasons which make this unlikely. First, the major impur
~about 3 mol. %! in the H2 matrix experiments was anothe
hydrogen isotope, D2 , which caused almost no shift of th
lattice parameters and in the CH3–host molecule interaction
The concentration of CH4 was less than 0.1 mol. %. Thu
the experiments with the molecular hydrogen matrix with
very small impurity concentration show a different tempe
ture range for the EPR spectrum shape transformation
compared to Ref. 5. Second, the narrow EPR lines in
matrices suggest rather regular surroundings. In our exp
ments, with CH4-doped Ne~about 0.1 mol. %! we obtained
lines with peak-to-peak widths of 0.12–0.15 G. The broa
ening observed in the present study~about 0.2–0.25 G! can-
not be considered dramatic. Third, suppose the impurity c
centration to be 1–2 mol. %. Then approximately 10% of
radicals would have an admixture molecule in the nea
neighborhood, which could disturb the rotational motion
the radicals. The other 90% of radicals are trapped in
fine-grain crystallites. Thus, the first group exhibits hinde
rotation, while the larger second group undergoes f
rotation.5 Even so, we would not see a nearly binomial d
tribution at 4.2 K, based on the temperature region de
mined in Ref. 5. Indeed, the amplitude of the low
temperature singlet is so large that the above freely rota
radicals, even at a considerably lower concentration t
suggested above, would transform the spectrum shape
the low-temperature one.

Another conclusion which could be drawn is that t
difference between our results and those of Ref. 5 lies in
difference of the sample preparation techniques: radiolysi
Ref. 5 and condensation from a gas discharge in the pre
study. This may lead to different matrix surroundings
these experiments, that is, a larger matrix cage for the C3

obtained by radiolysis. With this technique, the great amo
of energy being absorbed locally may lead to a signific
local lattice distortion. It was pointed out in Ref. 5 that t
EPR line shape of CH3 below 40 K was reversibly change
with temperature. It is well known that annealing of an
matrix at 30 K gives rise to relaxation of structural defec
Although the same supposedly holds for CD3, it is not
stressed in the text that deuterated methyl radicals
showed reversible changes in the same large tempera
range of 4.2 through 40 K.

It cannot be ruled out completely that the difference
the matrix preparation techniques would contribute to
difference in the temperature ranges. On the other hand,
contribution is unlikely a deciding factor, because both te
niques utilize condensation of a gaseous sample onto a
surface.

We suggest that the key to this question of different te
perature ranges for the spectrum shape transformation
with the integral intensity of the spectra. If we take this in
account, then the results in Ref. 5 and the present data
come consistent. Indeed, it is pointed out in Ref. 5 that at
temperature of 4.1 K the linewidth of the central singlet
0.06 G, whereas the high-temperature transitions are abo
times broader than the central singlet. Given the relative
lts
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plitude of the singlet to the outermost transitions of 105
~Ref. 5! and that the integral intensity is proportional to th
product of the amplitude and the square of the linewidth,
estimate the integral intensity ratio of the singlet to the hig
temperature septet as 1:4. Since the relative population
rotational levels is determined by ratio of integral intensit
of lines corresponding to different states, the above re
suggests that the majority of the CH3 radicals are at highe
rotational levels. Now, let the EPR lines be of the sa
width, i.e., broadened due to certain mechanisms: supe
perfine interaction in the H2 and D2 matrices and, possibly
structural defects in Ne. Then a relative amplitude ratio
the singlet to its nearest neighbor transition would be ab
13:6 at 4.2 K, which is comparable with our results: 12:6.5
H2 ,11 8:6 in D2 , and 7.5:5.4 in Ne.

One more conclusion which stems from the above in
gral intensity ratio of 1:4 concerns the temperature range
the spectrum shape transition. It is obvious that the pop
tion of the lowest rotational level is far from saturation at 4
K, and it should keep rising with further decrease of te
perature. Given lines of equal width, the most promine
spectrum shape transformation would be expected at t
peratures below 4.1 K, which is the case in the present st
Because of the unchanged spectrum linewidth with chang
temperature, the temperature dependence of the amplit
in Fig. 5 reflects the relative population of different states
follows from Fig. 5 that there is a difference between ma
ces in population of levels at a given temperature. Thus,
results suggest a hindered rotation. This follows both fr
the low temperature range for the spectrum transformatio
compared to the energy gap between the two lowest r
tional levels of the free CH3 radical and from the distinction
in the temperature dependence of the level populations
different matrices.

It is of interest now to study an effect of matrix depos
tion conditions as well as impurity concentration on the
tational barrier. The quench-condensed films of Ar and
are known to contain an appreciable number of structu
defects. For pure Kr quench-condensed onto a 5 Ksubstrate,
the average number of planes between stacking faults is
timated as equal to 1163, which is a very high density.13

The matrices studied in the present work have considera
lower annealing temperatures then Kr and Ar, and wo
contain a much lower density of structural defects. As
impurities, it is not a direct effect on the rotation of th
molecule that is interesting, because it is hard to observe~see
above!, but an indirect effect through the influence on t
matrix morphology.13 In turn, this influence is more promi
nent for mixtures of two substances differing strongly in m
lecular parameters,13 like Kr:D2 and Ar:D2 , but not Ne:D2 .

*E-mail: dmitriev.mares@pop.ioffe.rssi.ru
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On the polyamorphism of fullerite-based orientational glasses
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A dilatometric investigation in the temperature range 2–28 K shows that a first-order
polyamorphous transition occurs in the orientational glasses based on C60 doped with H2 , D2

and Xe. A polyamorphous transition is also detected in C60 doped with Kr and He. It is
observed that the hysteresis of thermal expansion caused by the polyamorphous transition~and,
hence, the transition temperature! is essentially dependent on the type of doping gas. Both
positive and negative contributions to the thermal expansion are observed in the low-temperature
phase of the glasses. The relaxation time of the negative contribution turns out to be much
longer than that of the positive contribution. The positive contribution is found to be due to phonon
and libron modes, while the negative contribution is attributed to tunneling states of the C60

molecules. The characteristic time of the phase transformation from the low-T phase to the high-
T phase is found for the C60– H2 system at 12 K. A theoretical model is proposed to
interpret these observed phenomena. The theoretical model proposed includes a consideration of
the nature of polyamorphism in glasses, as well as the thermodynamics and kinetics of the
transition. A model of noninteracting tunneling states is used to explain the negative contribution
to the thermal expansion. The experimental data obtained are considered within the
framework of the theoretical model. From the theoretical model the order of magnitude of the
polyamorphous transition temperature is estimated. It is found that the late stage of the
polyamorphous transformation is described well by the Kolmogorov law with an exponent ofn
51. At this stage of the transformation, the two-dimensional phase boundary moves along
the normal, and the nucleation is not important. ©2005 American Institute of Physics.
@DOI: 10.1063/1.1925371#
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INTRODUCTION

In fullerite C60, the molecules form a face-centered c
bic ~fcc! lattice. Below the temperature of the glass transit
(T,Tg'90 K) fullerite is an orientational glass. At presen
the short- and intermediate-range orientational ordering
glasses has not been investigated in detail. A two-le
model1,2 is useful for estimating the fractions of the ‘‘pen
tagonal’’ and ‘‘hexagonal’’ mutual orientations of two mo
ecules in the orientational liquid state. In this model coo
erative interactions are ignored. Besides, it has b
speculated theoretically3,4 and found experimentally5,6 that
the orientational structure of a two-dimensional layer of C60

molecules consists of domains~clusters! with narrow bound-
aries. Conceivably, the formation of C60 clusters with certain
short- or intermediate-range orientational ordering is p
4291063-777X/2005/31(5)/16/$26.00
-
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sible in the three-dimensional case as well. The short-ra
orientational order~SRO! is broken at the cluster boundarie
For comparison, in metal glasses with topological or str
tural ~rather than orientational! disorder, the polycluster
structure and cluster boundaries are detected by the met
of field-emission microscopy.7–9

The absence of long-range orientational order~LRO!
and orientational structure frustrations leads to the forma
of two- or many-level tunneling states~TS! in glassy fuller-
ites. The distribution of the levels and characteristic tunn
ing times is presumably wide,10 but our main interest here i
with the states which at low temperatures can make an
preciable or even dominant contribution~as compared to the
phonon one! to the thermodynamic coefficients such as t
heat capacity and thermal expansion coefficient. Owing
© 2005 American Institute of Physics
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thermally nonactivated tunnel transitions, the TS system
tains thermodynamic equilibrium within quite short times,
matter how low the temperature is. In this case the temp
ture coefficients are mainly contributed to by the those TS
which the spacings between the lowest energy levels
comparable with the thermal energy and the tunneling t
does not exceed the time of the experiment.

The potential relief of the cluster boundaries in C60 has
been considered within a two-dimensional model.3,4 It was
found that in the 2D case the double-well states are separ
by low rotational potential barriers with characteris
heights that are about 102 times lower at the boundary tha
in the bulk cluster.

This indicates that within the orientational polyclust
there exist low-energy TS at the cluster boundaries, wh
can generate significant low-temperature effects.

Several low-temperature anomalies were detected w
investigating the thermal expansion coefficients of pure60

and C60 doped with inert gases~He, Ne, Ar, Kr!.11–15 The
most important of them are as follows:

~i! The coefficient of thermal expansiona(T) of pure
C60 and C60 doped with Ne, Ar, Kr is nonmonotonically de
pendent on temperature and becomes negative in a finit
terval at helium temperatures.

~ii ! Hysteresis ofa(T) is observed in fullerites dope
with He and Kr.

Investigation of the time dependence of the thermal
pansion upon a jump-like change in temperature shows th
negative contribution toa(T) appears even when the coef
cient itself remain positive.

In view of the fact that~i! the TS contribution toa(T) is
negative,11–15 ~ii ! the positive lattice~phonon and libron!
contribution aL decreases rapidly at low temperaturesT
!uD ,uE ~where the Debye temperatureuD and effective
Einstein temperatureuE are 54 and 40 K, respectively15! and,
~iii ! the negativea(T) is caused by the dominant TS contr
bution, we can obtain atuaTSu.uaLu

a~T!5aTS~T!1aL~T!,0, ~1!

whereaTS is the contribution of the TS system to the coe
ficient of thermal expansion.

The hysteresis ofa(T) suggests15 the existence of a
least two phases in the orientational He–C60 and Kr–C60

glasses, and that the phase transition is of the first order15 A
transformation of phases which leaves the composition
glasses unaltered is conventionally called polyamorpho
The term ‘‘polyamorphism’’ was first used in Ref. 16 an
subsequently in Ref. 17 to describe the polyamorphous tr
formation in the amorphous state of the substance. The
nomenon has also been observed in certain liquids and s
tural glasses.18,19It was found also by numerical simulation20

that amorphous carbona-C exists in two amorphous phase
graphite-like and diamondlikea-C. It was revealed that a
ambient temperature and pressure changes, the graphite
phase transforms to the diamond-like one.

Fullerite doped with inert gases is the first substan
among orientational glasses in which a polyamorphous t
sition has been detected. It is important to emphasize
diffusion-free kinetics of such transformations. Investigati
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of the thermodynamics and kinetics of polyamorphous tra
formations in glasses runs up against certain problems w
are inherent due the nature of glasses.

Since the glass is a system with broken ergodicity,
Gibbs’s phase determination and, hence, the methods of
ventional statistical physics and equilibrium thermodynam
do not hold.

Besides, the state of a nonergodic system is essent
dependent on the thermal history, and the measuremen
sults can greatly be influenced by the duration of the exp
ment.

For this reason the observed polyamorphous transfor
tions are attributed to the rapidly~in comparison with the
time of observation! relaxing and interconverting quas
equilibrium states of the system.

This paper reports experimental and theoretical res
on low-temperature anomalies in the thermal expansion
polyamorphism of C60-based orientational glasses. The o
jects of dilatometric investigations were solutions of Xe, H2

and D2, in C60. This is the first inquiry into the therma
expansion of these solutions.

We propose a theory that includes both a general
proach to polyamorphous transformations and a consi
ation of thermal expansion and phase transformation kine
~Sec. 2!, which allows us to analyze the experimental da
~Sec. 3!. Comments and conclusions complete the paper.

1. EXPERIMENTAL TECHNIQUE AND RESULTS

The linear thermal expansion coefficienta(T) was in-
vestigated using a high-sensitivity capacitance dilatomet21

and the technique described in Ref. 11.
Since the pure C60 and gas-saturated C60 used have a

cubic lattice, their thermal expansion is isotropic and is ch
acterized by a scalara(T).

1.1. Xe–C60 system

The C60 powder~99.99%! with an average grain size o
about 100mm ~SES Co., USA! was intercalated with xenon
and then compacted. The intercalation was performed fo
hours at a Xe pressure of;200 MPa and a temperature o
575 °C. According to the thermal gravimetric analys
~TGA!, about 30% of the octahedral cavities of C60 were
filled with Xe, in agreement with previous studies.22

Since the process of Xe–C60 dissolution produces con
siderable deformation of the C60 lattice,22 extreme care was
taken to prepare the Xe–C60 samples for dilatometric inves
tigation.

In our previous studies11,13–15polycrystalline specimens
were formed by pressing fullerene powder in a cylindric
die for 30–45 minutes at an effective pressure between
and 1 GPa. The die consisted of an inner ring with a cyl
drical bore and a conical outer surface, fit into an outer c
inder of hardened steel which provided support for the in
pressure. The inner ring was split into four sections. Af
pressing, the conical inner part was carefully forced out
the outer ring, after which the four sections of the inner ri
could be removed with minimum damage to the specim
The piston used was also made from hardened steel.

The present compound was rather more difficult to pr
into cylinders than those previously studied.
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Pure C60 is a soft solid which easily deforms by plast
flow, and many high-pressure studies have been carried
using the material itself as a pressure transmitting medium23

Thin solid polycrystalline plates are easily produced by
plying a nominal~force-over-area! pressure of up to 1 GPa t
C60 in the powder form, which then deforms much like
hard wax.

However, because C60 hardens appreciably when de
formed, in order to produce homogeneous cylindrical spe
mens with a height approximately equal to the diameter
used in our measurements of the thermal expansion, it
necessary to fill the cylinder gradually.

In all experiments we have filled the cylinder in ten
more steps, packing the powder well before the next ba
was poured in.

Even then, when using this method, it has been ne
sary to handle the specimen carefully when removing it fr
the die, since rough handling usually resulted in the break
of the specimen.

The most common form of fracture observed we
cracks perpendicular to the axis, but sometimes conical f
tures also occurred, producing low cones with the end
faces as base.

These difficulties were much more pronounced in
present experiments with the Xe-doped material.

The first attempt to form a cylindrical specimen faile
after pressing, the specimen broke into several pieces. A
crushing the material, a second attempt was made, this
successfully. The cylindrical sample was then sent fr
Sweden to Ukraine for study, but on arrival it had brok
into several pieces and was subsequently returned to Um
A third, very careful attempt was then made, with a new
cleaned die to minimize friction and again with great care
handling. This resulted in a final specimen which was
lowed to rest for more than 24 h to see if spontaneous cra
would appear. Since no cracks were observed, the spec
was placed between two teflon cylinders and wound w
thin Teflon film until it fitted perfectly in a glass tube. Cotto
wool was added to give a slight pressure on the specim
during transport to the B. Verkin Institute of Low Temper
ture Physics and Engineering of the National Academy
Sciences of Ukraine, Kharkov.

Despite the precautions, the specimen mailed to Ukra
broke into two unequal pieces nearly in parallel to the ba
The larger piece was used for thermal expansion invest
tion. The final sample was a cylinder 5 mm high and 10 m
in diameter. Before measuring, it was kept in a Xe atm
sphere~760 Torr! in a glass ampoule at room temperatu
The sample was then transferred to the measuring cell o
dilatometer.

The procedure was performed in the air and took
minutes. The cell with the sample was then successiv
evacuated, filled with Xe at 760 Torr and sealed. The sea
measuring cell with the sample in the Xe atmosphere w
cooled to 160 K. At this temperature, the measuring cell w
evacuated again and cooled down to liquid helium tempe
ture. The vacuum in the cell was maintained at
31025 Torr during the whole experiment. The cooling fro
room temperature to liquid helium temperature took
hours.
ut
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The temperature dependence ofa(T) measured on the
Xe–C60 sample in the range 2–28 K is shown in Fig. 1~the
broken arrows point to the direction of the temperatu
change during the experiment!. It is seen that on heating an
subsequent cooling of the sample,a(T) has a considerable
hysteresis. As mentioned above, the hysteresis of the t
perature dependencea(T) of Xe-doped C60 indicates the ex-
istence of two phases of the orientational glass. For comp
son, the same figure illustrates the thermal expansion
pure C60 sample~broken curve 3! compacted from the pure
C60 powder that was used for preparing the (Xe)0.3– C60, by
an identical procedure.

In pure C60 the behavior ofa(T) is similar on heating
and cooling. In both cases, the step-like change in the sam
temperature,DT, was kept approximately the same. On i
creasing temperature, the step changed from 0.3 to 1.5

At 5 and 12 K, curve1 ~Fig. 1! is branching. The uppe
branch appeared with rising temperature immediately a
the first cooling of the sample from room temperature to
K. The lower branch emerged after repeated cooling to 2.
and subsequent heating. It is evident that the hysteresis
served in curves1 and 2 is determined by the temperatur
prehistory of the sample.

It is seen in Fig. 1 that the thermal expansion
(Xe)0.3– C60 is always positive over the range of temper
tures studied. However, on heating the sample byDT, the
time dependence of the thermal expansion exhibits two p
cesses~see Fig. 2! with different characteristic times. Th
contribution of the faster process to the thermal expans
was positive while that of the slower process was negat
In Ref. 15 the positive contribution was attributed to low
frequency excitations~phonons and librons!, while the nega-
tive contribution was attributed to tunnel reorientations
the C60 molecules.

The positive contribution to the thermal expansion of t
(Xe)0.3– C60 sample exceeded the negative one over
whole temperature range of the experiment. As a result,
total thermal expansion coefficient is always positive.

FIG. 1. Temperature dependence of the linear thermal expansion coeffi
of (Xe)0.3– C60 and pure C60 : 1–heating of (Xe)0.3– C60 ; 2–cooling of
(Xe)0.3– C60 ; 3—pure C60 .
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On cooling of the (Xe)0.3– C60 sample there is only a
positive contribution to the thermal expansion.

At constant temperature thea(t) dependence can be de
scribed by

a~ t !5
1

DT

DL

L
5A@12exp~2t/t1!#1B@exp~2t/t221!#,

~2!

where the first and second terms on the right-hand side o
equation describe the positive and negative contributions
spectively;A and B are the absolute values of the corr
sponding contributions att→`; andt1 andt2 are the char-
acteristic relaxation times for these contributions. TheB/A
value is the ratio of the negative to positive contributions
a(T).

Using the data processing procedure of Ref. 15, we
evaluate the characteristic times of the processes respon
for the thermal expansion of the (Xe)0.3– C60 sample and
evaluate the positive and negative contributions as a func
of temperature. The characteristic times of the positive
negative contributions,t1 and t2 , are shown in Fig. 3. For
comparison, the figure includes the characteristic times of
positive and negative contributions to the thermal expans
of the (Kr)20.625– C60 sample.15 It is seen that in interva
12–22 K the characteristic times of the negative contribut
to the thermal expansion of the (Xe)0.3– C60 sample are
smaller than those for the (Kr)20.625– C60 sample. The
characteristic times of the positive contributions in the
samples coincide within the measurement error.

The temperature dependence of the ratioB/A of the
(Xe)0.3– C60 and (Kr)20.625– C60 samples15 is shown in
Fig. 4. For (Xe)0.3– C60 the highest value of the ratio is con
siderably smaller in comparison with what is observed
(Kr) 20.625– C60, and is shifted towards higher temper
tures. We believe that the reason may be as follows.
gas-kinetic diameter of Xe atoms is larger than that of
atoms. When impurity atoms penetrate into the octahe

FIG. 2. Characteristic time dependence of the sample length on he
(Xe)0.3– C60 by DT: experimental results~1!; positive ~2! and negative~3!
contributions to thermal expansion.
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cavities of fullerite, the distance between the C60 molecules
surrounding the impurity atom increases, and for the cas
fullerite saturation with Xe atoms, results in a larger spac
than in the Kr case. Correspondingly, for Xe–C60 solutions,
the rotational barrier for the C60 molecules is lower. As a
result, the tunnel splitting of the energy levels of C60 rotation
increases and the manifestation of this is that the nega
thermal expansion effect shifts towards higher temperatu
~see Sec. 2!. Our investigations on the (Xe)0.3– C60 ~this
study! and (Kr)20.625– C60, He–C60, Ne–C60, Ar–C60

systems13–15 lead to the following conclusions. The positiv
~phonon and libron! contribution to the thermal expansion o
the above solutions depends comparatively weakly on
type and concentration of the inert gas dissolved in fuller
These factors, however, influence significantly the nega
contribution caused by tunnel reorientation of the C60 mol-
ecules

ng

FIG. 3. Characteristic times of positive~h,n,Ã! and negative~j,m! con-
tributions to the thermal expansion of C60 samples intercalated with xeno
~h,j! and krypton~n,Ã,m!; n—on heating,Ã—on cooling.

FIG. 4. The absolute value of the ratio between the negative and pos
contributions to the thermal expansion of (Xe)0.3– C60 ~j! and
(Kr) 0.625– C60 ~m! solutions. The coefficient of thermal expansion becom
negative whenB/A.1.
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and thea(T) hysteresis caused by phase transformation
the orientational glasses.

1.2. D2 – C60 system

The initial sample of pure C60 was compacted from C60

powder~Term, USA, Berkeley, CA!. Before saturation with
D2 , the sample was dynamically evacuated (131023 Torr,
T5250 °C) for 48 hours to remove the gas impuritie
Thereupon the linear thermal expansion coefficient of p
C60 was measured. It was positive in the whole temperat
interval ~2.2–24 K!. No hysteresis in the temperature depe
dence of the thermal expansion coefficient was observed
heating or cooling the sample. The negative contribution
the thermal expansion was also absent in the wholeT range.
When these measurements were completed, the meas
cell with the sample was filled with D2 at room temperature
up to 760 Torr. Under this condition, the sample was sa
rated with D2 for 15 days. Then the measuring cell with th
sample was slowly cooled down to 25 K for 8 hours.

On reachingT525 K, the cell with the sample wa
evacuated to no less than 131025 Torr and the cooling was
continued down toT52.2 K, at which the sample was kep
for 5 hours before the dilatometric measurement.

The temperature dependence ofa(T) of D2-saturated
C60 is shown in Fig. 5. It is seen that on heating~curve1! and
subsequent cooling~curve 2! of the D2– C60 sample there
was a hysteresis ina(T) above 3.5 K~an indication of phase
transformations in the orientational glass!.

On heating of D2– C60, both negative and positive con
tributions to the expansion were detected. The tempera
dependence of the ratioB/A of the D2– C60 sample is shown
in Fig. 6. A sharpB/A maximum is observed near 5 K. O
heating of D2– C60, the absolute value of the negative co
tribution is higher in the interval 4.5–6.3 K.

As was stated earlier,15 the hysteresis in the temperatu
dependence of thermal expansion, and hence, orientat
polyamorphism, appear when the size of the introduced
ticle exceeds that of the interstitial cavity. In this case,

FIG. 5. Temperature dependence of linear thermal expansion coefficie
D2-doped C60 : 1—heating D2– C60 ; 2—cooling D2– C60 ; 3—heating
D2– C60 after five months D2—desaturation at room temperature. The br
ken arrows show the directions of temperature variations in the experim
of
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hysteresis even appears when comparatively small D2 mol-
ecules are introduced into the fullerite lattice. This may
dicate that unlike Ne, Ar, Kr and Xe atoms,22 D2 molecules
occupy not only the octahedral cavities of C60, but also the
much smaller tetrahedral ones as well.

Note that earlier in Ref. 15, we also detected a hyster
in the temperature dependence of the thermal expansio
the He–C60 solution. The assumption that He atoms occup
both octahedral and tetrahedral interstitial cavities in C60 is
substantiated in Ref. 25.

The temperature dependences of the characteristic ti
of the negative and positive contributions,A and B, of the
D2– C60 sample are shown in Fig. 7. It is seen that the larg
characteristic times of the negative contribution are obser
at 5 K.

of

nt.

FIG. 6. Absolute values of the ratio of negative and positive contribution
the thermal expansion of D2– C60 ~j—before desaturation,s—after D2

desaturation for 5 months at room temperature!. The thermal expansion
coefficient becomes negative whenB/A.1.

FIG. 7. Characteristic times of positive~h,n,s! and negative~j,!,m!
contributions to the thermal expansion of C60 doped with D2 ~h,j,!! and
He ~n,s,m!: n—before partial desaturation;s—after partial desaturation;
h—after 5-months desaturation at room temperature.
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Recall the sharp maximum in the temperature dep
dence of the ratioB/A just at this temperature~see Fig. 6!.

When the dilatometric investigation was completed,
D2– C60 sample was partly desaturated. To do this, a vacu
no worse than 1021 Torr was maintained in the dilatometri
cell with the sample for 150 days at room temperature. U
der these conditions the desaturation temperature also c
sponded to the temperature at which the sample was s
rated with D2 . The desaturation took an order of magnitu
more time than the exposure in the D2.

A further dilatometric investigation showed that the r
moval of D2 was not complete even after the above pro
dure. The hysteresis reappeared in the temperature de
dence of the thermal expansion coefficient~Fig. 5, curve3!.
But now the hysteresis and the temperature region of its
istence were considerably smaller. In contrast to
D2-saturated sample, in which the negative contribution
the thermal expansion persisted over the wholeT range in-
vestigated, the negative component of the thermal expan
of the partly desaturated sample was observed only in
temperature interval of hysteresis 3.5–9 K, and its abso
values were lower than in the case of D2– C60 ~see Fig. 6!.
The positive contribution remained unaltered within the e
perimental error.

At room temperature and atmospheric pressure, fulle
does not form chemical bonds to hydrogen molecules.24 The
incomplete removal of D2 from C60 during a prolonged de
saturation at room temperature supports the aforesaid
sumption that D2 penetrates into the tetrahedral cavities
C60. We can expect that the energy of the interaction
tween the D2 and C60 molecules is higher in the compara
tively small tetrahedral cavities than in the octahedral on
The D2 molecules therefore have a lower chance to leave
tetrahedral cavities.

Our assumption that D2 occupies the tetrahedral cavitie
of C60 is in conflict with the conclusions in Ref. 24, where
neutron scattering investigation detected hydrogen and
terium only in the octahedral cavities of C60. But the gas
saturation of C60 powder in Ref. 24 only lasted for 5 hour
which might be insufficient to saturate the tetrahedral int
stitial cavities of the subsystem with hydrogen and deu
rium. Note that in Ref. 25 the intercalation of C60 powder
with helium at normal temperature and pressure lasted
4000 hours. It was concluded that the time taken to satu
the tetrahedral subsystem of interstitial sites with helium w
two orders of magnitude longer than that needed to satu
the octahedral subsystem.

1.3. H2 – C60 system

After D2 desaturation at 250 °C, the resultant C60 sample
was used to investigate the thermal expansion of a H2– C60

solution. The C60 sample was saturated directly with H2 , in
the measuring cell held at 20 °C and a pressure of 760 T
for 13 days. The sample was then cooled down to liq
helium temperature using the procedure described in the
vious Section. The thermal expansion of H2– C60 was inves-
tigated in the temperature interval 2.2–22 K. The results
shown in Fig. 8.

It is seen that the hysteresis in the temperature dep
dence of thea(T) of H2– C60 persists over the whole tem
-
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perature interval. As in the case of D2– C60, on heating
H2– C60, both negative and positive contributions with di
ferent characteristic times are present in the thermal exp
sion. On cooling, however, only a positive contribution
observed. Curves1 and2 in Fig. 8 were obtained by a poly
nomial approximation of the experimentala(T) values, us-
ing a least-squares fit technique. Curve3 is the difference
between curves1 and2. The positive~squares! and negative
~circles! contributions to the thermal expansion on heating
the sample were evaluated through processing the time
pendences of the length variations of the H2– C60 sample,
using Eq.~1!. The heating-induced positive contributions
the thermal expansion of H2– C60 ~open squares!, and the
a(T) measured on cooling agree within the experimen
error over the whole temperature interval. This supports
assumption that the phonon and libron contributions to
a(T) are insensitive to the type of orientational glass. B
sides, the negative contribution measured on heating~filled
circles! of H2– C60 agrees, within the experimental erro
with curve 3 in Fig. 8, which is the difference betwee
curves1 and2. This means that the negative contribution
precisely responsible for the decrease in thea(T) obtained
on heating the sample~Fig. 8, curve1 as compared to curve
2!.

The a(T)’s of D2– C60 ~solid lines 1,2! and H2– C60

~broken curves3,4! are shown in Fig. 9. The curves taken o
cooling of H2– C60 and D2– C60 agree within the experimen
tal error over the whole temperature range. On heating,
H2– C60 and D2– C60 samples exhibit quite different behavio
of a(T) in the interval 5–9 K. The temperature dependen
of the ratio between the negative and positive contributio
to the thermal expansion of the H2– C60 sample are shown in
Fig. 10.

The characteristic times of the positive and negative c
tributions to the thermal expansion of H2– C60 and D2– C60

are shown in Fig. 11. They are seen to coincide for both
solutions within the experimental accuracy. The dynamics
the processes responsible for the hysteresis in the temp

FIG. 8. Temperature dependence of the linear thermal expansion coeffi
of H2– C60 : data taken on heating~1! and on cooling~2! the sample, and the
difference between curves1 and 2 ~curve 3!; h and d are positive and
negative contributions to the thermal expansion of H2– C60 , respectively.
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ture dependence of thea(T) of H2– C60, was investigated in
the following experiment. After keeping the sample at 4.2
for four hours, its temperature was raised to 9.5 K during
min. The sample was then thermocycled in the interval 9
13.5 K at a step of 2 K. The duration of one step was half
hour.

The thermocycling procedure thus involved two heat
steps followed by two cooling steps. In doing so, we o
tained thea(T) values at 10.5 and 12.5 K. As the temper
ture increased, the negative contribution decreased with
while the positive contribution did not vary. On lowering th
temperature, only the positive contribution was present.

It was thus possible to extract the time dependence of
normalized negative contributionB8 to the thermal expan
sion of H2– C60 at 10.5 and 12.5 K, and as shown by t
triangles and circles, respectively, in Fig. 12. The normaliz
B8 values are the ratios of the negative contribution at

FIG. 9. Temperature dependences ofa(T) for D2– C60 ~heating ~1! and
cooling ~2!! and H2– C60 ~heating~3! and cooling~4!!.

FIG. 10. The absolute values of the ratio between the negative and po
contributions to the thermal expansion of C60 saturated with H2 ~j!. The
curve in fact corresponds to the ratio of the absolute value of curve3 to that
of curve2 shown previously in Fig. 8.
0
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time t to the negative contribution at the initial instant
time (t50 is the time corresponding to stabilization ofT
511.5 K).

The time dependence of the experimentally measu
negative contributions to the thermal expansion of H2– C60

was approximated by an exponential~see Fig. 12!. The char-
acteristic timet8 of this process found by the exponenti
approximation is 4700 s. The timet8 is actually the charac-
teristic time of the phase transformation in the investiga
orientational glass. Note that the characteristic time of re
entation of the C60 molecules in the H2– C60 system at T
511.5 K is an order of magnitude shorter ('400 s; see Fig.
11!.

2. THEORY

2.1. Phase transition in systems with broken ergodicity

2.1.1. Specific features of systems with broken ergodicity

Statistical physics based on the Gibbs microcanon
distribution postulates that any system is ergodic, i.e.,

ive

FIG. 11. Characteristic times of positive~L,h! and negative~l,j! con-
tributions to the thermal expansion of H2– C60 ~L,l! and D2– C60 ~h,j!.

FIG. 12. Dependence of the normalized negative contributions at 10.
~m! and at 12.5 K~d! to thea(T) of H2– C60 upon the current time point of
the experiment obtained during thermocycling and within the tempera
range 9.5–13.5 K. The solid curve is the exponential approximation of
results.
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phase trajectory covers the isoenergetic surface,E
5«(p,q), densely and throughout, and along the phase
jectory, the time average is equal to the average over
isoenergetic surface.

On using the canonical distribution, the averaging o
the isoenergetic surface is replaced by ensemble avera
In systems with broken ergodicity,26 the isoenergetic surfac
can be subdivided into simply connected regions~basins! in
which, on the one hand, a given phase trajectory may ne
go beyond the boundaries of the basin it has been introdu
into, during the observation timetobs and, although on the
other hand, it may still have enough time to cover dens
the whole basin.

It is seen that the definition of a basin inherently has
consider the parametertobs. Sometimes~e.g., in systems
with spontaneous broken symmetry! the barriers separatin
the basins are infinitely large in the thermodynamic limit.
this case, the phase trajectory would never leave the b
into which it was brought, by the process of evolution. T
subdivision of the isoenergetic surface into basins co
sponding to various possible states in this case would th
fore be independent oftobs.

Glasses are typical systems with broken ergodic
whose properties depend on the time of observation. T
statement itself implies the existence of finite barriers
tween the basins. Nevertheless, the properties of aged
annealed~at T,Tg) glasses vary very little with time, an
such changes can usually be neglected. It can therefor
assumed that the phase trajectory of such a glass system
during the period of observation belongs to one invaria
basin. As for the total number of basins possible, or equ
lently the number of structural states of the glass availa
this turns out to be exponentially large and is given by:

W~N!5exp~zN!. ~3!

HereN is the number of molecules in the given system a
z.0 ~z is usually of the order of unity!.

In an ergodic system, the quantityz would describe the
configuration entropy~assuming that the Boltzmann consta
is unity!. In the glass, where the system is arrested in one
the basins,z describes the complexity of the structure.26

The free energy of a glass arrested in thei th basin,
Gi(P,T), can be calculated taking into account the sta
belonging only to this basin. Since the system has no s
metry, its states, possessing a unique energy, are not eq
lent thermodynamically. The numerous deepest minima
the free energy found in the isoenergetic layer in themse
make up a metabasin of states of which the glass is fo
invariably in one of these states.

2.1.2. Short- and intermediate-range order,
isoconfigurational states

Short-range order. The glass structure has no long-ran
order and is therefore characterized by the short-range
intermediate-range orders. The short-range order~SRO! is
determined by the correlation in the mutual arrangemen
the neighboring molecules~mutual orientation!. Let us con-
sider the SRO in a certain site of a fcc lattice. Because of
short-range interaction of the molecular forces, the high
contribution to the free energy is made by the interactio
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with the nearest surroundings, i.e., with those molecu
forming a coordination polyhedron. The mutual orientati
of the molecules within the coordination polyhedron is de
nitely responsible for the SRO.

There are a finite number of nonequivalent orientatio
configurations of molecules in the coordination polyhedr
that correspond to the free energy minima. Hence, there a
finite number of SRO types, which can undergo therma
activated rearrangements.

Although the coordination polyhedron is a natural stru
tural element, the molecular associates forming signific
many-particle orientational correlations can be inconsist
with the coordination polyhedra.

For simplicity, we assume that these orientational as
ciates are equal in size to the coordination polyhedra.

The associativity of molecules in terms of the SRO
also taken into account in the description of the coopera
phenomena in ordinary vitrifying liquids~see Refs. 8, 27,
28!. In this case the description of the thermodynamic pro
erties is reasonable if we assume that the average numb
molecules in the associate,k0 , is about 10, i.e., the assoc
ates include the molecules of the first coordination sphe
Assuming that the orientational associates having differ
types of SRO are independent statistically, we can estim
their equilibrium concentration in the melt using Gibbs s
tistics. In the cell approximation, the partition function of th
melt Z(P,T;N,k0) is

Z~P,T;N,k0!5@z~P,T;k0!#N/k0,

z~P,T;k0!5(
i

exp@2k0gi~P,T!b#, b51/T. ~4!

Herez(P,T;k0) is the partition function of a cell consistin
of k0 molecules;gi(P,T) is the mean free energy per mo
ecule in thei th type associate, andN is the number of mol-
ecules. Also, Boltzmann’s constant is taken as 1 in Eq.~4!
and below in this paper.

According to Eq.~4!, the fraction of thei th type of ori-
entational associate out of a considered total number pos
of ns is

ci~P,T!5exp@2k0gi~P,T!b#z21~P,T;k0!. ~5!

The number of the associate types,ns , is a characteristic of
the substance.

Remember that this expression holds only for the m
~ergodic!, where Gibbs statistics~Eq. ~4!! are valid. If we
assume that the loss of ergodicity during the glass transi
does not cause significant changes in the SRO, then
temperatureT,Tg , the corresponding fraction of theih type
of orientational associate in the glass is given by

ci ,g5ci~P,Tg!. ~6!

Intermediate-range order. In accordance with the ap
proximation used, the glass structure is considered as
sisting ofN/k0 cells. Each of the cells possesses one of
possible SRO’s correlations of orientational order that c
exist. Although the orientational pair correlations becom
weaker with distance, the correlations between the mu
positions of various types of associates can extend to la
~as compared to associate sizes! distances. This phenomeno
is observed in ordinary glass forming liquids an
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polymers.28,29Since the interaction with the molecules of th
neighboring associate is weaker than that inside the ass
ate, the formation of long-range pair correlations has onl
slight effect on the free energy and, hence, on the fractio
a particular type of associate in the glass as determined
Eq. ~6!. However, these correlations are still important stru
tural characteristics of the glass. The pair correlations of
mutual positions of various types of associates are

wik~r !5^ci ,g~x!ck,g~x1r !&, r .r a'ak0
1/3. ~7!

Here r a is the size of cell~size of associate! specified by a
SRO anda is the size of the molecule; the local orientation
order and the angle brackets indicate spatial averag
When correlations are absent, thenwik(r )5 c̄i ,gc̄k,g ( c̄k,g

[^ck,g(x)&). The first maximum ofwik(r ) evidently is at
r p'2r a . The values of pair correlation functions atr p are
therefore important structural characteristics. Let us den
them aswik(r p). The number of the neighboring associat
is k'23;10. For thei th type associate, within the sphere
radiusr p the fractionci ,g is nearly equal towii (r p) provided
that the associate of this type occupies the position at
center of the sphere.

On the intermediate scale, the orientational structure
characterized, along withwik(r p), by higher-order correla-
tors.

Isoconfigurational structures. The static properties o
orientational configurations are determined by the mag
tudes $ci ,g ,wik(r )% and by higher-order correlators. Tw
states of the glass will be considered isoconfigurational in
mth order if their firstm correlators coincide. Difference
between correlators higher thanm reflect the distinctions be
tween the structures and properties of the two states of
glass. On the other hand two isoconfigurational structures
considered as being isomorphic ifm→`.

The free energy of the glass can be represented a
expansion in which the first two terms are determined by
c̄i andwik(r p) values:

G0~P,T!5NF(
i

c̄i ,ggi~P,T!1(
i ,k

c̄i ,gwik~r p!gik~P,T!G .
~8!

Here we putwik(r .r p)50 assuming that the pair correla
tions atr .r p are negligible;gik(P,T) is the mean free en
ergy contribution from the pair interaction of the associati
with k. In operations with Eq.~8! it has to be taken into
account that( ici ,g51 and(kwik51.

In the approximation of Eq.~8! all structural states of the
glass with identicalc̄i and wik(r p) are taken as isoconfigu
rational states having the same free energies. The expre
for free energy should also allow for the contribution fro
the intercluster boundaries

G~P,T!5G0~P,T!1Gs~P,T!,

Gs~P,T!5Ns@ ḡs~P,T!2ḡ0~P,T!#, ~9!

whereNs is the number of molecules in the cluster boun
aries; ḡs(P,T) and ḡ0(P,T) are the mean free energy p
molecule within boundary and bulk, respectively. The con
butions of other defects to the free energy can be includ
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too, but it is reasonable to separate these contributions
plicitly only if we are interested in their related phenomen

2.1.3. Polyamorphous transformations

The free energy of the glass represented in the form
Eqs.~8! and ~9! enables us to construct the phenomenolo
of polyamorphous transformations. First note that the exp
sion for the free energy includes both the free energ
gi(P,T) and gik(P,T) describing the thermodynamic prop
erties of associates, as well as the ‘‘frozen in’’ concentratio
c̄i and correlationswik(r p). The nth-order phase transition
entails a jump-like change in thenth-order derivative of the
free energy with respect to pressure and temperature.

If c̄i andwik(r p) are considered to be constant, whileP,
T are considered as independent variables, a polyamorp
transition is possible only on discontinuity of the derivativ
of the functionsgi(P,T) andgik(P,T). Such a phase transi
tion is isoconfigurational. The isoconfigurational transition i
caused by changes in the associates which leave their
centrations and mutual positions unaltered. During the i
configurational phase transition the system remains in
same basin but the derivatives of the free energy are
smooth, at least for some types of associates or asso
correlations. Isoconfigurational phase transitions are rev
ible, since the topology of associates remains unaltered.
configurational polyamorphism is a special case of the g
eral polyamorphism during which both the derivations
gi(P,T) and gik(P,T), as well as the magnitudesc̄i and
wik(r p), change in a jump-like manner.

Transformability of the glass structure stems from t
nature of the ‘‘frozen in’’ configurations. Indeed, the param
etersc̄i andwik(r p) correspond to the free energy minimu
only at T.Tg . This is not truly correct any more atT,Tg

because Eqs.~4! and~5! do not hold in this case. The degre
of the glass nonequilibrium is evident in the deviation of t
free energy from the minimum,

DG~P,T!'N(
i

@ci~P,T!2ci ,g#gi~P,T!. ~10!

Hereci(P,T) stands for equilibrium fractions~5!. Equation
~10! is a simplified form ofDG(P,T), since it does not
allow for the contribution from pair interactions of the ass
ciates.

It is clear that the structure relaxation induced by t
thermodynamic driving force, Eq.~10!, is retarded only by
the slow kinetics of structural rearrangements. The slow
down of the thermally activated relaxation processes w
decreasing temperature is the reason why the polyamorp
transformation to a glass manifests itself as a jump-l
change of physical quantities and is observed only when
kinetic requirement is met so that

t12,tobs. ~11!

Here t12 is the time during which phase 1 transforms in
phase 2. The kinetic requirement of Eq.~11! can be fulfilled
only if the activation barriers controlling the phase transf
mation decrease considerably or if the phase nonequilibr
is large enough and there is a mechanism of athermic re
ation similar to martensitic transformations~see, e.g., Ref.
30!.
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Since we have to deal with the multiplicity of structur
states, it is appropriate to specify the meaning oft12. We can
denote the sets of isoconfigurational states of two comp
tionally identical glass phases as

$S1%5~s1
~1! ,s1

~2! ,...s1
~W1!

!,

$S2%5~s2
~1! ,s2

~2! ,...s2
~W2!

!. ~12!

The numbers of structural states of the phases,W1 andW2 ,
are determined by Eq.~2!.

Each of the structural statessi
( l ) ( i 51,2) has a free en

ergy

G1,2~P,T!5Nm1,2~P,T!, ~13!

m1~P,T!5(
i

c1,iFg1,i~P,T!1(
k

w1,ikg1,ik~P,T!G ,
m2~P,T!5(

i
c2,iFg2,i~P,T!1(

k
w2,ikg2,ik~P,T!G ,

~14!

which is dependent only on the upper index indicating
number of the structure state.

Assume that the glass transition leads to the formation
the states1

( l ) with the chemical potentialm1(P,T). After
crossing the phase coexistence curve given by the equa

m1~P,T!5m2~P,T!, ~15!

the states of phase 2 have lower free energy than thos
phase 1. As a result, a polyamorphous phase transforma
is advantageous thermodynamically and conceptually
states1

( l ) can transform into any of the states$S2%. It is clear
that in the approximation of Eq.~8!, the thermodynamic
driving force of the transformation Dm5m1(P,T)
2m2(P,T) is independent of which of the states of$S2% is
realized by the transition. However, the time of transform
tion is essentially dependent on the microscopic structur
the final state because the transition causes rearrangeme
the SRO. We taket lm as the characteristic time of thes1

( l )

→s2
(m) transformation. Among a large body oft lm values,

there is the smallest one

t l* 5minmt lm . ~16!

The condition in Eq.~16! determines which of the states$S2%
will result from the transformation ofs1

( l ) . The resulting state
is numberedm( l ). t l* averaged over all states$S1% deter-
mines the characteristic time of the phase transformatio
Eq. ~11!

t lmt125^t l* &. ~17!

It is obvious that the time is the shorter the fewer structu
rearrangements that are required for the polyamorph
transformation and the lower the barriers of these rearran
ments. The proportions of structural changes during
sl( l )→s2

(m) transformation are characterized byci ,g varia-
tions,

Dci5c1,i
~ l !2c2,i

~m! , ~18!

and by the overlapping parameter
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qlm5(
i

c1,i
~ l !^c1,i

~ l !~x!c2,i
~m!~x1r p!&. ~19!

The quantityDc5(Dc1 ,Dc2 ,...,Dcns
) is the vector ofns

components in the space ofDci components.
Choosing the space metric in the form

uDcu5
1

2 (
i

uDci u ~20!

we can estimate the extent of the difference between the
structures. The metric in Eq.~20! is suitable because it in
cludes the relation 0<uDcu<1 similar to the relation 0<ci

<1, that applies for the fractionci of orientational associate
type i .

The overlapping parameterqlm describes changes of th
pair correlators. During the isoconfigurational transform
tion, whenuDcu50, the overlapping parameterqlm is equal
to unity. Contrarily, it is a small quantity if the structure o
the states2

(m) is essentially different from that ofs1
( l ) .

The t l* value is expected to be independentl in the
thermodynamic limit. This means that each of the statess1

( l )

has auDcu-spaced neighboring states2
(m) with the overlap-

ping parameterqlm and at that the magnitudesuDcu andqlm

are independent of the indexl .

2.2. Low-temperature polyamorphous transformations in
orientational glasses based on doped fullerite C 60

Using the results of the previous Section, we can n
analyze the polyamorphous transformations revealed exp
mentally in the orientational glasses based on doped fulle
C60. At low temperatures the free energy of the molecu
with the i th orientational SRO~or associate type! can be
written as~disregarding the associate interaction!

gi~P,T!5u0i1(
l 51

nV 1

2
@\V i

~ l !2T exp~2\V i
~ l !b!#

1gph~P,T!1Pv. ~21!

Hereu0i is the energy of the molecule disregarding the ze
point vibrations, whose contributions are described by
first terms under the summation sign in Eq.~21!; V i

( l ) are the
frequencies of libration and intramolecular vibrations;nV is
the number of their frequencies;gph(P,T) is the phonon con-
tribution, presumably independent of the type of orien
tional SRO and minor changes in the lattice parameter du
phase transformation;v is the specific volume. Of all the
terms with ;exp(2\Vi

(l)b), only those with frequencies
close to the lowestV i

( l ) can contribute appreciably. The num
ber of significant terms;exp(2\Vi

(l)b) can be denoted a
nV . Since the frequencies of intramolecular vibrations a
much higher than the libration frequencies and the numbe
the latter frequencies is 3, we obtainnV53.

Assume thatV̄ i is the mean value of the frequencies f
the i th orientational SRO, and (dV) i

2 is the variance of these
frequencies. We consider the low-temperature region wh
T!\V̄ i . At the same time we assume that (\dV i /4T)2

!1. Taking into account only the second-order corrections
the parameter (\dV i /T), we can write Eq.~20! as
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gi~P,T!5u0i~P,T!2TnV exp~2\V̄ ib!

3@11~\dV i /4T!2#1gph~P,T!1Pv. ~22!

Substituting the expression forgi(P,T) into Eq. ~8! and ne-
glecting the contribution of the associate interaction, we
obtain with the most minimal loss in accuracy

G~P,T!5N$«̄~P,T!2TnV exp~2\V̄b!

3@11~\dV/T!2#1gph1Pv%, ~23!

where

«̄~P,T!5(
i

ciu0i~P,T!, ~24!

exp~2\V̄b!5(
i

ci exp~2\V ib! i ,

dV25(
i

ci~V̄ i2V̄!2. ~25!

Equations~22!–~25! show that the approximation chosen
an effective medium approximation. Inclusion of the asso
ate interactions will naturally lead to renormalization of«̄

andV̄.
The above expression suggests that the phase trans

is possible if there are two minima of free energy, Eq.~23!,
as a function of$ci%. We usem1(P,T) andm2(P,T) to de-
note the chemical potentials of the phases~as previously
used in Eq.~14!!, and given by the braced terms in Eq.~23!,
at minima 1 and 2, respectively. The transition temperat
Te is then determined by the Gibbs equation

m1~P,T!5m2~P,T!, ~26!

which after cancelling of the phonon contributions, dis
garding the termP(v12v2) and the corrections quadratic i
\dVb, gives

«̄1~P,T!2TenV exp~2\V̄1b!5 «̄2~P,T!2TenV

3exp~2\V̄2b!. ~27!

To get solution~27! one should note that the temperatu
dependence of the energies«̄1 , «̄2 and frequenciesV̄1 , V̄2

can be neglected at low temperatures, where«̄1,2(P,T)
'«̄1,2(P,0)[«̄1,2 and V̄1,2(P,T)'V̄1,2(P,0)[V̄1,2. As re-
sult we have

TenV@exp~2\V̄2b!2exp~2\V̄1b!#'nV\

3~V̄22V̄1!exp@2\~V̄11V̄2!b/2#5 «̄22 «̄1

or

Te52
\~V̄11V̄2!

2 S ln
«̄22 «̄1

nV\~V̄22V̄1!
D 21

52
\~V̄11V̄2!

2 S ln
«̄22 «̄1

3\~V̄22V̄1!
D 21

. ~28!
n

i-

ion

e

-

2.3. Thermal expansion coefficient

In the previous Section our attention was focused on
thermodynamics of a low-temperature transition. The con
bution from the cluster boundaries was neglected. Inde
this contribution is negligible at high~nearTg) temperature.
However, at low temperatures when the phonon contribut
is small~see the Introduction!, the tunneling states situated
the cluster boundaries start to play a significant role.

An important feature of the low-temperature excitatio
of the tunneling states is a weak temperature dependenc
the relaxation time. Owing to this feature, the system of tu
neling states~TS! can be considered thermodynamically
an equilibrium subsystem of the glass. On polyamorph
transformation, the cluster boundary structure, the numbe
tunneling states and the density of their low-energy states
change. These changes come as evidence of the polya
phous transition at low temperatures when it is possible
separate the TS contribution to the temperature coefficie
In this Section we analyze the componentaTS(T) of the
thermal expansion coefficienta(T). Existence of polyamor-
phism in orientational glasses based on doped C60 was de-
tected from the hysteresis ofa(T).

Let us consider an isolated TS. The free energy of the
with the level splitting E can be written as

gTS~T,v !5«0~v !2T ln 2 cosh~E~v !b/2!1«el~v !. ~29!

Here «0(v) is the sum of energies of the well bottom an
zero oscillations;v is the TS volume;«el(v) is the elastic
deformation energy,

E2~v !5D21D0
2~v !,

D05\Ve2l, l;~2IV0 /\!1/2w, ~30!

whereV is the libration frequency,I is the moment of iner-
tia, V0 is the height of the hump separating two potent
well minima,w is the angle of rotation to get from one min
mum to the other, andD is the difference between th
minima depths.

The two-well potential atD50 can be represented as
sine curve within the interval2w,0,w

U~u!5U0~v !@cos~2pu/w!21#1const ~31!

and supplemented with infinitely high walls atu56DD. In
this case

«0~v !522U0~v !1\V0/21const ~32!

and the hump height isV052U0(v)2\V0/2. HereV0 is the
zero oscillation frequency.

The origin of the elastic energy«el(v) is as follows. If
the tunneling barrier is very high andD0→0, the TS gains a
volume v0 which can be found from the condition of equ
librium between the TS and the surrounding molecules.
finite D0 the correctionDvTS appears. As a result,

v5v01DvTS. ~33!

~The necessity of including this correction in the TS cont
bution to the thermal expansion coefficient was first cons
ered in Ref. 31. Using special assumptions,DvTS for meth-
ane was calculated in Ref. 32.!

When the additionDvTS appears, the tunneling state b
comes a dilatation center whose elastic energy is33
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«el~v !5
1

2
f elv0S DvTS

v0
D 2

, ~34!

where

f el5
4

9
m

11n

12n
. ~35!

Herem is the shear modulus andn is the Poisson coefficient
Now DvTS can be found by minimizing the free energ

of Eq. ~29! in v. From the requirement of the minimum

]gTS~v !

]v
50 ~36!

we have

2S 12
1

4

lD0
2

EV0
tanh

Eb

2 D ]U0

]v
5 f el

DvTS

v0
. ~37!

Hence,

DvTS

v0
52 f el

21S 12
1

4

lD0
2

EV0
tanh

Eb

2 D ]U0

]v
. ~38!

We may state that the derivative]U0(v)/]v is negative,
since the well depths in Eq.~30! and the height of the hump
between the wells should decrease when the volume
creases. Note that Eqs.~37! and~38! were derived neglecting
the dependence ofD on the volume, because we assum
that theE(v) variation was mainly caused by the changes
the depths of the wells and the separating barrier@see Eqs.
~31!, ~32!#.

Taking into account that the second term in brackets
Eq. ~38! is always less than unity~since D0<E,U0 and
tanh(Eb/2)<1), we can find thatDvTS,0, i.e., the tunnel-
ing states compress the sample. Since tanh(Eb/2) decreases
with rising temperature, then

aTS~E,D0 ,T!5
1

v0

]DvTS

]T

5
1

4T2

lD0
2

f elV0

1

coth2~Eb/2!

]U0

]v

,0. ~39!

To estimate the total contribution of the tunneling sta
to the thermal expansion coefficient, Eq.~39! should be in-
tegrated with respect to all the TS. Usingf TS(E,D0) for the
distribution function of TS as a function of bothE andD0 ,
and denoting the TS concentration~the number of TS per
molecule! ascTS, we obtain

aTS~T!5cTSE
0

`E
0

`

f TS~E,D0!aTS~E,D0 ,T!dED0 .

~40!

The distribution functionf TS(E,D0) is assumed to be nor
malized to unity.

The low-temperature (T<1 K) contribution of TS to the
thermodynamic coefficients is usually described using
function homogeneous over the finite interval ofD and l
values. In terms of the variables E and andD0 it is
n-

d

n

s

a

f TS~E,D0!;
P̄E

D0AE22D0
2

. ~41!

HereP̄ is a constant. We are interested in how the TS sys
influences the thermal expansion coefficient in the tempe
ture interval of about 20 K, i.e., far from the region where t
low-temperature anomalies are observable. In this case
distribution function of Eq.~41! can be invalid for a reason
able interpretation of experimental results. The phonon c
tribution into the thermal expansion coefficient can be fou
using the phenomenological expression

aph~T!5GCph~T!, ~42!

whereG is the Grüneisen coefficient andCph(T) is the pho-
non contribution to the heat capacity. It is known that at lo
temperaturesCph(T);T3. As a result,aph(T) becomes com-
paratively low. The total thermal expansion coefficient is

a~T!5aph~T!1aTS~T!, ~43!

whereaTS(T) is determined by Eqs.~39! and ~40!, and can
become negative in the low temperature region, wh
aph(T),aTS(T).

2.4. Relaxation process

The dilatometric technique applied to orientation
C60-based glasses permits investigation of the relaxation p
cesses whose characteristic times are no longer thantobs

;103 s. Three important relaxation processes can be dis
guished in the orientational glasses studied. One of them
the polyamorphous transformation timet12 included in the
kinetic criterion of Eq.~10!. The other two are the time
during which the distribution functions of elementary excit
tions in the phonon-libron system and in the TS system co
to equilibrium. We start with the polyamorphous transform
tion.

The phase transformation during the first-order ph
transitions can be described within the framework of t
Avrami—Kolmogorov model.34 According to this model, af-
ter crossing the phase coexistence curve, the fraction of
new phase changes by the law

V2~ t !5V0@12exp~2Atn!#. ~44!

HereV0 is the total volume,A is a constant dependent on th
rates of the new phase nucleation and growth,n is the Kol-
mogorov exponent, which depends on the system dim
sions. For example, with uniform nucleation at the rateI and
the growth constantug in the 3-dimensional spaceA5Iug

3

andn54.
If nucleation is nonuniform occurring mostly in speci

regions~e.g., at the grain boundaries! and the nucleation rate
is high, the time of the phase transformation is determined
the growth rate of the new-phase precipitates. In this case
can put in Eq.~44!

A'Bug , n51, ~45!

where B is the density of the sites where the new pha
nucleates. If nucleation occurs at the grain boundariesB
'2/l , wherel is the average linear grain size.
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To identify the scenario of phase transformation, we
timate the bulk thermodynamic driving ‘‘force’’ controlling
the rate of the transformation. Under a constant low press
in the first order ofT2Te , we have

Dm12~T!5m1~T!2m2~T!52D«12~Te!~T2Te!/Te ,

D«125«12«2 . ~46!

Since in the general case the phase transformation en
changes in the volume and in SRO, we can separate t
contributions toD«12:

D«125D«el1D«or1D« intra, ~47!

where

D«el5
K

2 S Dv
v D 2

v, ~48!

K is the bulk elastic modulus,v is the specific volume;D«el

shows what amount of energy is stored in the sample du
the volume variation in the transformation process;D«or

takes into account the energy changes due to the orie
tional order difference, andD« intra allows for the changes in
the intramolecular structural state.

Since the free energy and entropy decrease during p
transformation, the energy per molecule in the lo
temperature phase~phase 1! is lower than that in the high
temperature phase. Thus,D«12,0. Since D«el is always
positive, the sumD«or1D« intra should be negative, and it
absolute value exceedsD«el .

It is beyond reason to expect that the intramolecu
ground state can change asT→0. Otherwise, the phase tran
sition could occur in pure C60, since the mutual position
and orientations of molecules~essential for molecular inter
actions! are less important. Therefore, in Eq.~47! we can put
D« int50. It is quite simple to estimateD«el . Since in fuller-
ites K'10.3 GPa,v;103 Å 3 and, as is seen from our dat
Dv/v;1023, we haveD«el;1021 K.

D«or is related to the changes in SRO. According to E
~24!,

D«or5( Dci« i . ~49!

Taking into account thatDci,1 ~e.g.,Dci;1021) and the
energy difference between two neighboring molecules
amount to ;102 K due to the change of the mutua
orientation,1,2 we can putD«or;10 K.

The above estimates suggest that no isoconfigurati
transition~for such transitionD«or50) occurs in the inves-
tigated orientational glasses. In our case the phase tran
mation is a cooperative change of the SRO and the lat
parameter. Since the phase transformation is accompanie
a change in the volume, it is most likely that the transform
tion process starts at the sample surface or at the g
boundaries. In this case elastic relaxation is possible wh
the new phase nucleates. The ensuing quasi-one-dimens
growth of the nuclei changes the lattice parameter at
phase interface. In this scenario of the phase transforma
the SRO is disturbed at the phase interface and this
presses the potential barriers for orientational rearran
ments. It is therefore quite easy to overcome the barr
under the action of local inner elastic stresses and weak t
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mal fluctuations. The diffusion-free mechanism of relaxati
of the elastic stresses at the transformation front caused b
inconsistency between the lattice parameters deserves sp
attention and will be considered elsewhere. Here we can c
clude that the phase transition in the orientational glas
studied can be described by Eqs.~44!, ~45!, the structural
transformation is a nondiffusive process, and the transfor
tion rate is determined mainly byD«or . As is seen in Eq.
~45!, the characteristic time of phase transformation is

t12; l /ug . ~50!

If the above estimateD«or;10 K is correct, then a con
siderable amount of heat is released at the front of
phase 2→phase 1 transformation atuT2Teu;Te . This
causes local heating and accelerates the transformation
cess. On a reverse transformation, aboveTe , the heat is ab-
sorbed at the transformation front, which hampers a therm
activated overcoming of even low potential barriers. W
should expect slowing down of the reverse transformation
this case.

The relaxation timetph of the phonon—libron system is
determined by the free path of the phonons that are scatt
at these excitations and are responsible for their therma
tion and the equilibration of the distribution function. This
obviously the shortest of all the relaxation times under c
sideration,tph!t12,tTS. This relaxation process therefor
produces very little effect on the polyamorphous transform
tions of interest to us.

The relaxation time of the TS system is mainly dete
mined by the tunneling time,10

tTS
215AD0

2E coth~Eb!. ~51!

Here A is a certain constant. At low temperatures, wh
Eb<1, the last factor on the right-hand side of the equat
has a value of the order of unity. As a result,tTS is only
slightly dependent on temperature in this case.

3. COMPARISON WITH EXPERIMENT

It is noteworthy that the phase transition is revealed
fullerites doped by gases while in pure fullerite this pheno
enon is not observed. The dopants change molecular inte
tions and the potential energy landscape. As result structu
thermodynamic and kinetic properties are changed. For
reason the thermodynamic quantities and kinetic coefficie
are dependent on the dopant concentrations. The prop
theoretical model is valid despite the fact that these dep
dences are not known. It was hardly possible in this study
find experimental coexistence temperaturesTe of the glass
phases~phase transformation temperature! in the investi-
gated materials. This is because phase transformations
inevitably smeared.Te is expected to be somewhere with
the region of the thermal expansion hysteresis.

In our experiments the upper boundary of the hystere
for Xe–C60 was not reached. It seems plausible that the hy
teresis andTe depend on the type of the doping gas. T
x-ray diffraction measurement35 of the lattice parametera of
Xe–C60 in a wide temperature interval~7–300 K! also re-
vealed a hysteresis ofa(T) in the region 7–65 K. The larg-
est width of the hysteresis loop was observed atT'20 K.
Like in our experiments, in Ref. 35a(T) was lower on cool-
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ing from high temperature and higher on heating from 7
This counts in favor of polyamorphism, which we detect
in Xe–C60. Besides, it shows that the phase coexistence t
peratureTe is above 7 K, presumably beingTe'20 K.

When using Eq.~28! to estimateTe , we should remem-
ber that according to Refs. 36 and 37, the characteristic
quency of libron vibrations is about\V1'\V2'40 K. Tak-
ing «12«2'10 K and uV12V2u/V1;1024 ~which seems
quite reasonable!, we getTe;10 K ~according to Eq.~28!!.
This is a rough estimate, but since the difference quot
(«12«2)/(V12V2) appears in Eq.~28! in logarithmic form,
Te has only a weak dependence on the choice of these q
tities.

We were able to separate the positive (A) and negative
(B) contributions to the thermal expansion coefficients o
ing to their considerably different relaxation times und
jump-like changes of temperature.

The positive contributionA(T) to a(T), made by the
low-frequency lattice excitations~phonons and librons!, and
its relaxation timet(T) are little dependent on the type o
the doping gas.A(T) andt(T) are practically insensitive to
polyamorphous transformations.

The negative contribution to the thermal expansio
B(T), is in our opinion connected with the TS system, whi
undergoes significant restructuring during the polyam
phous transformation.B(T) and its relaxation time are
strongly dependent on the type of doping gas. The nega
contribution toa(T) of C60 doped with gases is describe
below.

Taking

B~T!5aTS~T! ~52!

and assuming thataTS is described by Eqs.~38!, ~39!, we
can understand from the analysis of experimental results
the TS system changes during the polyamorphous trans
mation. First note that the temperature dependence of
contribution toa(T) from the TS system on splitting of th
energy levelsE, aTS(E,D0 ,T), has a maximum atT'E/2.
This function decreases quite rapidly with decreasing te
perature and falls off slowly,;T22, at high temperatures. A
linear superposition of these functions, Eq.~40!, tends rap-
idly to zero atT,Emin/2 and decreases as;T22 at high
temperaturesT.Emax/2. Emin and Emax are the lowest and
highest values ofE.

Equation ~40! holds for an equilibrium stationary TS
system and can be used when its relaxation timetTS is much
shorter than the time of observation. In Eq.~50! tTS is in-
versely proportional toD0 squared. As a result, two-leve
systems withtTSVD,1 do not contribute to thermodynam
quantities, in particular, toa(T). Thus, the coefficientcTS in
Eq. ~40! has to include only the concentration of ‘‘active’’ T
coming to equilibrium during the time of observation. Ther
fore, the negative contributionB(T) appearing during the
polyamorphous transformation atT,Te should be attributed
to a change in the concentration of active TS undergo
level splittingsE comparable with the temperature.

The structural transformations during the reverse ori
tational transition atT.Te are very slow nearTe . Therefore,
the parametercTS is assumed to be temperature-independ
.
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at T'Te , but away fromTe it depends both on time and o
thermal prehistory, which is important for the analysis
experimental data.

We lack information to take into account the polyamo
phous transformation in the relaxation kinetics of the TS s
tem, but Eqs.~38! and~39! seem to be good for an adequa
analysis of the experimental results in a wide temperat
interval nearTe .

The B(T) curves measured on Xe–C60 and D2– C60 are
shown in Fig. 13a. These values correspond to the lo
temperature phase having an increased specific volume
both the samples, theB(T) behavior has characteristic fea
tures:~i! the presence of maxima and~ii ! a sharp decrease i
the low-temperature region below the lower maximum. B

FIG. 13. Temperature dependence ofB(T): a—experimental data for
D2– C60 ~d! and Xe–C60 ~m!; b—fitting by Eq.~53! ~solid line! for experi-
mental data D2– C60 ~d!; c—fitting by Eq.~54! ~dashed line! for experimen-
tal data Xe–C60 ~m! and fitting by Eq.~53! ~solid line! for experimental data
D2– C60 .
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sides, theB(T) peak atT56 K in D2– C60, it is narrower
than that following from Eq.~38!, as is shown in Fig. 13b.

The temperature dependence of the negative contribu
can be analyzed in terms of Eqs.~38!, ~39! and~52!. We can
put f (E,D)5 f 1d(E2E1) because with an equilibrium sta
tionary density of TS, a distinctaTS(T) peak is possible only
for a narrow distribution off (E,D0) concentrated near
certain valueE1 . In this case

aTS~T!5cTS~E1!a~E1 ,D0 ,T!. ~53!

The B(T) values fitted by Eq.~53! for the D2– C60 sample
are shown in Fig. 13b. It is seen that Eq.~53!, in which cTS

comes as independent of temperature and time, offer a ra
rough description of experimental data. IfTe is close to the
peak,T1'E1/2 and the fast decrease inB(T) at T.T1 can
be attributed to the reverse polyamorphous transformat
This explanation seems quite reasonable, considering tha
time of the reverse transformation atT510.5 K is about 5
3103 ~Fig. 12!, i.e., comparable to the time of measurin
B(T). But the experimental results available are not su
cient for a more detailed analysis.

The more dramatic@than the assignment of Eq.~53!#
decrease inB(T) at T,T1 suggests that the distribution o
TS levels is temperature-dependent atT,Te as well. In the
case of an equilibrium TS system in thisT interval ~like the
low-temperature phase of an orientational glass! this behav-
ior can be explained through a deeper insight into the th
modynamics of the TS system. If the TS density is noneq
librium and varies with time during measurement, it
necessary to analyze the relaxation kinetics of the syst
which is beyond the scope of this study.

The data on the kinetics of the reverse polyamorph
transformation~Fig. 12! show that at least the long-tim
asymptotic of Eq.~43! can be described by the simple exp
nential ;@12exp(t/t))], i.e., the Kolmogorov exponent i
equal to unity at least at the late stage of the phase tran
mation @see Eq.~44!#. This means that at this stage th
polyamorphous transformation proceeds as a o
dimensional growth of the stable phase at a two-dimensio
interphase boundary with the metastable~nonequilibrium!
phase.

The dependenceB(T) for C60 doped with Xe should be
analyzed taking into account the two peaks with a slight
in between that are observed in this case. Following the
soning used for the D2– C60 system, we arrive at the conclu
sion that in Xe–C60 the TS density is concentrated nearE1

'10 K andE2'40 K. Figure 13c shows the experiment
results fitted by the expression

aTS~T!5cTS~E1!aTS~E1 ,D0 ,T!

1cTS~E2!aTS~E2 ,D0 ,T!, ~54!

where cTS(E1) and cTS(E2) are the fitting constants, an
«TS(E,T) is described by Eq.~38!. The data obtained are i
good qualitative and quantitative agreement. The better
ting in this case~compared to that for D2– C60) suggests tha
in Xe–C60 the TS density is weakly dependent on tempe
ture in a wide interval. This conclusion is supported by t
measurement in Ref. 35, where it was shown that on hea
Xe–C60 the reverse polyamorphous transformation was co
n
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plete only atT'60 K. The process is rather slow and cann
manifest itself in the temperature interval of our measu
ments, atT,28 K.

However, at low temperatures the coefficientB(T) de-
creases faster than is implied by Eq.~54! containing the best
fitting parameters. Like in the case of D2– C60, this behavior
is not yet clear.

The relaxation timest(T) fitted by Eq. ~51! for the
H2– C60 and D2– C60 systems are shown in Fig. 14. The sca
ter in the experimental data is too large to expect satisfac
agreement. But it should be noted that the TS system ca
be considered as independent of temperature and time a
~51! requires.

CONCLUSIONS

A dilatometric investigation in the temperature ran
2–28 K has shown that a first-order polyamorphous tran
tion occurs in orientational glasses based on C60 doped with
H2 , D2 , and Xe. A polyamorphous transition was also d
tected in our earlier15 study on C60 doped with Kr and He.
The hysteresis of thermal expansion caused by the polyam
phous transition~and, hence, the transition temperature! is
essentially dependent on the type of the doping gas.

Both positive and negative contributions to thermal e
pansion were observed in the low-temperature phase of
glasses. Within the investigated temperature interval the
laxation time of the negative contribution is considerab
longer than that of the positive contribution. This fact h
permitted us to separate and analyze both the contribution
the thermal expansion. The positive contribution is found
be due to the low-frequency excitations of the lattice~pho-
non and librons! and its value is weakly dependent on th
type of the doping gas. Arguments are advanced that
negative contribution is due to the tunnel reorientations
some of the C60 molecules.

The relaxation time of the negative contribution
strongly dependent on the type of the doping gas. This me
that the molecules~atoms! of the doping gas affect apprecia

FIG. 14. Characteristic timet(T) of the negative contribution of the therma
expansion of H2– C60 ~.! and D2– C60 ~n!. The solid line is a description by
Eq. ~51!.
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bly the penetrability of the potential barriers separating d
ferent orientations of the tunneling C60 molecules.

In the high-temperature glassy phase, only the posi
contribution to thermal expansion is observed. Its value
relaxation time coincide, within the experimental accura
with the corresponding values for the positive contribution
the low-temperature phase. This means that the polyam
phous transition discussed here is accompanied first of a
rearrangement of the tunnel state system.

A theoretical model is proposed to interpret these p
nomena. The order of magnitude of the polyamorphous tr
sition temperature has been estimated. The estimate ag
with the experimental results. The characteristic time of
phase transformation from the low-T phase to the high-T
phase has been found for the C60-H2 system at 12 K. Its
value is an order of magnitude higher than the character
time of the tunnel reorientation of C60 molecules.

The late stage of the polyamorphous transformation
described well by the Kolmogorov law with the exponentn
51. This means that at this stage of tranformation the tw
dimensional phase boundary moves along the normal,
the nucleation of the new phase is of no importance.

Evidence is obtained in favor of the assumption that
H2 and D2 molecules dissolved in C60 occupy both the octa
hedral and the smaller tetrahedral interstitial cavities in
C60 lattice.

This study was supported by the Science and Tech
ogy Center of Ukraine~STCU, project Uzb-116~j!! and Na-
tional Academy of Sciences of Ukraine~comprehensive pro
gram of fundamental research ‘‘Nanosystems, nanomate
and nanotechnologies’’!.
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Note added in proof: After this paper had been sent fo
publication, we became aware of the results38 on the low-
temperature microhardness of Xe-intercalated fullerite60

which pointed to a considerable increase in the microha
ness of C60 on its intercalation with Xe. This result agree
with the increase of brittleness of C60 when Xe is solved in
it.
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Polycrystalline fullerite C60 intercalated with Xe atoms at 575 K and a pressure of 200 MPa was
studied by powder x-ray diffraction. The integrated intensities of a few brighter reflections
have been utilized to evaluate the occupancy of the octahedral interstitial sites in C60 crystals,
which turned out to be (3464)%, and ingood agreement with another independent
estimate. It is found that reflections of the (h00) type become observable in Xe-doped C60. The
presence of xenon in the octahedral sites affects both the orientational phase transition as
well as the glassification process, decreasing both characteristic temperatures as well as smearing
the phase transition over a greater temperature range. Considerable hysteretic phenomena
have been observed close to the phase transition and the glassification temperature. The signs of
the two hysteresis loops are opposite. There is reliable evidence that at the lowest
temperatures studied the thermal expansion of the doped crystal is negative under
cool-down. © 2005 American Institute of Physics.@DOI: 10.1063/1.1925372#
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INTRODUCTION

The cubic crystals of fullerite C60 comprise almost
spherical molecules with a diameter of 10.2 Å. The latt
has quite large interstitial cavities with octahedral~4.12 Å!
and tetrahedral~2.2 Å! point symmetry, which can be stuffe
with various atoms or molecules with sizes comparable
the void diameters. This circumstance was utilized at
very beginning of the fullerene era resulting in the high-Tc

superconductivity of an organic crystal (C60 doped with al-
kali metals!.1 Afterwards, C60 was intercalated with rare ga
atoms2–7 and molecules of different symmetries an
sizes.8–14 It is commonly accepted that changes in the phy
cal properties of fullerite C60 brought about by intercalation
with neutral species are mainly due to the doping-rela
change in the molar volume. In the particular case un
study the doped crystal can be considered either to be u
a negative pressure or, in the opposite sense, to exhib
positive internal pressure.

The most interesting phenomena caused by intercala
are observed within the regions where the orientational ph
transition (Tc5260 K) occurs or the orientational glas
forms (Tg590 K). Usually, when the voids are filled wit
the larger rare gas atoms such as Xe or with simpler clos
shell molecules, the anisotropic interaction between C60 mol-
ecules weakens; and the rotation of the C60 molecules loos-
ens up, resulting in lower critical temperatures for bo
transformations.6,7 Moreover, when the dopant species a
4451063-777X/2005/31(5)/4/$26.00
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certain molecules, for example, CO or NO, there a
indications15,16 that no freezing into an orientational glas
state is observed. In regards to doping with rare gas spe
both large negative expansivity as well as temperature h
teresis of the thermal expansion are observed at
temperatures.17

In this paper, we report detailed powder x-ray studies
the structural characteristics of Xe-doped C60, with tempera-
ture cycling around the orientational phase transition~150–
300 K! as well as in the region where orientational gla
states tend to form~7 to 100 K!.

EXPERIMENTAL

C60 powder was saturated with xenon at a pressure
temperature of about 200 MPa and 575 °C, respectively,
a period of 36 hours. When intercalated at high pressure
at 300 °C, only 10% of the octahedral voids are filled; t
filling can reach 66% if C60 is saturated at 575 °C.6 In the
present case, thermogravimetric analysis~TGA! showed a
weight loss between 6 and 7%, indicating a stoichiometry
Xe0.39– 0.45C60. The powder of Xe-doped C60 was subse-
quently compacted for dilatometric studies in cylindrical di
by quasi-hydrostatic compression with pressures of up t
GPa, as described elsewhere.17 The sample used in our x-ra
experiments was a chunk taken from the larger compac
specimen, the smooth surface of which served as the re
tion plane in the x-ray experiments.
© 2005 American Institute of Physics
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Powder x-ray studies were carried out on a DRON-3
diffractometer equipped with a special liquid-helium cr
ostat. The temperature of samples was varied over the ra
of 7 to 300 K. The temperature was stabilized to with
60.05 K at every measurement point. In the orientatio
glass domain (T,70 K) and below the orientational phas
transition point (Tc5260 K), the temperature was varied
warm-up and cool-down regimes with the intention of loo
ing for possible hysteretic phenomena of the lattice para
eters and thermal expansivities. The intensities, widths,
angular positions of the relevant reflections as functions
temperature were used for analysis of the phenomena u
study. The lattice parameter error was60.02% and the in-
tensity of the x-ray reflections was measured to within 1%

RESULTS AND DISCUSSION

A typical x-ray pattern is shown in Fig. 1. It can be se
that our fine-grain samples, in addition to the fcc phase
Xe-doped fullerite C60, contain about 10% of another pha
which could in no way be indexed as fcc. It should be no
that in the ‘‘as-prepared’’ Xe-doped powder samples,
phases other than the fcc phase were detected6 either in x-ray
or neutron diffraction experiments. The reflections belong
to this new phase are indicated in Fig. 1 with arrows. It
possible that the new phase is a result of a partial polym
ization caused by the previous compacting. Notwithstand
the known polymerization-related structure18,19 we failed to
find a space group that could fit the extra reflections m
tioned.

We observed substantial changes in the scattered in
sities compared to pure fullerite. To mention first, the refl
tions of the type (h00) became clearly distinguishable~in
pure C60 their intensities are virtually zero because of t
specific molecule/lattice size relation and the shape of60

molecule20!. Some other reflections, such as~111! and~220!,
are lower in intensity as compared to pure C60, while others,
such as~420! and ~422!, are brighter.

The absolute lattice parameter values as a function
temperature were determined as follows. At two refere
points, viz., at room temperature and at 7 K, full-profile d
fraction patterns were recorded in order to obtain the r
averaged reference cubic lattice parameter values for th

FIG. 1. A typical x-ray diffraction pattern from polycrystalline C60– Xe
samples, recorded at room temperature. The indexed reflections belo
the orientationally disordered fcc phase of Xe-doped fullerite C60 . The ar-
rows indicate reflections of an unknown phase.
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two reference points and in each case with the lattice par
eter averaged over all the observed reflections. Then,
tween those two reference points, the lattice parameter
other temperatures were determined from the~311! reflection
and scaled appropriately to the reference values.

Using these lattice parameters, we calculated how
intercalation with Xe has changed the room-temperature
fraction intensity ratios for specifically chosen reflectio
compared to the most intense~311! reflection, as a function
of the occupancy of octahedral voids by Xe atoms and
suming a uniform distribution of the dopant throughout t
sample. In the calculations we used the following express
for the scattering amplitude of reflection (hkl):

F~q!}60f C~q!~sinqr/qr1 f RG~q!XRG~21!h1k1 l . ~1!

Equation~1! generally applies for the case of atoms
any rare gas randomly distributed over octahedral cavit
The first term in the right-hand side of Eq.~1! is the contri-
bution from the randomly rotating C60 molecules; the second
term is the contribution from the interstitial rare gas~RG!
atoms. The quantitiesf C(q) and f RG(q), both functions of
the momentum transfer vector, are respectively the car
and RG atomic scattering factors andf Xe(q) will be used for
the latter. The absolute magnitude of the vectorq is given by
4p sin(u)/l, where 2u is the deflection angle of the inciden
x-rays with wavelengthl. Finally, XRG is the rare gas occu
pancy of the octahedral voids, which is assumed to be u
form throughout the sample. The square ofF(q) in Eq. ~1! is
proportional to the intensity of the actual x-ray reflections
the respective angles 2u; the values were calculated using th
lattice parameter determined as described from the ro
temperature valuea514.24660.003 Å. Integrated intensi
ties were determined using the Gaussian function, wh
turned out to be a little better than the Lorentzian. All calc
lated integrated intensities were normalized to that of
brightest reflection~311!. The experimentally determined in
tegrated intensity ratios for the chosen reflections are plo
in Fig. 2 to evaluate the occupancy of octahedral voids
xenon. Using the four occupancies thus found~see Fig. 2!,
we calculated the weighted average of the occupancy to
XXe5(3464)%, in good agreement with previously foun
TGA data (41.562.5)%, see the Experimental Sectio
above!. We ascribe the uncertainty in the value to two fa

to
FIG. 2. Calculated intensity ratios for a few fcc reflections versus the
occupancy of octahedral voids at room temperature with the lattice par
eter equal toa514.246 Å: 220~h!, 222~n!, 420~L!, 200~s!. The filled
symbols indicate the corresponding experimental intensity ratios.
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tors, viz., the inhomogeneity of the distribution of Xe ov
the grain volume and the errors in absolute intensity val
for the weaker lines~see Fig. 2!.

Variations of the lattice parametera(T) of Xe-doped C60

with temperature under warm-up and cool-down are plot
in Fig. 3. One can see that the patha(T) depends essentiall
on the direction of temperature variation. Two hystere
loops were observed and it is noteworthy that the signs of
warm-up/cool-down hystereses are opposite to each othe
temperatures below the orientational phase transition in p
fullerite (Tc5260 K), the cool-down lattice parameters a
appreciably higher than those found with warm-up. In t
temperature range where the orientational glass is obse
in pure C60 the hysteresis loop has a narrower span and
mentioned above, its sign is opposite to that of the hyster
at higher temperatures, or in other words, the cool-down
tice parameter values are smaller than the warm-up one

Repeated cool-down of the sample had virtually no
fect on the situation, and the lattice parametera(T) followed
the same path as found during the first cool-down run. W
is striking is the strong ‘‘smearing’’ and shift of the orient
tional transition to lower temperatures, as compared to
for pure C60, as well as the huge temperature span of
hysteresis loop, which stretches from 150 K up to room te
perature. The largest lattice parameter difference at 23
amounts toDa50.055 Å, which exceeds by far the expe
mental error ina(T). The hysteretic effect observed at low
temperatures affects the crystal lattice to a lesser extent.
loop is found to be far from symmetric; the upper bifurcati
point is atT56065 K, while the maximum lattice param
eter differenceDa5(0.00760.003) Å is reached at;20 K.
A pronounced instability was observed for the cool-do
regime, which manifested itself in a greater scatter of latt
parameter values. The cool-down curve is steeper than
warm-up curve at the high-temperature end of the hyster
loop. What is equally striking is that at the low-temperatu
end there is a definite indication that the thermal expansi
has become negative. A very rough estimate from the th
lowest points yields unusually large negative expansivities
the order of2531024 K21. Negative linear thermal expan
sion coefficients at low temperatures have already b
documented for pure fullerite21 and also for fullerite interca-
lated with neon, argon, and krypton17,23and now, in conjunc-

FIG. 3. Temperature dependence of the lattice parameter of the C60– Xe
sample, as measured under cool-down or warm-up regimes: warm-up~h!,
~j!; cool-down~s!, ~d!, ~n!; pure C60 ~–!. The lower solid curve is for
pure fullerite C60 .22
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tion with this work, with Xe as well.23 The dilatometric mea-
surements of thermal expansion coefficients in
orientational glass region of the C60– Xe system have bee
carried out up to 28 K, which allowed comparison betwe
the dilatometric24 and x-ray data, as shown in Fig. 4. Th
solid curves are drawn through dilatometry points a
smoothly extrapolated to higher temperatures. The g
qualitative agreement is evident.

We tried to observe relaxation processes in the dom
of the high-temperature hysteresis at fixed temperature
150, 180, 220 and 250 K on both the warm-up and co
down branches. Contrary to our expectations, no change
lattice parameter values were recorded and this was e
after quite long waiting times~10 hours!.

The cause behind the anomalies observed in this re
~two hystereses, large negative expansivities at low temp
tures! is not completely clear. A qualitative explanation
both low-temperature anomalies~the hysteresis and the neg
tive expansivities! was suggested by Aleksandrovskiiet al.24

The negative expansion coefficients, found dilatometrica
at low temperatures,24 are related to the tunnel nature of th
low-energy levels. The hysteresis is ascribed to a polyam
phic phase transition between two different orientatio
glass phases, in which case the non-ergodic character o
glass system can lead to hysteretic phenomena. As reg
the high-temperatures hysteresis, we can make the follow
remarks. Of course, since the orientational phase transitio
a first-order one, it is quite natural that it occurs with a hy
teresis. We are well aware that because the distribution o
atoms inside the crystallites most likely should be high
inhomogeneous, the span of the hysteresis could be m
larger than in pure C60.22 However, first, the temperatur
span is too broad and, second, the high-temperature bifu
tion point is ~contrary to expectations! aboveTc in the pure
material. Thus the nature of the high-temperature hyster
is not completely understood.

Considering the lattice parameter of C60 doped with Xe
as a function of the occupancyXXe ~see Fig. 5! we note that
the specific occupancy as estimated from our x-ray diffr

FIG. 4. Relative elongation versus temperature for polycrystalline C60– Xe
samples under warm-up and cool-down, according to dilatometric24 and
x-ray diffraction measurements; cool-down: this work~l!, Ref. 24 ~L!;
warm-up: this work~d!, Ref. 24~s!.
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tion data~Fig. 2! falls close to the points from other report6

that deal with the C60– Xe system. However, if taken in the
completeness the points of thea(XXe) dependence do not fa
on a straight line. For other rare gas species as dopan
C60, and where the lattice parameter versus occupanc
known, it appears to follow a lineara(XRG) relationships.
This is clearly seen in Fig. 5 for Ne.25 Indirect evidence from
our findings on the C60– He system,26,27 also suggests is a
linear function, whereas for Ar the span of XAr is too narrow
to make a sound judgment at this stage. The reason be
the nonlinearity of thea(XXe) relationship is not clear a
present.

CONCLUSIONS

We have performed x-ray powder diffraction studies o
Xe-doped C60 sample over the temperature range from 7
300 K.

The sample is found to contain two phases. One is
fcc phase, quite common for fullerite C60 but with the lattice
parameter slightly increased due to the xenon present.
structure of the other phase~of approximately 10% content!
was not determined. Its presence might result from par
polymerization brought about by handling during sam
preparation.

The room temperature reflection intensities allowed us
evaluate the weighted average Xe occupancy as
64) mol %, in good agreement with the TGA estimates p
formed upon saturation.

The variation of the fcc lattice parameter with tempe
ture depends strongly on the sign of the temperature in
ment. Two hysteresis loops have been observed in the
perature dependence of the lattice parameter. The wider
more pronounced one is below the orientational transit
point; the other hysteresis loop is below the orientatio
glassification point (Tg,70 K). The nature of the hyster
esis, especially of the high-temperature one, is not co
pletely clear.

The lattice parameters measured at the lowest temp
ture points under cool-down give an indication of unusua
large negative thermal expansivities.

FIG. 5. The lattice parameter of RG-doped cubic fullerite C60 as a function
of the RG occupancy of octahedral voids: Ref. 6~d! and the present study
~,! for Xe; Ref. 3~l! for Ne; Ref. 6~L! for Kr; Refs. 5 and 6~j! and the
present study~h! for Ar; Refs. 26 and 27~3! for He; Ref. 22 for pure C60
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Phonon spectrum and electron-phonon interaction in technetium
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Ab initio calculations of the phonon spectrum, spectral function of the electron-phonon
interaction, and transport properties~resistivity! of technetium are carried out in the framework
of linear response theory. Good agreement with the experimental data is obtained. ©2005
American Institute of Physics.@DOI: 10.1063/1.1925373#
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INTRODUCTION

It is well known that the electron-phonon interactio
governs a number of important physical properties of met
The electrical and thermal resistivities, superconductiv
softening of phonon modes, renormalization of the lo
temperature electronic component of the heat capac
(;T), and a number of other physical phenomena can
interpreted correctly only with knowledge of the spectral d
tribution function of of the electron-phonon interaction
each particular substance. Anab initio calculation of the lat-
ter is best, since it avoids the artificial approximations typi
in phenomenological models. Moreover, calculations fr
first principles in cases where the ‘‘physics’’ of the proce
can be governed by different mechanisms enable one to
tain a correct picture of the phenomena. For example, a
tailed microscopic calculation of the electron-phonon int
action makes it considerably easier to elucidate the origin
a superconducting phase~which can be due, e.g., to electro
exciton or electron-plasmon interaction!.1 Some other ex-
amples are the mechanism of softening of phonon mo
structural phase transitions, and anomalies of the pho
spectrum. These phenomena can be explained as resu
from a strong interaction of electrons with an ‘‘anomalou
phonon branch~this can be determined only as a result o
detailed calculation!, or by strong anharmonicity of the ma
terial, or by the presence of impurities and various defect
the crystal.2

The goal of the present study was to investigate the
namic and transport properties of technetium. We note
this element is of independent theoretical interest by virtue
a number of unique physical properties. Technetium,
lightest artificial element of the periodic table~atomic num-
ber 43! was obtained in 1937 by the Italian scientists Se
and Perrier by bombarding molybdenum nuclei with deut
ons. Technetium has the highest temperature of transitio
the superconducting state among all of the metals with
hcp structure,Tc57.86 K, and is second among all the el
ments of the periodic table only to the fcc metal Nb, w
Tc59.25 K. Furthermore, the transition temperature is
creased substantially in alloys of technetium with an
tremely small admixture of Nb~Ref. 3! or Mo ~Ref. 4!:
Tc(Nb0.03Tc0.97)512.8 K; Tc(Mo0.12Tc0.88)513.0 K. ~For
comparison, in the bcc alloys NbZr the critical temperatu
Tc59.3 K.5!
4491063-777X/2005/31(5)/5/$26.00
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A broad anomalous ‘‘dip’’ of the longitudinal optica
~LO! branch in the direction of the hexagonal axis~00j! and
strong temperature dependence of the LO branch were
served in Ref. 6. The value of the phonon frequency at
Brillouin zone center@vLO(k50)# decreased from 3.7 THz
at room temperature to 2.4 THz atT530 K. Such tempera-
ture dependence is not observed in any other hcp metal,
its ‘‘amplitude’’ is comparable only to the analogous tem
perature dependence of the phonon anomalies in high-Tc su-
perconductors with the A15 structure: Nb3Sn and V3Si.

CALCULATION TECHNIQUE

The dispersion curves of the phonon spectrum and
electron-phonon interaction matrix element were calcula
by a scalar-relativistic linear method of MT orbitals~LMTO!
with non-MT corrections taken into account.7,8 We used the
3k-spd LTMO basis set~27 orbitals per atom! with a one-
center decomposition of the wave function inside the M
sphere tol max56. In the intersphere region the wave functio
was decomposed into plane waves to energies of 13.4, 1
and 21.4 Ry~120, 145, and 169 waves for thes, p, andd
orbitals, respectively!. The variations of the charge densi
and potential were expanded in spherical harmonics ins
the MT sphere~to l max56) and in plane waves in the inter
sphere region~82.7 Ry, 2430 waves!.

The radius of the MT sphere was chosen equal to 2.
a.u. The von Barth-Hedin approximation9 of the exchange-
correlation potential was used. The lattice const
a55.1698 a.u.;c/a51.6022.

The integration ink space necessary for finding the in
duced electron density and the dynamic matrix was car
out at 50 points in the irreducible part of the Brillouin zon
~BZ!. This is quite sufficient, since the improved tetrahedr
method10 that we used for calculation of the bulk~surface!
integrals allows one to refine the calculation substantially~in
particular, to make accurate allowance for the real shap
the Fermi surface! by using weighting coefficients obtaine
on a denser mesh. The weighting factors were found us
electron bands«k j calculated at 793 irreducible points of th
BZ.

The spectral function of the electron-phonon interact
~the Eliashberg function! expressed in terms of the phono
line broadeningsgqn ~characterizing the partial contributio
of each phonon! has the form11
© 2005 American Institute of Physics
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FIG. 1. Dispersion curves of the phonon spectrum of technetium for the directionsGA(0,0,j), GM( j,0,0), and AL (j,0,1/2) in the Brillouin zone. The
unfilled triangles are the experimental points from Ref. 7.
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a2F~v!5
1

2pN~«F! (qn

gqn

vqn
d~v2vqn!, ~1!

gqn52pvqn(
k j j 8

ugk1q j8,k j
qn u2d~«k j2«F!d~«k1q j82«F!.

~2!

The electron-phonon interaction constant is defined as

l52E
0

` dv

v
a2F~v!. ~3!

It can also be expressed in terms of the phonon
broadenings:14

l5(
qn

gqn

pN~EF!vqn
2 , ~4!

were N(«F) is the phonon density of states on the Fer
surface«F , andgk1q j8,k j

qn is the electron-phonon interactio
matrix element.

The double summation over the Fermi surface in~2! was
carried out on a dense mesh~793 points in the irreducible
part of the BZ!.

PHONON SPECTRUM

Figure 1 shows the dispersion curves of the phon
spectrum calculated in the directionsGA ~0, 0, j!, GM
~j,0,0!, and AL ~j,0,1/2!. Values of the phonon branches
the GA direction were obtained by the inelastic incohere
neutron scattering method in Ref. 6. It is seen that our
culation reproduces the experimental data rather well. In
ticular, it accurately reproduces the broad anomaly of the
branch. A slight difference is observed only for the T
branch. Our calculation overestimates the experimental s
trum by a small amount (;0.4 THz). It should be noted tha
we did some test calculations using different exchan
correlation potentials~including one with a general gradien
correction12! and were unable to improve the agreement w
the experimental data. The cause of this discrepancy ap
ently lies in the local electron density approximation~LDA !
e

i

n

t
l-
r-

O

c-

-

ar-

itself. We think that the LDA can lead to errors in the calc
lation in those regions of reciprocal space where
electron-phonon interaction is large.

Phonon densities of statesF(v) in technetium were ob-
tained in Ref. 13 for two values of the temperature: 300 a
150 K. A comparison of the low-temperature data with o
calculation~Fig. 2! shows rather good agreement of the thr
main values of the maxima on theF(v) curve. Experiment:
14.5, 18, and 27 meV; theory: 15.2, 19, and 27 meV.

ELECTRON-PHONON INTERACTION

Figure 3 shows a plot of our calculated values of t
Eliashberg functiona2F(v) @Eq. ~1!#.

The calculated electron-phonon interaction constant w
found to bel50.9039.

Comparinga2F(v) andF(v), we see that there are n
material differences caused by integrating over the r
Fermi surface and the presence of the electron-phonon in
action matrix element in the integrand. The coefficie
a2(v) @where a2[a2F(v)/F(v)] is practically constant
over the whole region of integration~we are not considering
the initial part,10 MeV because of the limited set of ca
culated data in the low-energy region of the phonon sp
trum!. The slight increase ofa2(v) in the 22 meV region
and also the broadening of the high-energy peak ofa2F(v)

FIG. 2. Phonon density of states: calculation~1!; experiment13 ~2!.
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in the 26–28 meV region can be explained by a stron
interaction of the longitudinal branches of the phonon sp
trum with the electronic subsystem.

Since for technetiuma2(v)'const, one expects that
will be correct to use the McMillan approximation,15 accord-
ing to which the electron-phonon interaction constant fac
izes into the product of an electron part and a phonon p
l5h/M ^v2&, where the Hopfield parameterh ~Ref. 16! is
determined entirely by the band structure of the substan

We obtained the valuesh50.164 a.u. and^v2&1/2

5224.08 K and, hence,lH50.9001. We see that this valu
of l agrees well with that obtained earlier.

Let us now compare our calculated value of the Hopfi
parameter with the result of Ref. 17, where in the appro
mation of a rigid MT shift and in the framework of the KKR
method18 a valuehKKR50.170 a.u. was obtained. Thus th
rigid MT shift approximation works quite well in our case

For the phonon part the situation looks just the oppos
any simplifying assumptions as to the phonon spectrum le
to noticeable scatter in the values of^v2& and, consequently
of l. As an example, let us give some published values of
electron-phonon interaction constant of technetium: 0.619

0.78,20 1.01 and 1.17.21

In other words, calculation of the phonon spectrum fro
first principles is a necessary and sufficient condition for
taining a realistic picture of the physical processes unde
ing the electron-phonon interaction.

Let us return to the anomaly in the phonon spectrum.
us note first that the dynamic matrix was obtained by us
the harmonic approximation.8 The fact that the anomaly i
clearly reproduced in the calculation speaks to the fact
the main mechanism of its formation is the strong influen
of the electronic subsystem on the motion of the technet
ions.~We are talking about low temperatures. As to the hig
temperature dependence of the LO branch, the causes o
effect may include phonon-phonon interaction.!

Figure 4 shows the values ofgqn corresponding to dif-
ferent phonon modes. It is clearly see that as theG point is
approached, the broadening corresponding to the LO mod
substantially greater than the value for the other branc
For example, at the pointq(0,0,0.25): gLO /gTO52,
gLO /gLA523.9, gLO /gTA5105.6. Thus strong interactio
of the electronic subsystem with longitudinal optical vibr
tions is indeed observed in the~0,0,j! direction. ~Note that
we have eliminated theG point itself from consideration
since the matrix element appearing in expression~2! is equal

FIG. 3. Eliashberg function~1! and the coefficienta2(v) ~2!.
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to zero. This becomes obvious if one examines the functi
appearing in the integrand of the expression for the ma
element in Ref. 21. Atk50 they are all periodic with the
period of the direct lattice. The integration, in turn, is al
over a whole period of the direct lattice.!

POINT-CONTACT SPECTRA

Figure 5 shows the experiment electron-phonon inter
tion function Gpc(v) obtained by the method of point
contact~PC! spectroscopy.22 The theoretical shape of the la
ter differs from a2F(v) only by the presence of an
additional form factorK(k,k8) ~Ref. 22! in Eq. ~1!, which
specifies the geometry of the contact and the conditions
current flow. It is assumed thatK(k,k8) cannot materially
alter the structure of the features occurring ina2F(v). Thus
Gpc(v) should be close toa2F(v).

Nevertheless, for technetium these functions are subs
tially different in the region.18 MeV. The peaks at 19 an
22.5 meV are absent in the experiment, and the peak a
meV is strongly suppressed.

Such a marked ‘‘cutoff’’ of the high-energy region i
Gpc(v) in fact means that the interaction of the electron
subsystem with high-energy phonons~including the longitu-
dinal acoustic and optical! is almost completely suppresse
If this were indeed the case, then technetium should not
hibit any superconducting properties. We note that many
spectra exhibit a significantly lower intensity ratio of th
high-energy peak (G2) to the low-energy peak (G1) in com-
parison with the neutron-scattering phonon spectra. Thi
explained by the heating of the contact by the current and

FIG. 4. Partial broadenings of the phonon lines in theG(A(0,0,j) direction.

FIG. 5. Experimental point-contact function of the electron-phonon inter
tion in technetium.22
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resulting broadening of the spectral lines23 and also signifi-
cant plastic deformation of the metal in the contact region24

The cleanliness of the surface of the sample also ha
substantial influence on the result of an experiment. For
ample, in Ref. 13 spectra were taken for a bulk polycrysta
addition to the film sample on which the results forGpc(v)
plotted in Fig. 5 were obtained. In the latter case the hi
energy peak was absent altogether, and the level of the z
point anomalies and the noise level were significantly low

Interestingly, a similar situation with the suppression
the high-energy peak was also observed in experiment
determine the electron-phonon interaction function but
the method of tunneling spectroscopy in Nb.

The high-energy peak obtained in Refs. 14 and 19 w
completely suppressed on the experimental curve.25 This dif-
ference has been discussed in detail in the literature, a
number of arguments have been advanced to explain it. F
it was noted that Nb forms oxides on the surface rather e
ily, and they give rise to a proximity effect that suppress
the high-energy peak in tunneling microscopy experime
The experimental and theoretical functionsa2F(v) for Ta
were adduced in support of this hypothesis in Ref. 21. T
talium is known for being practically inactive in formin
compounds with oxygen. For that metal extremely go
agreement of theory and experiment was achieved. In
14 it was also hypothesized that the tunneling spectrosc
technique does not reflect the whole ‘‘volume’’ of th
electron-phonon interaction, especially in the high-energy
gion. Indeed, the area under the high-energy part of the s
trum is several times smaller than the area for the low
frequency region~cf. Fig. 5!. As was shown in Ref. 26, the
mean free path of the electrons participating in the electr
phonon interaction decreases as the phonons advance u
energy scale~moreover, sincel (v)5vFt(v), this effect is
additionally enhanced ford electrons, the Fermi velocity o
which is low.

Thus one expects a smaller contribution of the hig
energy phonons to the total integrated tunneling current a
as a consequence, strong suppression or even the com
absence of high-energy features ina2F(v)exp.

The aforementioned causes of the distortion of the hi
energy part of the experimental spectral function of
electron-phonon interaction in Nb mentioned above can
parently also operate in the PC spectroscopy of techneti

Let us say a few words about the low-energy peakG1 .
The value given by experiment is 13 meV. In Ref. 13 it w
conjectured that by virtue of the features of the matrix e
ment and the shape of the Fermi surface a substantial
placement of the central peak to lower energies occurs in
experiment. This can explain the participation of all t
‘‘low-energy’’ groups of phonons~14–20 meV! in the for-
mation of the low-energy peakG1 of the functionGpc(v).
However, as we have said,a2(v) is practically constant in
the region of interest to us. Responsibility for the formati
of G1 peak is left to the lowest-energy phonon peak at 1
meV. The difference of 2.2 meV between them can be
plained by the fact that it is in this energy part that o
calculated phonon spectrum gives a somewhat overestim
value ~for example, the aforementioned TO branch in F
1a!.
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ELECTRICAL CONDUCTIVITY

In pure metals except in the low-temperature region
electron-phonon interaction is the dominant factor govern
the electrical conductivity of the substance.

The variational solution of the Boltzmann equation27

gives the following formula for the temperature dependen
of rz(T):

rz~T!5
pVcellkBT

N~«F!^vz
2&
E

0

` dv

v

x2

sinh2 x
a tr

2F~v!. ~5!

The transport spectral functiona tr
2F(v) differs forma2F(v)

~1! only by the presence of an additional factor of@1
2v(k)v(k8)/uv(k)u2# in the integrand, which specifies th
geometry of the scattering process. The subscriptz specifies
the direction of flow of the electrical current in the samp
Formula ~5! remains valid in the rangeQ tr/5,T,2Q tr ,
where

Q tr[^v& tr
1/2, ~6!

^v2& tr5
1

l tr
E

0

`

va tr
2F~v!dv, ~7!

l tr52E
0

`

a tr
2F~v!

dv

v
. ~8!

The upper boundary of the temperature range is due to
fact that at higher temperatures it is necessary to take
account the effects of anharmonicity and the smearing of
Fermi surface. The low-temperature electrical conductiv
on the contrary, is governed by the electron-electron inter
tion, size effects, scattering on impurities, etc.

In our calculation Q tr5225.8 K. Thus TP(45 K,
451.6 K).

Figure 6 shows the functionr(T) averaged over three
directions. The latter is obtained asr(T)5(1/3)@rx(T)
1ry(T)1rz(T)# and can be used directly for compariso
with the experimental measurements of the conductivity
technetium polycrystals. In Ref. 28 a values50.067
3106/(V•cm) was measured for the conductivity~the recip-
rocal of the resistivity! under standard conditions. Thus w
obtainrexp(293.2 K)514.9mO•cm. The calculated value is
r th(293.2 K)514.7mV•cm.

FIG. 6. Theoretically calculated behavior of the lattice resistivity of tech
tium.
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CONCLUSION

We have studied the dynamic and electron-phonon pr
erties of technetium. With the use of linear response the
implemented in the framework of the LMTO method wi
allowance for non-MT corrections, we were able to achie
good agreement with the experimental data. This is part
larly true for the phonon spectrum@including the reproduc-
tion of the anomaly for the~0,0,j! direction#, the photon
density of states, and the electrical conductivity. The th
retically calculated spectrum of the electron-phonon inter
tion ~the Eliashberg function! has a much higher intensity o
the high-energy peak at 27 meV in comparison with
analogous maximum in the point-constant spectra. This m
be due to features of the experimental conditions~heating of
the contact by the current, plastic deformation of the meta
the contact region, possible contamination of the surface
the sample, and other factors! and also the limited accurac
of the computational scheme~finite number of points at
which the computation is done; the local electron dens
approximation!.

Taking all these arguments into consideration, we th
that it would be extremely interesting to continue the expe
mental and theoretical study of the high-energy part of
point-contact function of the electron-phonon interaction.

*E-mail: sichkar@imp.kiev.ua
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Low-temperature microhardness of Xe-intercalated fullerite C 60
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The Vickers microhardness of Xe-intercalated polycrystalline fullerite C60 (XexC60, x.0.35) is
measured in a moderately low temperature range of 77 to 300 K. A high increase in the
microhardness of the material~by a factor of 2 to 3! as compared to that of pure C60 single crystals
is observed. It is shown that the step-like anomaly in the temperature dependences of the
microhardness of pure C60 single crystals recorded under the orientational fcc-sc phase transition
(Tc.260 K) is also qualitatively retained for XexC60, but its onset is shifted by 40 K
towards lower temperatures and the step becomes less distinct and more smeared. This behavior
of H̄V(T) correlates with x-ray diffraction data, the analysis of which revealed a
considerable influence of xenon interstitial atoms on the peculiar features of fullerite thermal
expansion due to orientational phase transitions~see the paper by A.I. Prokhvatilovet al. in this
issue!. © 2005 American Institute of Physics.@DOI: 10.1063/1.1925374#
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INTRODUCTION

The physical and mechanical properties of crystall
C60 are considerably affected by intercalation of the crys
by different impurities, where the environment itself may
considered as an impurity source.1 This is related to the weak
van der Waals interaction between the C60 molecules as well
as the presence of comparatively large interstitial sites in
fullerite lattice. As a result, the crystal easily absorbs imp
rities and is easily amenable to intercalation. The most d
matic effect due to intercalation is the superconductivity t
occurs with alkali metals.2

Of possible intercalants, gases occupy a highly import
place for C60. The high interest in this type of impurity i
dictated by several facts.1 Gases are commonly used to tran
mit pressure to solid C60. In this case gas atoms and mo
ecules can diffuse into the cavities of the fullerite lattice a
form interstitial solutions. Considering the arrangement
the centers of gravity of its molecules, fullerite C60 forms a
face-centered cubic~fcc! lattice through the whole range o
existence of its solid phase. For each C60 molecule in the
lattice there are two tetrahedral sites as well as one oct
dral site, which may be occupied by impurity atoms or m
ecules. Besides their occupation, chemical interaction
tween impurities and the C60 molecules~including polymer
bond formation! is possible.

This paper is concerned with the influence of interstit
gaseous impurities on the mechanical properties of s
4541063-777X/2005/31(5)/5/$26.00
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C60. In particular, xenon was selected because being a
gas eliminates the intercalant-matrix chemical interacti
The atomic diameter of Xe~3.92 Å! is almost two times
larger than the effective diameter of a tetrahedral site~2.2 Å!
and close to that of an octahedral one~4.1 Å!, so that one
might expect xenon to only occupy the octahedral sites of
C60 lattice. The large diameter of the Xe atom makes its en
into the lattice difficult and possible only at elevated press
and temperature.3 The effect of xenon on the mechanic
properties of fullerite C60 has not previously been studied. I
fact the only related study so far has been that in Ref
which has shown the remarkable result of almost a hund
fold increase in the microhardness of a C60 single crystal
grown in vacuum and kept in an argon atmosphere.

The mechanical properties of XexC60 were studied by
using the microindentation technique. As was shown in
previous papers,5–8 the temperature dependence of the m
crohardness of pure C60 single crystals displays a step-lik
anomaly, the position of which is correlated with the tem
perature Tc.260 K of the fcc-sc phase transition. It i
known9,10 that intercalation of an impurity into the C60 lattice
results, as a rule, in a decrease ofTc and a broadening of the
phase transition temperature range. The research report
this paper concerns the influence of xenon saturation of
C60 lattice on both the microhardness value and the anom
of its temperature dependence in the vicinity of the ph
transition point.
© 2005 American Institute of Physics



ur

th
d

s

n

a
tu
te
th
th
m

o
is
lin

r
s
g

ic

ed
te
de
c
n

a
f t
ar
es

of
pos-
ce

f
e of

the

rin-

o
l is

455Low Temp. Phys. 31 (5), May 2005 Fomenko et al.
EXPERIMENTAL PROCEDURE

C60 powder was saturated with xenon at a Xe press
p.200 MPa and a temperatureT.575 °C, for 36 hr.3 To
prepare the specimens for micro-indentation studies,
saturated powder of XexC60 was pressed into tablet-shape
samples;10 mm in diameter and;5 mm in height, using
hydrostatic pressure (p.0.5– 1.0 GPa).11,12 From the x-ray
structural data,13 the degree of filling of the octahedral site
with xenon amounted to (3565)% (x.0.35). Prior to mea-
suring, the tablet surface was polished on a benzol-moiste
chamois leather.

The Vickers microhardness at room temperature w
measured with a standard unit PMT-3 and in the tempera
range of 77–300 K with a freely suspended inden
system.14 The time of load endurance was 10 s. To reveal
relation between microhardness and indentation load,
load P was varied between 0.005 and 0.2 N, at room te
perature. The temperature dependenceHV(T) was measured
at P.0.05 N as it was found that there was no influence
indentation load on microhardness in the vicinity of th
load. The measurement was made in the course of coo
The microhardness was calculated by the expressionHV

51.854P/(2a)2, where 2a is the impression diagonal. Fo
each temperature or load 10 indents were applied to the
face, and then the values of microhardness were avera
over those indentations. The averaged value,H̄V(T), was
considered statistically to be a representative mechan
property of the material studied.

EXPERIMENTAL RESULTS

A typical impression on the polished surface of a XexC60

polycrystal is shown in Fig. 1. The impression exhibit
good faceting, indicating a high microplasticity of the ma
rial in question. The impressions remained sharp with
creasing temperature down to 77 K. At the same time cra
were commonly formed round the observed impressio
even at low load. These are mainly lateral~secondary!
cracks, dipping at a low angle to the sample surface~clearly
seen in Fig. 1!. One may speculate that the cracks propag
along the grain boundaries which are the weakest sites o
pressed material due to a high density of defects, particul
pores, in them. The average values of the microhardn

FIG. 1. The impression on the XexC60 polycrystal surface for indenter load
P.0.2 N and room temperature. The area of brittle fracture in the form
lateral ~secondary! cracks is marked by arrows. The impression diagona
about 30mm.
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H̄V(T5300 K), of the XexC60 polycrystal for different loads
are shown in Fig. 2. As is evident,H̄V(T5300 K) is almost
independent of indentation load, and only at a high value
P>0.15 N can one observe reduced microhardness, sup
edly due to active crack propagation. To avoid the influen
of crack formation and considerH̄V(T) as a characteristic o
plasticity, measurements of the temperature dependenc
microhardness were made at a low load ofP.0.05 N.

The temperature dependences of microhardness for
XexC60 polycrystal and for the pure C60 single crystal studied
in Ref. 6~indentation plane~001!! are illustrated in Fig. 3. A
comparison of these curves allows us to recognize the p

f

FIG. 2. The dependence of average microhardnessH̄V of XexC60 on in-

denter loadP at room temperature. The standard deviations forH̄V are
indicated as bars.

FIG. 3. The temperature dependence ofH̄V for the XexC60 polycrystal~up-
per curve! and pure C60 single crystal~lower curve!.6 The standard devia-

tions for H̄V are about 3%.
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cipal differences in the micromechanical behavior betwe
the two materials. These differences are:

1. At room temperature the microhardness of the XexC60

polycrystal is approximately three times higher than that
the pure C60 single crystal; and as the temperature is d
creased down to 77 K, this discrepancy reduces to a facto
two.

2. As the temperature is decreased from 300 to 225
the microhardness of the XexC60 polycrystal increases lin
early by;20%, while for the fcc single crystal of pure C60

it remains almost unchanged~down to 260 K!.
3. The step-like anomaly in the dependenceH̄V(T) for

pure C60, clearly seen under the transition from fcc to the
phase below 260 K, changes significantly. Such an anom
is observed for XexC60 too, but the step edge is shifted to
wards lower temperatures~down to 220 K! and the step itself
becomes less steep and highly smeared (DT8.60 K for the
intercalated fullerite as compared toDT.20 K for pure
C60).

4. In the case of pure crystalline C60, the low tempera-
ture edge of the step in theH̄V(T) curve is adjacent to an
area of rather slight variations in microhardness. Below 1
K this area turns into a region of drastic growth inH̄V(T).
As to the XexC60 polycrystal, an analog of the first area ca
also be observed below 160 K, but we could not detect
second range because of lack of a microhardness meas
technique for temperatures below 77 K.

DISCUSSION

Before proceeding to a discussion of the anomalies
served in the microhardness of C60 on its saturation with
xenon, some important results obtained in comparative x
diffraction studies of pure C60 and XexC60 polycrystals
should be mentioned.13 Introduction of Xe preserves the fc
structure of the greater part of the material~90%!, but in
XexC60 there also exists;10% of another phase~most likely
polymerized C60 molecules!. Besides, considerable disto
tions of the fcc lattice by the Xe atoms cause the fcc
transition temperature,Tc , and the glass transition point,Tg ,
to decrease. This correlates with the anomalies in the t
perature dependence of microhardness: saturation with
non results in a substantial hardening and an embrittlem
of the fullerite and, similarly, in a shift of the anomalies
the H̄V(T) curve.

Investigations performed by several teams of researc
~see Ref. 8 and the references therein! have revealed tha
macro- and microplastic deformation of fullerite C60 at room
and at moderately low temperatures is determined by
glide of dislocations in the$111%^110& slip system; the system
is kept efficient even after the fcc-sc transition. As the sa
ration of fullerite with xenon produces no change in its l
tice structure, the scientific treatment of the observed dif
ence in microhardness between the pure C60 single crystals
and XexC60 polycrystals should be limited to a discussion
some possible differences in those structural factors
mechanisms which dictate the dislocation mobility in the
materials.

On the qualitative level, one should distinguish two e
fects caused by the influence of intercalation. These are~1! a
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rather substantial increase in the absolute values~back-

ground! of microhardnessH̄V and ~2! a certain transforma-
tion of subtle peculiarities in the temperature depende

H̄V(T) under the fcc-sc transition. The origin of these effe
may generally be accounted for by different physical a
structural factors. The first effect may be caused by the
ferent morphology of the Xe-intercalated sample and by
influence of Xe atoms on the elastic properties and the m
bility of the dislocations. The other one is probably co
nected with the influence of the Xe impurity on the dynam
of the orientational degrees of freedom of the C60 molecules,
and therefore, on the dislocation-orientational interacti
The influence of these factors is discussed in detail belo

First of all, we shall consider a possible influence of t
morphologies of the materials compared. One of these
reasonably perfect single crystal, while the other is a po
crystal with inclusions of another phase. The difference
morphology between the two materials is due to the spec
features of the intercalation technology;3,12 unfortunately, at
present there is no other way of preparing macroscopic
homogeneous single crystals adequately saturated with
non. The very high microhardness of the XexC60 polycrystal
as compared to that of the C60 single crystal may be cause
by two factors:~i! the hardening effects of both the intergra
boundaries and secondly~ii ! the minor second phase pa
ticles within the crystalline grains. By the Hall–Petc
relation,15 the yield stress and microhardness of a polycrys
are higher than those of a single crystal by an amount
versely proportional to the square root of polycrystal gra
size. The second-phase fine particles form local barr
which impede dislocation slip, reducing appreciably the pl
tic compliance and increasing the microhardness of the
terial ~that mechanism of hardening is well known in th
physics of ageing alloy plasticity16!. It should also be noted
that any porosity induced from pressing the specim
should have an opposite effect, deteriorating the mechan
properties.17,18The softening due to this factor appears to
slight. We now turn to the effect of gaseous impurities
dislocation mobility in the bulk of a separate crystallin
grain. A high Xe concentration in the lattice, as well as
almost identical size with that of the octahedral site which
occupies, suggest that as a first approximation by concen
tion, the intercalation does not disturb the macrostructu
homogeneity of the material inside the grains. Because
this, separate impurity atoms produce no effective local b
riers to dislocation slip in the sense of the term ‘‘local ba
rier’’ used in the physics of plasticity of weakly and mode
ately concentrated solid solutions.16 At the same time, in a
highly concentrated solid solution effects of second orde
the concentration and, in particular, the presence of mic
clusters with a short-range order of impurities, are suppo
to be of a certain importance. For example, in some unit c
of the lattice the impurity atoms occupy all octahedral si
while other unit cells remain unoccupied.

Such microclusters may be effective centers of dislo
tion drag, thus enhancing the material’s microhardness.
more thing should be mentioned: for fullerite C60 and many
atomic cubic crystals, a significant influence on the plas
compliance may be exerted by dislocation drag by the Pei
relief which becomes essential for a low density of loc
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barriers with low height.19 It may therefore appear that th
effect of gaseous impurities on the microhardness of fulle
is partially due to the change of the Peierls relief caused
the influence of a great number of interstitial atoms on
lattice parameter and intermolecular interaction. Unfor
nately, even the sign of that influence cannot be predic
without detailed microscopic calculations.

Finally, one more important factor should be pointed o
namely, a considerable enhancement in the elastic modu
the transition from pure crystals to highly concentrated so
solutions. According to a well known law in materia
science,20 the basic value of the microhardness of a mate
as a local characteristic of plasticity is proportional to t
Young modulus. Independent measurements of the ela
moduli of intercalated fullerites~for example, by acoustic
techniques or by Brillouin light-scattering measuremen!
would enable one to determine the individual contributio
to enhancement of their hardness, but at present such da
not available.

Above we have discussed the principal factors that d
tate the order of magnitude of the yield stress and microh
ness and the general background of their temperature de
dences in a wide range of moderately low temperatures
both pure and atomic impurity-intercalated fullerite C60.
From the general conclusions of the theory of thermally
tivated dislocation motion,21,22 the background should b
rather smooth and involve no distinct features like kin
which are seen in the dependencesH̄V(T) for pure and in-
tercalated fullerites C60. It would therefore appear reason
able that these observed anomalies are caused by the e
of the orientational degrees of freedom of the C60 molecule
on the dislocation mobility.6,23Direct support for this sugges
tion may come from the correlations between the anoma
in the H̄V(T) dependences and the anomalies of thermal
acoustic properties, which may be considered as an indic
of the orientational phase transitions in fullerite C60: the
fcc-sc phase transition and the orientational glass transit
The absolute contribution of dislocation-orientation intera
tion to dislocation drag forces is not high but it has peculia
ties as mentioned above and therefore can be qualitati
identified in the background of contributions from other fa
tors. In conclusion, the effect of interaction on subtle anom
lies like kinks in the temperature dependences of the lat
parameter,a(T), and the microhardness,H̄V(T), is consid-
ered to be caused by the influence of gaseous impuritie
the libration and rotation dynamics of C60 molecules.

It is evident that intercalation of the fullerite lattice by
great number of interstitial atomic impurities has an app
ciable effect on the dynamics of the orientational degree
freedom of the C60 molecules, producing a shift along th
temperature scale and a smearing of the orientational fc
and orientational glass transitions. This is supported by
x-ray diffraction data for XexC60,13 testifying that the values
of temperatureTc and the glass transition pointTg decrease
by 30–40 K. The comparison between the dependen
H̄V(T) for pure and Xe-saturated fullerites shown in Fig.
and their correlation with the x-ray diffraction data for th
temperature dependences of the lattice parameter,a(T),13

indicate that the dislocation-orientational interaction det
mines the characteristic anomalies in the temperature de
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dence of the microhardness even in the presence of gas
impurities. The influence of gaseous impurities on the ori
tation dynamics of the C60 molecules and the parameters
the lattice-orientation interaction can be estimated quan
tively by analyzing simultaneously x-ray diffraction, therma
mechanical and acoustic data.24 Although such data are
available for pure C60 fullerite,25 no such data is available fo
XexC60, making these estimations difficult at present.
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