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Starting from the kinetic equation for phonons in superfluid helium, expressions for the rates

of three-phonon scattering in isotropic and anisotropic phonon systems are obtained for
different pressures. These expressions are valid in the whole range of energies where three-
phonon processes are allowed. Limiting cases are analyzed and compared with the results

of previous theoretical investigations. The obtained pressure and angular dependence of three
phonon scattering rate allows one to explain the experimental data on interaction of

phonon pulses. €005 American Institute of Physic§DOI: 10.1063/1.1943527

1. INTRODUCTION tum space. Isotropic phonon systems can be easily created
) ) ] ) ) experimentally by heating a volume of fluid He Il. These

‘The dispersion relation of superfluid heliuie Il) has g stems have been intensively investigated theoretically over

an important role in determining the interactions in its pho-geyera| decades. Anisotropic phonon systems are a relatively

non systems. The dispersion relation can be written as ey area of low-temperatures physics. In experiments they

e(p)=cp(l+y(p)), (1) are created by a plane heater which injects a pulse of
. o _ phonons into superfluid He [kee, for example, Refs. 1)3
wheree is the phonon energy is its momentumg is the The stimulus for carrying out this investigation were the

sound velocity in He Il,(p)<1 is the deviation of the experiments of Refs. 4 and 5, where the interaction of pho-
spectrum from linearity, which is small but neverthelessnon pulses was observed. These experiments have shown
completely determines the mechanisms of phonon interaghat pulses interact at pressures from 0 to 12 bar, and when
tions. We note that, as well as pt=0, there is a critical the pressure is higher, for example, at 18 bar, there is no
momentump, at which the functionj(p) is zero: interaction. Also in these experiments the dependence of the
#(0)= (p,)=0. @) !nterac;tion on the angle between the axes of the pulsgs was
investigated. It was found that pulses interact strongly if the
Whenp<p, the functiony>0 (anomalous dispersiopn  angle between their axes is 8.8°, but at 46° there is no in-
In this case the conservation laws of energy and momenturteraction.
allow processes which do not conserve the numbers of The purpose of this paper is to calculate the rate of three-
phonons. The fastest of these processes is the three-phonphonon processes in isotropic and anisotropic phonon sys-
process in which one phonon decays into two or two intertems of superfluid helium at different pressures and to com-
acting phonons combine into one phonon. This paper is depare the results of the calculations with experimental #ata.
voted to the consideration of such processes.
When p>p, the functiony¥<0. In this case the disper-
sion is normaI. and three-phonon processes are prohibited b)./THE MAIN CHARACTERISTICS OF THREE-PHONON
the conservation laws of energy and momentum. Then thggocesses
fastest processes are four-phonon processes.
Phonon systems can be isotropic or anisotropic, depend- The dispersion relatiofl) is very important for studying
ing on whether or not there is a special direction in momenthree-phonon processes. As the behavior at different pres-
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sures will be considered in this paper, it is necessary to take p—p’

into account the pressure dependence of the parameters in gpp,=W[pzp(p)—p’z,//(p’)—(p—p’)z,b(p—p’)],

expression1). (12)
For calculations in this paper we use a simple analytical

approximation of the function, which nevertheless de- Where {p pr=1—c0Syr, gpp”fl_cosfpp’ and 6ppr,

scribes all the available experimental dégae, for example, pp @re the angles betwegmi,p” andp,p’, respectively.

Refs. 6 and Yrather well: The values{,,» and {,, should be greater than or
5 5 equal to zero, in order that three-phonon processes be al-
p p lowed by the conservation law®) and (10). Having put
P)=44ma P 1-
Y(P.P)=4Ymal P) p2(P) pﬁ(P))’ ® quantities, ,» and{,, equal to zero, we obtain the bound-

aries of the regions in which three-phonon processes can take
place.

Substituting(3) into (12) and equating the resulting ex-
pression to zero, we obtain an equation in the fourth power
of p’(p). Its solutions are

where p.(P) is the critical value of momentum, which de-
pends on pressur@, and ¢,,{(P) is the maximum value of
the functiony(p,P), which is reached whep=p./v2. The
expression for the functiog,,,,(P) can be written as

Yma{ P)=4.551:1072—5.537.10 3P+ 2.155 10 *P2

1
—2.415107P3, 4) PL(P)= 5 (P=EV3VPRa—P?).  P'(P)=P, (13)
Expression(4) is obtained from an analysis of Refs. 6, 8 and where
9.
Expression(3) is valid in the regiorp<<p. for any pres- \/Z
sures up tP=19 bar, the pressure at which the dispersion ~ Pmax= \ 5 Pc- (14)

becomes normal. To calculate the rate of three phonon pro- _ ) ) )
cesses in isotropic and anisotropic phonon systems at differ- Only three 30|_Ut'(,)n5 of the quartic equation are written
ent pressures, it is necessary to have the dependeqBgs Pecause the solutiop’(p)=p is a 2-fold root.

andP.(P)=c(P)p.(P)/kg, which can be written as Having equated expressidfl) to zero, after substitut-

) ing relation(3) in it, we have an equation of the fourth power
c(P)=107(238.3+ 7.33146°— 0.0914F?), (5) in p’(p"). The solutions of this equation are:

Pe(P)=10-0.2091%—0.0166%P2. (6) 1
’ "n— (R [R2 _ 2 A TN
Expressiong5) and (6) are obtained from analysis of the p(p")= 2( P"EV3\Pma P"), P'(P") P

experimental data of Ref. 10 and Refs. 7-9, 11, 12, respec- (15
tively. Here and below, values of the variables are given i
CGS units except thdi, is in kelvin and pressure in bar.

We write out the dependences of the dengify?) and
the Grineisen constant=(p/c)(dc/dp) on pressure, as
they will be necessary for our further calculations:

"Here the solutionp’ (p”)=—p" is also a 2-fold root. We
note that the only physical solution in this casepis(p”)
because other solutions have one or both momenta with
negative values.

Relations(13)—(15) determine the boundaries of regions
p(P)=0.14513+0.0017P—3.7661 10" °P?+5.2994 where three-phonon processes are allowed. In Figs. 1a,b,
based on(13) and (15), the area where three-phonon pro-

—7p3
-107°P%, () cesses are allowed is shown shaded. As we have used the
u(P)=2.84-0.0553P + 0.0020P2— 3.24998 dimensionless variable normalized pe, the specified area
s does not depend on pressure.
-10°P~. t) From relationg13)—(15) (see Fig. 1it follows that val-
These dependences were found from experimental data €S Of the momentum of phonons participating in three-
It has long been realized that three-phonon processes 3
cannot take place all the way to the critical momentpm 0<(p’,p")< \/7pc— Prrins (16)
From the conservation laws of momentum and energy which
must apply in such processes: 0<P<Prax- (17)
p'+p’=p. ©) At saturated vapor pressure we hapg,=7.7 K and

e(p')+s(p')=5(p), (10 Pma=89K ,

) . o We note thap,,i, and pmax can be expressed in terms of
and also from expressiofi) we obtain restrictions on the e fynctiony and its first derivative. From the conservation
momenta of the interacting phonons. Starting fr@hn (9) laws (9) and (10) it follows that whenp’ — p,i, p"—0. As
and(10), we calculate the angles between phonons with moz, (esult of the fact thap”— 0, we find from(9) thatp’ =p
mentap’,p” andp,p’. As a result we have: and consequently,,,=0. Then, taking into account that

"+p” —PminTP’, We expand expressiofl2) as a series irp”,
Eprpr="prpr LT FP ) (P’ +p") =P ih(p") with the result

—p"y(p")], (12) {w+pdyldp}]p—p, =O0. (18)
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FIG. 1. The restrictions on the momenta of phonons participating in three-phonon processes. Three-phonon processes are allowed in the shaded areas.

Taking into account expressidf), we have 1
3 T (24
Pmin= = Pcs (19 T . . .
5 Substituting(3) into (11), taking into account23) and (24),

and expanding the resulting expressig,» as a series in

as obtained above.
the small parametefl,, ,» up to second-order terms, we get

The maximum value of the momentum of a phoron
which is created as a result of combining phonphsandp”, p2
in accordance with Ref. 13, is defined by the equality Oprpr= \/SdlmaxF

c

p2

3-5 1 o
p2 (m+1)2
2)= , 20 . -
¥(Pmad2) = ¢/(Pma (20 From (25), it follows that when the value ah is fixed, the
from which, taking into accoun3), we obtain relatior(14).  function 0, reaches the maximum value
Boundary values of the momenta of phonons participat-
ing in three-phonon processes were studied in Refs. 7 and 0.1 (P~Ppma) =3(M+1) [ 2¢max 26)
14-17; however, except in Ref. 16, the regions of momenta PP o ma 5(m°+m+1)
where three-phonon processes are alloyess® Fig. 1 were
not obtained. In Ref. 16 an area similar to that shown in Fig.
la was shown. Nevertheless it has some difference with Fig. 3 m+1
1a, apparently because a less adequate approximation to the Pomax= \ 79 —=——7= Pc-
phonon spectrum was used for the computer evaluations. In me+m+1
Refs. 7 and 14-17 analytical relations for the boundaries ofn accordance witli26), the functiond, ,» reaches the maxi-
the areas and the expressid8) for the boundary momen- mum value am=1, i.e., when the requireme(®2) is satis-
tum of phononp’ expressed in terms of the functiahand  fied. We note that an=1
its first derivative were not obtained. 5
Po max= \[g Pc

. (25

(27)

The probability density of three-phonon process, accord-

28
ing to Ref. 18, can be written as 28)
[N mC 1A 2 and
W(p[p'p )=p—ﬁpp P"(U+1)"8p 4 prp- (21)
_ 24
From(21) it is clear that the probability density does not Op' p max= 5 Pmax: (29)

depend on the angles between the momenta of the interacting In Fig. 2 h he d d t th lati
phonons as long as such processes are allowed by the con- n Fg. we show the dependence of the relation

servation laws(9) and (10). It follows from (21) that the  Op'p"/ @prp" max ON p/pc,, for difl“ferent_ relations between the
most probable process is when momenta of phononp’ and p”, which we get from(25).

Here 6 p» max IS the maximum angle between the momenta
g'=g"=¢l2. (22)  of the phonons participating in the three-phonon process,
which is defined by Eq(29). We note that in the chosen
variables, the form of this curve does not depend on pres-
sure.
In Table I, numerical values of the anglg ,» max and
the critical momentun, are given for different pressures
which correspond to the experimental conditions of Ref. 4.
It can be seen from Table | that the maximum angle of
b= lp 23) three-phonon processes decreases with increasing pressure.
m+1"’ From (29) this can be explained ag.., decreasing with

Starting from relation(11), we calculate the angle be-
tween phonons with momengd andp” as function ofp and
the relation between the momenta of phonphsndp”. For
that we need the dependencespdfand p” on p and m
=p’'/p”, which, taking into accounfl0), can be written, in
the zeroth approximation af, as
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1.0} ’ /p’'=m dn, W(pl|p2p3)
x P < P p/P at ZJ T (2nh)? [non3(14+n3)—ny(1+n5)(1+n3)]
:E 08 - p”
206 m= X 8 e(p1) —e(p2) —e(p3)18(p1— P2 —P3)d3p,dps
D
T m=2
N - W(Pps|ps1p2) -
204} 2___100 / +f 2mh)3 [n3(1+n7)(1+n)—nny(1+ng)]
@Q.
0.2 X 8 e(p3) —&(p1) —e(pa]8(p3— Py~ Po)d3p,d3ps,
} ! i 1 (30)
0 02 04 06 08 10

wheren; =n(p;) is the number of phonons in the given quan-
tum state, andV(ps|p1p,) is the probability density of tran-
FIG. 2. The dependence of the anglg,» between phonons with momenta  sitions in phase space, which is defined by expresgdn

P/Pe

p’ andp”, on the momentum of the decay phonprior different ratios of To calculate the typical rate of three-phonon processes in
the momenta of the created phonons-p’/p”. isotropic phonon systems, we follow Refs. 18 and substitute
in Eq. (30):
n1=n10+ (Sn, n2=n20, n3=n30, (31)

increasing pressure. Also when the value of pressure in-

creases, the value qf., which determines the maximum where the subscript “0” specifies an equilibrium distribution
values of the momenta of phonons which can participate in .
three-phonon interactions, decreases. These two factors lead Mo(P)={exHe(p)/kgT]—1;"", (32
to a reduction of the volume of momentum space in whichy,§ 5, is the deviation of the distribution function from
three-phonon processes are allowed by the conservation Ia"éﬁumbnum

of energy and momentum. The typical rate of three-phonon processgs, is natu-

rally defined by the equation

1 dén

3. THE RATES OF THREE-PHONON PROCESSES IN Vapp(P) =~ 50 gr (33

ISOTROPIC PHONON SYSTEMS

The rates of three phonon processes in isotropic phonoﬁtartlng from expression@1) and (30)~(33), we have

systems, at the saturated vapor pressure, were calculated in (u+1)2
Ref. 18. Experimentswere carried out at pressures of 0, 5, v3pp(P1)= Daph? [ 1(p1)+J2(p1)} (34)
12 and 18 bar, so in this work we investigate the rates at
different pressures. Besides this the expression obtained ighere
Ref. 18 for the rate of three-phonon processes is valid only in
the range & p<p.,. Here we shall carry out a detailed P1 (P2 2 3
analysis of the rate of three-phonon processes in the range g(PL)= N fo dp. fo dZ12P3] Py~ P2lNo(P2)No(P1—P2)
momentap,in<P<pPmax iIN Which the rate of three-phonon
processes changes from the maximum value to zero. Some X 8(e(p1)—&(p2) —e(|pr—pa2l)), (39
results of this section were reported on International Confer- o 5
ence Phonons 200&ee Ref. 19and were partly published 3 )— Cplf dpgf d 1303 ps— pal{no(P3—p1)
in Ref. 20. P1 0
We follow the scheme of the Ref. 18 to calculate the rate

of three phonon processes, starting from the kinetic equation: ~No(pa)} ol e(ps) = —ellps=pa)]. (30
Here
P1P2
TABLE I. The pressure dependences of the maximum afglg: n.x [see f12=1- ) (37
Eqg. (29)] between two phonons created in @8decay process and the P1P2
critical momentunp,. (see Eq(6)). b.p
1M3
_ f13=1— . (38)
P, bar 6p' p’ max, deg Pe: K P1P3
0 27 10 Doing the integration o1, and ;3 with the help of the
s . 854 o functions in Egs.(35 and (36), we obtain forvz,,(p;1)
? ) from (34) the following relation:
10 12 6.24
o (u+1D)?[kg\%(1  _ 5
12 10 5.09 V3pp(P1) = yreairs §§(pl)+,3(p1) , (39
18 5 0.83

wherep;=cp; /kg,
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FIG. 3. The dependence of the relaxation rate in isotropic phonon systgmen momentunp, . In panel(a) curves1-5 are for pressures 0, 5, 10, 12, 18
bar, respectively, af =1 K. In panel(b) curves1-6 are for temperatures 1, 0.9, 0.8, 0.7, 0.6, 0.5 K, respectively, at the saturated vapor pressure.

Py we do not take into account stimulated decay, because its rate
&(P1)= fo dP,P5(P1—P2)%(1 is much smaller than the rate of spontaneous decay. If the
momentum of one of the phonons created as a result of decay
+204(P2)) 7(L(P1,P2)). (40 is small, then the contribution of such decay processes in
expression(40) is small, too. Also when the momenta of
B(Py) = fpmax psﬁg(ﬁs—ﬁl)z{ﬁo(ﬁs—ﬁl) _both phonons are signific_ant, the term with the Bose function
P1 is much smaller than unity. As a result, we can neglect the
Tio(Ba)} 7(£(Ds.D1)) (41) term that contains the Bose function in the brackets of the
0lP3)s7(6(P3,P1))- integrand(40). On integrating we have:
Here
o o (u+1? 4
No(P) =[exp(P/T)—1]", (42 V3pp™ 240mp ﬁ4‘/_ pmax pl(gpl 14p1pm|n+6pmin)l
- ~. P~ ~ (45)
{(pi By = (p.<ﬂ(kspl Ie) =4 (kgBj/c)
PiP; Expression(45), in the rangep;— pmax, decreases rap-
—(Pi—P;)) ¢(ke(Pi—P;)/c)) (43) idly and goes to zero gi;= pnay due to the radicand going
to zero. The expression in the brackets increases but tends to
and a finite value equal to 12 . As a result, the rate decreases
1, x=0, from a maximum to zero in a small range of mome(dee
n(X)= (44 Fig. 3. The change of the rate is determined by a competi-

0, x<O0. . . .
tion between the expression under square root, which de-

Expressior(39), together with(40)—(44), completely de-  creases ap;— pmax, and the factor in the brackets. As a
termines the typ|Ca| rate of three-phonon relaxation in iSOtrOTesu|t of the Competition' expressi((ns) reaches a maxi-
pic phonon systems. We underline the fact that the final remum value atp;~0.84p., and atp;~0.8%; it is equal to
sult(39) contains parameters that describe the nonlinearity ofero. Therefore the rate changes from the maximum value to
the phonon SpeCtrUm of He Il. Mathematica”y this fact is zero in a small momentum range.
expressed by the appearanceydtinctions which restrict the We now consider the typical time of three-phonon pro-
integration range. The rates represented in Ref. 18 do nefesses. Equatiof39) can be interpreted as the reciprocal
contain thesen functions. We note that thesg functions jifetime of a phonon with momenturp, in an equilibrium
cause the rapid decrease of the rates near the boundary nigsid of thermal phonons with temperatuFe Let us consider
MeNtUMpP may- the limiting cases which follow from Ed39). First, we con-

Starting from expressiof89), we get an analytical ex- sjder the hypersound limit, whe®y, /T>1. Thus
pression for rate of a three-phonon scattering in the case
Pmin<P1<Prmax. When p;>pyis the term8(p,) is equal to B(P1)~0 (46)
zero because phonons with momentpp» p,,;, cannot par-
ticipate in combining processdsee Fig. 1h In this case and
expression(39) will have only the first termé(p,), which is ~ .
defined by expressio0). It corresponds to the decay of a £y~ fpld~ PP~ )2:& 47)
phonon with momentunp,. We note that the terng(p,) P1 P2P2(P17P2)" =35
describes the stimulated decay of a phonon with momentum
p, Which corresponds to the term with the Bose function, inSubstitution of relation$46) and(47) in (39) gives
the brackets of the integrand ¢f0), and spontaneous decay
of a phonon with momenturp; which corresponds to the ~ (ut 1) 5 48
first term, unity, in the brackets. In our capgin<p:<Pmax Vapp(P1)= 240mph? P “8)
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This expression was obtained in Ref. 21 for the firstrates of three-phonon relaxation, which in this case are influ-
time. From relation$46) and(47) it is clear that this limiting  enced only by the change in the parameters of liquid helium.
case corresponds only to decay processgs asp,+ps. It Such a temperature dependence can be explained by pres-
is should be noted that formul@8) has actually a rather ence of the Bose-Einstein functions which contain the ex-
restricted area of application. This is because two requirepression exff/T) in the integrands.
ments must be satisfieP; /T>1 andp,<Pmin; therefore it The temperature dependence of the ratg,,, in the
can be used for numerical evaluations for pressures up to llimiting cases(48) and(51), as one can see in Fig. 3b, is as
bar at temperatures up to 1 K, and at lower pressures if thiollows: at small values op, V3pp%T4, and at large values
temperature is higher. of py, v3p, has practically no temperature dependence.

The other limiting case i§, /T<<1, corresponding to the
absorption of acoustic sound waves by an equilibrium pho-

non field with temperaturé. In this case 4. PHONON DISTRIBUTION FUNCTION OF AN ANISOTROPIC

&Py ~0 (49)  PHONON SYSTEM
and Systems with an anisotropic distribution of phonons in
B, [ B4 ex(Da/T) - momentum space are created i.n experim_e(a&e, for ex-
B(P1)~ _1j 3~—32 Bs=T*——7p,. (500 ample, Refs. 1-pusing a heater immersed in superfluid he-
T Jo (exp(Ps/T)—1) 15 lium “He, which is at such a low temperature that the effect
Substituting(49) and (50) into (39), we have qf thermal excitations can be neglected. The heater is a metal
film evaporated onto glass. When current flows through the
o B m(u+1)? (kg4 . metal film, phonons are created in the superfluid helium
Vapp(P1) = S 150k% |\ ¢ L (51 Within a narrow cone with a solid angle ;<1 and with an

) ) axis perpendicular to the surface of the heater. The dimen-
and thus we come to the result obtained in Refs. 22 and 23,5 in coordinate space of this strongly anisotropic phonon

We note that in expressiofs0) we replacemax by . Such  gystem are defined by the area of the heater and the duration
a replacement can be made wtgg.,/T>1. There was N0 ¢ the thermal pulse.

such requirement in Ref. 18 because the condition is always g ,ch anisotropic phonon systems can be described with

satisfied at the saturated vapor pressure. However, with ing poiy of approximate quasi-equilibrium distribution function

creasing pressure it starts to play an important role and r&see, for example, Refs. 25-28vhich can be written as
stricts the area of applicability of expressisi).

In contrast to the process of decay of high-energy  n,(p)=7(6,— 9)[exp(s/kBTp)—1]‘1. (52
phonong see(48)], mentioned above, the limiting caggl), S _ . . .
which follows from relationg49), (50), corresponds only to This distribution function has simple physical meaning

combining processes suchgst p,— ps. Equation(51) has and includes all the necessary parameters of anisotropic pho-
been used many times for the description of various relaxfion systems: the temperaturg and the value of anisotropy
ation processes in pure He Il and also in superfluid mixturegiven by the angled,. The approximation{52) has allowed
of 3He-*He (see Ref. 2% the successful solution of a number of probleé?h& 28
It is important to note that equatiof89), with depen- However, this function does not make the three-phonon
denceis)_(g) taken into account, is valid for any pressure atCO”iSion integral equal to zero. The exact equi“brium distri-
which the dispersion is anomalous. In Fig. 3, rates for threebution function of phonons in anisotropic phonon systems, in
phonon processes are shown for different pressures and teccordance with Ref. 29, is
peratures. In Fig. 3a it can be seen that with increasing pres- _1
sure, the rate begins to decrease. This is caused by the nu(p)=[exr( £ p-u) _1] , (53)
decreasing of valup., and by the change in the parameters kgT
u, p, andc of superfluid helium. As pressure increases from
0 up to 12, at fixed value of., the rates decrease by ap-
proximately 5 times, and as the pressure is further increased | ;—Nc(1— y), (54)
up to 18, the rate decreases by approximately 2 times. An-
other cause of decreasing rates with increasing pressure is the drift velocity,N is the unit vector directed along the
the decreasing momentum range in which three-phonon prdetal momentum of the phonon system, which defines the
cesses are allowed. This is due to the decreasing valpg,of axis of anisotropy of phonon system, apds the parameter
which leads to a reduction of the phase volume in the inteof anisotropy. It is obvious that functiof63) makes the
gration. three-phonon collision integral equal to zero. In order to de-
We note that the decreasing of the rates, which is conrive the further results we use exact equilibrium distribution
nected with the decreasing pf., has a strong temperature function (53).
dependence: at temperatufies 1 K, the decrease qf; with In a weakly anisotropic case the parametés close to
growth of pressure from 0 to 12 bar, at fixed parametens unity. In our case, which corresponds to the experiments of
andc, leads to the rates decreasing by up to 2 times, and fdrefs. 4 and 5, the phonon pulses are strongly anisotropic
a further increase of pressure to 18 bar, the rate decreases pponon systems, ang<1.
to 300 times. At temperaturds<0.1 K, the decreasing ¢, The expression(53), taking into accoun{l) and (54),
with growth of pressure from 0 to 18 bar does not affect thecan be written as

where
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cp -1 TABLE Il. The relation between parametefg, T, of the approximate

nu(p,g) = [ eXF{_(¢+X"‘ {— gx)) - 1] , (55) distribution function(51) and the parameterg T of the local equilibrium
kBT distribution function(54) at different pressures. The dependence of the av-

erage momentur) on the parameterg, T and the angley; at which two

where{=1—p-N/p. phonons combine with momen{@).

The values of the parameter of anisotropyand tem- -
peratureT, which are contained in the distribution function g | 1 Lo @) Gt
(55), can be related to the values of the paramefigrand T, bar K K K__| deg
of the approximate distribution functiort§2), which have a 0.5 0.019 0.016 | 0.934 | 11
c[ear physical meanlng..Startm.g from the equality of ener- 0.6 0.020 0021 | 1075 | 13
gies and momenta of anisotropic phonon systems, calculate
with the help of distribution functiong2) and(55), we have o | o023 07 | 0.019 0.025 | 1.207 | 14
a system of two equations which connects the paraméters ’ 0.8 0.020 0030 | 1317 | 15
andT, with the parametery andT: 0.9 0.020 0036 | 1462 | 17

1 0.020 0.041 | 1.581 | 18
f snpd3p=f en,dp, (56)
0.5 | 0.0093 0.0084 | 0.906 | 9
0.6 0.013 0.012 | 0992 | 10
34— 3
f pPnyd p—f pn,d°p. (57) 07 | 0.010 0014 | 1.183 | 11
5 | o0.011
. . ) 0.8 0.010 0.016 | 1.28 | 12

This system can be solved numerically, relating the pa:
rametersy and T, to values of the parameterg,=1 0.9 0.010 0.019 | 1424 ) 13
—cosf, andT, . In the following calculations we always use 1 0.010 0.022 | 1.569 | 14
the relation

0.5 | 0.0043 0.0041 | 0835 | 7

{p= ¥mad2, (58 0.6 | 0.0044 0.0053 | 0.964 | 8

o o o 0.7 | 0.0045 0.0064 | 1.085 | 9
which is a good approximation to the real situation and rep: 10 | 0.0046
resents a pressure dependencéofValues of parametersg 0.8 | 00044 | 00076 | 1232 | 10
and T which correspond to parametefg and T,, can be 0.9 0.0043 0.0086 | 1.361 | 10
obtained .by solving the combined equanoﬁﬁ_@), (57). These ; 0.0041 0.0005 | 1492 | 11
values will be used in our further calculations and are pre
sented in Table Il. We note that the choice of pressures in thi 0.5 | 0.0029 0.0029 | 0.788 | 6
paper corresponds to the choice of pressures in the expel 0.6 0.0029 0.0037 | 0919 | 7
ments of Ref. 4.

The value(p) given in Table Il corresponds to the aver- T 0.7 | 0.0028 | 0.0044 ) 1.074 | 8
age momentum of phonons in a pulse and is determined b ' 0.8 0.0027 0.0050 | 1.208 | 9
the expression 09 | 00025 | 00056 | 1.349 | 9

[pn,d%p 1 0.0024 0.0060 | 1.442 | 10

P =T g (59)

Jn,d®p 0.5 | 0.00018 | 0.00057 | 0.368 | S
. . . . 0.6 | 0.000092 | 0.00062 | 0.403 | 5

and ¢ is an angle between the two interacting phonons witt
momenta(P) which is defined by conservation laws of en- 0.7 | 0.000037 [ 0.00066 | 0429 | 5

18 | 0.00079
ergy and momentum. 0.8 | 0.000011 | 0.00071 | 0.455 | 4
0.9 | 0.0000034 | 0.00078 | 0.484 | 4
1 | 0.0000022 | 0.00084 | 0.506 | 3
5. RELAXATION IN ANISOTROPIC PHONON SYSTEMS,

CAUSED BY THREE-PHONON PROCESSES

The expression for the rate of three-phonon processes in
anisotropic phonon systems can be obtained from the kinetic
equation(30) in a way similar to obtaining expressid@89)  where
for the rate of three-phonon processes in isotropic phonon

systems: £4(P1.L1) = Opldbzbz(bl—m)%@ml.r)z))
5 (u+1)2[kg\®(1 2 (luo+ 5
V3pp(p1,§1):Tph4 ?) Ega(plvgl) X 1+; . dZony(KgP2/C, 81 (8121 — L)
1,2—

+Ba(b11§1)]a (60) X(§2_§1,2—)}U2), (61)
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FIG. 4. The relaxation rates,, in anisotropic phonon systems. Paf@l presents the dependencesaf,, on 6, at different pressures. Curvés5 are for

pressures 0, 5, 10, 12, and 18 bar, respectively,,at1 K and values of;, which were defined from Eq57) (see Table ). The momentunf, was

considered to be equal to the average value of the mome(frof the phonons in a pulse. Par@) shows the dependence of,, on 6, at different

temperatures. Curvel-6 are for temperatures of 1, 0.9, 0.8, 0.7, 0.6, and 0.5 K, respectively, at the saturated vapor pressure ne-(fije(see Table
I) at {,=0.023. Paneléc) and(d) show the dependence of,, onpP,, at the angle corresponding to the maximum of the curves in pé@edsid (b). The

value of{, was defined from equalit{s7). Panel(c) shows the effect of different pressur@s 5, 10, 12, and 18 bpat T,= 1 K and paneld) shows the effect
of different temperature€l, 0.9, 0.8, 0.7, 0.6, 0.5 Kat the saturated vapor pressure.

ijaX
BulP.0)= [ aDPBs B0 £Pa P B2 B
(62)
Here;=1— p-N/p;,
1 ({ie-1+
ﬂzz_f dé,

{130

ny(Kg(P3s—P1)/C,{2)
V(l1a—1)+ = ) (o= Liz—1)-) ,
(63

1 (s nu(kgPs/c,{3)
=— d , (64)
Pa Wf§3,l é’3\/(53,1+_(:3)(53_53,17)
ij== 81+ ¢(P1,P)) — £24(PBi ,B))
V(24— D20P1B) - (BBl (69

and{(p; ,p;) is defined by relatiori43).
As in the isotropic case, the first term in expres<i60)
corresponds to the decay of a phonon with momenpym

over angles can be done, and expressti for the rates of
three-phonon processes in anisotropic phonon systems will
turn into expressior39).

Figures can be obtained with the help of expres$&iy.
Figure 4a shows the dependence of the relaxation rate of a
phonon with momentunp; in anisotropic phonon systems
on the angled,; between the axis of anisotropy of phonon
systemN and the phonon momentumy, at T,=1K and
different pressures. Values d¢f, corresponding to different
pressures are calculated with the help of relatib8 (see
Table Il). The phonon momenturp, is considered to be
equal to the average momentum of phonons in a pigselt
follows from Fig. 4a that the rates of three-phonon processes
decrease with increasing pressure. This has the same cause as
for the isotropic case. We note that with the growth of angle
¢, the ratevs,, increases, reaching a maximum value, and
then decreases and ceases to depend on an angle. In order to
understand such angular dependence of the rates we turn to

and the second to the combining of a phonon with momenFig. 5. In Fig. 5, curvel+2 s the same as cunvein Fig. 4a.
tum p, with phonons of the anisotropic phonon system. Thelt is the sum of curved and?2, which correspond to the first
relation for the rate of three-phonon processes in the anisgnd the second terms of expressi60), respectively. Curve
tropic case differs from the isotropic case only by the depenl in Fig. 5 corresponds to the decay of a phonon with mo-

dence of phonon distribution function on the angléAs a

mentump,, and curve?, to the combining of a phonon with

consequence, the integration cannot now be done analytmomentump, with a phonon of the anisotropic phonon sys-
cally. We note that if we substitute the distribution function tem. The increase in the rates, which is represented by curve
(55) with the distribution function of phonons in the isotropic 1 at small values of angle, is caused by stimulated decay of a
phonon systent32) in expression(60), then the integration phonon with momenturp, due to the presence of the aniso-



Low Temp. Phys. 31 (6), June 2005 Adamenko et al. 467

10%F 3
: - cpy/kg=3K
‘T -
w
- ol
" 2 cpy/kg=2K
a & r
>=9>‘ o4k
Cp1/kB= 1K
: 1 1
108 \ . X . 0 10 20 30 40
0 10 20 30 40 50 60 8,, deg

8 ,.deg

FIG. 6. The dependence of the ratg,, on the angled, occupied by the
FIG. 5. The dependence of the three-phonon process rate on the angiisotropic phonon system in momentum space for different valupg af
between the axis of anisotropy and the momentum of the relaxing phonoif=1 K andP=0 bar.
P.1=(P) at P=0 bar,T,=1K, and{,=0.023. Curvel shows the rate of
decay of a phonon with momentum, curve2 shows the rate of combining
of a phonon with momenturp, with a phonon of the anisotropic phonon  yagit js connected with the fact that phonons can interact
system, curvel+2 is the sum of curved and2 and corresponds to the full . . .
relaxation rate of a phonon with momentym in the anisotropic phonon with each other “_c the angle between their momenta does not
system. exceed the maximum angle for three-phonon processes. In

this case the value of this angle equals 27°.

tropic phonon system. At greater values of the angle betweefy COMPARISON OF THE THEORY WITH EXPERIMENTAL

phonon momentum and the axis of anisotropy, the phonoPATA ON INTERACTION OF PHONON PULSES
ceases “to feel” the presence of the anisotropic phonon sys-  In the experiments of Refs. 4 and 5 the interaction of two
tem, and as a result there is no angular dependence. In thitionon pulses was studied. In this connection the problem of
case the rate of decay corresponds to the rate of spontaneatticulating of the rate of their interaction is of undoubted
decay of a phonon. The maximum of curecan be ex- interest. The calculation of these rates is based on the above
plained in the following way. We replace the anisotropic solution of the problem of one phonon relaxing in an aniso-
phonon system by a monochromatic phonon pulse whichropic phonon system. In Fig. 7 the dependence of the rate of
moves along the axis. Then the average momentum of such an interaction on the angle between the axes of anisot-
phonons in such pulse is equal to 1.581d¢e Table . We  ropy of the phonon systems is shown. This angle is shown in
calculate the interaction angle of such phonons and see frotthe inset in the right upper corner of Fig. Tanisotropic
Table Il that6.z=18°. This is in good agreement with the phonon systems are represented by cpn€his rate was
location of the maximum in Fig. 4a. The locations of the obtained from relatiof60) in the following way: the value
maxima of the other curves in Fig. 4a can be calculated in &f the relaxing phonon momentum was considered to be
similar way and they are given in Table Il. Figure 4b showsequal to the average value of the momentum of phonons in a
the effect of different temperatures at the saturated vapogpulse, and the averaging over angle was done in order to take
pressure and,=0.023. The curves in this case have aninto account that actually we are dealing not with one pho-
angular dependence which is similar to that shown in Fig. 4anon but with an anisotropic phonon system. To average over
The locations of the maxima in this case are also given irangles, we took three values of the rate at values of angle
Table II. Figures 4c and 4d show the dependence of the ratg,,, — 6,,, 6,, , 6, + 6, and calculated their simple aver-
v3pp ON Momentunp, at 6, = O(P,T) at different pressures age value. We note that such an approach does not take into
and temperatures. The valuegfwas defined by expression account spontaneous decays of a phonon with momentum
(58) (see Table II. We note that the dependences represente@,, because anisotropic phonon systems by themselves are
in Fig. 4c and 4d look like the dependences of the rates oin equilibrium. However, it is necessary to take into account
momentump, for relaxation in isotropic systems. However, the decay stimulated by the anisotropic phonon system,
in this case the rates are smaller. which, as follows from our calculationsee Fig. 5, gives a

The dependence of the rate of three-phonon processes @mall contribution compared to phonon-combining pro-
the value of anisotropy of phonon system can be obtained bygesses.
calculating the rate of three-phonon processes in anisotropic  Phonon pulses have enough time to interact if the time to
phonon systems with the distribution functi@®) instead of  cross the region where the two sheets overlap,s, is
(53). Calculating the rates in this way makes it possible togreater than the phonon relaxation timéplp. The expres-
see the transition from anisotropic phonon system to isotrosion for 7., according to Ref. 29, can be written as
pic. This transition is shown in Fig. 6, whe#g is the typical . _
angle that the anisotropic phonon syste? occupies in mo- Toross™ tp(2 SirF(Ouu12)) ", (66)
mentum space. When the angle is zero, there is no anisevheret, is the duration of the thermal pulse that creates the
tropic phonon system. In this case this rate corresponds tphonon pulse. In this case in the volume where the pulses
the rate of decay of a phonon with momentpmoriginally  intersect there is enough time for three-phonon processes to
obtained in Ref. 21. As the angle increases, the rate begins tmcur and create a new formation, which, following the ter-
increase, reaching the isotropic value whiga=27°. Such a  minology of Ref. 5, we call a hot line.
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FIG. 7. The rate of three-phonon processgs, as a function of an angle between the axes of the two interacting anisotropic phonon systems1&irves
of each panel are for temperaturgs=1, 0.9, 0.8, 0.7, 0.6, and 0.5 K. Panels a, b, ¢, d, and e are for pressures of 0, 5, 10, 12, and 18 bar, respectively. The
value of{,, is defined by Eq(57) (see Table I\.

The formation of a hot line was experimentally observed ~ We note that in the experimefitsthe angle between
in Refs. 4 and 5, and it was shown that at high pressures anglisesé,,, and the temperature of the pulses change during
at large values of the angles between pulses, a hot line is natotion of the pulses from the heater to the detector. An ac-
formed. Such a situation can be explained with the help otount of these effects was given in Ref. 29. However, the
Fig. 7. At the values of the angle,, in the experiment$®  comparisons carried out above answer the question about the
i.e., 8.8°, 26°, and 46°, the timg,ssatt,=100 ns is equal possibility of pulses interacting under the conditions of the
to 8.5<10°%s, 9.88<10 " s, and 3.2& 10 ' s, respec- experiments:®
tively. Then, as shown in Fig. 7e, when the pressure is 18
bar, at all values of angle and temperature, the inequality 7 CONCLUSION

In this paper three-phonon processes in isotropic and an-
isotropic phonon systems of superfluid helium at different
is satisfied. Thus the pulses have no time to interact and a h%essures were investigated. The approximate de.pendences

)—(8) of He Il parameters on pressure were obtained. Re-

line is not formed. ttrictions on the momenta of the phonons participating in

We note also that at the saturated vapor pressure and fs%ree-phonon processésee Fig. 1 were studied, and ana-

an angle equal to 46° antl,=0.7 K, the inequality(67) is . ; B . ) .
satisfied and the hot line does not have time to form. At alyt|cal expression¢13)—(19) for the boundaries of regions in

temperaturdl , of 1 K, the given angle is about 5@8ee Fig. v_vhlch three-phonon processes are allowed by_the conserva-
P L9 tion laws of energy and momentum were obtained. The de-
7a), and again no hot line is formed.

o o endencé25) on the angled,,, ,» between phonons with mo-

At the saturated vapor pressure, fQL =8.8° and 267, pmentap’ andp” createdgas g:lpresult of th(fdecay of a phonon
for all six values of temperature which are represented on . h i sing different relations between the mo-
Fig. 7a by curved—6 the inequality With momenturrp, using . .

menta of the created phonons, was obtained. This depen-
. dence is represented on Fig. 2. The maximum arf@® of

Teross™ V3pp (68) three-phonon processes at different pressures was found.

Also it was shown that this angle decreases as pressure in-
is satisfied. In this case pulses have enough time to interaatreases.

Our results on the dependence of the interaction of two  Starting from the kinetic equation, the expressi@®)
phonon pulses on the angle between their axes at differefior the rate of three-phonon relaxation in isotropic phonon
values of pressure and temperature are in full agreement witkystems valid for all phonon energies at which three-phonon
the results of experiments. processes are allowed by conservation laws at different pres-

-1
Teross~ V3pp (67)
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The heat capacity of a solid solution of 186D, and 0.25% Ne im-H, is investigated in the
interval AT=0.5—-4 K. An excess heat capaciyC of this solution exceeding the heat
capacity of the solution of 1%-D, in p-H, is detected and analyzed. It is found that below

2 K the dominant contribution to the heat capadi¢,. is made by the rotation of the

p-D, molecules in p-D,) Ne-type clusters. The number gi{D,) Ne clusters in the solid sample
is strongly dependent on the conditions of preparation. The splitting aJthk level of the

p-D, molecules in the §-D,) Ne clustersA=3.2 K, is consistent with the theoretical
estimate. ©2005 American Institute of Physic§DOI: 10.1063/1.1943528

INTRODUCTION was measured above the temperature ofGhgdT) maxi-
mum in the Schottky curve. The splitting 2.5<KA <5 K of
H;eJ= 1 level of theo-H, molecules in the neighborhood of
the Ne impurity was estimated roughljrom analysis the
%esults obtained in Ref. 1.

This study is concentrated on the contribution of the ro-

Heavy impurities in quantum crystals of hydrogen iso-
topes affect the phonon spectrum of the crystal and distur
the zero(quantum vibrations of the lattice and rotation of
the molecules. Local changes in the lattice structure and th

formation of new quantum objecisnolecular clusters and tational moti f thep-D lecules 1o the heat ity of
complexe$™®) are also possible in the vicinity of heavy im- ational motion ot the-L; molecules to the heat capacily o

purities, which can produce considerable changes in th@ 1%p-D,—p-H, solid solution doped with 0.25% Ne in the

physical properties of crystals. These phenomena have rér]tervaIAT:O.S—4 K. The choice of impurity concentration

cently been a focus of intensive investigatiéiis and the temperature interval was dictated by the following
The excess heat capacityCy, of a solution of 2.5% considerations. First, quantum diffusion of tppeD, mol-

0-H, and xNe (x=0.5%, 2% irTesoIid p-H, due to the ecules is impossible in the-H, lattice;® and conversion of

heavy quasi-isotopic Ne' impurity introduced into a 2.5%thep—D2 molecules during the experiment is negligible. Sec-

0-H,—p-H, solid solution was first observed in Ref. 1Tkt ond, with the spI|tt|ngA>2 Kof theJ=1 Iev_eI of t_hep—Dz
—226K. NearT=2K ACy, is an order of magnitude molecules in the neighborhood of the Ne impurity the tem-

larger than the results calculated in the harmonic approximat[?er"’lture of the maximum in the Schqttky curves ent'ers the
tion for AC, . caused by the heavy quasi-isotopic Ne im- f[empe_rature region of this _|nvest|gat|on. _Th|rd, earlu_er we
purity chang’ing the phonon spectrum of the crystal. investigated the heat capacity of the solution of @9, in
A theory was put forward in Ref. 2 to explain this
anomaly. Along with the anomalous heat capacity of solid
H,—Ne solutions attendant upon the change in the phonon J=1 J=0 Ne
spectrum of the crystal, there is an anomaly in the rotational _% 0O
component ofCg yeWhich is due to the contribution from the @)
rotational degrees of freedom of the, kholecules in the (@A (%;)O
lowest state with the rotational quantum numbés 1

(0-H,). The strong perturbation of zer@uantun lattice x el <2
vibrations by the Ne atoms in the{H,) Ne-type clusters 3 i ,2 (_"')._Ei,
disturbs the local symmetry of the crystal fiéldausing the s 7y A R
J=1 level of theo-H, molecules to split into two levels @ [URS
with the degeneraciego=1 andg,;=2 (see Fig. 1L When Ay =

the (0-H,) Ne cluster is formed, the energy of the subsystem a b c d

decreases by&/3 (A is the splitting valug Cr nd(T) exhib-

its a Schottky-type anomaly. The equilibrium contents off'C: 1. Schematic arrangement of lower energy levels-6f, (p-Do) (J.
=1) molecules as a function of molecular surroundifigsel degeneracy is

0-H,—0-H, and (0-Hy) Ne clusters in this system depends indicated in bracke)s (a) free molecule;(b) twelve p-H, molecules §
on temperature. As the temperature changes due to quantusp) of the first coordination sphere of an hep lattioely six molecules are
diffusion of the angular momentum of tle H, molecules,  shown;' (c) two nearest neighboring-H, moleculegclustero-H,-0-H,,
the number of clusters varies with tinteonfigurational re- ¥=0.83K), p-D, (cluster p-D,—p-D,, y=0.95 K) surrounded by the
nearest neighboring-H, molecules of the hcp latticeeight molecules are

laxation. The value of the heat capacity is therefore depen-S hown:15 (d) the nearest neighboring Ne atom amd, molecule] (p-D,)

dent on the time, of the(s"_@'e heat capacity measurement_ Ne clustet surrounded by the nearest neighborimgH, molecules of the
and the temperature prehistory. In Ref. 1 the heat capacitycp lattice(eight molecules are showh

1063-777X/2005/31(6)/3/$26.00 470 © 2005 American Institute of Physics
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TABLE I. Time t; during which the sample was kept in the liquid phase near 12
T, before its crystallization and the subsequent series of heat capacity mea- at a,
surement. X A a
At “a
Series t., min T, K st
i i A A .
2 40 14.5 X ah a
3 | A Qggy(:ﬁog A,
3 90 16 E s R oe o
(J
4 120 18 E et {,d' e
; FovIWY vy, Ty VA x
2 g VAARENAAY A A . X
+ X
| oxmcmoocx X X XXX X
solid p-H, using the same calorimet¥tThis permits us to ob——m—
0.5 1.0 1.5 2.0 25 30 35

separate accurately the excess heat capadity, caused by T K
0.25% Ne introduced into the 1% D,—p-H, solid solution. ’

FIG. 2. Temperature dependences of excess heat capackiets a solu-

EXPERIMENT tion of 1% p-D, and 0.25% Ne in soligh-H, over that of purep-H, (series
) . ) 1); (@), (+), (V), (A) are the values for solutions of 1% D, and 0.25%

The heat capacity of the solid solution of 0.94 mole %nNe in solidp-H, in excess of that for solutions of 1% D, in solid p-H,

p-D, and 0.06 mole %0-D, in parahydrogenbelow re-  (series 1-4, respectively( ) is for solutions of 1%p-D; in solid p-H, in

ferred to a5 19(0-D; n p-Ha) doped with 0.25% Ne has. e S TR e B, 10, ) 8 aCe uems by e e

been measured using an adiabatic _c_alorlrﬁétarthe inter- isotopic Ne impurity to the lattice )C;ﬁ‘Hz- y

val AT=0.5-4 K. The gas compositions were+99.99%

(99.985% the isotope and 0.015% HM,—99.99%(99.9%

the isotope and 0.1% HDNe—-99.99%. The starting ortho-

para composition of hydroges1x10 2% o-H, was ob- impurity introduced into the p-H,—1%p-D, solution.

tained by keeping hydrogen in catalytic Fe(QHgr 24 hat  AC_ . was calculated in the harmonic approximation using

a constant temperaturghe triple point of H). p-D, was the technique developed by Peresatial1*

obtained in an adsorption column by the technique described The temperature dependences of the excess heat capaci-

in Ref. 12. Thep-D, concentratior(94%) in deuterium was tiesACy(T)=C—C, taken in series 1-4 are shown in Fig.

estimated from the thermal conductivity of, @as at nitro- 2. The figure also shows the temperature dependences of the

gen temperatures using an analyzer which we made and calxcess heat capacity of solid solution of P4, and 0.25%

brated following the configuration in Ref. 13. Four measure-Ne in p-H, in comparison with the heat capacity of pure

ment series were performed. Series 1 was made on a samgleH,, (series 1, the excess heat capaciyC,_p,(T) of the

prepared in the calorimetric vessel by condensing the gago, p-D,—p-H, solid solution in comparison with the heat

mixture to the solid phase at=9.5 K. The other series were capacity of purep-H,, and the increment in the lattice heat

made on solid samples prepared by crystallization from th@apacity AC, .. Note that atT<2 K the contribution of

liquid phase. After each series of measurements, the samp@CL‘Ne to ACye is negligible (see Fig. 2 Therefore, the

was melted, kept in the liquid state during a periodtjodt  excess heat capacityCy, is practically determined by the

temperatureT;, crystallized, and cooled. Then the next run rotational motion of thep-D, molecules in the §-D,) Ne

of measurements was performed. _ type clusters. The temperature dependenCagdT) and
The heat capacities measuredrat4 K are independent CR,prz(T) from Ref. 10 chprz is the heat capacity of

of the temperature prehistory of the sample. The measurgyq (otational subsystem of the 184D,—p-H, solution are
ment error wast6% at 0.5 K,=2% at 1 K, and=1% at shown in Fig. 3.

T>2K. The excess heat capaciBg e Was analyzed within the
theoretical model of Ref. 2. A number of new phenomena
have been observed, which are induced by doping the solid
The experimental results on heat capacity per mole ogolution of 1%p-D, in p-H, with 0.25% Ne.

RESULTS AND DISCUSSION

the solution 1%p-D, and 0.25% Ne in soligb-H, can be 1. An anomalously high excess heat capadit@y, is
written as observed after the addition of 0.25% Ne to the 1%
C=Cy+ACye=C1+AC, ot Crpe. ) p-D,—p-H, solid solution. It is found that belo 2 K the

dominant contribution € ne¢ to the heat capacith Cy, is
Here C, is the heat capacity of the 1%-D,—p-H, solid = made by the rotation of thp-D, molecules in the [§-D,)
solutionl® ACy is the excess heat capacity of the solutionNe clusterg(Fig. 2).

1% p-D, and 0.25% Ne in soligh-H, over the heat capacity 2. The heat capacit Cy. is strongly dependent on the
of the solution 1%p-D, in solid p-H,. We assume that method of preparation of a solid sample. Note that the excess
ACnNe=AC| Net Crnes Where AC, e is the increment in  heat capacity of th@-H,-1% p-D, solid solution over that
the heat capacity of the lattice produced by the quasi-locabf pure p-H, is independent of the method of solid sample
frequencies in the phonon spectrum of hydrogen, which appreparation.

pear when the heavy quasi-isotopic Ne impurity is intro- 3. At T<3 K the temperature dependence of the excess
duced into the lattice op-H,; Cr e iS the rotational heat heat capacitLg ye has the form of the Schottky curve and is
capacity of thep-D, molecules caused by the 0.25% Ne described by the theoAThe splittingA=3.2+0.1 K of the
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sume that in the solution of 1%-D, and 0.25% Ne irp-H,

the solidp-D, concentration produced by complexes of the
Ne(p-H,), type and the amount of this phase are strongly
dependent on the preparation conditions. This is because the
formation of the p-D,) Ne clusters decreases the energy of
the system by &/3 and, hence, the totéklastio energy of
dilatation. In a liquid sample, the phase formed by the
Ne(p-H,),, complexes dissociates rather slowly, which re-
duces the number ofpt D,) Ne clusters.
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A pulsed NMR method is used to make the first observation and study of the multi-echo in a phase-
separatedHe—*He solid solution. Analysis of the behavior of the second echo under these
conditions in comparison with the results obtained in samples of liquid and $d¢ideveals the
presence of a significant amount of liqulde in a fine-grainedHe phase and offers a new
explanation of the origin of the unusual damping of the first echo observed previously under these
conditions. © 2005 American Institute of Physic§DOI: 10.1063/1.1943529

1. INTRODUCTION

1 7D*

h2:—sin2®1sin®2(1—cos®2)h0,8exp<— )

In the pulsed NMR technique developed by Harn 2 3
sample containing nuclei with half-integer spin is placed in a I~

magnetic fieldH, and acted upon by short radio pulses (erf( D*)m

L (2)
whose frequency band includes the resonant frequency. Hann 28p*
showed that in the presence of a magnetic-field gradgnt |, are B= V,uo'\/loT/\/F and D* =G2y27°D. It is seen

the action of a pair of such pulses separated by an interval ¢, Eq. (2) that, first, unlike the ordinary echo, the maxi-
will produce a spin echo in the sample, with an amplithde ,,m of which is reached a,=90° and©,=180°, the

given by second echo reaches its maximum valueat=120° sec-
ond, the dependence b} on 7, G, andD* is a nonmono-
h(r)= Esin(ﬁ)l(l—cos@z)ho tonic fu_nction with a maximum. o
2 Until recently the multi-echo effect had been studied in
or 2 solid,_ liquid, apd sup_erfluiq heliu7m—3 and in dilute liquid
><exr< -1, §y2(327-3D , (1)  solutions of helium-3 in helium-&:

In this paper we report the first observation and study of

here® = vH.to is th le of rotati £ th i the multi-echo effect in a phase-separafittt—*He solid
where®=yH,lp 1S the angle ot rotation ot the magnetiza- o\, sion | this case investigation of the behavior of the
tion vector of the sample after the action of a radio pulse

ith alt i tic field litudé. and duratiort second echo made it possible to explain the origin of the
with aternating magnetic TIeld amplitude, and duratiortp singularities of the damping of the first echo as being due to
(v is the gyromagnetic rat)p T, is the spin-spin relaxation

. . T - the presence of an appreciable amount of ligtite in a
time, andD is the spin diffusion coefficient. Hann’s calcula- P PP q

. . ) _fine-grained®He phase of the phase-separated solid solution
tions were based on an idealized model under the assumpthlgvegle:j in Ref p8 P P I uH

that the ensemble of nuclei with magnetic momgnis an
ideal paramagnetyHq,<<kT) with a negligible degree of
i ok ) : 2. EXPERIMENTAL TECHNIQUE

magnetic polarization, that there is no nuclear magnetic order
in it, and that the spin interaction processes are isotropic. In this paper we have investigated samples of solid he-

The successful use of pulsed NMR in experimentallium with an initial concentration of 0.54%1e. The samples
physics, chemistry, biology, medicine, and geology over thevere grown by blocking of a capillary in the cell described
last 50 years has demonstrated the adequacy of the modadeviously’ The sample cell was in good thermal contact
proposed by Hann. Nevertheless, it has been shown comwith the mixing chamber of the refrigerator. The final pres-
paratively recently that for polarized nuclear paramagnetsure in the homogeneous samples annealed at a submelting
under conditions of intense spin-spin interaction of the nucletemperature was around 31 atm, corresponding to molar vol-
at high magnetic-field gradients, the equations describing themes V,,=20.55+0.05 cni/mole. On cooling below the
dynamics of the motion of the magnetization of the samplghase separation temperature the samples separated into two
acquire additional nonlinear terms that can be interpreted asaughter phases having high and Ide concentrations.
a manifestation of additional effective demagnetizing fields.The separated sample consists of fine-grained bcc crystals of
In this case, instead of the usual spin e¢hp a sequence of almost pure®He, 1-4um in size®'* immersed in a bulk
responses of the nuclear system at the resonant frequenbgp host crystal of almost puféle. Under these conditions
appears, at timesit-1)7 (n=2,3,..), i.e., a multi-echo, the the molar volume of solid®He should amount to
amplitude of which is much less than that of an ordinary24.6 cni/mole.
echo. In particular, the amplitude of the second echo ( The measurements were mainly done after completion of
=2; see, e.g., Ref.)ds the phase separation at a temperature of 100 mK at a reso-

1063-777X/2005/31(6)/4/$26.00 473 © 2005 American Institute of Physics
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Amplitude, arb. units
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T, 107 0, deg

FIG. 1. Oscilloscope trace of the multi-echo=1,2,3,4; 7=0.82 ms,0,

—120') in a phase-separatéie—*He solid solution aff =100 mK. FIG. 2. Dependence of the normalized amplitude of the first and second

echoes on the duration of the second rf pulepper scalg First echo:
A—in bulk liquid *He, A—in a phase-separated solid solution. Second
echo:0—in bulk liquid *He, B—in a phase-separated solid solution. The
curves show the result of a fitting of the trigonometric factors from formulas
nance frequency of 9.15 MHz with the use @f—7-0, (1) and(2), respectively(lower scalg.

pulse trains. In such a heterophase sample the spin-lattice
relaxation timeT ;5 in the ®He clusters was around 1*$and
therefore the waiting time between measurements was cho-
sen an order of magnitude greater thigp so that the mag- liquid *He at a pressure of 28 atm and a temperature of 100
netization of the sample would have time to reach its equimK the dependench, (7) is well described by expression
librium value. In this case there is no contribution to the(2) with parameterss=14 G/sm andD=1.8<10° cn?/s
NMR signal from the hostwhere, according to estimates, and practically coincides with the data of Ref. 7.

T,y should be several orders of magnitude greater Tha In bulk solid ®He with a molar volume of 23.6 cffimole
because of its negligibly smalHe content. at T=400 mK our results are in good agreement with the

The multi-echo in the phase-separated sample was firgtata of Ref. 4, obtained on samples of the same density. Here
observed in this study after a 90%—180° pair of pulses, theh,g(7) curves obtained in both studies are well described
and then the duration of the second pulse was adjusted foy expressior(2). Therefore all of our subsequent data pro-
obtain the maximum amplitude of the second echo. Figure tessing was done using formu@, which seems to us more
shows the form of the echo signals arising after aconvenient than the functiom,(7) used in Ref. 4.
90°—7—120° train with 7=0.82 ms in a phase-separated  As is seen in Fig. 3, relatiof2) also gives a good de-
solid solution at 100 mK. scription of the data of the calibration experiment for solid

As part of this study we also carried out a number of’He at V,,=24.6 cnf/mole and T=100 mK (D=1.25
calibration experiments with pure liquid and sofle at X107 cn¥/s, G=14 G/cm).
pressures of 28—37 atm in the temperature range 40—-450 The dependence of the amplitude of the second echo on
mK. This permitted a more precise adjustment of the dura< in the phase-separatédle—*He solid solution at 100 mK
tion of the second pulse, since the signal/noise ratio in this
case was two orders of magnitude higher.

Figure 2 shows how the amplitudes of the first and sec-
ond echoes in bulkRHe and in the phase-separated solid so-
lution depended on the duration of the second pulse. A least-
squares processing of the experimental results showed that
the broad maximum for the first echo corresponds to G.gi4
and the sharper maximum for the second echo, to 429
The ratio 6.44/4.29 is close to 1.5, and it can therefore be
assumed that 6.44s corresponds to 180° and 4.28 cor-
responds to 120°. I

This result and also the agreement between the results of 5.1
measurements made in putide and in heterophase sepa- L
ratﬁd crystals provide proof of the observation of a multi- 0 2 4
echo. T,

TTTT

h,, arb. units
o
T

6 10
107%

FIG. 3. Dependence onof the amplitude of the second echo in bilke at

3. EXPERIMENTAL RESULTS AND DISCUSSION T=100 mK. O—hy,_ (liquid helium, P=28 atm, G=14 G/cm), A—h,g
i (solid helium,V=24.6 cni/mole, G=5 G/cm). The curves are calculated

The dependence of the amplitublg of the second echo  according to formula2) for D=1.8x 105 cn/s and 1.25 1077 cn/s,

on 7 in the calibration experiments is shown in Fig. 3. In respectively. The amplitudes are normalized to the maximum valhef
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FIG. 4. Dependence onof the amplitude of the second echo in a phase- Gz, 0Oe2/cm?

separatedHe—*He solid solution af =100 mK, obtained for two different

crystals. The curves show the result of a processing of the experimental dataG. 5. Damping of the amplitude of the first echo in a phase-separated
on the assumption thdt,= ahy +(1—a)hys. A—a=0.5(solid cuve;  3He_*He solid solution af = 100 mK (data of Ref. & A—7=40 ms;B—
O—a=0.7 (dashed curve The dotted line shows the normalized function ;=105 ms. The solid curves show the calculation according to fort@)la

4
1,1072s 0.1

h,s(7) according to Eq(2). for @=0.7, D_=1.8<107% cm?/s, and Dg=1.25x10"7 cn¥/s. The
dashed curve shows a calculation according to form@awith D=1
X 10°° cm/s.

is presented in Fig. 4. A comparison of the characteristic
maximum at7<<10 ms with the results obtained in experi- change of pressure in the samples after phase separation did
ments on puréHe (see Fig. 3 suggests that it is due to the not exceed a few hundredths of an atmosphere. Simple esti-
presence of both solid and liquitHe in the sample. We mates show that under conditions of a phase-separated solid
therefore processed the experimental data obtained on twplution with X3=0.5% a supercooling of 2—3 mK below
different samples by the least-squares method under the agre melting curve ofHe is sufficient for complete melting of
sumption thah,= ah, +(1— a)h,s, where the free param- the *He crystallites.
etera<1 is the liquid fraction contained in the sample. It should be noted that the sample with the lower liquid

It should be noted that relationl) and (2) for  content was investigated at 100 mK immediately after the
h(7,D,G) were obtained for the case of unrestricted diffu-end of the phase separation process, whereas the second
sive motion, when the length of the diffusion path of an atomsample after phase separation at 100 mK was cooled to 50
over the measurement time 27D is less than the charac- mK over the course of two hours, and the inclusions of the
teristic size of the particle in which the diffusion occurs. It is ®He phase could have melted completely in the process. The
easy to see that in the case of liquid diffusio® ( larger amount of liquidHe observed in the latter agrees with
~107° cn¥/s) in a fine-grainedHe phase with a character- the conclusions of Ref. 15 that the crystallization of the lig-
istic particle size~4x10 * cm (Ref. 8 the condition of uid contained in théHe inclusions on heating is more diffi-
unrestricted diffusive motion begins to fail a>10 ms. The cult than melting on cooling. This is due in part to the large
transition to the regime of restricted diffusion length leads todeforming stresses that arise in the crystalline matrix of the
an effective decrease of the diffusion coefficient calculatediilute phase on account of the appreciable difference of the
from the relatiorh(G) using Eq.(1), and at sufficiently large molar volumes of the liquid and solid phases’bie.
7 the diffusion coefficient becomes inversely proportional to  The evidence obtained for the existence of liquid in the
72 (see, e.g., Ref. 33With such a decrease & the maxi- fine-grained®He phase allows us to reexamine afresh the
mum of h, (7) in accordance with Eq2) grows and shifts  results of Ref. 8. The nonexponential damping of the first
to larger 7. Therefore at longr the values ofh, were not echo observed in that study was explained a quasi-one-

processed in this case. dimensional distribution ofHe in the concentrated phase. In
Thus, as a result of our processing of the data shown ithe light of what we have said above, one can attempt to
Fig. 4 we obtained the values=0.5 anda=0.7. explain theh(G?) curves obtained in Ref. 8 by a partial

Such large values of are easily explained. To obtain melting of*He in the phase-separated solid solution. Here in
such a large ratio of liquid to crystal for bulk solftie on  each sample containing two phases with different diffusion
isochoric cooling along the melting curve it is necessary tocoefficients the damping of the first spin echo is described by
reduce the temperature to 0*KHowever, small inclusions a sum of two exponentials:
of 3He surrounded by th&He host, which has a high com- 9r 2
pressibility coefficient, are found more nearly under isobaric  h(7)=h,| | ex;{ _froc yZGZ7-3DL)
than isochoric conditions, and it is therefore easily shown Too 3
that the change of their molar volume on melting leads to 2: 2
growth of the pressure in the whole sampld Py +(1—a)exp< T §yzG27-3DS>
~AP X3, Where AP, is the change in pressure under 2s
isochoric melting of bulk’He, andXj is the®He concentra- where the subscripte and S refer to the liquid and solid
tion in the initial solution. Indeed, in our experiments the phases, respectively. Figure 5 shows the results of a least-

, ()
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The electrical resistivity of icosahedral quasicrystalg d4r,; $Ni;7 is investigated in the

temperature region between 0.3 and 300 K on samples of different quality. At temperatures
between 0.3 ah 2 K the influence of external magnetic fields up to 16 kOe on the
superconducting transition of these materials is investigated. The temperature dependence of the
resistivity in the region of the superconducting transition varies in a step-like manner. The

data of the x-ray analysis imply the presence of several different quasicrystalline phases. Above
the superconducting transition a resistivity minimum is observed2005 American

Institute of Physics.[DOI: 10.1063/1.1943530

1. INTRODUCTION 2. EXPERIMENT
. . . 2.1. Samples
Quasicrystals are a relatively new type of conducting
solids with long range order but no periodicity in the crystal ~ Thin ribbons of quasicrystalline 7i sZr4; Ni;7 were ob-
structure. The conductivity and especially superconductivityi@ined by quenching the corresponding liquid on a rapidly
of quasicrystals has not ben studied in great detail in the pasiotating copper disk in a pure argon atmosphere. As initial
and therefore new efforts along those lines seem of interesglements we used Ti, Zr, and Ni of 99.9 pufityhe tangen-
The conductivity of quasicrystals is determined by bothtial velocity of the disk surface at quenching was:19.5
their electronic structure and by electron-scattering effects 2nd 25 m/ssamples S19 and S25, respectivel-ray fluo-

All known quasicrystalline superconductors—Al—Zn—Fig; rescence chemical composition control showed less than
Al—-Cu—Mg, Al—Cu—Li3 Ti-Zr—Ni**—belong to the so-, 0.5% deviation of the resulting sample composition from the

nominal one. The electrical resistivity measurements were
done on ribbons with an approximate size of XI5
X (0.02-0.04) mm.

called TC type, which is characterized by high compari-
son to the MI type values of the electron concentration
(ela=2.1) and of the ratio of the quasicrystallinity param-
eter to the average atomic diametey,(d~1.75) % Regard-
ing the temperature dependence of the electrical resistivity of

these TC-type quasicrystals, the derivatije/dT>0 in a  2.2. Measurements

broad range of temperature and, in general, the resistivity The phase composition of the samples was determined
<300 u€2-cm. Thus, in the corresponding temperature re+y x.ray diffraction using CuK,, and FeK , radiation. The
gion the electrical resistivity of these systems is mainly dequasicrystalline phase was identified following the method
termined by the mean free path of the conduction electfonsdescribed in Refs. 7—9. Indices for each diffraction peak of
In Ref. 5 we reported a low-temperaturd~20 K)  the icosahedral structure were attributed following the
minimum in the temperature dependence of the resistivity o§cheme proposed by Caletal.” According to this scheme,
icosahedral quasicrystalline and superconducting alloys ohe six-index reflection representation,( n,, ns, ny, Ng,
the Ti—Zr—Ni family. In the present work we report an in- ng) is replaced, for simplicity, by a two-index version—
vestigation of the electrical conductivity of alloys of the sys- (N,M). For characterizing the quasicrystalline structure we
tem Ti—Zr—Ni in a broad temperature range, including aused the quasicrystallinity parametgy which is related to
study of the superconducting transition in magnetic fields. the modulus of the diffraction vectoQ|, as

1063-777X/2005/31(6)/4/$26.00 477 © 2005 American Institute of Physics
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TABLE |. Average values of the quasicrystallinity parametgy, the line
half-width B, and the volume portions of different phases in the samples.

S19, v =19,5m/s S25, v=25m/s
Phase Volume Volume
a,A A
7 B, deg portion % B, deg portion

P1 5.217 0.22 0.75 5.214 0.13 0.73
P2 5.184 0.33 0.22 5.188 0.32 0.17
P3 5.267 0.49 0.03 5.282 0.36 0.10

Intensity, arb. units

44 48 We denote the most intensiymain) peak as P1 and the

20 , degree weak additional peaks as RRft) and P3(right). All addi-
FIG. 1. Experimental distribution of intensity of the diffraction pgag,29  tional Peak_s have the same ianIi(.:eS as the main peaks, for all
for sample S25 in —Fe radiation(1) and the results of a full-profile ~ reflections in the spectrum. This implies that the sample con-
computer analysis. Curvé 3, and4 correspond to the maxima F1, F2, and tains three quasicrystalline phases with slightly different

F3, respectively. compositions.
It cannot be ruled out, however, that one of the phases
. may be a crystalline approximant W1/1. From the results of
= _4775”10: lw /N+_MT (1) the separation, the quasicrystallinity paramedgrand the
A aq 2+71’ phase volume portions were determined; they are presented
wherer=1.618. .. is the irrational “golden” mean. in Table I.
The coherence length,, was estimated from the width Phase P2peak F2 is observed in both samples, al-
of the diffraction lines. though there is more of it in S19. The content of phase P3 is

The measurements of the electrical resistivity were don@ignificant in S25, while its contribution in S19 is below the
using a standard four-point arrangement. The temperaturénit of experimental uncertainty. The volume portions of
was measured with ruthenium-oxide thermometers in the inPhases P2 and P3 are increasing towards the free surface

terval 0.3-2 K and with rhodium-iron thermometers in theWithin a subsurface layer of 2—@m. The lines of phase P2
interval 1.5—300 K. are observed near all the main reflectidiier example,

(18,29, (20,32, (52,89, (136,220] and give the same value
of the parameter,. Therefore, we can conclude that this
phase is indeed quasicrystalline.

3.1. X-ray characteristics of the samples As is seen from Table I, the volume portions of P1 and

The x-ray analysis of the samples in a wide range ofP2 as well as the correspondig values are practically
diffraction angles revealed no admixture of crystalline€dual for both samples. In addition, we note that in sample
phases. S25, the linewidth is smaller and hence, the structural per-

A typical feature of the diffraction pictures is the ob- fection is higher.
served asymmetry of the diffraction profiles in the shape of
pronounced “tails.” For the sample S19, such a “tail” ap- 3.2. Temperature dependence of the electrical resistivity
pears at high diffraction angles, but for S25 the “tail” is
more pronounced on the small-angle side. The asymmetry %e
more substantial if the profiles are recorded using softe
Fe—K, radiation. The observed diffraction peak intensity
distribution is typical for all observed reflections and it can
be related to the presence of weak unresolved lines.

A part of the typical diffraction pattern taken with
Fe-K, radiation for sample S25 is presented in Fig. 1. It

includes one of the strongest reflections with the attribute dp/dT>0) is observed. The increase of the resistivity in

indices(18,29. The separatlon of d|ff_ract|on pe_aks Into com- the temperature range betwekg;, and 300 K is of the order
ponents was done using a full-profile analysis after a stan(—)f 3%

dard treatment involving a background separation and the
subtraction of thé&K ,, doublet. The complex diffraction pro-
file was simulated as a sum of separate peaks described
the Cauchy functions of first and second order. The minimum
number of peaks providing the minimum deviation of the
summary profiles from the experimental intensity distribu- "
tion was equal to three for both samples. For each peak, wigansition temperature

determined the position, the width and the integral intensity.  In Fig. 3, the transitions to the superconducting state for
The results of the signal separation into three components asamples S19a) and S25b) in magnetic fields up to 16 kOe
displayed in Fig. 1. are shown. The multistep character of the transitions is most

3. RESULTS

The experimental data are presented in Fig. 2. We notice
following features in the temperature dependence of the
Blectrical resistivity for the investigated quasicrystals
Tigq 52141 Nig7.

i) Shallow minima inp(T) are observed near 20 and 50
K for samples S19 and S25, respectively.

ii) At temperatures above the minim&* 20 K for S19

ndT>50 K for S25, a metallic behavior of the resistivity

ii ) At temperatures below 1.6 K, onsets of transitions to
uperconductivity are identified. Zero resistivity was only
served for sample S25 @t=0.35 K (Fig. 3b.

3.3. The influence of magnetic field on the superconducting
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1
FIG. 2. The temperature dependence of the electrical resistivity of icosahe-
dral quasicrystals i Zrs1 Ni;7. The lines are to guide the eye.
likely caused by inhomogeneities of the samples’ phase com- . &
positions. The upper limits for the values of the upper critical < I ¢
fields,H.,, were determined from the onset of the deviation o f& g
. S 0.6} i 3- 4KkOe
of p(T) from the normal-state level. The resulting diagrams < 359 & 4- 6KOe
Hco(T) are presented in Fig. 4. < i $ 5_ 8KkOe
|_
& 0.4} 6 -10kOe
7-12k0e
[ 8-14k0e
4. DISCUSSION 0.2l 21 . 9 - 16 kOe
4.1. The composition of phases
It is known'® that, in first approximation, the quasicrys- oL , _ , . ,
tallinity parameter is equal to the radius of the Bergman’s 0.5 1.0 1.5
cluster. This cluster is a structural unit of Ti—Zr—Ni icosahe- T, K

dral quasicrystals. It is clear that its size depends on which _ S _ o

kind of atoms and how many of them form the cluster. Fig_FIG. 3. Electrical resistivity of icosahedral quasicrystalg; #r,; $Niq7 in
. . tic field: S1 25 b).

ure 5 shows the valug, as a function of the average atomic magnetic field: S19a), S25 ©)

radius of the alloy, according to our data and data from the 2. The superconducting transition

literature3112

From this plot one can determine the average atomic

radii for phases P1, P2, and P3. Here one has to take intd

The multistep behavior op(T) at low temperatures,
hich is observed for both samples, is consistent with the

account the following: )1 the dependence in Fig. 5 corre- 1.50
sponds to compounds in a rather narrow homogeneity region
of thei-QC phase, and)alifferences in the magnitude af, 1.05 |

for three phases under consideration cannot be large. Taking
into account the above-mentioned arguments, one can prac-

tically unambiguously identify the composition of the phases 8 1.00F

with an accuracy of-0.5 at.%. The reliability criterion for <

the selection is the coincidence of the nominal 9, 0.75 -

Tig1 Zrs1 Nig7 Sample composition with the value calculated 3;3

by adding up the three identified phases with their volume 050F o 19.5m/s
portions. The best agreement is obtained if the phases have o 25m/s
the following compositions: P1—J§Zrs, Nij75, P2— 0.25}

TizoZraoNizo, and P3—Tj3 sZr3 Niys.

Note that, according to the equilibrium diagram for Ti— P T S S T SR
Zr—Ni system, the phase compositions P1 and P2 are in the 0 02040608 10121416
stability region of the quasicrystalline phase. The phase P3 T.K

compo;ition lies within the existence region of the 1/1fFG. 4. Temperature dependence of the upper critical field of icosahedral
approxman&s*l“ quasicrystals T Zrs1 Nij7. The lines are to guide the eye.
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5.22 electron-phonors-d scattering, although in our case its con-
tribution to the total resistivity is largely masked by much
520} stronger scatterings caused by the structural disorder, the
electron-electron interaction, and localization effects.
5181 We note that for sample S25, which appears to be struc-
£ é turally more perfect, the resistivity minimum appears at a
< 516l distinctly higher temperatureT(,;,~50 K) than for the less
- perfect sample S19T(,,,~20 K).
o
® 514t
5. CONCLUSIONS
5.12¢ We have investigated the phase composition, the struc-
ture and the temperature dependence of electrical resistivity
5.10 ! . - - ! L . of icosahedral quasicrystals of nominal composition
1.45 1.46 1.47 1.48 Tisy Zras Niy7 in the region 0.3—300 K. In the region 0.3—
Raverage, 10 nm 1.6 K, the influence of magnetic fields up to 16 kOe on the

FIG. 5. Quasicrystallinity parameter as a function of the average atomicsupercondUCtIng tran3|tlon was mves“_gated'
radius. Solid symbols are our data; open symbols are data from the 1N€ X-ray analysis revealed the existence of three phases

literature®112 with almost equal chemical composition, two of which are
icosahedral and the third phase can be associated with the
_ o 1/1 approximant. The volume concentration of the phases
data of the x-ray phase analysis. In zero magnetic field thergas estimated, and the superconducting temperatures were
are three steps in the resistivity drop for sample S25, whickyetermined.
we interpret as superconducting transitions in each phase. The upper critical field obtained for the phase with the
For S19, only two such steps are observed because one of thgynest Tc is higher for the structurally more perfect sample.
phasegP3) is practically absent in this speciméfig. 3). It The temperature dependence of the resistivity in the re-
is difficult to ascribe eac@(T) step tg a particular phase ion betweeriT, and T, is probably determined by effects
because of the complex interconnection between regions Q¢ \veak localization of conduction electrons. ’& T, the
various size and different phases and the associated proXinkfuence of the scattering of electrons by phonons is also
ity effect. However, since the resistivity reaches zero only forypserved. The resistivity minimum for the more perfect
sample S25 af<0.4 K (Fig. 3D, it is plausible that it is  sample is shifted to higher temperatures in comparison to the
phase P1 which is the main component of this sample that ig,gg perfect sample.
responsible for the relatively sharp step in the regibn This work was supported by Swiss National Science

<0.4 K, leading to the zero resistivity. Because in sample=q,ndation as part of Joint Research Project No.
S19 the phase structure is less perfect than in S25, the sup&igkpjo2171.

conducting transition for the P1 phase in S19 is broader, and
in the covered temperature rangex0.3 K), zero resistance
is not achieved.

The broader superconducting transitions in phases P&——
and P2 seem to lead to the step-like features in the tempera-
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A stationary Josephson effect in a weak link between misoriented nonunitary triplet
superconductors is investigated theoretically. The non-self-consistent quasiclassical Eilenberger
equation for this system is solved analytically. As an application of this analytical

calculation, the current-phase diagrams are plotted for the junction between two nonunitary
bipolar f-wave superconducting banks. A spontaneous current parallel to the interface between
superconductors is observed. Also, the effect of misorientation between crystals on the
Josephson and spontaneous currents is studied. Such experimental investigations of the current-
phase diagrams can be used to test the pairing symmetry in the above-mentioned
superconductors. @005 American Institute of Physic§DOI: 10.1063/1.1943531

1. INTRODUCTION triplet superconductors was studied. Also, the effect of mis-
orientation on the charge transport was investigated, and a
In recent years, triplet superconductivity has become &pontaneous current tangential to the interface between the
popular  subject for research in the field of f.yave superconductors was observed.
superconductivity.> Particularly, the nonunitary spin triplet In this paper the nonunitary bipol&swave model of the
state in which Cooper pairs may carry a finite averaged ingger parameter is considered. It is shown that the current-
trinsic sps)m m_oment has_ attracted much attention in the 'asﬁhase diagrams are totally different from the current-phase
decadé'® A triplet state in the momentum spakecan be g grams of the junction between the unitary triplekial
descbribed by the order parametefk) =i(d(k)- o)y ina  ang planar f-wave superconductofsRoughly speaking,
2X2 matrix form in which thed; are 2<2 Pauli matrices  nese different characters can be used to distinguish between
(6=(0x,6y,07)). The three-dimensional complex Vector ., nitary bipolarf-wave superconductivity and the other
d(k) (gap vector describes the triplet pairing state. In the types of superconductivity. In the weak-link structure be-
nonunitary state, the produch (k)A(k)"=d(k) -d* (k) tween the nonunitar§-wave superconductors, the spontane-
+i(d(k)xd*(k))- o is not a multiple of the unit matrix. 4,5 cyrrent parallel to the interface has been observed as a

Thus in a nonunitary state the time reversal symmetry IS\fingerprint for unconventional superconductivity and sponta-
necessarily broken spontaneously and a spontaneous mom?{étous time reversal symmetry breaking. The effect of mis-

i * i - . . . -
m(k) xid(k)xd (.k) appears at each po'*?‘t"f the momen orientation on the spontaneous and Josephson currents is in-
tum space. In this case the macroscopically averaged mo-

ment(m(k)) integrated on the Fermi surface does not Vanishyeshgated. It is possible to find a value of the phase

The value m(k) is related to the net spin average by difference at which the Josephson current is zero but a spon-

A 5 A(K)T. Itis clear that the total Spi taneous current, which is produced by the interface and is
rLak) 7 (K)]. Itis clear that the total spin average Overtangential to the interface, is present. In some configurations
the Fermi surface can be nonzero. As an application, the

nonunitary bipolar state of-wave pairing symmetry has and at the zero phase difference, the Josephson current is not
been considered for th phase of superconductivity in the generally zero but has a finite value. This finite value corre-

compound UP{which has been created at low temperaturesSponds to a spontaneous phase difference which is related to
T and small values of the magnetic fieti5® the misorientation between the gap vectdrs

In the present paper, the ballistic Josephson weak link ~ The arrangement of the rest of this paper is as follows. In
via an interface between two superconducting bulks with dif-S€C- 2 we describe the configuration that we have investi-
ferent orientations of the crystallographic axes is investi-gated. For a non-self-consistent model of the order param-
gated. This type of weak-link structure can be used for theéter, the quasiclassical Eilenberger equafi@me solved and
demonstration of the pairing symmetry in the superconductsuitable Green functions are obtained analytically. In Sec. 3
ing phas€. Consequently, we generalize the formalism ofthe formulas obtained for the Green functions are used for
Ref. 8 for the weak link between triplet superconductingthe calculation of the current densities at the interface. An
bulks with a nonunitary order parameter. In the Ref. 8 theanalysis of numerical results will be presented in Sec. 4 to-
Josephson effect at a point contact between unitamave  gether with some conclusions in Sec. 5.

1063-777X/2005/31(6)/5/$26.00 481 © 2005 American Institute of Physics
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c zZA and
1
2[(e2+d,-d*)2+ (d,x d*)?]
o1 Q":\/ 2 - - = *nz - 2 ©
g2 +d,-d¥ + (g2 +dy-d*) 2+ (d,x d¥)
81 iQD
d(xoe)=d; A T,Vp)ex 17, 7

where ¢ is the external phase difference between the order
parameters of the bulks amd=1,2 labels the left and right
half-spaces, respectively. It is clear that poles of the Green
function in the energy space are at

Q,=0. (8)
FIG. 1. Scheme of a flat interface between two superconducting bulks which Consequently,
are misoriented as much as (— E2+ d,- d’,: )2+ (dy+ d: )220 9
and
2 .
2. FORMALISM AND BASIC EQUATIONS E==d, df*xid,xd} (10

in which E is the energy value of the poles. Equatidm has

two misoriented nonunitarf-wave superconducting half- to be supplemented by the continuity conditi_ons gt the irlter—
spacesFig. 1) as a ballistic Josephson junction. In the qua_fgce between supercqnductorg. For all quasiparticle trgjgcto—
siclassical ballistic approach, in order to calculate the curfi€S: the Green functions satisfy the boundary conditions
rent, we use “transport-like” quasiclassical EiIenbergerbOth in the right gnd left bulks as well as at the mterfape. The
equationd for the energy-integrated Green functions system of equationél) and the self-consistency equanon for
9% 1.6 the gap ve_ctod (Ref. 1) can be solved only n_umerlca_lly. Eor
unconventional superconductors such solution requires infor-
ve-V3+[emo+iA,g]=0, (1)  mation about the interaction between the electrons in the
Cooper pairs and the nature of unconventional superconduc-
- . tivity in novel compounds which in most cases is unknown.
=aT(2m+1), withm=12, .., arediscrete Matsubara en- 54 ‘it has been shown that the absolute value of a self-
ergies, T is the temperatureve is the Fermi velocity, and o sistent order parameter is suppressed near the interface
o3=03®@l, in which thed; (j=1,2,3) are Pauli matrices. anq at the distances of the order of the coherence length,
The Matsubara propagatgrcan be written in the form: while its dependence on the direction in the momentum
3 ( g1+91- 6 (g1+ G- 6)i 6 space almost remains unalteFédTh_is suppression of the
=|.. R . o, 2 order parameter changes the amplitude value of the current,
102(91793°0) 04— 0204 002 but does not influence the current-phase dependence drasti-
where the matrix structure of the off-diagonal self-enelgy Cally. For example, it has been verified in Ref. 12 for the
in the Nambu space is junction between unconventionalwave superconductors,
in Ref. 11 for the case of unitaryf*wave” superconductors,
. ( 0 d-oi &2)

We consider a model of a flat interfage=0 between

and the normalization conditongg=1, where &,

B and in Ref. 13 for pinholes ifHe, that there is good quali-
A= io,d* - & 0 tative agreement between self-consistent and non-self-
. ) N ) _ consistent results for not very large angles of misorientation.
The nonunitary states, for whiathx d* #0 are investi- It has also been observed that the results of the non-self-
gated. Fundamentally, the gap vectorder parameterd has ., qistent model in Ref. 14 are similar to experimgi@on-
to be determined numerically from the self-consistenCygeq ently, despite the fact that this solution cannot be applied

equatior’, while in the present paper, we use a non-self-girectly to a quantitative analysis of a real experiment, only a
consistent model for the gap vector which is much more »jitative comparison of calculated and experimental

suitable for analytical calculatiortS. Solutions to Eq.(1) current-phase relations is possible. In our calculations, a
must satisfy the following conditions for the Green funchonssimme model of the constant order parameter up to the in-
and the gap vectcr'd in the bulks of the superconductors far yo face is considered, and the pair-breaking and scattering on
from the interface: the interface are ignored. We believe that under these strong

)

1 em(1—A,-0) [id,—d,XA,]-&id, assumptions our results describe the real situation qualita-
0= . A A N tively. In the framework of such a model, analytical expres-
Qnligolidy+dy XAnl & —e65(1+ Ay 5)0 (4)  Sions for the current can be obtained for a certain form of the
order parameter.
where
- 3. ANALYTICAL RESULTS
id,x
n el (5) The solution of Eq(1) allows us to calculate the current

2 2
et dy- A + (25t dy-df )2+ (dy X ) densities. The expression for the current is
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conductors(along thez axis in Fig. 3. To illustrate the
j(N=2imeTN0) > (VeGa (Ve .l em), (1) results obtained by computing the formu0), we plot the
" current-phase diagrams for two different geometries. These
where(...) stands for averaging over the directions of angeometries correspond to the different orientations of the
electron momentum on the Fermi surfageandN(0) is the  crystals in the right and left sides of the interfa&gg. 1).
electron density of states at the Fermi level of energy. We (i) The basakb plane in the right side has been rotated
assume that the order parameter is constant in space andadround thec axis by «; &/C,.
each half-space it equals its val(® far from the interface (i) The c axis in the right side has been rotated around
in the left or right bulks. For such a model, the current-phasgne y axis by ; by, .
dependence of a Josephson junction can be calculated ana- Fyrther calculations require a certain model of the gap
lytically. It enables us to analyze the main features ofyector(order parameterd.
current-phase dependence for any model of the nonunitary
order parameter. The Eilenberger equatidhs for Green 4 ANALYSIS OF NUMERICAL RESULTS
functions g, which are supplemented by the condition of ) _
continuity of solutions across the interface=0, and the In the present paper, the nonunitdryvave gap vector in
boundary conditions at the bulks, are solved for a non-selfthe B phase(low temperaturel and low fieldH) of super-

consistent model of the order parameter analytically. In th&onductivity in the compound Upthas been considered.
ballistic case the system of equations for functignandg; This nonunitary bipolar state which explains the weak spin-

. . . . '5
can be decomposed into independent blocks of equation8Pit coupling in UP§ is:
The set of equations which enables us to find the Green d(T,v,:)=A0(T)kz(§<(k)2(—k§)+92ikxky). (22)

function g, is: . Loa s
The coordinate axe&,y,2 are chosen along the crystallo-

vekVg=i(d-gz3—d* - gy); (120 graphic axesa,b,¢ in the left side of Fig. 1. The function
Ag=Ay(T) describes the dependence of the gap vector on
the temperatur@ (our numerical calculations are done at the
low value of temperaturd/T.=0.1). Using this model of
the order parametef21) and solution to the Eilenberger
UFRVg3=28mg3—2igld* +d*xg_, (15) _equations(ZO), we have calculated the current densit.y at the
interface numerically. These numerical results are listed be-
whereg_=g;—0,. Equations(12)—(14) can be solved by |ow.
integrating over the ballistic trajectories of electrons in the 1. The nonunitary property of Green’s matrix diagonal
right and left half-spaces. The general solution satisfying thgerm consists of two parts. An explicit part, which is con-

vekVg_ = —2(dx gs+d* X gy); (13

vekV g, = — 26,0+ 2ig,d+dxg_; (149

boundary condition$4) at infinity is tained in the mathematical expressiBrin Eq. (20), and an
e implicit part in the(}, , andd; , terms. Thesd), , andd, ,
g(lr‘)zﬂ—mﬂLan exp—2sQ,t); (16)  terms are different from their unitary counterparts. In the
n

mathematical expression fél, , the nonunitary mathemati-
- &m cal termsA , are presented. The explicit part will be present
== T2 Ant Crexp(—2sQpt); (170 only in the presence of misorientation between gap vectors,
" B=id;Xdy (A1 +A,)(nQ,—e)(7Q,+¢), but the implicit
part will be present always. So, in the absence of misorien-

dy—dyXA, 2ia,d,+d,xC,

g(n):| _ e—2s()nt. (18) A ) o ) _
2 Q, 2570, — 26 ' tation (d,||d,), although the implicit part of nonunitary exists
the explicit part is absent. This means that in the absence of
(i +di XA, 2iandy —di XC, “2s0y (g ~ Misorientation, current-phase diagrams for planar unitary and
%= Q, + 2spQn+2¢e e (19 nonunitary bipolar systems are the same, but the maximum

values are slightly different.

2. For geometry(i) one of the current components par-
allel to the interfacej, , is zero, as in the unitary ca8eyhile
) ) the other parallel componeft has a finite valuésee Fig. 4.
andC, . Indicesn=1,2 label the left and right half-spaces, This last is a difference between the unitary and nonunitary

res.pec.tively: The functiongl(O)zg(ll)(—Q)zg(lz)(JrO) . _cases. Because in the junction between unitamnave super-
which is a dlagonal term o_f the Green rr_1atr|x and determ'ne%onducting bulks all parallel components of the current (
the current density at the interfages=0, is as follows: andj,) for geometry(i) are abserft

z .

7[dy-dy( 7Qq+&)?—d;-dy(7Q,—€)?+B] 3. In Figs. 2 and 3 the Josephson currgnis plotted for
91(0) [dy( 701+ )+ Ay (70— )2 ) a.certam nonunitaryf-wave model in dlfferent_geome}rles.
(20) Figures 2 and 3 are plotted for the geometrigsand (ii),

) respectively. They are completely unusual and totally differ-
where B=id, X dy- (A+A2)(7Q;—&)(7Q1+&). We con-  ent from their unitary counterparts which were obtained in
sider a rotatiorR only in the right superconductdsee Fig. Ref. 8.

1), i.e., dy(k)=Rd,(R™'Kk); k is the unit vector in the mo- 4. In Fig. 2 for geometry(i), it is observed that by in-
mentum space. The crystallograplicaxis in the left half- creasing the misorientation, some small oscillations appear
space is selected parallel to the partition between the supein the current-phase diagrams as a result of the nonunitary

where t is the time of flight along the trajectory, sgn(
=sgnf/)=s and »=sgng,). By matching the solution&l 6)—
(19) at the interface {\=0,t=0), we find the constanta,




484 Low Temp. Phys. 31 (6), June 2005 G. Rashedi and Yu. A. Kolesnichenko

0.25 0.5 0.75 1.0
o/2n

FIG. 2. Component of the current normal to the interfad@sephson cur-  FIG. 4. Thex component of the current tangential to the interface versus the
reny versus the phase differeneefor the junction between nonunitary phase difference for the junction between nonunitary bipol&wave su-
bipolar f-wave bulks,T/T.=0.15, geometry(i), and different misorienta-  perconducting bulksT/T.=0.15, geometryi), and the different misorien-
tions. Currents are given in units = (7/2) eN(0)vA((0). tations.

Malue of the current-phase diagrams is not a monotonic func-

property of the order parameter. Also, the Josephson curre S )
tion of the misorientation.

at the zero external phase differenge 0 is not zero but has

a finite value. The Josephson current will be zero at the some

finite values of the phase difference. 5. CONCLUSIONS
5. In Fig. 3 for geometry(ii), it is observed that by

increasing the misorientation, new zeros appear in th%all

current-phase diagrams, and the maximum value of the cur-

. ) arent interface between two misoriented stals with
rent will be change nonmonotonically. In contrast to the cas&% ey

for geometry(i) (Fig. 2), the Josephson currents at the phase on_umtary b|polarf-vyave superconductln_g bulks which are
. subject to a phase differenge Our analysis has shown that
differencesp=0, o=, ando=27 are exactly zero.

. misorientation between the gap vectors creates a current par-
6. The current-phase diagram for geometjyand thex gap P

. . . . . allel to the interface and that different misorientations be-
component{Fig. 4) is totally unusual. By increasing the mis- .
. . . tween gap vectors influence the spontaneous parallel and

formal Josephson currents. These have been shown sepa-
¥ately in Ref. 8 for the currents in point contacts between two
Sulk unitary axial superconductors and between two bulk
planarf-wave superconductors. We have also shown that the
misorientation of the superconductors leads to a spontaneous

Thus we have studied theoretically the supercurrents in a
istic Josephson junction in the model of an ideal trans-

components of current parallel to the interface for geometr
(i) are plotted in Figs. 5 and 6. All the terms are zero at th
phase differencee=0, o=, and ¢=27. The maximum

_ 06 F
0.08 o=m/8 0
L S\ e a=n/6
............... o= TC/5
0.04 | 0.03
= | )
> Of
> OF o
- X
-0.04 -
i -0.03
-0.08 -
1 1 1
0 0.25 0.5 0.75 1.0 R A TR
@/2n 0 0.25 0.5 0.75 1.0
©/2n

FIG. 3. Component of the current normal to the interfadesephson cur-

reny versus the phase differeneefor the junction between nonunitary FIG. 5. Current tangential to the interface versus the phase differcfare
bipolar f-wave bulks,T/T.=0.15, geometryii), and different misorienta- a junction between nonunitary bipoldr-wave superconducting bulks,
tions. T/T.=0.15, geometryii), and the different misorientationg €omponent
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tween them. This experiment can be used to test the pairing
symmetry and recognize the different phases of;UPt
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The influence of impurities on the physical properties of ¥Ba,O,_ 5 superconducting

ceramics is investigated. Samples of yttrium ceramics with different Ni, Zn, Co, Fe, and Ga
impurity contents were prepared for this study, and the superconducting fraction, the low-
frequency susceptibility in an external dc field, and the temperature dependence of the magnetic
susceptibility in a weak ac field were measured for each sample. The last of these
measurements permits a more precise determination of the critical tempdthtustart of the
transition without regard for percolation effects. The experimental results show a stronger
suppression of the superconducting state by nonmagnetic impurities, thus confirming the presence
of d-state pairs in these superconductors. The degree of suppression of superconductivity by
magnetic impurities depends on the preference of the impurities to locate (i) Gu Cu2)

sites. © 2005 American Institute of Physic§DOI: 10.1063/1.1943532

INTRODUCTION The possibility ofd symmetry in HTSCs was first ana-
. . lyzed by Scalapind.In recent years research has shown that

The nature of high-temperature superconductivityjy yTSCs the gap ik space is highly anisotropic, which is
(HTSO) remains a topic of numerous studies. Its meChan's'Tihconsistent with ars state. Apparently the gap in HTSCs
remains unclear, as do certain fundamental questions, i.6acq ., symmetry. The symmetry of the wave function

. . . . Xe—y .

concerning the relative contributions of th@ndd states. In - pa5 5 substantial influence on the scattering of carriers by
a number of theoretical papers these aspects of supercond%im defects lying in the Cugplane. Contrary to the case of
tivity are considered in connection with the influence of Ni 4, ¢ state nonmagnetic impurities strongly disrupt the
and Zn impurities on the critical temperatuyne the so-called dy2_ 2 ordering, and that, of course, leads to strong suppres-
p-d multiband models On the other hand there exist perco- g of superconductivity.
lation polaron models that also imply a dependence of the  1ho st experimenfs investigating the influence of

critical temperature on the Ni and Zn doping. transition-metal impurities on the superconductivity in the
It is of interest that in some HTSC models of theype v ga_cu-0 system showed that nonmagnetic impurit&s

the influence of magnetic impurities is weaker than that Ofsuppressed the superconductivity more strongly than mag-

nonmagnetic oneinlike the case of low-temperature SUPer-etic impurities(Ni). A similar influence of impurities is also
conductor This effect is observed in experiments.. observed in superconductors of the La-Sr-Cu-O sy$tem.
_In the general case the wave function of a pair can berhege experiments have stimulated serious theoretical calcu-
written in the form of a product of two factofs: lations devoted to elucidating the influence of magnetic and
W =W(R)(r), nonmagnetic impuritie_s on HTS 30 Ovc_h_innikov mad_e_ a
detailed stud$’ of the influence of impurities on the critical
whereWV (R) describes the motion of the center of mass, withtemperatureT. in a multielectron, multiband model. He
coordinateR, and¢(r) describes the motion of the electrons showed that in systems witrtype coordination a Zn impu-
within the pair, with relative coordinate rity causes electron doping, which gives rise to additional
The microscopic properties of a high-superconductor, states within the gap, whereas a Ni impurity causes addi-
such as the symmetry of the energy gap and the critical cutional hole doping. Since the residual resistivity is due to the
rent, are described by the functigitr). As in ordinary low-  scattering of carriers on impurities, the lowering Bf is
temperature superconductors, in cuprate-based HTSCs tlpeoportional to the growth of the residual resistivjiy. It
spin of a pair is equal to zero. This means that follows from the calculation that for agp-type HTSC

pred ZN)>p{Ni). At low impurity concentrations
e(N=e(-1=(=1'e(r), * y

dT.(Ni)/dx  pred Ni)
wherel =0,2,4,... &-, d-, g-wave states In classical super- aT (Zn)/dx: (Zn
conductord =0 (s state, so that the functiorp(r) is isotro- € Pre
pic with a maximum atr =0, and has an isotropic energy Analysis of the suppression of superconductivity of the
gap. If =2, then¢(r) describes a state and transforms d,2_y2 type in Y(1-2-3) HTSCs upon substitution of Cu by
according to the lawx>—y?, wherex andy are the axes Zn show$§ that scattering on Ni impurities in systems with
corresponding to the G&O bonds in the Cu®plane. p-type conductivity is significantly weaker than the scatter-

1063-777X/2005/31(6)/4/$26.00 486 © 2005 American Institute of Physics
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ing on Zn impurities, because it is of a nonresonant charac- 1.0

ter. Forn-type conductivity the situation is the opposite. ;
For a detailed study of the given situation we investi- ——

gated the superconducting properties of specially prepared —— 0.005

samples of YBZCu,_,M,)30;_5 samples in which the 0.8 ——

copper was partially substituted by another metal=(Eh, —A—

Ni, Co, Fe, Gain various concentrations.

0.6

MEASUREMENT TECHNIQUE

—-4ny

The ceramics were synthesized at a temperature of
950 °C for 30 hours: 20 g of the reaction mixture was an- 04
nealed in alundum forms. The initial materials were chemi-
cally pure stocks of the oxides,®;, CuO, ZnO, N}Os,
Co0,4, F&03, and GaO; and the carbonate BaGOThe
components were first dried at 150 °C for 4 hours. Tablets
were pressed from the prepared powders under a pressure of
900 MPa and were then annealed at 950 °C for 5 hours.

We first measured the low-frequency magnetic suscepti- St-"
bility x (the real paitof the prepared samples in an external 0 0.5 1.0 15 20 25
dc magnetic field of 0—-3 kOe. In addition to the field depen- H, kOe
dence y(H), these measurements permitted a quantitative ' b
determination of the superconducting fractiog of the
samples both by volume and by mass. In addition, from the
dependence of the superconducting fractiQron the impu-
rity concentration one can make a quantitative assessment of 08 [
the suppression of the superconducting state by impurities
and compare the results with theoretical models.

We also made magnetic measurementg @i a low dc
field in the temperature range from liquid-nitrogen to room
temperature, making it possible to determine, in particular,
the dependence of the critical temperature on the impurity
concentration. Measurements were made with a vibrating
magnetometer in a special cryostat for intermediate
temperature$! The temperature was measured by a resis-
tance thermometer with an accuracy of 0.1 K or better.

02|

0.001

From the curves obtained we could estimate the degree

to which the superconductivity was suppressed by the impu-

rities and investigate how the suppression is influenced by 02k

the presence or absence of a magnetic moment on the impu-

rity.

DISCUSSION OF THE RESULTS @ . -

o] 0.5 1.0 1.5 20 25

Below we present some of the results obtained. Figure 1 H, kOe

shows the. dependence of the' magnetic _susceptibilities for 1. Dependence of the low-frequency susceptibiliies of
samples with the nonmagnetic impurity Ziig. 18 and the  yg_ 0" 716" “(a) and YBaCu, (Ni,O, , (b) on the de magnetic
magnetic impurity Ni(Fig. 10 for various impurity concen- fieid for various impurity concentrations.

trations, and Fig. 2 shows the dependence of the ratio of the

superconducting fraction of the sample to the fraction in a

control samplexs/Xsy, as a function of the atomic concen- The curves in Fig. 2 for Co, Fe, and Ga differ substan-
tration of the impurity. It is seen from Fig. 1 that the weak tially from the corresponding curves for Ni and Zn in that
links are already almost completely suppressed by relativelthey do not have the initial sharp drop nor the plateau at
low external fields, and the magnetic susceptibility is deterintermediate impurity concentrations.

mined practically entirely by the diamagetism due to the su-  Figure 3 shows the concentration dependence of the
perconducting grains and is nearly independent of the fieldmagnetic” critical temperaturel ., (determined from mea-
up to 3 kOe. Using the curves given in Fig. 1 one can detersurements of the magnetic susceptibility at a low dc fitdd
mine the dependence of the superconducting fraction in thdifferent impurities. In this case the dependence for Co and
samples on the corresponding atomic concentration of thE€e is much weaker than for Ni and Zn, especially at low
impurity (Fig. 2), which is done by extrapolating the tangent impurity concentrations.

line of the function— 4y at high fields to zero field? It is seen in Figs. 2 and 3 that a Zn impurity suppresses
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determines only the point at which weak links between

grains appear, allowing the percolation of supercurrent. The
point determined by the resistive method reflects not the on-
set of superconductivity but the suppression of weak links in
the sample, which we determine directly in measurements of
the low-frequency susceptibility in a dc external field.

Thus we can see that for the same amount of impurity
the lowering of the critical temperature in the cases of Ni, Fe,
and Co is weaker than in the case of Zn, once again confirm-
ing the validity of models of superconductivity based on a
d-state contribution.

The difference in the influence of impurities can appar-
ently be explained qualitatively by the fact that jmtype
superconductors impurities of Ni, Fe, and Co increase the
number of carriergholes, whereas Zn and Ga increase the
number of electrons, which creates additional levels within
the gap. This leads to different resonance scattering of carri-
ers on impurities, which is weaker in the case of paramag-
netic impuritie§~8 and, accordingly, to different lowering of
. the critical temperature in the two cases.

0 0.02 = 0.04 The different degree of influence of nonmagnetic impu-
x rities (Zn and Gais apparently due to the circumstance that
they occupy the G) and Cy2) cells with different prob-

FIG. 2. Ratio of the superconducting fraction in the samples to the fraction_, .= o .
in a control sample as a function of the impurity concentration. abll'ty' Zn always occupies the @) cell, and Ga occu-

pies both CUl) and Cy2). Substitution of Cu in the CuQ

planes suppresses the superconductivity more strongly, while
the superconducting state much more strongly than Ni, Fethe suppression in the chains is due to carrier hoppingd! Ga
and Co impurities. The magnetic method of determining théons suppress the superconductivity more than magnetic im-
critical temperature was chosen for the obvious reason that fiurities of 3 elements, which have different preferences for
permits determination of the point at which the superconthe Cu cells*~° Co** ions prefer Cil), while Ni¥* ions
ducting phase appears, unlike the resistive method, whichrefer the C(2) cells, and Fe ions can occupy either cell, and
therefore the degree of suppression by iron also varies de-
pending on the preferential occupation of the cells in the
planes or chains.

The reduction of the superconducting fraction in the

samples is also different, and that should lead to additional
lowering of the critical temperature measured from the resis-

92
O

90 tance in accordance with the percolation model, which is to
some degree independent of the mechanism of superconduc-
tivity.

88
CONCLUSION

It follows from our experiments that the magnetic criti-
cal temperature in the case of Ni and Zn impurities varies in
such a way that

dT(Ni)/dx 1
dT.(Zn)/dx~ 3"

This agrees well the theory of tliestate. The influence
of nonmagnetic Zn and Ga on the transition temperature is
considerably stronger than that of magnetic impurities. The
different degree of suppression of the superconductivity by
Ni, Co, and Fe impurities is apparently due to their different
preferences for the Q) or Cu2) cells, as mentioned above.
However, open questions remain as to the details of the
mechanism of suppression of the superconductivity: depen-
0 0.01 0.02 0.03 dence on the band structure, density of states on the Fermi
x surface, carrier density, etc. To elucidate these question it
FIG. 3. Dependence of the critical temperature on the impurity concentraWiII be necessary, in particular, to have data on the influence
tion in the samples. of impurities on HTSCs of tha type. These and other issues
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On the theory of the electron spectrum and superconductivity of copper oxides
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The electron spectrum of doped copper oxides is considered on the basis of explicitly taking into
account the antiferromagnetic structure of their ground state. It is shown that the spin
conservation law imposes certain restrictions on the motion of the carriers, making it impossible
for a carrier to leave the magnetic sublattice in which it was created. An attempt is made

to compare the resulting dispersion of the hole conductivity with the available experimental
data. © 2005 American Institute of Physic§DOI: 10.1063/1.1943533

1. Research on the processes and interactions underlyirgpssible only in the case when there is no Davydov splitting,
the formation of the electron spectrum of high-temperatureas is easily confirmed by a simple calculation.
superconducting copper oxidésTSC9 is still among the Indeed, we consider a two-dimensional nhonmagnetic lat-
topical problems of condensed matter physics. In particulatice, which, without loss of generality, can be assumed
data from angle-resolved photoelectron spectroscopgguare for simplicity, and we assume that molectitass) of
(ARPES measurements of the energy dispersion cueles different sublattices lie at the nearest-neighbor distances in

for mobile (doped carriers in HTSC systems have been pre-the a andb directions @Lb, |a|=|b|). We write the Hamil-
sented in a number of worksee, e.g., the recent revievds tonian of an electronic excitation that can move both with a

change of sublatticegthe parameter corresponding to this
motion, tyy, determines the Davydov splitting of the energy
Qands in the crystaland within the confines of each sublat-
tice. Then in the case of a unmultipli€dne-site periodic
structure this operatofin the tight binding approximation,
which is valid for narrow-band crystal€an be represented
by the expression

It was found that within the first Brillouin zone, which per-
tains to the paramagnetiecnagnetically orderedstate of a
HTSC, the corresponding curves have a maximum not at it
edgeli.e., at the pointsk=(=*m,*= ) for dimensionless
wave vector§ as is implied by band calculations in the lin-
ear density approximatiofLDA), but at the pointsk=
(=72, =72).

In principle, this sort of behavior of the electron disper- N
sion seen in cuprates has long been known in the theory of H= _%q tomBn Bm, @
small-radius excitons in molecular crystals with tvjor ’
more molecules in the unit cefl. When the spectrum of Where we have neglectéds unimportant for calculating the
elementary excitationgprimarily excitons is calculated in  dispersione(k)] the energy of excitation of the molecule in
the “extended™ zone scheme, one is readily convinced thatthe crystal. In Eq(1) we used the following notatiort;,y, is
a maximum(which is not to say an extremurof the unified the amplitude o{ the resonant interactipn between _mlole.cules
dispersion curves(k) can occur away from the edgéise., N andm, andB,, andB, are the.creau_on.and apn|h|lat|on
inside) the Brillouin zone of the undoubled lattice only in the operato.rs ofa molecula_lr glectromg excnguon. Going .to plane
case of small Davydov splitting. A small splitting of the ex- waves in(1) and restricting consideration to the simplest

citon bands in the case of molecular crystals means that th%opiox![n;a}lo;b orf osly nszvaresti Ef'ggtt’oirr?ltﬁ) anirnde):jti- )
contribution to the total dispersion, i.e., &k), from the earest neighbor(NN), we quickly obtal € desired dis

. . ., _persion relation:
so-called intersublattice resonant transfer of Frenkel exuta'?

tion is smaller than the intrasublattice contribution. Therefore ¢ (k)=&(ky k,)= — 2tyy(cosk,+ cosk,)
it would seem that the natural explanation for the aforemen-
tioned behavior ok(k) in HTSC systems, due solely to the
rolling up (reduction of this zone or the multiplication of the i, \yhich ty, (unlike tyy) determines the amplitude of the
crystal cell in the ordered phase, although necessary, as jigtrasublattic hop.
stated in Ref. 2, cannot be deemed completely sufficient. In this representation the energy values(0,0)
The relationship between the probabilitiésr ampli- =—4(tyy+tyny) and e(m,m)=4(tyn—tann) SPecify a
tudes of the different processes governing the motion of anDavydov doublet, the splittinge (7, ) —£(0,0)| between
excitation through the lattice is also important. In particular,component® of which is completely determined by the
the formation of a maximum on the(k) curve for a wave value of ty,, as it should be. The values of(0,7)
vectork=(/2,77/2) and other equivalent wave vectdthe  =g(m,0)=4ty\N, ON the contrary, are independent of that
complete star comprises the valdes (* 7/2,%= 7/2)] is parameter. Finally, at the poirk=(7/2,7/2) the energy

— 4ty nn COSK, cosky 2
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e(w/2,m/2)=0, and in order for the inequality(,) of propagation through a magnetically ordered spéwen a
<e(m/2,7/2), corresponding to the appearance of a maxi-carrier injected into its lattic&. It can be assumed that there
mum on thee(k) curve within the first(doubled in the is essentially no difference, since in both situations in one
present cageBrillouin zone, to hold, it is necessary that the way or another one is talking about the transfer from site to
conditiontyny<tynn b€ satisfied, assuring the relative weak- site of an ionic state that formally corresponds to an un-
ness of the intersublattice resonant migration of excitation. Ithargedneutral or, more precisely, currentl¢gxcitation in
should be added that taking the neighbors on more remotthe first case and a chargézlirrenj excitation in the second.
coordination spheres into account does not affect qualitaAlso, in both of these cases the same relationship holds be-
tively the statements made as to the shape of the dispersidween the parametetgy andtyyy,” the exchange nature of
curve, provided thatyy is understood to mean the total con- which in antiferromagnetically ordered crystals suggests that
tribution to the expression fag(k) from intersublattice pro- most likely tyn>tyny fOr both excitons and doped carriers.
cesses antly that from intrasublattice processes. Nevertheless, this inequality does not enable the coherent
In molecular crystals both of these “hopping” param- transfer of the corresponding quasiparti¢lencharged or
eters are, as a rule, of a dipole-dipoler multipole- charged from one magnetic sublattice to the other. The ab-
multipole) character and for this reason depend rathesence of such transfer is due to the spin part of the total
strongly on the mutual orientation of the molecules. Therematrix element(amplitudg of the intersublattice transition
fore the above inequality attesting to the stronger interactio@nd not to a zero value dfy, which is actually finite and
of more distant molecules cannot be dismissed out of handot small.
Its satisfaction does not imply that the maximum on the dis-  The transition of an excitation between collinear sublat-
persion curve occurs directly at the poict (7/2,7/2); this  tices (including, obviously, nearest neighbprsan be
is achieved only in the limiting caggy=0 or, as was stated brought about only in the presence of a “contractor,” a spin

above, when for some reason intersublattice excitation trangvave, which converts such a transition to incoherent. This
fer cannot occur. possibility, however, does not fulfill the prerequisites for a

Such a situation is actually realized in collinear antifer-direct contribution from hops of this kind to the width of the
romagnetic insulators with a leground state, where exci- band of free motion of the quasiparticles.
tons (including magnonscan be regarded as a small-radius ~ In the above discussions for molecularonmagnetic
state*~% In narrow-band systems with with such a magneticand ionic(magneti¢ crystals it was implicitly assumed that
structure an electronitor a spir?) excitation of thed or f  the excitations reside on the moleculésns) (i.e., are cre-
shell of a paramagnetic ion, in migrating through the crystalated there and remain thgreforming sublattices that are
cannot move coherentlfin our case that would mean reso- translationally inequivalent in the orientationahagnetig
nantly) from one magnetic sublattice to the other because t§ense. Therefore in relation to HTSCs a much more complex
do so is spin forbidden. Strict satisfaction of the spin conserand fundamental question is, how is a carrier creéteslare
vation law in the motion of Frenkel excitations along the talking primarily about holgsspecifically at the ions of the
magnetic sublattices of isotropic and slightly anisotropic an£OPper subsystem, whose spins constitute alNend not
tiferromagnetic insulators based on transition-metal ions ig$ome otherground state?
unambiguously confirmed by numerous experimental results, [N the standard scheme of doped HTSC compounds with
which demonstrate the presence of a magnmmnonuj their |ayered structure and CUrrent'Carrying Cuprate ;UO
Davydov splitting effect.In complete agreement with theory Planes itis usually assumed that a hole introduced by doping
(see the monograph® this splitting (or, equivalently, the belongs to the oxygen subsystem, which does not have a
suppression of intersublattice excitation transferpossible  direct relationship to the magnetistthe two-band Emery
only in noncollinear spin structures and is absent in the ini/nodel* or the more general multiband Gaididei-Loktpd
tial collinear structures. model?3. If this picture is adopted and the holes in the

In the optical studies mentioned the noncollinearity of HTSC are indeed created and move via oxygen {@es are
the Neel sublattices was induced by an external influence—aassigned” to the oxygen bandhen it must be noted that
strong magnetic field, and it was reversible and well controlthe unit cell of even the paramagnetite., undoubley
lable. It presence leads to a splitting of the degenerate excfduare Cu@lattice has two translationally inequivalent oxy-
ton bands relative to each other which depends quadratical§en ions. In this case the interoxygen hopping parameters
on the external fieldand on the modulus of the wave vector [se€ EQ.(2)] shaping the dispersion of the oxygen bands,
k). In the absence of noncollinearity these bands form irncluding the conduction band, are such that most likely
each sublattice independently and are degenerate fdr. all tQ3=0 (or toya<ton°). which rules out an interpretation
We also note that in the model of a crystal with an unmulti-of the behavior of the dispersion of an isolated hole in a
plied (in other words, undoublécunit cell this corresponds HTSC matching that which is observed in ARPES.
[see Eg.(2) under the conditiontyy=0] the equality The difficulty that arises(directly or indirectly is
£(0,0)=¢(ar,7) or again to are(k) curve that is completely avoided by specially constructed states known as Zhang-Rice
symmetric with respect to the poikt= (7/2,7/2); some rea- singlets* (see also Refs. 15—-20They prescribe that the
sons for the appearance of this curve are discussed ioxygen hole introduced by dopin@epending on its spin
reviews!? direction be found in an exchange bond with the nearest ion

2. Returning to the cuprates, it is appropriate at this poinif that copper sublattice with which it lowers its self-energy
to ask how an electronic excitation in an antiferromagnetidy forming a singlet. Such charge states spin-correlated with
insulator differs physicallyin any case, from the standpoint the antiferromagnetic ordering can move along the cuprate
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plane, each being bound only with a definite magnetic subeonsidered to be well established. Copper, as we know, can
lattice. It is easily verified, however, that such a quantum-be found in threébesides neutratharge states: Cy C/**,
mechanical construction is unstable, since in the formation o&nd (more rarely Cu**. The first corresponds to a com-

a singlet state the “up” and “down” spins of the hole enter pletely filled 3d shell, or an electronic configurationd®,

the linear combination equiprobably, and after a dynamicsometimes considered to be the vacuum configurafiche
interchange the oxygen hole with the opposite spin projecsecond corresponds to the presence of one hole in it and the
tion “wants” to form the same singlet with the neighboring configuration 2° the third corresponds to two holesid®
localized spin of a copper ion of the other magnetic sublatThe oxygen in the lattice practically always has a valence
tice. equal to two, or is found in the state’Q

In addition, the oxygen in the cuprate plane is arranged Undoped cuprate planes exhibit an ionic state in which
absolutely symmetrically geometrically between the parathe presence of divalent ions of both copper and oxygen are
magnetic copper ions belonging to different magnetic sublatpresent, i.e., the ground state is “C®*". The charge-
tices. This, in turn, means that the exchange field producetfansfer configuration CuO™ is an excited state; in itself,
by them at the doped hole cancels out exactly and that holee., without the Coulomb component, this state has lower
to a certain degree is frustrated from the standpoint of th&nergy than the first. In other words, in the absence of static
choice of quantization axis for its spin. Its direction, which is Coulomb attraction these configurations would switch places
equivalent for the two sublattices, is not hard to estabdfish, on the energy scale. This conclusion is obvious in view of
but here an oxygen hole, even when hybridized with thethe fact that the higher the degree of positive ionization, the
states of copper, can easily propagate through along the clarger the work function for the removal of an electron from
prate plane without perceiving the magnetic ordering of thed given atomic shell.
latter; this, as we have said, does not permit an explanation The creation of negatively charged ions, on the contrary,
of the aforementioned ARPES data. raises the energy. Therefore, in the electronic representation

3. For these reasons a search for other probable causé€@ther than the usual hole onthe energies of the actual
that would make compounds of the family of copper-oxideionic states obey the inequalitiés; s+ >Ece+>Ec,+ and
HTSCs to undergo a transition to a metallic state in such &0<Eo-<Ecz- (the latter is even positive, and in the free
way that mobile holes appear in the paramagnetic and not itate the &~ ion is absolutely unstableAn estimate based
the ligand subsystem. It is of interest here to note the follow2n these inequalities and the binding energies for the3d
ing: cuprates belong to the same family of perovskites agP shells of copper and oxygen, respectively, shows that for
manganited the doping of which causes metallization of the Noninteracting ions the state CO" is energetically prefer-
manganese subsystem, or the charge exchangd" Mn able, since the energies satisfy the relatigh+ Eo<Ec.
Mt +Eg2-, but the Coulomb attraction in the €UO°~ con-

If such a similarity is present, then that would imply figuration is four times stronger than in the configuration
directly that hole doping in the CuQplane is nothing more Cu++O:, where it is also far from smalht interatomic scales
than a C@* ion or the valence state, which, because of theVg" © ~e*a~—(5-6) eV). It is the Coulomb shift that
large ionization potential of divalent copper €y is ordi-  ultimately makes the initiafi.e., in the static, first approxi-
narily ruled out from consideration of actual states. Althoughmation in the Coulomb contributigrstate Ca"0?" lower in
this state of affairs corresponds to reality, and this potential i€nergy than the ground state itself.
deep enough, the aforementioned experimental evidémde Importantly, further quantum-mechanicatl hybridiza-
dispersion of isolated carriers gives weighty grounds for thdion, while it undoubtedly mixes different states, and the va-
view that situations that might bring about stabilization andlence of some ion in the crystal is, strictly speaking, nonin-
the existence of specifically copper holes in HTSCs meriteger, does not alter their relative position. This means that
analysis. only the ionic bonding, when all of the intra- and inter-ion

For example, there has been incomplete discussion dEoulomb terms are consistently taken into account, alters the
the role of the inter-ion Coulomb interaction, which, as iscontent of the previous inequality, reversing its sense:
well known, can directly determine which ionic states ofECU2++E027+Vg“2+°2_<ECU++Eof+vg“+°_. The con-
combining chemical elements are energetically favorable angtibution of the excited configuration C@®~, owing to its
which are not. In this connection it is not groundless to asadmixture to the ground state, remains, but it can no longer
sume that this Coulomb interaction can stabilize the coppepecome prevalent. Its presence can, in particular, be reflected
holes in the Cu@lattice, the existence of these holes havingin the value(including the contractionof the mean spin of
been not so much demonstrated as postulated back in the fingte copper ion in the magnetically ordered state, which will
theoretical paper devoted to HT$EThe precise answer to be determined not only by the quantum fluctuations that are
this many-electron problem, judging from everything, can behighly developed in low-dimensional antiferromagnets but
found only as a result of compldpossibly numericaf) cal-  also by the contribution of the C@~ configuration.
culations taking differenp andd states into account, but on It can be assumed approximately, however, that in its
a qualitative level it appears to be affirmative in the senseinsulating ground state the cuprate planes contail Cand
that the role of the Coulomb interaction is decisive for theO?~ ions or one copper hole per unit cell. Heterovalent dop-
formation of copper holes to be favorable in comparison tang alters the valence of some ions in the crystal, giving rise
oxygen holes. to mobile charged, including hole, states in the Gyane.

In fact the ionic compositions of HTSCs has been con-The appearance of a doped hole is nothing more than a posi-
sidered numerous timdsee, e.g., the reviews') and itis  tive change of the valence of some ion of the cuprate plane.



Low Temp. Phys. 31 (6), June 2005 V. M. Loktev 493

It is known that there are only two possibilities: charge ex-of the corresponding bands. Therefore, regardless of whether
change Ct"—Cu*", i.e., the appearance of a predomi- one considers a neutral or charged state of the transition ion,
nantly copper hole in the crystal, or the process 60, one can use as the zeroth approximation the one-ion states in
the appearance of an oxygen hole. Then, comparing the emhich the Hubbard interaction is “masked” by the energy
ergy of the configurations GliO?~ and CEO~ on the basis separating the different discrete levels corresponding to them
of the same arguments, one can tell that beyond a doubt tH# collectivization processes are ignojed
first of these has the higher energy and therefore is an excited 4. For calculating the dispersion of a doped carrier we
state in the doped systetwithout allowance for the Cou- assume that the plane under consideration is the antiferro-
lomb attraction. magnetic Cu@ plane, in which the copper ion is found in the
However, if it is taken into account thawS® @ 3ds_ state? while the oxygen ions are ingstates, form-
w3V8“2+o_~6V8“+°_, and also the circumstance that in M9 ¢ bonds with the nearest copper ions. Then, as is well

) known!*~131"the main kinetic processes involving both the
the cuprate plane each of the copper ions has 4 nearest oxy-.. . e
. . .“mitial and introduced electrons are the hybridizatpohhops
gen ions, whereas the oxygen ion has 2 nearest copper ions

and directpp hops. The latter are responsible for the forma-

it can be hoped that the difference of the static Coulomt{ion of comparatively widep bands of free motion of the

contributions that arises, which, as is easily verified, amount%)(yglen carrier¢4 or 2, depending on whether the doubled or

thd
to “20Vgu ©, can become decisive here. In other words, ityndoubled lattice is used in the calculatiohere are also
is quite probable that among the possible ionic configuray;ryal hops occurring across these bands, bringing about an
tions in copper oxide HTSC systems, T@* CW",  ingirect—Anderson—exchange of localizédlie to the one-
CU"O Cuw*, Cu**O™Cu", etc., containing a doped hole, site—Hubbard—repulsiond electrons in the insulating
the first, owing to the effect known as the crystalline shift in phase and which are such that they correspond to the current
the theory of excitons, turns out to lie below the others if otion of doped holes, since the direct overlap of the
hybridization is not taken into account. Only such a positiongtates is negligibly small.
of the energies of the initial configurations can bring about  The preservation of the hybridizeandd bands in the
the existence of “copper-like” carriers in the cuprate layersyamiltonian with simultaneous allowance for the strong one-
of HTSCs and their propagation along the two-sublattice ansijie and intersite electronic correlations makes calculating its
tiferromagnetically ordered collinear structure in accordancespectrum a very complicated problem. Thereforeghzands
with the rules governing the motion of magnetic excitons orare ysually eliminated in accordance with the putative small
magnons in it. _ _ ~ratio tPUKk)/AE, wheretP9(k) is the parameter characteriz-
To some degree or other such a picture is reflected in thﬁ,,g the pd hybridization of the copper ion found at tmeh
long-familiar tJ model;*~2*?2in which the motion of the sjte with the oxygen band, andE is the characteristic en-
carriers on antiferromagnetic square lattices is studied bulrgy difference between the initial ionic and virtual band
without making direct use of the concept of coherent intratates, including all the necessary Coulomb interactions. This
and incoherent intersublattice transfer. Nevertheless, it is afyrocedure in essence leads to the Hamiltonian of tthe
propriate to remark here that the spectrum of f@eped  model with allowance for the rather narrow bands of motion
carriers in the cgnductlon_band of this model is often speciyf the doped charges through the magnetically ordered space.
fied by expression2), which, as we have said, does not Thjs spin space has the feature that the effective transfer of
agree with the ARPES data. o collectivized(doped d holes(ions in the 3i° state and the
On the whole, it should be kept in mind that when de-pejsenberg interaction between components of its localized
riving the second-quantized Hamiltonian it is convenient tospins(belonging to ions of the same copper but in the® 3
use a basis of one-site states. Here, becaupel diybridiza-  statg is brought about not only between nearest neighbors
tion (or, in other words, covalent bondinghese states are pt also between more remote neighbors, this being a direct
insufficiently well defined. Therefore attempts have beerconsequence of the overlap or collectivization of the virtual
made and continue to be made to simplify the problem, €.0p states.
restricting consideration to the rather popular cluster Then assuming thed hybridization processes are ruled

approximation®~*° or working with Wannier functions?2? ~out, one can write the effectivedthole” Hamiltonian of a
Here, as a rule, one ignores the Coulomb component, whichTsc system in the form

competes with covalency effects in the sense that it promotes

an increase in the energy distance between different one-ion H.— E E 4t d

p andd states(see above On the basis of such an assump- d~ fds L

tion one can consider the use of the one-ion basis to be

physically justified. One can then relatively simply general- 1 ¥

ize to doped HTSC systems the approach developed for the * 2 nEm (,nz,(,m t”m<a"|Um)d”"ndm"m‘ ©)

description of current-free excitations ant)ferromagnetic
insulators containing element® particular, transition met- Whereeq is the density of thel level of an ion in the crystal;
als with an unfilled electron shell. drf(,n andd,, are the Fermi creation and annihilation opera-
One cannot fail to notice here that magnetic insulatordors of a d electron at siten with spin projection
(along with molecular crystalsbelong to a class of highly o,(==1/2) in the propeflocal) reference framei,, is the
correlated(and, hence, as we have said, narrow-Bagyd-  matrix element for the transition of a carrier between ians
tems in which the relatively large distance between differenand m, and (o o) is the “overlap integral” of the spin
electron statestermg is substantially larger than the width functions at different sites. Since the motion of a carrier oc-
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curs in a magnetically ordered medium, it can be characteithe calculationsee Refs. 5 and)®ne can express the char-
ized by a Hamiltonian of the Heisenberg ty[3¢? acter of the magnetic orderingncluding the absence of
such in the crystal.
1 5 To find these integrals we assume that the spins of all the
Hexch=§%1 (InmSnSm+ AJmSiSH)- (4 jons in the ground statéwithout the doping-introduced car-
’ riers) have projectiorno,= 1/2, which pertains by definition
to the proper quantization axes, and we go over from the
local coordinate systems corresponding to them to the labo-
ratory reference frame. Then on the assumptions that the
axes of quantization of the laboratory amith local reference
g{ames are directed at an anglgwith respect to each other,
we write the spin functions in the laboratory frane:,)
=|o)cos@,/2)+ 20| o)sin(8,/2), where the spinor variable
o==*1/2 specifies the spin projections in the laboratory
Zrame. Using this representation in expressibn we arrive
at the Hamiltonian

In operator(4) J,, is the exchange integral between the spin
S=1/2 copper ions localized at sitesandm, which for the
same reason as foy,, can be nonzero for non-nearest neigh-
bors alsoAJ,, is the anisotropy constant, which according
to the experimental data corresponds to an easy-plane type
initial magnetic structure of HTSC systems, aﬁdandsﬁ
are the operators of theth spin and itsZ projection.

Since the carrier is created and moves in a medium i
which spins are distributed over all sites, this circumstanc
must be taken into account directly. As in the theory of ex-
citons, the magnetic order can be included in a consistent hole_ 2
manner in the treatment by introducing, in place of the op- Hya = (eq “); X5
erators d,, or dp,, the Hubbard operatorsX 1%

(=(X129)* Ref. 24; hereq; and g, correspond to the +12 St
guantum numbergincluding spin of the ion with different 20m oo
numbers of electrondiffering by one or twa. It is between o 6.—0
such states that the “transitions” occur under the action of + X222 | gjn 1T
the Fermi operatorsl,f(,n and dngn. 2

In the case when acceptors are introduced into the sys-
tem, as in the case of HTSCs with hole-type doping, the

number of holes at a site when a carrier is created at it ) . .
changes from one to two. Since it can be assumed to suffl" which for completeness we have included the chemical

. _ 20, potentialu, which is needed for studying the conducting and
cient accuracy thaﬂ”"n X, ", where the 2 corresponds to superconducting properties of metallic systems regardless of

the occupation of this state by two carriers, ang= — o, by \yhether they are metals by nature or have somehow acquired
one. Here thepd hybridization manifests itself in the circum- ¢onquctivity. The Hamiltonian operator obtained for copper
stance that a hole appearing at some ions in the crystal do@gides in this way is practically the same as the Hamiltonian
not remain localized but begins to move according t0 progf the double-exchange model valid for manganites. This
cesses allowed by the Hamiltonig8). We note that in the  4greement again underscores the similarity noted in Ref. 9
hybrid tJ model, where only singly and doubly occupied heween these, generally speaking, different physical systems
states, one sometimes speaks of their belonging to a singlghntaining as the basic elements transition metals and oxy-
(in the hybrldtJ model one somgnmes speakls7 1of doublegen and which ardopedmetals. The angle&, andé,, in (6)
occupation of the states in a singlpd band.”" ° The pertain to local and not sublattice coordinate systems. It is
Hamiltonian(3) describing the motion of the doped and mu- geen that the amplitudes of processes that conserve the car-
tually noninteracting carriers of the hole type takes the formyq, spin projection and those that occur with a spin flip
L depend on the mutual directions of the spin in the initial and
hole__ 22 200y T2 final states. The similar written form is not only a conse-
Ha _Sd; Xt 5;,“ (,nz,(,m tom( ol )X X" quence of the use of local axes of quantization but also a
(5) reflection of a certain physics, making it possible, it would
seem, at the level of the single-particle Hamiltonian to dis-
This expression differs somewhat from that used, e.g., byinguish one-particle, two-particle, and other processes.
Plakid&® in a study of the exchange mechanism of HTSC in  In fact, suppose that the doped cuprate plane retains
the limit of strong interelectron correlations, which corre-least the short-rangeantiferromagnetic order. If this is the
sponds to the assumption of the absence of ions withoutase, then for the two-sublattice case this immediately im-
carriers in the doped initially magnetic system, or, more preplies that there is &dimensionlessmagnetic structure vector
cisely, of the presence of carriers of the electron type in th&@agy= (= 7, = 7) (Ref. 26 which determines the direction
system. The difference we have in mind consists in the factf the local quantization axe#,,~Qagy-N, Where equality
that the operato(5) explicitly—in terms of the overlap inte- corresponds to long-range order. Since here the spin vari-
grals (o, oyn)—contain information about the initial ables of the Hubbard operators pertain to the local coordinate
om=*1/2 and finalo,= = 1/2 projections of the ions at the systems, one can see that only the first term in the second
sitesn andm between which the hopping takes place. This,sum in expressioli6) corresponds to the so-called resonant
in turn, allows one to determine the spin projection of ainter-ion transitiongor coherent transporbf a carrier. The
carrier moving through the magnetic lattice. With the aid ofnonresonantincoherent transitions can be separated out in
the same quantitie®@verlap integralsin the next stages of this Hamiltonian by using the following well-known

0
m (Xﬁ,l/zxrln/z,z

On—
cos—

2,1/25,112,2
(X5 Xm

2112y 1/2,2
_Xn Xm )

: (6)
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property”?* of the Hubbard operator a|gebraxgl<12 Itis indeper_ldent of both the spin variables an(_j the an@,_les
= X199 it allows one formally to introduce the spin andfn.,, since doped holeand electrons, tgan an anti-

| di 0 the relationx2™? ferromagnet withS=1/2 pertain to those ionic states which
opezreﬁgrf/m%xacg)lll,z +accor g T2 coim2 are spinlesgwe recall that in the simplest one-band Hubbard
=Xy X T=XTES, and analogousiyKy =S, Xa ™% model their spinsS=0). It is clear that the operatdt
and with the aid of these to reduceow approximatelythe  ings about aonretardedattraction between carriers mov-

Hamiltonian(6) to the form ing along different magnetic sublattices, including such a one
Hgole: H oot Hi(n1t)Jr Hi<nzt> , @ that leads to an an!sotroplc supercorjducjtlng order parameter.
The total Hamiltonian of doped carriers in an antiferromag-
in which net is the sum of expressiol(g) and(11), and for a coher-
ently moving carrier it has the form
_ _ 2,2
Heon=(£4 M); Xn H=Hont+ Hatr- (12
(n—m) From here on, the superconducting properties of a doped

X2V2xY22 (8)  antiferromagnetic system described by Hamiltoria®) can
be treated in the standard wésee, e.g., Refs. 13, 17, and
is the operator of the free motion of a hole through an anti25), and we shall not discuss it further. We note only that the

1 Qarm-
+ Z% tom COS———————

ferromagnetically ordered medium: absence of long-range magnetic order in a metablogous
to the case of excitons in insulators with partial magnetic or
H_(l)zlz ¢ SinQAFM'(n_m)(X2,1/2X1/2,ZS;] orientational disordering>9 causes both the normal and
it 245, " 2 noom anomalous fermion Green functions to be transformed to a

VI LI © convolution, one of the Cor!stitue_nts _of which _is determir_led
n *m  >n by the correlator of the spin projections at different lattice
and sites. As was shown in Ref. 37, taking it into account can
lead to non-pole behavior of the Green function and, hence,
to non-Fermi-liquid behavior of the subsystem of doped car-
riers in an antiferromagnetic metal with long-range spin or-
(10) dering. We also note that if it has a reduced spatial dimen-
) ) ) » _ sion, then in the calculation of the aforementioned Green
are the operators of the incoherent inter-ion transitions ing . tions it is necessary to take into account one more co-
volving one and two spin excitations, respectively. Operator§acior: the correlator of the phases of the order paraméter.
(9) and (10) can be regarded as possible sources of,ever, analysis of the influence of the two typeddif-
exchange—one- and two-magn@ist studied in Ref. 2j/— )ordering on the superconducting properties of a two-
mechanisms of superconductivity with a high critical tem- 4 onsional magnetic metal, the model of which is appropri-

28
perature. However, as was recently shown by Valkoual: ate to the case of copper oxides, goes beyond the framework
the three-center terms that govern the electron-spin interags thig paper and will be carried out separately.

tion processest{y , lead to a substantial decrease of the 5 Eing|ly, let us consider the dispersion characteristics
temperature at which the superconducting phase with @¢ free carriers given by operatdB). Then, as is readily
d-wave type of order-parameter symmetry appé)ars_ere verified, the coordination “spheres” in the square lattice are
the source of attraction is assumed to be the Helsenber&;eﬁned by the vectorp; ; herep,=+a+b, p,= = (ath)
inter-spin interaction, or operat@#), which appears in the ps=*2a=2b, etc. NO\]N transforming to the Fourier com-
total Hamiltonian of a doped antiferromagrtét>28-?%where ponents in the second term of the operate,, and taking

Jnm is ot restricted to nearest neighbors. It should be noted.y occount that in a translationally invariant medit,
here that as they were obtained by perturbation theory, thiit(|n—m|)=t(p-)zt- we arrive at the simple relation
] I

interaction and, accordingly, the constdpt, in essence per-
tain only to the initial localized spins and describe specifi-
cally their (and not that of thenobile carrierg direct energy
coupling.

Nevertheless, a specific attraction arises between dopdt follows directly from this that only those neighbors for
carriers in an antiferromagnet, as was pointed(apparently ~ Which cos Qagm- pj/2)#0 contribute to the formation of
for the first time in Ref. 32(see also Refs. 22, 33, and)34 the dispersion relation of a free carrier. In the present case of
We are talking about an exchange interaction but only fo& two-sublattice antiferromagnet with a square lattice the
those carriers which are found in different magnetic sublatsecond- and third-nearest neighbors are of this kind, which
tices and arenearestneighbors, i.e.n—m=*a or n—m belong to the same magnetic sublattice as the spin of the
=+h. Itis easily checked that the value of the attraction ininitial ion. Using the explicit form of the vectors, and ps,
such a(singled pair of carriers is equal to the Heisenberg We easily obtair(cf. Eq. (2)):
exchange) (=Jn+a=Jnm+p), and the operator correspond-

1 Qarm-(N—mM) _
H2) = > nzr;] t,m COS 5 X212 1225+ g

QAFM

e(k)=eq+ X t;cosk-p; cos > Pi- (13
J

(k)= g4—4t, cosk, cosk, — 2t5(cos X, + cos X, ),

ing to it can be represented by the expression (14)
Hoo=—] 2 X2:2¢22 (11) or, in other words, a spectrum that corresponds completely to
a npab P the condition(long known in the theory of biexcitons in
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antiferromagnef$ which was recently used by Andréév relative to the pointk=(+ m/2,+ m/2). The specifics of a

(see also Ref. 34for justification of the simple physical doped antiferromagnet consists only in the fact that in it this

picture of superconductivity with pre-existinge., formed asymmetry is proportional tbi2.

aboveT,) electron pairs. Such superconductivity, having the | thank Profs. Yu. B. Gaididei and A. A. Kordyuka for

traits of HTSC, will necessarily lead to the existence of acritical discussion of the questions touched upon here.

pseudogap’

Let us now suppose that the dispersion curves observecé_ma”: Vioktev@bitp kiev.ua

in ARPES-? are described by relatiofi4) and assume that i7pe quotation marks are used because fewstly classical molecular

the amplitudes, andt; can be treated as adjustable fitting crystals lack a so-called paraphdse., high-symmetry structurén which

parameters. In such a case one is readily convinced that ilt.ne translational symmetry for nearest neighbors could be recovered. For
. . . them such symmetry does not exist, as a rule, and the spectra of such

order to reconcile(at least qual'tatlvel)/ the eXpe”memal crystals are therefore alway@dequately considered in a nonextended

curves exhibiting maxima at the poik=k,= /2 in both Brillouin zone scheme, i.e., in a model in which the unit cell is expanded as

the diagonal directiok,=k, and in the coordinate directions necessary but remains essentially regular.

_ _ T . . 2In the model of a crystal with a doubled latticgee Ref. Bthey are both
kX_O or ky—O, It Is necessary to sdh<ts. Taklng Into long-wavelength and, in the majority of known cases for molecular crystals

account the nearest neighbor, characterized by the quantityjith two molecules in the unit cell, optically active.
t,, which, as we have said, specifies the incoherent transféRecall that the name spin excitation is customarily applied to an excitation
(see Eq(9)) cannot alter the inequality obtained. As a result, of an electronic nature in whi_ch on_Iy 'the projection of an ion’s spin
changes; the so-called electronic excitations are accompanied by a change

a spectrum of the fom(l"') forma”y CorreSpondS to the of the magnitude of the spin itself and/or other quantum nunmbrs.
spectrum of carriers in the so-callét! J modell’ where,  “we are leaving aside such special cases as the formation of ferrons in
however, the first term with amplitudecontains not the sum  magnetic semiconductdsr the phenomenon of double exchange in mag-

. . . nets(a comparison of the latter with HTSCs can be found in Rgfsiice
of cosines but _the ,Sum 9f cosines of twice the argl',Irm:"nt'in cuprates, as far as we know, the magnetic ofdeleast, the short-range
Such a conclusion is a direct consequence of the spin coNremains unchangefi.e., antiferromagneticand collinear. In addition, in
servation law in the motion of charge carriers of either sign view of the ionic nature of the bonding in the crystals in question a charged

through an antiferromagnetically ordered square crystal |at_state(doped carriercan deform the initial structurépolaron effect more
tice strongly than an unchanged staéxciton. Such questions are beyond the

) ) ) scope of the present paper.
6. The simple calculations we have carried out show thafin the standard notation in HTSC physics, thesetaaadt’, respectively.

the initial magnetid¢and, in particular, antiferromagnetior-  °For simplicity we shall drop the other relevahstate ds,2_,2=d,2, which
der imposes substantial restrictions on the behavior of arF?” E‘_‘Sg be OCCUFI"edde bs”; age—eélsllgg and a doped hole, and the role
. . . . . - O wnich was analyzed In Rels. an .
isolated Cam_er introduced _|nt0 the _SyStem' Here in the reglomln principle, such a conclusion agrees with the result of Akhiezer and Po-
of underdoping(and, possibly, optimal dopingwhen one  meranchuk, who showed that the exchange of magnons leads to repulsion
can still speak of antiferromagnetism of the medium, the between carriers in singlet chann@<On the other hand, the operate)
motion of a carrier should and will determined by the char- can serve as a cause of the formation of magnetically ordered states and,
. . . accordingly, the appearance of a singularity in the quasiparticle density of
acter of its ordering. When the number of carriéisles or  g5teg031
electrong introduced into the system reaches a level such
that the magnetic ordering itself is destroyed and becomes
conditional, the role of the restrictions due to the conserva-, .
. . . . . . “F. Damascelli,
tion law discussed in this paper decreases, and the dispersionygg3.

(14) will no longer correspond to that observed in Refs. 1 2z.-X. Shen, E-print archive: cond-mat/03055@®03.

Z. Hussain, and Z.-X. Shen, Rev. Mod. PM&.473
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It is predicted that the time dependence of the electric field at the surface of a superconducting
slab carrying a transport current will have jumps that occur as a result of the interaction

of the current with the field of the electromagnetic wave. A theoretical analysis of the phenomenon
is carried out in a simple model for arbitrary monotonic dependence of the critical current

density on the magnetic induction. The dependence of the value of the jump of the electric field
on the amplitude of the wave and the strength of the transport current is investigated. The
predicted effect can be observed experimentally by measuring the emf of a coil wound on the slab
in the plane perpendicular to the external ac magnetic field20®5 American Institute of

Physics. [DOI: 10.1063/1.1943534

1. INTRODUCTION est, since it is present only in hard superconductors and is not
) ) o . encountered in any other nonlinear media. The peculiar type
Nonlinearity of the constitutive relation between the cur-o¢ honjinearity of hard superconductors leads to a number of
rent density and the electromagnetic field in a conductlnqmique effects, e.g., to collapse of the transport cufrént
medium leads to a breakdown of the superposition principle,q of the magnetization of the sampfé.The collapse of
and, hence, to interaction of electromagnetic waves inside fq ransport current is an effect wherein an external ac mag-
sample. The specific character of the nonlinearity of the mepgyic field causes the critical current flowing in the subsur-
dium is. manifested in features of tr_ns mteracuon. For eX-t5ce region of the superconductor to be displaced into the
ample, in hard superconductors the interaction of waves Caiterior of the sample. The collapse of the magnetization is
lead to the unusual effect of jumps on the time dependencg;s, an effect brought on by an ac magnetic field. Because of
of the electric fieldE(t) at the surface of the sampllé.T.he. the specific electrodynamic properties of a hard supercon-
conditions for the appearance of jumps of the electric fieldy,cior with increasing amplitude of the ac magnetic field the
and also the amplitude of the jumps B{t) depend on the  yo magnetization can be completely suppressed, ie., the

amplitude of the interacting electromagnetic waves, theirfre'sample becomes nonmagnetic. The phenomenon considered

quencies, and the initial phase difference. Jumps of the eleg ihis paper also occurs as a result of the peculiar nonlin-
tric field can be observed in samples with different geometryearity of hard superconductors.

This phenomenon has been observed experimentally in ¢y- | this paper the critical state model, generalized to the

. . Y2
lindrical samples of YBCG: , _ case of an arbitrary monotonic magnetic-field dependence of
In the present paper we show theoretically that jumps Ofe critical current density, is used in a detailed theoretical

the electric field at the surface of a sample should also arisg,estigation of the jumps of the electric field that occur due
under other experimental conditions, whersiagle mono- 4 the interaction of the transport current with the ac mag-
chromatic electromagnetic wave interacts with the transporg .sic field, and we analyze the conditions for their appear-

current. ance. We study the dependence of the amplitude of the jumps

The static and quasistatic electromagnetic properties of, the parameters of the problem, such as the value of the
hard superconductors are usually considered on the basis gfitical current density, the wave amplitude, the sample

the critical state model, which is yalid over a rather_ Widethickness, etc. As an example we consider the jumps of the
range of amplitudes and frequencies, when the leading rolgectic field in the limiting case when there is no depen-
in the formation of the current-carrying capacity of a sampleyaonces (B)

«(B).

is played by magnetic flux pinning. In the framework of this
model Maxwell’s equation for the distribution of the mag-
netic inductionB in a superconducting sample has the form, STATEMENT OF THE PROBLEM

T E We consider an infinite superconducting slab of thick-
Curl B= TJc(B) E’ (1) nessd with a transport currentflowing along it. We assume
that all the fields and currents depend only on one spatial
whereJ.(B) is the critical current density. This equation is coordinatex along an axis directed perpendicular to the slab.
substantially nonlinear. The nonlinearity is due to both theThe origin x=0 is placed at one of the surfaces of the
dependencd.(B) and the factoE/E on the right-hand side sample. A specified currerit flows along they axis and
of (1). The latter cause of nonlinearity is of particular inter- creates at the surface of the sample a magnetic field oriented

1063-777X/2005/31(6)/7/$26.00 498 © 2005 American Institute of Physics
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We note that in the case when the critical current density is
independent of the magnetic induction, the functip(B)
=1 andF(B)=B. Then the penetration field takes the value
Hp=Hpo=2mJc(0)d/c.

Below we shall consider only the case

H<H,, )

H(t)

when there is a transport-current-free region near the center
of the sample. As the following analysis shows, condition

is a necessary condition for the appearance of jumps in time
of the electric field at the surface of the slab. Furthermore, it

is necessary for the appearance of jumps that the amplitude
of the ac signaH, exceed a certain threshold valkig :

FIG. 1. Geometry of the problem.
Ho>HY', HY=H,—H,. (8)
For finding the distribution of the magnetic and electric

glong t.hez axis and. equal ta-H, (H,=21/cD, whereD fields in the sample it is convenient to introduce the dimen-
is the linear dimension of the sample along the Self'magnet'gionless quantities

field of the current

The sample carrying transport currdnis placed in an 2% B(x,t) Ho
ac magnetic fieldH(t)=H,coswt directed parallel to the ¢=g Towt blEn)= Hoo ' hO:H_pO’
surface of the sample along the self-magnetic field of the
transport current, (along thez axis). The ac electric field ~wdHpo _H _ HE’ _E 9
that arises in this case is directed along theaxis (see " 2c ' "Hp' % Hpo! e—E—O. ©)
Fig. 1).

The system of Eqg¢3) and the boundary conditions on it are

To solve the problem it is convenient to write the critical ! .
written in the new notation as follows:

current density in the form

dF(b(&,7))
JC(B)=w. ) TTZ—Sgﬂe(g.T)).
%(B) (10
We shall assume that the functigiB) is smooth and mono- oe =_ 9(¢,7) :
tonically increasing, withy(0)=1. 23 arT

In the geometry under consideration the system of Max- b(0,7)=h, cost+h
well's equations has the form ’ 0 b

JF(B(x,t 4
FOXD 2T 0)sanE,),

b(2,7)=hgcost—h,. (11

x (3 3 EVOLUTION OF THE DISTRIBUTION OF THE MAGNETIC

JE 1B INDUCTION IN THE CASE OF LOW AMPLITUDES

% cat Let us consider the evolution of the magnetic field dis-
where tribution inside the sample. We begin with the case when

B there is no jump of the electric field at the surface:
— * *
F(8)- | w(e*)as. Ho<HI . ho<hiy). 12

The boundary conditions on the system of E@.are According to the boundary conditioridl), at the time

7=0 the functionF(b) reaches its maximum values, equal
to F(hyxh,), at the two boundaries of the slab. In accor-
B(d,t)=Hgcoswt—H,. (5)  dance with the critical state model, at that time the electric
. L . field i I here inside th )
Here we neglect the jump of the magnetic induction at thepidtiﬁeequsestooznerc;heever;?nee:;iiI?:('jduecti ;(;igezﬁo?hdeuctor
surface of the sample due to the Meissner currents. This can g ' g ’

be done if the characteristic values of the magnetic fields arsample decreases, and an electric field is induced in the slab.
: o ) 9 Two subsurface regions with nonzero electric field appear. In
much greater than the first critical fiekd; .

The nondissipative transport current in the slab alwa these regions the sign of the derivatida(¢, 7)/9¢ is nega-
P Ansp YSive. In other regions the electric field remains equal to zero,
has a value below the critical. It follows thatsH,<H,,

where H, is the so-called penetration field. Its physical and the distribution of the functiob(¢,7) retains the shape

meaning is as follows. When the amplitude of the external a(i:t had at the initial timer=0.
9 ' P At the time 7= 7 the external magnetic field reaches its

magnetic field has the valud, the electromagnetic wave minimum value, the electric field inside the superconductor

penetrating into the sample just reaches the center of the _. o
sample. The value dfl; is the solution of the equation dgain goes to zero, and the distributibb(¢, 7)) takes the

shape of broken lin@ in Fig. 2a. Then, in the intervair
F(Hp)=2mJ(0)d/c. (6) >7>21, the functionF(b(&, 7)) in the subsurface regions of

B(0t)=Hgycoswt+H,,



500 Low Temp. Phys. 31 (6), June 2005 Nesterov et al.

F(b(g,)) eV =1/AF(h,+hg)—F(h,+hgcosr)], (20)
a
11
L P'=2+1UZF(—h+hgcosr)—F(—h+hy)], (21
and takes the form shown by lirein Fig. 2a:
3 é(3) 64)§(5)
0 S F(b(&,7)
5(1) g2 : : 2 1
0 vl [ ¢+ F(h,+hgcosr), 0<g<ed,
2 —&+F(h+hp), e <e<e®
1° Jo & <e<g’,
T e —h — (3) (4)
F(b(&,‘t)) b (f 2)+F( hI h0)1 go <§<§0 ’
al. (6=2)+F(=h+ho), g<e<g,
2l | —(§-2)+F(—hj+hgcosr), ¢&'<é<2.
14N (22
0 é‘é)’ 0 2 3 The external magnetic field and, hence, the function
0 %o 0 F(h(7)) reaches a minimum when
T=1. (23
17 At that time the graph of the distributidga(b(¢,7)) has the
shape shown by lin8 in Fig. 2a:
FIG. 2. Evolution of the distribution of the functioR(bé,r) inside the
sample in the case of low amplitudels,&h{?): in the time interval &< r E+F(h—hy), 0<é< g<1)
< (a), for m<7<27 (b). (1) (2)
F(b(§ )) _§+F(h|+ho), fo <§<§o )
17T =
0, & <e<&y),

the superconductor increases with tiisee Fig. 2h At the

time 7=2= the external magnetic field again reaches a —(£-2)+F(=h—hy), &<£<2

maximum value. (24
The solution of the equation of the critical st&i®) with with breaks at points that can be found from formu(26),

boundary conditiongl1) gives the following results for the (16), and(17).

function F(b(&,7)): At subsequent time, for
F(b(&, 7)) ==&+ const. (13 < <21, (25)
When the external magnetic field reaches a maximung h(7)) increases at the surface of the sample and the elec-
value, at tric field also increases. The graph of the distribution
7=0, (14) F(b(¢,7)) acquires two additional breaks at the points
the distribution of the magnetic inductidmore precisely, (V'=1/AF(h,+hycosr)—F(h,—hg)], (26)
the functionF(b(¢,7))] is described by the expression 6
P =2—-1/AF(—h+hgcost)—F(—h,—hg)], (27
—&+F(h+hy), 0<é<é?,
@ and the distribution itself has the shape shown by Bnie
F(b(£,7)) 0, g <§<§ Fig. 2b:
T)) =
—(-2)+F(=h—ho), &'<é<g?, F(b(£,7)
—2)+F(—h;+hp), <E<L2.
(E72)F=heeho &< (15) [ — &+ F(h,+hgycosT), 0<g<&,
The distribution is of the form given by lin& in Fig. 2a, &+F(h—ho), g <g<gd
with three breaks: — &+F(h,+hy), <<
P=F(h+ho), aw o <<y, P
£9=2+F(—h,—hy), (17) —(§-2)+F(-h—hp),  &I<é<g”,
_ _ (6)
£ =2+ 1A F(—h,—ho)—F(—h,+ho)]. (19) ( (§72)FF(=hi+hocosn), &7<&<2.
At subsequent times, for The graph of the field distribution at the time
o<7<mr, (19 T=27 (29

the field distributionF(b(&,7)) acquires two more breaks in is the same as at the initial time=0 and coincides with line
addition to those already mentioned: 1in Fig. 2a.
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FIG. 3. Evolution of the distribution of the functioR(bé&,7) inside a
sample in the case of large amplitudds;:éhg)): in the time interval O
<7< (@), for m<7<27 (b).

4. EVOLUTION OF THE MAGNETIC FIELD DISTRIBUTION IN
THE CASE OF LARGE AMPLITUDES
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At subsequent time, in the interval
1
0<7< 7m0

the distributionF(bé, 7)) is described by the formula
F(b(¢,7))

(33

£+F(h,+hgcosr), 0<é<e,

—&+F(h+hg), gl<e<eld
~| (6-2)+F(=h+hy), yO<e<Ey,

—(§—2)+F(—h/+hgcosr), ¢&P<é<2

(39

(see line2 in Fig. 3. The break pointg{") and £ that
arise in this case were encountered previously above. Their
values are found from formula®0) and(21), respectively.

At the time

T= Tj(ul,%p (35

the graph of the distributioR (b¢, 7)) takes the form shown
by broken line3 in Fig. 3a:

F(b(£, 7o)
§+F(h +hgcost ump)
—(é=2)+F(—h;+hgcosr) )y,

Tjump/s

0<é<é&,
Y<g<2
(36)
with a single break point

é=1/AF(—h,+hgcosril) )—

Tjump

F(h,+hgcoszi )]1+1.
(37)

A jump of the electric field arises at the time determined

by the relation
costimm= 1o{F "} F(hj+hg)— 2] +h;}. (38)

Here the symbolF ! denotes the inverse function, and

In this Section we consider the more interesting case [F(h,+h,)—2] is the argument of that function.

Ho>HY, he>h{", (30)

when a jump appears in electric field at the surface of the

sample. As will be shown below, under conditiof3®) at a

In the next time interval, for
(39

the break point remains in its previous position, and the dis-

certain instant= 7,7, the position of the points separating tribution F(b¢, 7)) takes the form

the regions in whichdb(&,7)/d7=0 and db(&,7)/d7#0

changes abruptly, and that implies a jump in the rate at whicle (p( ¢

magnetic flux is “swept out” of the sample.
The solution of the equation of the critical st&i€) with

boundary conditiong11) gives the following results for the

£+ F(h,+hgcosr), o<g<é,
=1 (6= 2)+ F(—h, +hg cosn), < g<2.
(40)

At the time 7= the graph of the distribution has the

Broken linel in Fig. 3a illustrates schematically the dis- fo|lowing expression:

tribution F(b(&,7)) in the slab at the starting time=0.

There is one break point, which is found from the equation

® =1+ 1/ZAF(h+hg)—F(—h,+hg)], (3D
and the distribution itself has the form
—&+F(h/+hg), 0<é&<gy,
F(b(£,0)= (§-2)+F(—h+hy), ®<g<2.
(32)

E+F(h—h), 0<é<g”,
F(b(g'”):[—<§—2>+F<—h.—ho), g <g<2.
(42)
In the time interval
m<r<7l, (42

the distribution of the magnetic inductidmore precisely,
the functionF(bé,7))] is given by the formulas
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— &+ F(h,+hgcos7), 0<£<£D,
E+F(h—ho), e <e< €,
F =
PO _(e2)rF(-h—h),  &D<e<e®,

(£—2)+F(—h+hgcosr), &P<é<2.

(43)
The graph of the distribution has the form of liden Fig.
3b, with three breaks at the poirg§’, £, and&l® . Their
positions are found from formula@7), (26), and (27), re-
spectively.

When the conditionr= 73} holds, the electric field at

the surface of the sample again takes a jump. The ﬁﬁ#ﬁ,
can be found from the formula

costii o= 1ho{F ' [F(—h,—hg)—2]—h,}. (44)

At that instant the graph of the distributidgi(b(¢,7)) is as
illustrated by line3 in Fig. 3b:

F(b(&, 7))
—&+F(h+hgcosrZ) ), 0<é<éy,
“(e-2)+F(=h+hycosr,), €0 <e<2
with a single break point

&5 = 12LF(—h;+ho cost) —F(h+hg cosr+h)]+1.
(46)

(49)

In the time interval

(2)
Tiump<T< 2T

(47)

the external magnetic field grows to its maximum value. The

graph of the distributior-(b¢, 7)) “slides” upward without
changing shape, and the break pcjgﬁ) maintains its posi-

tion. After the field reaches a maximum value the cycle de-

scribed above repeats anew.

5. STUDY OF THE ELECTRIC FIELD AT THE SURFACE OF
THE SAMPLE

Nesterov et al.

Then we rewrite Eq(49) in the following way:

29b(¢,

e=—f ;‘i ™ de. (51)

For finding the emf of the induction we note that

dF(b(&,7)) db(&,7)

b)) ——, (52

IF(b(&,7)) Ib(&,7)

T pib(em) P =~ sartete, 7).
(53

We first consider the case of low amplitudd®), when
no jump of the electric field occurs. Then during the first half
period O< 7=, i.e., during a monotonic decrease of the
external magnetic field, the emf of the induction is given by
the expression
e=hgsint{ ¢(h,+hgcosr)](—h,+hgcosr+bY)
—y(—h,+hgcosr)(—h,+hgcosr—b®), (54

whereb® andb(® are the values of the magnetic induction
at the corresponding break points. They can be expressed in
terms of the invers& functions:

bM=F Y1/ F(h,+hg)+F(h,+hgcosr)]}, (55

b®=F~H1UZAF(—h,+hg)+F(—h+hgcosr)]}.
(56)

In the second half periogr< <2, when the external
magnetic field is decreasing, the emf of the induction has the
form

e=hgsint{ ¢(—h,+hycosr)](—h,—hycosr—b'®)
(57)
with the following values of the field at the break points:

b(®=F -1/ F(h,—hg)+F(h,+hgcosr)]}, (58

— (h;+hgcost)(—h,—hgycosr+b(?)

In this Section we calculate the values of the electric

field at the surface of the slab at different points in time and
find the values of the jumps in it. We take as the observable

guantity the electromotive forceemf) in a coil wound di-

b®=F Y1/ F(—h,—hg)+F(—h,+hgcosr)]}.
(59

Let us now turn to the case of large amplitudes. In the

rectly on the samplésee Fig. 1in a plane perpendicular t0 st haif period, G< 7=, in the time interval33) (up to the

the direction of the ac magnetic field. The value of the emf isfirst jump the behavior of the emf is described by the same
related to the electric field at the surface of the sample by th?ormula (54) as for small amplitudes. In the intervédo)

relation
e=[E(d)—E(0)]Ln, (48

wherelL is the length of the slab along the current, ans

the number of turns in the coil. In the case under discussion

the emf is described by the formula
Ln (doB

e=—— _

e |, X. (49

We introduce to dimensionless quantities. For this we
normalize the emf of the induction to its characteristic value

80:

SOZEoLn, (50)

(after the first jump the emf depends on time as
e=hgsin ¢(h,+hycosr)](—h,—hgcosr+b'")
—y(—h;+hgcos7)(—h,+hgcosT—b") (60)

with the value of the field at the break point, which is found
from the formula

b =F =41/ F(hoCcosrium—h)

+F(h,+hq costjymp) 1+ 1}. (61

In the second half period we observe a picture symmetric to
the one described above. Until the second jump the emf of
the induction is described by the relati@7) found above,
and after the second jump it is described by form(@@).
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FIG. 4. Jumps in the time dependence of the emf at values of the amplitudE!G. 5. Value of the emf jump as a function of the amplitude of the ac
of the ac fieldh,=0.8 (a) and 3.0(b). magnetic fielcho=Hy/H for h;=0.5(a) and as a function of the transport
current strengtlithe parameteh,) for hy=1.5 (b).

e e e F"ned nduction nhe sampl with h ad ofFigs. 2 and .
. ) is clear that in the course of each period of the ac field a
rectly before and after the jump: . . o )
certain magnetic flux is “pumped through” the sample from
Ae=hgsint ¢(h,+hgcosr)](b"—bD) left to right, and its movement generates a dc component of
the electric field. In the experiment proposed here the dc
— (=i +hocos7)(b'”—b'?). (62) component of the field cannot be detected, since, according
As an example, let us consider the limiting case wherto Eqg. (48), the coil actually registers the difference of the
the critical current density is independent of field. Such aelectric fields at the two opposite surfaces of the slab.
case can be realized, e.g., in the presence of an additional We conclude with a numerical estimate of the value of
strong external magnetic field with a value much greater thathe emf jump in the proposed experiment. In a coil contain-
Hp. In such a situations(b) =1, F(b) =b. Then the condi- ing 100 turns wound on a ceramic sample 1 mm thick by 1
tion for the appearance of jumps of the emf is cm square, with a critical current density of 1 kA/crat a
frequency of 100 Hz, an easily measurable emf jump of the

(t)
Hi<Hp, Ho<Ho", 63 order of 1-2 mV is induced.
where H,=2mJ.d/c, and H{’=H,—H, is the threshold The authors are grateful to E-H. Brandt, L. M. Fisher,
amplitude of the magnetic field. The formula for the value ofand G. P. Mikitik for helpful discussions of the results of this
the jump in emf takes the form study.
Ae=4h\(1—-h))(hg+h,—1). (64)

Analytical results obtained in neglect of the magnetic”E-mail: yam@ire.karkov.ua
dependence of the critical current density are conveniently
presented in graphic form. Figure 4 shows graphs(ej for
h,=0.5 and two different amplitudes of the ac field. It is seen
that the emf jumps appear more distinctly in Fig. 4a, i.e., in*I. V. Baltaga, I. F. Voloshin, K. V. Il'enko, L. M. Kalinov, N. M. Makarov,

the case of not too low amplitudes. Figure 5a demonstrates'éég"(-l';igger, V. A. Yampol'skii, and M. Pinsky, Solid State Comm@3,
the square-root grOWth of the Jjump with Increasing ampl|- 2. V. Baltaga, I. F. Voloshin, K. V. I'enko, L. M. Kalinov, N. M. Makarov,

tude of the ac magnetic field. Figure 5b shows the depen-F. Perez-Rodriguez, L. M. Fisher, and V. A. Yampol'skii, Physic2%L,

dence of the value of the jump on the current strerigththe 50 (1995.
paramete|h|). 3|. V. Baltaga, I. F. Voloshin, N. V. II'in, N. M. Makarov, L. M. Fisher, and

. . . . V. A. Yampol'skii, Phys. Lett. A148 213(1990.
As is seen in Fig. 4, on average over the period of thes; ¢ Voloshin, N. V. Ilin, N. M. Makarov, L. M. Fisher, and V. A.

magnetic field the emf in a coil wound on the sample is equal Yampol'skii, JETP Lett.53, 109 (1991).

to zero. At the same time, it has been shdwthat in the  °I. V. Baltaga, I. F. Voloshin, N. M. Makarov, L. M. Fisher, and V. A.
given situation the period-averaged electric field in the slab Yagrggc]"Sk"' Fiz. Nizk. Temp21, 441 (1995 [Low Temp. Phys21, 320
is nonzero. To see this, it is sufficient to do a simple analysiss, Béltaga, I. F. Voloshin, K. V. I'enko, L. M. Kalinov, L. M. Fisher,

of the dynamics of the change of the distribution of the mag- and V. A. Yampol'skii, Solid State Commu®7, 833 (1996.
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In a study of[ Co(8 A)/Cu(d¢,)(111)],, Superlattices grown by magnetron sputtering it is found
that the resistivityps and relative magnetoresistanA&®/Rg in magnetic fielddH =15 kOe

oriented parallel or perpendicular to the layers exhibit oscillations as the thickness of the copper
spacer layers is varied in the randg,=6—40 A. Extrema ops and AR/R are observed
atdc,=nd111), wheren is an integer or half-integer ard,,,)=2.087 A is the distance between
(11D)Cu planes, with a distance between adjacent maxima or minima equal to 1, 1.5, 2, 2.5

and 3(;15). When the magnetic field deviates from the plane of the layers the magnetic-field
dependence of the resistivity exhibits an additional maximum due to a feature of the
magnetization of the layers in the superlattice in an inclined field. The oscillatiopg arfid

AR/Rg are accompanied by oscillations of the magnetic anisotropy constants in synchrony with
them. Analysis of the experimental data and theoretical calculations of the orientation of the
magnetic moments of the layers when a magnetic field perpendicular to the layers is turned on
allows one to explain the observed effects wherein the roughness of the interfaces between
layers varies nonmonotonically with increasidg,, leading to oscillations of the bilinear and
biquadratic exchange interactions of the Co layers2@5 American Institute of Physics.

[DOI: 10.1063/1.1943535

1. INTRODUCTION tural defectgsee, e.qg., the reviewand paper$=14. Further-
more, the same high level of MR has also been observed in

The giant r_nagnetoremstan@dl_?) n multllgyer systems .Co/Cu superlattices in the absence of AF interaction of the
of nonmagnetic and ferromagnetic metals is usually mani-

fested in structures with an antiferromagnédié-) exchange co Iaye_rsl, thls. suggests the_ p053|_b|I|ty of al;ernatwe

: . . . . mechanisms of giant MR. Despite detailed theoretical analy-

interaction of neighboring magnetic layers across the non-. : . . .
. . sis, the main mechanism governing the level of MR in spe-

magnetic spacersin such structures the relative magnetore-ciﬁc maanetic SLs. e.a. Co/Cu. still remains unclear

sistanceA R/R; (see belowand the exchange interaction en- Y ' €9, ' .

. i . In this paper we present data on new, never-before ob-
ergyJ, of the layers are oscillatory functions of the thickness . o . X
) : served oscillations of the resistivity and magnetoresistance in
d,m of the nonmagnetic spacers, and the maxima Bf Rq

are observed at the same valueslgf, as the maxima od; . CO/.CU su'perlattlces as the thmkn% of the Cu layers IS

. , ) . ; varied, with anomalously small distances between maxima
In intervals ofd,,,, in which the ferromagnetitF) interaction (~1—2 monolayers of OuFerromagnetic resonan&MR)
is manifestedAR/Rg takes on relatively small values. For a Y 9

Co/Cu superlatticéSL) one observes 3—4 maxima AR/Rg stughes .Of these same SLs revegled _oscnlat!ons of th_e mag-
: : 227 netic anisotropy and resonance linewidth which were in syn-
at values ofd,,, which are multiples oF~9 A, in good

agreement with the theoretical calculations of the period of hrony with oscillations of the resistivity and magnetoresis-

the oscillations of the exchange interaction, first predicted incce; these will be described in a separate paper.
Ref. 8 (see also Refs. 9 and 10

Numerous mechanisms have been proposed for explai
ing the giant MR, including bulk-spin-dependent and
boundary-spin-dependent scattering of electrons, variation of The samples were grown by successive condensation of
the potential relief for electrons with opposite spin directionsCo and Cu on a mica substrate at room temperature with the
when the magnetic field is turned on, and scattering on struaise of magnetron sputtering in a vacuum apparatus with a

I‘?—' STRUCTURE OF THE SAMPLES AND THE
MEASUREMENT TECHNIQUE

1063-777X/2005/31(6)/11/$26.00 505 © 2005 American Institute of Physics
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residual atmosphere of 10°° torr at an argon pressure of ratioM,/M¢~0.8 (M, is the remanent magnetization of the
1.3x10 3 torr. The layer thicknesses were determined bysample aH =0, andMg is the saturation magnetization in a
multibeam optical interferometry with an accuracy of 2% orfield H=Hy), and the magnetization of the samples varied
better. The samples, ¥0.15 mm in size, consisted of a rapidly in the field region below~100 Oe and increased
copper under|aye(~50 A) on the mica, on top of which 20 Weakly at hlgh fields. These facts suggest that the AF inter-
Co/Cu b“ayers were formed' The upper |ayer Of Copper foraction Of the Co |ayerS in these SLs either iS absent or iS
all the samples had a thickness of 12.5 A. The thickness gnasked by regions with F interaction around magnetic shorts
the Co layers was fixed at 8 A, and the thickness of the?f CO atoms/*®**which should be localized in the region of
copper spacers was varied from 6 to 40 A. The rate of conl@rge-angle grain boundaries and places where three grains
densation of Co and Cu were 0.45 and 0.58 A/s, respectivel:°Me together. We note_that W_eakemng of the AF mtera_ctlon
According to electron microscope studies, the samplesS Promoted 2l13y a relatively high pressure of the residual
removed from the mica had a polycrystalline structure. TheAtmospher&#and, especially, of oxygéfduring growth of

(11)Cu plane was parallel to the surface of the substrat&®/Cu Ssszs and also by nonoptimality of the Co layer
without any preferred orientations of the other crystallo-thickness.” Under the vacuum conditions of the present ex-

graphic planes of the grains with respect to the mica. Thé)eriment one cannot expect a strong AF interaction between

cobalt and copper layers grow epitaxially on each other. Th&© 1ayers.

grain boundaries pass through the whole thickness of the

sample practically perpendicular to the mica surféice., 3. OSCILLATIONS OF THE RESISTIVITY AND

one grain spans the thickness of the samflhe grains have MAGNETORESISTANCE

an equiaxed form in the plane of the sample. The grain sizes  \1aasurements of the magnetic-field dependence of the
did not vary greatly, having values 80100 A indepen- resistivity shows that the shape of tRéH) curves depends
dently ofdc,, although fordc, =30 A one also encounters a g, the orientation of the magpnetic field relative to the plane
small fraction of grains W|_th sizes 120 A._ These data sug- qf the sample and the current directi6fig. 1). If the mag-
gest that the grain size is set by the first layer of coppepetic field lies in the plane of the sample perpendicular to the
condensedthe 50 A layej, upon which the Co/Cu superlat- ¢rent, R(H) has the usual shape for multilayers, with
tice is formed. As a result, the crystal structure is a set of,,axima atH= +H, (Refs. 2 and 17 When the magnetic
columnar grains highly elongated along the normal to thge|q s parallel to the current one observes shallow minima
surface. . in the low-field regionH~H,, apparently due to the aniso-

We note that our results correlate with the known pub-ropic magnetoresistive effect in the Co layers, and then a
lished data. In particular, in Ref. 16 analogous columnalnaximum, after which the behavior &¥(H) differs little
structure was obtained in the magnetron sputtering Ofrom that for the case of orthogonal orientation of the field
[Co(10 A)/Cu(20 A);s superlattices on an underlayer of gnd current.
copper 350 A thickthe grain size was also 350 A). How- In a magnetic field perpendicular to the plane of the
ever, in the growth of Co(11 A)/Cufc,)]s on an under-  sample, in addition to the small low-field maximum a second
layer of Ru(50 A) under the same conditions of Co and Cu maximum, atH =H* (~1.76—6.24 kOe), was observed for
condensation by this same research gtéupe grain size some of the samplesee Fig. 2 When the field direction
was found to be strongly dependent on the thickness of the
copper spacers; for example, d¢,=9 and 43 A the grain
size was 30-50 A and 100-200 A, respectively, and several
grains fit across the thickness of the sample; the formation of
columnar grains was suppressed by recrystallization pro-
cesses occurring directly during growth of the layers.

A low-angle 9— 29 x-ray scan showed the presence of
two peaks and a set of weakly damped oscillations of the
intensity of the reflected x-ray beam, attesting to the unifor-
mity of the thickness of the samples, the low roughness of
the interfaces between layers, and the presence of periodicity
in the superlattice.

Hysteresis loops were recorded using a vibromagnetom-
eter. The magnetoresistance was measured in direct current

R, arb. units
S e 9

at a field of up to 17 kOe directed parallel or perpendicular to 15°
the current in the plane of the sample or perpendicular to the 20°
SL layers. For some samples we measured the MR in mag- , | | |

netic fields directed perpendicular to the current and at an -15-10 -5 0 5 10 15
angled (0—90°) to the normal to the surface of the sample H, kOe

(this angle was set to an accuracy-60.5°).
The measurements showed that the Co/Cu structure h&dG. 1. Magnetoresistand&(H) of a Co/Cu superlattice with a thickness of

a relatively low coercive fOI’CEHC. For example, for the the copper spacer Iayad@uf 12 A for different angles of deviatioft of the _
magnetic fieldH from the direction normal to the surface of the sample in

samples withdc,=8, 13-5., and 37 A it had val_ue}sC~30, the the plane orthogonal to the current. The shape of the curves is qualita-
36, and 22 Oe, respectively. Their hysteresis loops had @vely the same in the angle interval~20-90°.



Low Temp. Phys. 31 (6), June 2005 Zorchenko et al. 507

7 T T, —0.40
el [ TH*: li ETEL t E— o5k
5| N Ei i‘0.30|,1 20l
84' : : [ 1] % o\o
T R 140,20 % »1.5F
3— : } ::/\‘“0‘1:_ Pl E . (AR/RS)J-
=~ (o
2k : :/\H -~ o0 < 1.0F . (AR,
1k Dol ! . BRRY.
0 QI3 B I ey 12 L 0 0.5¢ .
5 10 15 20 25 30 0---m--m-,..'..!.J.J..'..'..‘,.'.,',,LL
You A 5710 15 20 25 30 35 40

dg, A
FIG. 2. Values of the fieldd* at which the second maximum &{(H) is cu

observed and of the raticA@*/AR ™), for Co/Cu multilayers in a magnetic FIG. 3. Dependence of the relative magnetoresistahBéR, of Co/Cu

field perpendicular to the plane of the samples as functions_, of the thiCkr_'eSaﬁJperlattices on the thickness, of the copper spacers in a magnetic field
d¢, of the copper spacer layers. Here and below, the vertical dashed I|nq§mg in the plane of the sample perpendiculatR/R.), or parallel

show the values ofdc,=ndii), wheren is an integer andduiy  (AR/ARY), to the current or directed normal to the plane of the samples
=2.087 A is the distance betweémll) Cu planes. The arrows directed (ARIRY)
*

upward and downward and the vertical hash marks indicate the positions of
the maxima, minima, and inflection points AR/R;), versusdg,.

mentioned in the literatut?® and was explained by two

factors: the anisotropic magnetoresistitf&VIR) effect for
deviates from the normal to the surface of the sample in théerromagnetic materiafs,and the intrinsic anisotropy of the
plane perpendicular to the current by an angile3—15° the  giant magnetoresistané®&.3° The AR/R; curves for the dif-
second maximum is smeared out, and only a hump remairferent orientations of the magnetic field behave similarly ex-
on theR(H) curve, and for9=10-35° that hump vanishes cept in the regiordc,~20-25 A.
completely and thé&k(H) curve takes the usual form. In re- The most remarkable feature of tA&r/R curves for all
gions neardq,~15 and 18 A and also fod.,>30 A, the three magnetic-field orientations is their oscillatory character,
second maximum on thR(H) curves is abserthe bound- with the extrema of the curves observed at values of the
aries of these regions are shown by the vertical dashed lineopper spacer thicknesd., equal to an integer or half-
in Fig. 2). A similar form of modification of theR(H) curves integer number of interplane distances for the(11d)
was observed previously in one of the first papers on gianplanesd;1;)=2.087 A(the thicknessesd,,;1) are shown in
MR for Ag/Co superlatticés when the magnetic field devi- Figs. 2 and 3 by the vertical hash marks labeled by the num-
ates from the normal to the sample in the plane passinger n above them. The distances between maxioabe-
through this normal and the current direction, but the authorswveen minima of AR/Rg are very small, considerably less
did not offer any explanation for this effect. An analogousthan the characteristic known petio9 A for Co/Cu
form of the R(H) curves was obtained for superlatticed:” In particular, these distances are equal to 1,
[(NixFeg1-xAgi-y)]/Ag structures in a field perpendicular 1.5, 2, 2.5, and 8,14), i.€., the largest of them does not
to the layeré® and also for Fe/Gd superlattices in a magneticexceed~6 A. The smallest period of oscillations with re-
field parallel to the layer® and this was explained by a spect todg, that we know of was observed in a stdtpf
change of the angle between the magnetization of the origiphotoemission from copper films ¢601)Co and had a value
nally antiferromagnetically oriented Fe and Gd layers, startequal to a thickness of 2:30.1 atomic layers of001)Cu
ing at some threshold field. (this corresponds to the theoretically expected value for the

The dependence of the relative magnetoresistanciterlayer exchange coupling and the period of modulation of

AR/Rg ond, for different orientations of the magnetic field the density of states at the Fermi level for the corresponding
is shown in Fig. 3. HerAR=AR"+AR™, where AR" quantum well819. We note that for Fe/@01) structures,
=R"™-R, and AR =R;—R(H), and R™ is the maxi- short-period(2.1 atomic layers of Qroscillations of the ex-
mum value ofR(H), Ry,=R(H=0), R(H) =R, is the re- change couplint and magnetoresistancehave been ob-
sistance of the samples in a figid=15 kOe, at whiclR(H) served which are due to features of the topology of the Fermi
is close to saturation. The relative MR has some characterisurface of C#* Theoretical calculations of the exchange in-
tic features. The level oAR/R; is rather low, which is not teraction in Co/Cu superlatticés®and quantum size effects
surprising in view of the nonoptimal conditions of sample for electronic stateS cannot give such small~1-1.5
preparation. In all of the intervals of thicknesseg, the  atomic layers periods of oscillations od, or of the electron
values of AR/Rg turned out to have its largest value for a density of states for any orientation of the copper layers, and
field orientation perpendicular to the current in the plane ofit is therefore necessary to look for another explanation of
the sample except at the largest thicknesses of the copp#re short-period oscillations of the relative MR.
spacers, and the smallest values when the magnetic field was The oscillations ofAR/Rs=Ap/p4 are caused by oscil-
directed perpendicular to the plane of the layers. In the caskations of Ap andp,. Figure 4 shows plots ohp, Ap”+ ,
when the field was parallel to the current, the MR was someandpi. Here and below the sub/superscripend.L refer to
what smaller than in the case of a field perpendicular to th@rientations of the magnetic field in the plane of the layers
current in the plane of the sample. This difference has beeparallel to and perpendicular to the current, anohdicates
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FIG. 4. Resistivitypl of a Co/Cu superlattice in the state of saturation in a
magnetic fieldH =15 kOe directed parallel to the current and the values of
Ap; (@ andAp; (b) as functions of the thicknesk, of the copper spac-
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A, respectively’ For a SL withde,=15 A anddc,=9 A
prepared by another research grbup similar value, p
=20.3u{)-cm, was obtained. These values are approxi-
mately three times lower than the corresponding Ievel;slof
for our SLs.

Using the known relatioft for copper,pA ¢, =750 uQ
-cm- A (where\, is the mean free path of electrons in
coppej and neglecting for estimation the difference between
cobalt and copper, we obtain the following values of the
electron mean free path for samples witly,=9 A (pl
=68.5u0-cm), 18 A (pl=46 uQ-cm), and 40 A pl
=20 u)-cm): A=10.9, 16.3, and 37.5, respectively. In the
whole range ofic, from 6 to 40 A the value ok is less than
the superlattice period =d¢,+ dc, and close talg, (some-
times larger and sometimes smaller thgy). This suggests
strong scattering of electrons on impurities and interfaces in
the SL. The cause of this scattering cannot be grain bound-
aries, since the mean size of the grains is much greater than
\. Itis clear that at such small values »feven in the pres-
ence of AF ordering of the Co layers one cannot expect an
appreciable value of the MR and relative MR in our SLs,
since the appearance of giant MR requires that least be
considerably larger than.

In this regard we note that in choosing the argon pres-
sureP,, for the sputtering of the Co and Cu targets we took

ers. The arrows and hash marks indicate the position of the singular pointsito account the circumstante®that the value oA R/ R, is

of (AR/ARY), .

an orientation with the field perpendicular to the layers.

It is seen in Fig. 4 that the extrema AAR/Ry), corre-
spond to the extrema dfp; andp., (since the value ol p,”
is much smaller thadp, , we shall focus mainly on the
behavior ofAp, 1y except for the maxima adc,= 5d(111)
and 12.8l(;45) (for convenience in Fig. 4 the positions of the
extrema of AR/Rg are indicated by arrows pointing up
(maximum or down (minimum). The inflection point on the
step atdc,=7.5d(111) also corresponds to maxima afp;-
and pl. For dc,=9d(117 all three quantitiesAp, ApH*,

and pl have a maximum, which apparently should corre-

spond to a step in this region dg, (not shown in Fig. 3
The positions of the extrema dfp, and p!, coincide com-
pletely starting atlc,>5d 111y, while at smalled¢, they do
not coincide. Remarkably, the extremayp,” andpl that do
coincide with respect talg, are of the same type, i.e.,

strongly dependent oR,,. For example, in Ref. 37 for a
[Co(19 A)/Cu(9.5 A),, superlattice, decreasir,, led to
an increase oAR/R; (at room temperatujefrom ~2% at
Pa=~11.25 mtorr to~39% atP =3 mtorr. Record values
of AR/Rg for Co/Cu SLs have been obtained &,
=3.25 mtorr AR/Rg=65%)*° and P,=3.75 mtorr
(>80%)% (in the latter case, for a Co/Cll1) SL, decreas-
ing P, to 1.5 mtorr led to a drop oAR/Rq to 75%.4°
Furthermore, decreasing the argon pressure led to a de-
crease of the roughness of the interfaces between Co and Cu
layers, although it was accompanied by some enhancement
of the mixing of the Co and Cu layet$.For this reason we
decided to investigate what will happen at a low argon pres-
sure in the hope of obtaining structures with extremely
smooth layers in view of the absence of roughness on a sub-
strate of fluorophlogopite. Apparently our too severe regime
of deposition of the Co and Cu layers led to a certain mixing
of the layers and to high resistivity of the samples.
We note that for many SLs, e.g., Al/Ni, AI/AY,

minima or maxima. An important circumstance is that theNi/Cu,*? and Pd/AU® the resistivityp is inversely propor-

maxima and minima of AR/AR,), coincide with the
maxima and minima ofAp, and pl except in the region
dc,<5d(111) and the pointlc,=8.5d(111) (near 18 A, where
minima of Ap,, Ap/, and p. and a maximum of

tional to the SL period; this relationship, which agrees with
the predictions of the theory of the classical size effect for
superlattice4® holds under the condition that the main
mechanism of electron scattering is due to the interfaces be-

(AR/AR), are observed. The position of the extrema oftween layers. For our samplpg(A) can apparently be con-

Ap,", as arule, also coincide with the extremasgs,” and

sidered to be a more complicated function ok 1Eontaining

p‘s‘ (see Fig. 4 In particular, the absence of an extremum ofa term proportional to ¥ and an oscillatory admixturesee

ApH+ atdc,=11.5d(145) has made its so that an extremum of
(AR/ARy), is not observed at that thicknedsg,,, although
Ap, andpl have maxima there.

Fig. 5.
For the magnetic SLs Ni/C(Ref. 49 and Co/Ni(Ref.
45) in zero magnetic field one observes oscillationggfs

We note that our Co/Cu SLs have a higher level of re-a function of the layer thickness, the nature of which has not

sistivity pl in comparison with the published data. For ex-
ample, for[Co(11 A)/Cu(@c,) ]2 the value ofp(H=0) is
approximately equal to 23 and Lf)-cm ford¢,=9 and 18

been conclusively established. For Co/Ni this effect is appar-
ently due to features of the electron spectrum of the*SL.
For a Co/Cu SE the oscillations are due to oscillations of the
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theoretically possible, with the appearance of a maximum at
a certain value ofp).>>°%In the case of AF ordering of the
magnetic layers atd =0 the anglep= 7, and the value of
[p(H)—ps] (and therebyAp,’) reaches its maximum pos-

E L sible value. In the case of ferromagnetic ordering of the lay-
g 40+ ers =0, and the this contribution vanishes.
=u

Q

80

(2]
o
T

The presence of a rather strong biquadratic interaction of
the layergsee Appendixcan lead to an additional noticeable
rotation of the magnetic moments of adjacent layers by a
certain angle, so that the angléH =0)= ¢, turns out to be
3 less than 180° in the case of an antiferromagnetic interaction

A-1 AT and greater than zero for a ferromagnetic interaction, and
’ therefore in the AF case the biquadratic interaction will
FIG. 5. Plot of the resistivity, of a Co/Cu superlatticésee Fig. 4as a  lower the value ofAp;, while in the F case, on the contrary,
function of A1, the reciprocal of the multilayer periofi=d¢,+ dc,. it will give rise to magnetoresistance.
As a rule, the value oAR/Rg is small in the case of a

) ) ferromagnetic interaction of the SL layers, but a case is
AF interaction of the Co layers. We do not know of any ynown's in which a Co/Cu SL grown by molecular beam
papers on metallic SLs in which thickness pscillationsppf epitaxy exhibited giant MR of the same scale40%) in the
are described except for Ref. 45 on Co/Ni SLs, where the\psence of AF interaction as for a SL with AF coupling. In
period of the oscillations with respect ty, and dyi Were  yhat case the giant MR effect is due to suppression by the
approximately 20 A. magnetic field of electron scattering on thermal fluctuations

of groups of spins of the Co atoms, which are apparently
4. DISCUSSION OF THE RESULTS localized at monoatomic steps or are islands of Co atoms on
pihe surface of smooth parts of the Co films. Furthermore, an
external magnetic field should suppress the scattering of
cglec’[rons on fluctuations of the magnetic field generated by
teps* and superparamagnetic complexes of Co atoms.

Let us examine the possible explanations for the o
served oscillations oAR/Rg, Ap, andps. In the theory of
the giant MR, oscillatory dependence on thickness due t

superlattice effects of quantization of the electron spectrun? ) L . : . .
have been considered in a number of paﬁ%risut those A third mechanism is that of anisotropic spin-orbit scat-

theoretical models did not take into account the concretd€ing: Which leads to the well-known AMR effett,and
form of the energy bands of the SL. When recently develWhen the magnetic momeM deviates from the current di-
oped methods of calculating the MR with the real energyf€ction it gives a negativéfor Co) contribution to the resis-
structure of the SL taken into account are applied to thdance which is proportional to the square of the sine of the
ColCu systert’**they apparently cannot give oscillations @ngle between the momeht and the current.
of the MR with a period of one or two atomic layers. Itis 10 explain the oscillations oAp, ps, andAR/R;, we
therefore natural to look for another explanation for the os-Shall make two main assumptions. The first is that the rough-
cillations of AR/Rg, Ap, andps. ness of the interfaces in our SL is an oscillatory function of
In the theoretical analysis of the causes of the oscillafcu- For copper films it has been predicted theoretically that
tions of p and the MR it can be assumed that there existheir roughness oscillates as the film thickness increases,
several mechanisms governing the level of resistance whicKith & characteristic oscillation step of one or two atomic
depend on the magnetic field. The first of these, which idayers of coppet” Such oscillations should be observed in
responsible for the giant MR in antiferromagnetically or- the case of a sufficiently high surface mobility of the atoms
dered SLs, is due to the spin-dependent scattering of ele&eing condense(n our case this condition is satisfieand a
trons in the interior of the layers and at the interfaces belayer-by-layer mechanism of film growth. According to the-
tween them, and the effective manifestation of thisoretical estimate¥ they should lead to noticeable corre-

mechanism requires that the electrons cross several intepPonding oscillations of the resistance of the film. Analogous
faces before scattering.e., A<\s,). The contribution of effects should also be manifested in superlattitehe sec-
this mechanism to the resistance is determined by the angRd assumption is the presence of an appreciable biquadratic
¢ between the directions of the magnetic moments of adjainteraction of neighboring magnetic layers in our SLs, which
cent layeraVl; andM,, and in the case whevl; andM, are  leads to a change of the anglebetweenM; andM, in the
parallel to the layers it is well described by the relation ~ absence of magnetic field.
i The energies of the bilinear, and biquadraticl, inter-

[p(H)—ps]~si(¢/2)(¢=0 at p(H)=py). actions depends strongly on the roughness of the interfaces
This relation has been confirmed experimentally for currenbetween layers. One of the main mechanisms proposed for
directions both parallel to and perpendicular to the SLthe formation ofl, is directly related to this roughné8sthe
layers?®2%5%although some deviations from this dependencegrowth of J, when roughness appearin particular, experi-
are also observed. This dependence has been justified thements on g Co(10 A)/Cu(9 A)|s, superlattice(the first AF
retically in the framework of the classiCaP? and peak ofAR/R,) have shown that for smooth layers the rela-
quantum-mechanicdl®>°3 calculations of the conductivity tive MR reaches 65% at room temperature and falls to 31%
of magnetic SLSmore-complex behavior of the MR is also with increasing roughness of the interfacsiere the rela-
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tionship between], and J, changes fromJ,;/J,~2.7 to  of the decrease of the angjg and of the electron mean free
J,/J,~3. Calculations of the orientation of the magnetic path\ with increasing roughness. The valuemfincreases
moments of neighboring layeid; andM, for our SLs in a  with increasing roughness in all cases.
magnetic field perpendicular to the layers are given in the  Thus in the case of a ferromagnetic interaction of the
Appendix. It follows from those calculations that under thelayers or for an antiferromagnetic interaction if the first MR
condition|J,]/2J,<1 the biquadratic interaction will lead to mechanism is not the governing one, growth of the rough-
a change of the angle,. The value of this change, which ness should case a simultaneous synchronous growip of
influences the value of the first contribution to the MR, will andpg. A decrease of\p and increase ofs with increasing
increase with increasing interfacial roughness and will be amoughness is a sign of AF interaction. We note, however, that
oscillatory function ofdc,, according to our first assump- in the general case this assertion can be incorrect. One can
tion. imagine a situation in whiclp=180° and the layers of the
These assumptions can also account for the appearanferromagnetic and nonmagnetic metals are ideally smooth,
of the second maximum on the(H) curves for magnetic so that the reflection of electrons from the interfaces is al-
fields orthogonal to the substrate and the oscillatory behaviomost total and specular. In this case the first MR mechanism
of the fieldH* (dc,) at which the second maximum B{(H) is ineffective, since the electrons will be pent up in the fer-
is observed. Indeed, if the biquadratic interaction is relativelyromagnetic and nonmagnetic layers. Then the appearance of
weak, i.e.,|J;|/2],>1, then the angley, for the AF and F  roughness should lead to growth &p andpg. It can there-
interactions of the layers will equal 180° and zero, respecfore be assumed that for AF interaction of the layers the
tively. With increasing magnetic field the angiebetween largest relative MR should be achieved at a low, optimal
the field direction and the magnetic moments of the layersevel of roughness, since strong roughness sharply limits the
will gradually decrease from 90° to zerdor a constant value of X and lowers the giant MR effect. The conjecture
angle = ¢o between the projections &fl; andM, on the  that there is an optimal structure of the Co/Cu interfaces
plane of the sampjeand there is no reason for a maximum from the standpoint of magnetoresistance was first made in
to appear orR(H). If, however,|J;|/2J,<1, then the angle Ref. 60 on the basis of experimental data. In view of what we
¢o Is different from 180° or zero, and with increasing field have said, the conjecture that specular scattering of electrons
(up to a certain valuea decrease of occurs, the angle  at the interfaces between layers is possible is confirmed by
remains equal t@y, and the angles tends toward 180° for quantum-mechanical calculations for Co(C10)
either sign of the bilinear interaction. In this field region onestructures? which showed that part of the electrons found in
expects a decrease &(H) due to the AMR effect if the the copper layers are pent up in these layers and cannot leave
contribution of the first mechanism to the MR depends onlythem (if the interfaces are sufficiently smoogthand this
on the anglep. Starting with a certain value of the field there “channeling” effect can be one of the main mechanisms of
can be a situation in which the anglestarts to grow ¢  the giant MR. On the other hand, calculatibhis which the
>¢p), reaching a maximuntat ¢»=180°), and then falls spin-dependent potential relief for electrons is taken into ac-
monotonically to zero at high fields for which the magneticcount but the scattering inside the layers is assumed to be
moments of the layers will be oriented along the field. In thisindependent of spin give a MR that increases with increasing
case the nonmonotonic trend @fwill give rise to the corre- roughness. In Ref. 12 it was predicted that spin-dependent
sponding maximum oR(H). In the case of large roughness interfacial scattering would be enhanced with increasing
and/or small|J,|, when the anglep, is close to 90°, the roughness and with interchanges of Co and Cu atoms at the
maximum should vanish. Then only a “hump”—a feature in interfaces. It is seen from the examples given that the ques-
the form of a smeared step—remains onR{él) curve. The tion of the role of roughness in the formation of the MR is by
dependence of the field* on d¢, should be largely deter- no means closed.

mined by the parametdd;|/2J,, i.e., by the dependences In our case the interfaces are far from optimal, and there-
Ji1(d¢cy) andJ,(dey), which, in turn, are intimately related to fore in the antiferromagnetic case we would expect growth
the interfacial roughness. of ps and a decrease dfp with increasing roughness for our

Let us analyze the dependence/yf and ps on the in-  SLs. It can also be shown that in the case of a ferromagnetic
terfacial roughness. For a ferromagnetic interaction of thenteraction the value oA R/Rg should behave with changing
magnetic layers enhancement of the roughness should leadtoughness in a manner qualitatively similarAp and ps.
growth of Ap for any orientation of the magnetic field owing The relations presented above can be used to explain the
to an increase of the angle, and the contribution of the first behavior of thedc, dependence oAR/Rg, Ap, , and pl,

MR mechanism, the enhancement of the scattering on thiecluding the breakdown of synchrony of their oscillations in
“dangling” spins of Co atoms found at the interfaces of the the region 15 A<d,<18 A and also the noncoincidence of
layers, and to a slight decrease &p because of the AMR the maxima ofAp, andp!, in the regiond¢,~5d119y. Itis
effect, which because of the relative smallness of the contrinatural to suppose that the maxirfrainima) of pl also cor-
bution in our casg¢which is attested to by the smallness of respond to the maxim@ninima) of the roughness. Then syn-
the difference AR/R;); —(AR/Rg),] should not alter the chrony in the behavior ofAp, and pl for dcy>5d 111y
overall picture of the growth of\p with increasing rough- should mean either that the layers are ferromagnetically
ness. In the case of an AF interaction, with increasing rougheoupled or that in this interval af, the second MR mecha-
ness the second and third mechanisms will akprin the  nism is the main one. It is also natural to suppose that the
same direction as for the F interaction. However, the contrilayers have a ferromagnetic type of exchange interaction in
bution of the first mechanism ttp should decrease because almost the whole interval oflc, values investigatedthis
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agrees with the synchrony of the oscillations dR/Rq, 0.20F
Ap,, andpl). Then the maximum oH* (d¢,) (Fig. 2) at )
dc,=6.5d(111) should correspond to a minimum of the

roughness(and, apparently, to a minimum af;) and to 0.151
minima of Ap,- andpl, as is observed. With decreasidg, L
there is a sharp increase in roughness, accompanied by a . 0.10}

sharp drop oH* and vanishing of the second maximum of :
R(H) in the regiondc,~15 A, where apparently the sign of 0.05F
J; changes from negative to positive, i.e., the rafig/2J,

decreases sharply. Then the roughness decreases to thick-

et gl ag b e e le s b aaloagaly
nessedc,~8.5d(111), and a peak appears on thi (dg,) 05 1(') 15 20 25 30 35 40
curve at around 17 A; this can be explained by two compet- de A
ing processes—a decrease of the roughness, leading to a de- 1.0
crease ofl, and growth ofH*, and an increase d;, lead- - TlTl t “1 t I t | T b
ing to weakening of the influence 8§ and a decrease of the 0.8+t
field H*. At the pointdc,=18 A theR(H*) curve is quali-
tatively similar toR(H"), and not only is there no sign of the . 06F
second peak oR(H*) but the curve is not even convex & -
there. Clearly the second peak of the AF interaction lies in o4l
this region. In this same region lie the maximum of
(AR/ARg), and the minima ofAp, andpl. Apparently it is 0.2
the change of the type of coupling of the layers that has led RN
. . . 4 8 12 16
to the disruption of the synchrony of the behavior of these 05' o 1'0 1‘ o 2'02' y 3'0 3'5 * 4'0
guantities. Despite the AF type of interaction in this region dog A

the quantitiesAp, and pl behave in synchrony, and there-
fore the second mechanism of MR should definitely be opfiG. 6. The quantitiesy=(AR/R), —(AR/RY), (@ and B=(AR/RY),
erating here. —(AR/Ry), (b) for Co/Cu superlattices as functions of the thickneéggof

On further increase ofl, in the interval from~ 18 to the copper spacers. The arrows and vertical hash marks indicate the position
~19 A the growth of the roughness and the decreasd, of ©°' e extrema and inflection points AAR/R)..;
combine to give rise to a second maximumR{iH) and to

growth of H*, which continues tilldc,~20 A, apparently Remarkably, the oscillations of and 3 are not attenuated
because of the decrease Hf and of the roughness in the i increasingdc,, i.e.,Ap varies in proportion tp, (Refs.
interval ~19-20 A. Fordc,>30 A the second maximumis 29 and 30. Completely different behavior of the(dc,)
not observed; this is due to a decrease of the parametrve was observed for Co(7)/Cu(dc,)/NiFe(50 A)/
131//23,, since the value od;, according to theory; should  Femn(100 A) spin valve® In this casey was practically
fall off faster thanJ, with increasingdc,. independent ofl,, in agreement with the predictions of the
The appearance of the first AF peak of the exchangeheory®° That theory implies that the sign of can change,
coupling in the regiordc,~5d(111) can also explain the dis- and for our SLs that occurs in the regida,~39 A.
agreement of the curvedp, and p in the intervaldc, The difference ofg (and y) can be represented in the
=9-10.5 A, where the first MR mechanism is apparentlyform B=B +B7, BT=(ART/IRY), —(ART/Ry), . If we
the main one. Data on the magnetic anisotropy of our multiassume for simplicity that the domain structure of the sample
layers, which were presented in a separate paper, completely H=0 is the same for the MR measurements in fiettls
confirm the conclusions of our analysis of the behavior of theandH, , then3~~R¥/R.—1. Sinceg* <", the oscilla-
resistivity and MR and the energids andJ,. They show tions of 8 are determined mainly by the ratRf /RS , which
that an AF exchange interaction is manifested in the regiongscillates in synchrony with the roughness. If it is assumed
dc,=8-11 A and~18 A, with maxima atdc,~9-10 A that the AMR contribution to the resistan& is the same
and~18 A, in agreement with the known dalta’® for these magnetic field orientations, it can be concluded
That Ap andps are related to the roughness is also sup-from this that theR? is more sensitive thaR: to a change
ported by data on the differences=(AR/R;), —(AR/Rs);  of roughness. The relatively large value ®f ~0.2—0.5%)
and B=(AR/Ry), — (AR/Ry), (see Fig. 6. It is seen from  may be due to the large difference in the efficiency of pro-
Fig. 6 that these differences are oscillatory functionsl@f  cesses of magnetic-field suppression of thermal fluctuations
and thatg oscillates around a level of 0.35%. The oscil- of the spins of the Co atoms for the two different field ori-
lations of B andpl (i.e., of the roughnegsare in synchrony entations. Fory one cannot neglect the component,
except in the regiondc, <12 A anddc,=15-17 A. Fory  which gives an appreciable contribution and apparently
there is not as clear a correlation wipl). One notices that causes the asynchrony in the behavioryoéind the rough-
the maxima and minima of and 8 and also the plateau ness.
regions on they(dc,) curves are found at approximately the We note that when the magnetic field deviates from the
same level. These results are clear evidence of anisotropy direction normal to the sample by an andgl¢he relative MR
the giant MR in respect to the orientation of the magnetic(AR/R,) () for samples withdc,=7 and 12 A, for angles
field, which was discussed, for example, in Refs. 29 and 309=20° is well described by the relatioPAR™/Rg) ()
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samples as a function of magnetic fiel@(H), changes

1.0 qualitatively when the field deviates from the plane of the
0.8 samples. Besides the maxima B{H) at fieldsH=*H,
zZ (H. is the coercive force of the samples second broad

0.6 maximum or a characteristic “hump” appears at fields
>H,.

Theoretical calculations of the direction of the magnetic
moments of the layers in a field orthogonal to the plane of
the sample and an analysis of the experimental data suggest

0 that the cause of the oscillations pf, Ap, andAR/R and
0 10 20 30 40 50 60 70 80 90 the magnetic anisotropy con_stants is the nonmonotonic varia-
9, deg tion 01_‘ the rou_ghr_1ess of the mtgr_faces between _Iayers and the
resulting oscillations of the bilinearJ{) and biguadratic
FIG. 7. Plot of the ratioZ=[(AR™/RY)(®) — (AR /Ry, J/[(ART/RY), (J,) exchange interactions of neighboring ferromagnetic lay-
—(AR7/Ry), ] for Co/Cu superlattices with copper spacer thickneskes  ers. The change of the shape of fRéH) curves when the
=7 (A) and 12 A(@) as a function of the anglé between the magnetic fjo|q deviates from the plane of the samples is due to the
field, perpendicular to the current, and the normal to the plane of the mul- . . . . .
tilayers. The values ap=5° areZ= —3.53<10 % and - 1.15<10° % for  appreciable value of the biquadratic interaction and evidently
de,=7 and 12 A, respectivelythe value at9=10° isz=1.77x10"* for  should be observed for samples wjth|/2J,<1, since for
the sample witidc,=7 A). The curve shows the function sih samples with thickness valuels,, for which this inequality
does not hold, no modification of the(H) curves is ob-
served. The same conclusion was reached by the authors of
—(AR/Ry), =Asin 9, while for smaller angles one observes Ref. 58, where analogous behavior RfH) was observed.
a minimum of this dependence at angle$° (Fig. 7). We  Therefore the study of the angular and field dependence of
note that for Co/Ag superlatticEs the largest value of p., Ap, andAR/R, in conjunction with theoretical calcula-
(AR/Rg)(9) was observed a®¥=45°. For a Fe/G001)  tions allows one in principle to draw contains about the pro-
superlattic&" in which because of the biquadratic exchangecesses of magnetization in superlattices and the variation of
interaction the magnetizations of neighboring Fe layers werghe bilinear and biquadratic interactions of the layers as the
noncollinear in zero magnetic field, the resistance of thehickness of the magnetic and nonmagnetic consituents of
samples decreases monotonically with increasing field. Athe superlattices are varied.
angles=25° the form of theR(H, ) curves changed, the The authors thank B. A. Avramenko and Yu. P. Pershin
resistance of the samples increased in proportiortHfo  of the staff of the National Technical University “Kharkov
reached a maximum &t<8 kOe, and then fell rapidly, and Polytechnical Institute” for measurement of the magnetic
the maximum oR(H) was reached at the point of a second- characteristics and x-ray studies of the samples.
order phase transitidit. Although the authors did not give This study was supported by the National Academy of
any data for AR/RS)(¥), it is clear that the relative MR Sciences of Ukraine in the framework of the program
reaches the highest values in the region of angles25°.  “Nanostructure systems, nanomaterials, nanotechnology,”
We have not yet found an explanation for the behavioy,0f Grant No. 3-026/2004.
B, and the angular dependences of the MR; all of these ques-
tions require further analysis. Apparently one can say that the
appearance of features in the form of extretmafields H APPENDIX
>H,) on theR(H, ¥) curves ford<90° is due to the rather Field dependence of the orientation of the magnetic
high level of biquadratic interaction of the magnetic layers. moments of layers in structures of the Co  /Cu(111) type in a
magnetic field perpendicular to the substrate

0.4
0.2
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5. CONCLUSION We considerN magnetic layers coupled by exchange
interactions across spacers of a nonmagnetic material. In the
caseN>1 or for spin-valve structures witN=2 the energy
functional has the typical form for a two-sublattice magnet.
We write the energy functional in the form used in Ref. 62
(the magnetic field and the axis are perpendicular to the

dayers):

For Co/Cy111) superlattices with a fixed thickness of
the Co layers8 A), deposited on mica by magnetron sput-
tering, it is found that the resistivity at saturatipg (at H
=15 kOe), the magnetoresistantp, and the relative mag-
netoresistanceAR/Rg exhibit unusual oscillations as the
thicknessd¢,, of the copper spacers is increased from 6 to 4
A. The extrema ofg, Ap, and AR/R occur at thicknesses 2
dc, which are integer or half-integer numbers of copper F=Zl :k[(nixniy)2+(nizn?/)2+(”?(niz)2]
monolayers(i.e., d(;1)=2.087 A is the distance between -

(111)Cu planeg and the distance between adjacent maxima m ,
or minima are equal to 1, 1.5, 2, 2.5, and(3y. The mag- + E(ni) —h(ni)
netic anisotropy constank,, and the ferromagnetic reso-

nance linewidth undergo analogous oscillations, which will (A1)

be described in detall in a separate paper, and complete syHereJ, is the Heisenbergpilinean energy energyl, is the

chrony of the oscillations ops, Ap, AR/Rg, and ., is  energy of the biquadratic interactiok,is the cubic anisot-
observed. The behavior of the curves of the resistance of th@py energyh is the Zeeman energy in an external figtdis

1 1 )
+ E‘Jl(nl' ny)+ EJZ(nl'nz) .
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the magnetization energy, angis a unit vector in the direc- Il Jo v
tion of the magnetic momemd!; of the layer.

In a coordinate system in which the normal to the sample
is directed along th¢111] axis and the axeg andy are 2
oriented along th¢110] and[112] directions, respectively, Vo n n
we have M Yo

1 1 V2
F=>, {k(zsin4 ﬁi+§co§‘ ﬁi—?sinﬁf}i sin3<pi)

_ +%J1[...] § M://

1
+ EJZ[...]Z, [...]=cos®, cosd,

m
+ Ecos2 9, —h cosd;

_ ) FIG. 8. Diagram of the magnetic states of Co/Cu superlattices for different
+sindysind,cosy, Y=¢1— @,. (A2) relationships between the energies of the bilinga) @nd biquadratic J,)

. . _exchange interactions.
Here we have used a spherical coordinate system in

which 6; is the angle between the magnetic momkhtof
layeri and thez axis, ¢; is the angle between the projection However, in regions II, IIl, and IV the magnetization of

of M; on the plane of the layers and theaxis. Because the o |avers will be perpendicular to the plane of the sample at
regions with uniform magnetizatiofidomaing are much fields h=m-+ 4k/3+ (3, +2J,)

larger (by many orders of magnituti¢han the grain size in In regions Il and IV the magnetic moments of the layers
Co/Cu_superIatticss and there are no preferred orientations %ﬁ’e noncollinear, and at zero magnetic field the ant(i
the[110] and[112] directions relative to the substrate, the =)=y, is determined by the relation cgs=— 3, i.e., with
domain, and that causes the contribution of the third term in_, ;) in region Il and from 180° to 90°J,—) in region

pendent on three variables;, 9, andy. is determined by relatiopA3) and the equation

Analysis of the minima of the function@f2) gives the
following results. Stable states of the magnetization corre- ¢ h=— B+cos ¥ (A5)
spond to equality of the angle8; and ¥, i.e., 9=, sifd

=9. All possible states of the magnetic structure lie in four

i ’ - ; which correspond to stable states of the magnetic structure
regions on the phase diagram in the coordinatésJp),

o ) X for cos® 9=<(1—B)/2. Here the equals sign determines that
shown in Fig. &(it has been shown experimentally and theo'valuehcr of the magnetic field at which the anglereaches

retically that the value of the biquadratic interactidnis o largest possible value, equal to 18Q#., cosy=—1). On
non-negative The boundaries of regions I1-IV are deter- o oiher hand. the stélble state With’ ges—1 is also
mined by the straight lin¢s|=1, where the paramete8 o, chad in the field region in which do8=(1-p)/2, and
=J1/2]; is a measure of the relative strength of the Heiseny o (ajation betweerd andh is given by Eq.(4). We note

berg and biquadratic interactions. , that the stable states corresponding to a minimum of the
In region | 9;<<0, |B[>1), with a ferromagnetic ex- ¢,nctional F are possible under the conditiom

change interaction of the layers, at arbitrary magnetic ﬁeld+7k(h/m)2>0 in the region of angles 90¢9=0. Since

the angley between the projectiord, andM; on the plane o hressiongA3) and(A4) differ from each other by the term

of the Iayers remains constant and equal to zgro (’GO:B) A, at the fieldh=h. a transition should occur from the

The relation between the angieand the magnetic fieltl is — ,500h of the function co8(h) described by relatiofA3) to

h)/k 7 h? h the “high-field” branch (A4). When the field reaches, the
all =gl

h
costv= ot 0, 55(5 m angle 9 will jump to a larger(if A(h,)<0) or smaller(if

m
(A3) A(hg)>0) value. Substituting the value

With increasing field the magnetic momemts andM, e [1-B 1 k 1_3 1o AG

deviate from the plane of the layers, and at fieldsm m 2 m 6( p) (A6)

+4k/3 they are aligned perpendicular to the substratei to the functionA. we obtain
Analogous processes occur in the case of AF interaction of! '

the layers §,>0) in region lll (8>1, cosy=-—1), for 1-8(23,\(2k 7
which ' A(hcr)g(l_ﬂ)\/Tﬂ(ﬁ)(m)[l—g(l—ﬁ)}

h J, 2 (A7)
cosd=—+5+4A, A:(a)(ﬁ)[(l‘ﬁ)‘zﬁ}' It follows from (A7) that A(h,)<0 if k[78—1]<O0,
i.e., if 3<0,k>0; B>1/7, k<0, or B<1/7, k>0. After the
jump (for h>h,,) the angled gradually decreases to zero

h
|o+A|< o (A4) according to the lawA4).
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In regions Il and IV the jump ind mentioned above deviations of the behavior of their magnetizations in com-
should be reflected in the form of the field dependence of th@arison with the case of an infinite number of layers.
resistance. For the first MR mechanism we can use for esti-

mation the relation *E-mail: zorch@kpi.kharkov.ua
R=Rs+ ARSI (¢/2), (A8)
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A Heisenberg ferromagnéF) with spin S=1/2, found in a spin-liquidSL) state at temperatures
above the Curie pointc, is considered. In this spin-liquid state there is no long-range

magnetic order but the short-range order is preserved, and the spin correlation functions are
isotropic. The spin liquid is described in the framework of a second-order theory by the method of
temperature Green functions. The main thermodynamic characteristics of the spin liquid are
found as the result of a self-consistent numerical solution of a system of three integral equations.
The Curie pointr¢ , at which the dc magnetic susceptibility at wave veaterO diverges,

is determined. A comparison of the thermodynamic characteristics of the system in the F state
(7<7c, spin-wave theoryand in the SL stater=r¢) is made. It is shown that!

> 7¢, and a modification of spin-wave theory in whieh reaches the value/ is indicated. At

the point of the F-SL phase transition the spin correlation functions suffer a finite

discontinuity, and with increasing temperature they falloft/r. The heat capacity of the
ferromagnet at— 7 goes to infinity, while in the SL state the heat capacity remains finite at the
point 7& and falls off for 7> 7& in proportion to 1#2. The susceptibility obeys the Curie-

Weiss law. © 2005 American Institute of Physic§DOI: 10.1063/1.1943536

1. INTRODUCTION mensionless by dividing byl, including the temperature:
7=KkgT/zl, 7c=kgTc/zl. The energy of the system per

The Heisenberg model with the Hamiltonian bond in units ofl is written in the form

1
H==512 SSua, S=12, (1) (H)
b4 e(n)= 7=~ [Ki(n)+Lay(7)], @)
wherel >0, f are sites of the three-dimensional crystal lat- §ZN|

tice, andA are vectors joining the nearest neighbors, has

been intensively studied for many decades. Although an X here

act ferromagnetic ground state is known, there is still no

exact solution of the model at arbitrary temperature. Below

the Curie temperatur€., in the ferromagnetic state, a spin- K :iz 12 (S7Sr 4

wave description is used, while aboVe , in the nonmag- 'NF z4 tan

netic state, the characteristics of the system are calculated

with the aid of high-temperature expansidti'ermodynamic 1

perturbation theorny Both theoretical approaches are pre- Ll:—E

sented in Tyablikov’s bookwhere the efficiency of the two- N

time temperature Green function method for describing the

properties of a ferromagnet &< T is demonstrated. are the transverse and longitudinal correlators in the first co-
In this paper we make the assumption that above therdination zondgfor nearest neighboysN is the number of

Curie point the system goes to a spin-liquisL) state, i.e., sites in the lattice, and the thermodynamic limit>co is

an F-SL phase transition occurs. The SL state is characternderstood. Representati(®) is formally exact. The behav-

ized by isotropicity of the spin correlators, so that in thisior of the correlators is substantial different in the F (

phase the symmetry of the Hamiltonian is recovered. Thesr:) and SL (r=r) states.

spin liquid is described by the Green function method in the It should be stressed that we use a dimensionless tem-

framework of a second-order thedry* From the system of peraturer and dimensionless Curie temperatugg so that it

self-consistent equations we calculate the thermodynamiis possible to apply the theory to a wide class of substances.

properties of the SL. A comparison of the characteristics ofn magnetic insulators the value of the Curie temperaiye

the system in the F state @t~ T (from below) and in the can vary widely, from tens to hundred of kelvin. One can

SL state aff — T (from above shows that a jumgdiscon-  point to ferromagnets with rather low valuesBf : for ex-

tinuity) of the correlation functions and heat capacity occursample, in Cu\(Cr,_,S, compoundsT-=8-75 K, depend-

at the Curie point. ing on the doping, and the compounds of divalent europium
From here on we shall use the dimensionless HamilEuF,, Eul,, and EuSe have Curie temperatufigs=2, 5,

tonian h="/z|; all the energy parameters are rendered di-and 7 K, respectivel§,etc.

> (SIS 3)

1
Z"A
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2. FERROMAGNETIC STATE AND SPIN-WAVE THEORY r\32 7\ 52
al — +b| — +..., T TCH
To avoid having to cite the far-flung standard references Jep 7c e
for the spin-wave theory of ferromagnetism, let us give an CF(T)ZkBWZ Vi o7
account of its main consequences. It is well known that it is 7 , T TC,
a second-order theorflinear theory of spin wavesas the e T
equation of motion for the spin operat8f is linearized with (11)
the use of the Tyablikov decoupling. The commutator Greenwhich diverges at the Curie point .
function has the form In the ferromagnetic state the transverse correlator
_ K1(0)=0 is an increasing function of temperatur&(
<(S§|S:q>>z= 2s . eq=S(1- vy, (4) « 792 for 7—0) and reaches a maximum at the phase tran-

W~ &g sition point7¢. The longitudinal correlator has the opposite

where S=§(7)=(S), ${0)=1/2 (the averages are under- behavior: it i§ m_aximum in the ground stdig(0)=1/4 and
stood in the sense of Bogolyubov quasi—averaa,g‘.égﬁ isthe decreases with increasing temperature, although the tempera-
Fourier transform of the spin operator, and ture dependenck;(7) in general is unknown. If we use the
exact expression for the first moment
—32 exp(ig-A) 1 oS’ 5 K
s 3 (G s )5+ 5

Using the spectral theorem, we obtain an equation for the | o
order parametes: and its spectral representation in terms of Green funddon

- 1/2 ®) M3P= Jl wl(w)do,
1 h(al— m)) -
=3, coth ————
N 27 3 1 E explw/ 1)
and an expression for the transverse correlator: () N“g expw/T)—1
1 Yq 1 4ot o WF
Ki(m=25 2 oo Ka(0)=0. (6) x| = Im{(Sq1S oIS gha vio
At low temperatures Eq(5) implies the Bloch 3/2 law. then from the equalitpl ;=M 3P we obtain
The Curie temperature; is defined as the critical tempera- K, 1
ture at which the magnetization of the ferromagnet vanishes, §+ > +L,=28 1+ NE (1=ygn(ey) | (12
i.e.,s—0 at7— 7¢. In this limit, expanding the hyperbolic q
cotangent in a series, we obtain frgs) and (6) Relation(12) allows us to establish the temperature behavior
1 W—1 of the longitudinal correkitotl in the framework of spin-
C= IW’ Ki(7mc)= SW (7)  wave theory. Forr—7c, s—0 the right-hand side of12)
goes to zero and, consequently(rc)= —K4(7c), i.e., the
where longitudinal correlator becomes negative. This eff¢oe ap-

pearance of short-range “antiferromagnetic” ordeas been
(8) criticized repeatedlysee Ref. 1 and attests to the approxi-
a 1-vq mate character of the linear theory of spin waves. More se-
rious grievances against this theory are the fact that as the
Curie point7¢ is approached, the interaction of spin waves
and their damping are manifested in an essential way. It is
customarily assuméd that the spin-wave theory is valid for
S(r)=AV1c—7, A=V3, 71710, (9) 7<(2/3)7c. Nevertheless, its results will serve as a guide
for comparison with the spin-liquid theory.

is the Watson integralMy=1.516 for a simple cubic latti¢e
In the neighborhood of the order parameter goes to zero
in a square-root manner:

Unfortunately, a correct definition of the correlatoy in
the framework of spin-wave theory does not exits behav-
ior will be discussed below Therefore, the energy of the
ferromagnet is treated as that of an ideal Bose gas of ma@—' SPIN LIQUID. GREEN FUNCTION AND CORRELATION

: ) . UNCTIONS
nons with a dispersion law,:
At temperatures above the Curie point a ferromagnet

er(7)=€x(0)+ %E gqn(eq), goes into a nonmagnetic state with short-range order. It is
4 assumed that a spin liquid state arises. A spin liquid is de-
e -1 fined as a spatially homogeneadias averagespin system in
N(eq)= exp( —q) —1} , (100  which the correlation functions are isotropic,

_/joto— _ zZoZ 2\ o
where e-(0)=—1/4 is the ground-state energy. Expanding Kr=(S Si+r)=2(SSr) (S1)=5=0, (13
the solutions(7) of Eq. (5), one can calculate the specific depend only on the modulus of the distance between sites,
heat R=|R| (Ko=1/2 for spinS=1/2), and the average for any



518 Low Temp. Phys. 31 (6), June 2005 E. V. Kuz’min

component of the spin operator at a lattice site is equal to  Analysis show&™ that Eqgs.(19)—(21) are insufficient
zero(S{")=0, a= +,—,z. The expression for the ener@®)  for self-consistent calculation of the parametéis \, ands,

in the SL state takes the form and one more equation is needed. This is the equation for the
3 second moment, the exact expression for whiah, the re-
esu(7) =~ 5Ka(7), 7>7c. (149  sult of an exact calculatiorin the SL state has the form

, T>TC.

1 e | K,
The SL then is based on the second-order equations of M2=sz T S | = 2 Ki— =
motion for the spin operators and their linearization with (23)

correction factors. The Green function has the form
On the other handyl, can be calculated from the spec-

s's st 2Ka(1=1yg) tral representation
<< q| 7q>w - (1)2—92 )
q

l ©
M§p=N§ f_wwz\](q,w;r)dw,

QZ=N?EZ, Ei=(1- 1y (1+5—yy). (15)
Here K, is the transverse correlator for nearest neighbors ] . expwlT) e P
(K;=0), \?=a;K,, wherea; is the correction factor aris- (9, 0;7)= expwln -1\ = M{(Sq 1S~ gh-+io-

ing in the decoupling of the three-center averages, and (

+ 6) is a rather involved combination of correction functionsbsIng formula(16) for Js.(q, «;7), we find

in an “expanded” clustefin the second and third coordina- Mgpz)\Klp()\ﬁ; 7),

tion zone$. The Green function(15) depends on three L NEL(S)
temperature-dependent paramet&rg,7), A\(7), and&(7) (or PN S 7)= — 1= v VEAS tI-( q ) 24
ay, \, and ), which are to be calculated self-consistently. (\.8i7) N 2 7a)Eq(9)c0 27 )’ 24

The Green functior{15) corresponds to the spectral in-

tensity EquatingM,=M3", we obtain the equation

|
explo/7)  Ki(1—yq) |2—;1=2)\2P (25)

JSL(q,w;r)=exp(w/T)_l o, [S(0—Q4)
(the arguments of the functions have been drojpped
—d(0t+Qg)], (16) Thus a closed description of the properties of the spin
according to which we find the Fourier transform of the cor-liquid is obtained by a self-consistent solution of the system
relation function of three integral equationd.9), (20), and(25). We write this
system of equations in terms af &, and «; in the form
+am ” (Ki=\? ay)
(§;8-y=K(a)= Jsi(q,w;7)dw
= 1 2\
5=—lo(\,8;7), A
K1(1=vg) tI'(Qq) 1 2 o o2, 2:7)
=— — > 76,
0, Mz TTTe (A7) N=110\,8:7), BY. (26
Expanding expressiofi7), we can calculate any spatial cor- INZP(N. 5 7) = (N, 8:7) o)
relation functions ' 2 z
1 R R In the calculations the summation over the Brillouin zone is
KR:NE e9"K(a), K(Q)Z% e '1KRg, (18)  replaced by integral with a density of statB{y) corre-
a sponding to the dispersion lag, in the three-dimensional
including lattice. The expressions that figure in@6) take the form
11 Ka _ _ =J1 -y . '_<>\E(y,5)
KO=E=N§ K(@)=~"1o(\.87), (19 I, 8i7)= | D(y) g 577" coth —57—d,
1 K, n=0,1,2;
Klzﬁé Y@ =11\, 87), (20) )
P(k,5:7)=f D(»)(1—-v)E(y,9)
1 A-A' 1 2 Ky -
Ki=— 2 KA =12 9iK(a)= =120\, 87), E(v.8
2 5 N < A AE(7,9)
' 1) X cot T , (27)
where E(7,0)=\(1-7)(1+5- 7).
o1 1=y , NE4(6) Thus instead of high-temperature expansionsforre
In(N,8;7)= ﬁ% Eq(d) ¥qCO I'( 27 |’ (22 we have a temperature description of the system based on the

concept of the spin liquid and its consequences, in the form
Eq(8)=V(1—yg)(1+5-7v,), n=01.2. the system of equatiorn(£6).
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4. MAGNETIC SUSCEPTIBILITY AND CURIE TEMPERATURE
OF A SPIN LIQUID

The dimensionless dynamic magnetic susceptibility, by

definition! is equal to

X" T(0)=—(SF1S_Nu+io- (28)

In the SL state, because of the isotropy of the spin cor-

relatorsy?4qg,w)=x" " (q,w)/2.
The static susceptibility¢g=0) of a spin liquid is found
from the Green functionil5):

2 1

P e (29

X" (@0)=x(aq;7)= >7¢,
where 1= a4(7), 6=6(7). We define the Curie tempera-

ture 7¢ of the spin liquid by the relation

x 10;78)=0, (30)

which means that the static susceptibilityget0 diverges at
7—7¢ (from above, i.e., with decreasing temperajugince
Yo=1, it follows from (29) and (30) that 5(7.)=0. In the
vicinity of the 7& we have the following behavior of the
susceptibility:

1

ay(t$) 8 (18) T—7¢’

x(0;7)= (31
wheres’ (7) is the derivative of the function at the poirg .

To calculater( it is necessary to solve the system of
equations(26) at §=0. The quantities\(7¢), a,(7¢), and
¢ are subject to calculation. A numerical solution of the
system for a simple cubisc) lattice withz=6 leads to the
result

7¢=0.171, A\(7&)=0.403,

ay(78)=1.332, K(r5)=0.422. (32

The ferromagnetic Curie point calculated according to spinjons ()

wave theory for an sc lattice has the valgg=0.165, and
Ki(7c)=0.174. A comparison of the results of spin-wave
theory and spin-liquid theory32) shows thatré > 7¢; this
inequality is typical for high-temperature expansions.
Although the value obtained for the differender=7¢

— 7c=0.006 is small, it can be assumed that the true Curid"!

point is 7& . One can propose a variant of the theory in
which 7¢ reaches the value? . If the spin-wave theory is
constructed using Callen decouplihghen the following
modification of the spectrum is obtained:

eq—eq=s(1+akKy)(1—1y,), (33

wherea is thea priori unknown Callen decoupling param-
eter, the choice of which is nonunique. Equati@) with
spectrum(33) leads to the following expression for the Curie
temperature:

_1+aK1(’Tc)

4W ' (34)

Ue
where the value oK;(7c) remains as beforgsee Eq.(7)].
From the conditionrc= 7¢ =0.171(for an sc latticg one can
find the Callen decoupling parameterit is equal to 0.213.

In this manner we match the values of the Curie points,
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1

O~g~gp— pn—0o.

FIG. 1. Dependence of the decoupling parameier(1), the “stiffness”
parameter of the spectrum, (2), and the transverse correlator between
nearest neighbors, (3), on the temperature differender=7— 7 in the
spin-liquid state.

eliminating the “no-man’s land’At. Then in relation(9) the
coefficienta®=3/1.037=2.89. The jumpAK;=0.052 at the
Curie point has fundamental significance.

The expression for the susceptibilit31) in a small
neighborhood of the point. has the form of a Curie—Weiss
law. The high-temperature asymptotics fory(7)
=2la(7)6(7) for 7> 7 can be found analytically. In this
limit «;(7)— 1 (the spins become practically uncorrelated
o(7)>(1—1,), and the argument of the hyperbolic cotan-
gentAEqy(&)/27<1. Expanding the hyperbolic cotangent in a
series, we obtain from Eq$19) and (20) or, equivalently,
from (A) and(B) of system(26),

J8zr'

8(r)—4r, —.

N1)— Ki(1)— ™T7C.

(35

These asymptotic expressions imply the Curie Igr)
—1/27, and also the boundedness of the spectrum of excita-

o= Eq(8)— (1—yg)/2z.

5. RESULTS OF A NUMERICAL CALCULATION OF THE
THERMODYNAMIC PROPERTIES OF THE SPIN LIQUID

The system of equation&6) was solved numerically
th the Mathcad program for a valug.=75=0.171 in
terms of the temperatute= 7— 7. The values of the param-
etersA(t), a4(t), and K(t) are presented in Fig. 1. The
paramete®(t) is a practically linear function df. Below we
derive the main characteristics of the spin liquid.

Susceptibility The inverse susceptibility y = (7)
=a4(7)8(7)/2 is linear in the entire temperature range and
obeys the Curie-Weiss law

X71(7)=2(7'—7'é).

Spin correlations between nearest neighbeie de-
scribed by the transverse correlatof(7). The jump of the
transverse correlator at the phase transition point has the
value AK;(7c)=0.052, and its temperature behaviarith
the asymptoticsc1/7) is presented in Fig. 2.

The heat capacityf a spin liquid,

0ESL) 3(_5}(1(7)

Tor ) ko2 "

Csu(7)=Kg (36)
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_0.18—— (o stqéq_R Ki(1-y,) 27
X0.16 R™(2m)® Q, Q
Sl gy e 37)
5 010l ay(7) (2m) TP+
2008l In expression{37) the correlation lengtk (in units of the
21;: .06 | lattice constanthas been introduced in the integrand in ac-
2 0. cordance with its definition:
g 0.04r
0.02k ] 1 2 _ 1 1 1
—=Kk=20, &1)=——==—=————. (39
0 L 1 13 1 1 L §2 Z(S 2 Z _ +
0 1 2 3 4 _5 6 7 8 28(7)  2Vz V1=

The integral in expressiof87) is well known (see, e.g.,
FIG. 2. Dependence of the transverse correlitpon the relative tempera- Ref. 6 and for large values dR we have

turex=r/71¢. 217 exy RIE(7))
R._ T - T
K 2.(7) R . (39
has the asymptotioss, () 1/72, and at the phase transition 1€ divergence of the correlation length at>7¢ is
point its numerical value is evidence of a phase transition of the spin liquid to a ferro-

magnetic state with long-range order.
Let us consider still another characteristic of the
system—the average value of the square of the total spin,

o . _ (S2,), expressed in terms of its value per spin, i.e., the func-
The heat capacity in the ferromagnetic phasedferrc di-  tjgn

verges, in accordance with formuldl), so that we have an
infinite jump of the heat capacity at the phase transition
point. The behavior of the specific heatkg in the entire
temperature interval is shown in Fig. 3. The results presente
for the temperature behavior of(7), Ki(7), and cg (7)
characterize the spin liquid rather fully.

The long-range spatial spin correlations are convenientl
characterized by theorrelation length In accordance with
formulas(17) and (18) we have

1 oKy (1- Q

3
CSL( Tc) = E kBOGZ Og(B .

1
()= {Stw- (40)

Pn the ferromagnetic ground state the square of the total spin
is equal toS(S+ 1)~N?/4; S>(0)=N/4 is a macroscopically
large quantity, and in the thermodynamic lin8¢(0)— .

¥ve write the functionS?(7) in explicit form as

s%):%@ sfsn>=§ %Z (SSr+r)

i “ =23 ke, (41
where the summation is over the Brillouin zone. The sum is R

replaced by an integral, and the leading contribution to thavhere we have used the property of isotropicity of the spin
integral is given by the region arour@=0, where vy,  correlators, which is a characteristic trait of the spin liquid.
~0?/z (for a sc latticg and)/27<1. Using the expansion Comparing Eq(41) with the definitions(18), we obtain

of the hyperbolic cotangent for small values of the argument,

: 3 3
we obtain (7)== limK(q)= = K(0). (42)
2,0 2
From expression$l7) for K(q) we find in the given
1.6F limit
4 f T
1.4
lim K(g)=—————=x(7)7,

12} im K@= e X7

S1.0f 3

o8| S(n=5x(nr =7¢. (43)

So6f ,

T It follows from expressior(43) that at the threshold of fer-
041 romagnetic instability for— ¢ the functionS?(7) diverges
0.2+ (becomes macroscopically large, as in the F §taiad at

0 L o oo r—o (7>71¢) the functionS*(7)— 3/4, i.e., we have a sys-
0 1 2 383 4 5 6 7 8 tem of independent spin& true paramagngt
X In the SL state all of the spatial spin correlators are posi-

FIG. 3. Dependence of the specific heat on the relative temperaturfiVE; in particular, the longitudinal correlator for the nearest
x=1l7c. neighborsL,=K,/2>0. However, according to spin-wave
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theoryL,(7¢c)<0. How can one interpret the signbf? Let  7=7¢) are described by the method of temperature Green
us consider the wave function of a pair of nearest-neighbofunctions in the framework of a linear theory of first and
spins(1 and 2 in the nonmagnetic state: second order, respectively. This method gives a complete and
_ self-consistent description of the thermodynamic properties
(W)=l +BlL+ YT +alLT). of the spin liquid. It should be stressed that here we have
From the condition ¥|S; JW)=0 it follows thata®  only made a comparison of the results of the spin-wave
=B?%, y?= &% The longitudinal and transverse correlators,theory of ferromagnetism and the theory of the spin liquid: at

respectively, are equal to the phase transition point a jump of the spin correlation func-
1 tions and of the heat capacity is observed. Although, as was
Li=(V[S[S¥) =5 (a?~ ¥, noted by Mattis, there is still no closed theory that could
reliably predict the critical temperature of an arbitrary three-
Ki=(¥|S/S, |W)=ys. dimensional ferromagnet, its behavior in this temperature in-

) ) _ terval can be described approximately with the aid of a com-
Solutions 5=+ y are possible. In the case under consider-ination of the theory of spin waves and the proposed spin-
ationK, = y*>0. The sign ofL, is determined by the differ- jiquig theory in the framework of a unified Green function
ence of the statistical weights of the states with parabé) ( method.
and antiparallel ¢%) spins. In the case of a positive ex-  The author is grateful to V. N. Berzhankii for helpful
change interaction a “memory” of the ferromagnetic order- §iscussions.
ing should persist at the phase transition pgamtd above it
and thereforea®>?, L;>0. The result of the spin-wave
theory forL, in the vicinity of the phase transition point E-mail: ekuz@crimea.edu
(“antiferromagnetic” short-range ordgris incorrect. This
conclusion once again emphasizes the approximate character

of the spin-wave theory. 1S, V. Tyablikov,Methods in the Quantum Theory of Magnetigransl. of
1st Russ. ed, Plenum Press, New Yorkl967, cited Russ. 2nd ed.,

6. CONCLUSION Nauka, Moscow(1975. Metody kvantovd teorii magnetizma, Nauka,
Moscow (1976.

We have proposed a description of the Heisenberg ferro2E. V. Kuz'min, Fiz. Tverd. TelaSt. Petersbung44, 1075(2002 [Phys.
magnet (exchange parametdr>0 for nearest neighbors Solid State44, 1122(2002].
. ) R 3E. V. Kuz’'min, Zh. Eksp. Teor. Fiz.123 149 (2003 [JETP 96, 129
above the Curie point as a spin-liquid state. We are actually (003,
dealing with a disordered system. Although the exchang€'E. v. Kuz'min, Fiz. Nizk. Temp.29, 764 (2003 [Low Temp. Phys29,
interaction is short-ranged, cooperative phenomena neverthg>71 (2003].

. . . . . . S. V. Vonsovski, Magnetism Vols. 1 and 2, Wiley, New York1974),
less arise in the system—the interaction is transported to theNauka’ Moscow1971.

Wh9|e Iattice_z ina “re_|ay" manner. A|th0Ug_h long-range mag- Spagnetic Semiconductors and Chalcogenide SpifielRussiaf, 1zd-vo
netic order is established in the F state, in the SL state orderMGU, Moscow(1981).
is established only over finite distances, i.e., we hianer- ’D. C. Mattis, The Theory of MagnetismHarper and Row, New York
mediateor short-rangeorder. (1965, Mir, Moscow (1967.
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The phase states and the spectra of elementary excitations of a ferromagnet with a biquadratic
exchange interaction and a spin-2 magnetic ion are investigated. The phase diagrams of

the system are constructed for different relationships among the material constants. It is shown
that the phase diagram is substantially altered at large values of the single-ion anisotropy
constants and biquadratic exchange constan005 American Institute of Physics.
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INTRODUCTION ample, and can be characterized by a quadrupole order pa-
rameterg=3((S%)2)—S(S+1). Thus, despite the absence of

Magnets with pronounced quantum properties, primarilyvector magnetic order, the corresponding structures are spin-
systems with large single-ion anisotropy or magnets in whictordered: the order in them is determined by tensor character-
the biquadratic exchange interaction plays a substantial rolistics. For this reason their properties differ from those of
(so-called Heisenberg magngthave drawn steady research paramagnets—in particular, they are close to those of anti-
interest from both theorists and experimentalistdhis is  ferromagnetgspecifically, those that are uniaxial in a field
because in such magnets the quantum properties of indparallel to the axis of anisotropyAnother mechanisnibe-
vidual spins in the effective magnetic field play a decisivesides uniaxial anisotropythat leads to the existence of qua-
role in the formation of the dynamic and thermodynamicdrupolar phases can be the presence of biquadratic
properties. When a large single-ion anisotrdpgmparable exchangé:**’
to or even exceeding the exchange interagtisrtaken into Studies of this type are actively being done for spin-1
account together with a biquadratic exchange, a numbesystems. The interest in such systems is obvious: first be-
properties appear which are unusual from the standpoint gfause spin 1 is the minimum spin of a magnetic ion for
the phenomenological theory. First, when anisotropy and thwhich single-anisotropy anisotropy is realized in a system,
interactions of higher multipoles are taken into account exand also because the quantum properties of a magnet are
actly for high-spin systems, the single-ion spectrum becomeganifested most clearly at small values of the spin.
substantially nonequidistant and additional branches appear However, taking into account single-ion anisotropy more
in the spectrum of elementary excitations. In addition, quacomplex than uniaxial requires consideration of magnetically
drupolar phases can exist and may be the ground state of tigdered systems with a spin of the magnetic ion greater than
system in the case when the biquadratic exchange exceeds®'® Such systems include rare-earth magnets such as
the Heisenberg exchange. TmCd?° DyvO,, and TmVQ.?! The goal of the present

It is knowr? 3 that a large number of magnetic com- paper is to study the phase states and spectral properties of a
pounds(consisting of regularly arranged magnetic ions with ferromagnet with biquadratic exchange, high uniaxial anisot-
an interaction of fixed sign and intensity between thev-  ropy, and a spin of the magnetic i@ 2.
ertheless remain nonmagnetic down to temperaiure0.
The reason for the absence of magnetic order in these casM§&DEL

is the existence of strong anisotropy of the fofR n(S;)?, As the model system we consider a ferromagnet with a
where the constang is comparable to or even greater than piquadratic exchange interaction and hexagonal single-ion

the exchange interactialy. The theoretical investigation of anisotropy in zero external field. The Hamiltonian of such a
such systems dates back to the paper by Mdfyahere it system can be written in the form

was shown that fog/2J,>1 even at absolute zero tempera- 1
ture in the absence of an external field a nonmagnetic _ 00 0~0 ,

) i H=— B;05,+B,0;,)— = J(n—n Sy
quadrupole-orderedQU) ground state is realized. In was zn: (B202n+BaOuan) ~ 3 2 [ )5S
shown in Ref. 15 that the competition of the two types of , 5
interactions—single-ion anisotropy and exchange—leads to +K(N=n")(S-S)%], | (1)
the existence of peculiar types of spin structurega: the whereBS and BS are single-ion anisotropy constan@s}, are
single-ion anisotropy also creates an effective field but of &tevens operators§, are spin operators at sitg andJ,K
quadrupolar rather than ferromagnetic type. The correspond>0 are the Heisenberg and biquadratic exchange in con-
ing quadrupole order in this case can be represented ass#ants, respectively.
chaotic ordering of spins in the plane perpendicular to the In the general case the magnetic moment of a system
axis of ferromagnetism, selected by an external field, for exdescribed by Hamiltoniafil) is oriented at an angleto the

n#n’
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OZ axis. We diagonalize the initial Hamiltonian by rotating
the coordinate system around ter axis so that the mag-

netic moment coincides with th®@Z axis:

H(6)=UHU", U(6)=]] expiossy). )

n

In the new variables the Hamiltonian of the single-ion an-

isotropy has the form
2-3sirfo_, 3
—O - —
2 2.2
0( 8—40sirf 6+ 35sirf ¢ 0)
B @]
4 8 4

5 5
5sin26(7 sirf §—4)05+ Esin2 6(6

Hoa=—B3

3
0%*sin 26+ zog sir? 0)

_Bg

35 35
—7 sirf §)03— 7onin 20 sir? 6+ Eog‘ sint a},

3
where

09=3(s)°-6; 04=[S.91;;
2_1 +12 —\2) .
03=5((S")?+(S)?);

09=35(S)*— 155 )%+ 72;

1

o}1=4

[7(89)°-195°,(S"+S)]; ;
2 1 Z\ 2 +12 —\2 .
O4=4[7(8H "~ 1L(ST)"+ (S )]+

1
0i=7[S((S")*+(87))]+;

oj=%<<s+)4+(5*)4); ST =s+is. (@)
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— Kol
Ho=eo— HS*— — | 5303+ > 0505
213 t=2Xy,yz,zx
+Hoa(0), (6)
where
_ 1 Ko Kol
802—6Ko—§(30_ 7)<SZ>2+Z §(q(2))2

— K
+ > (qtz)z)' H={Jo— 7O)<SZ>.

t=2xy,yz,xz

Taking the quantum properties of the system under study
into account requires a mathematical formalism adequate to
the task. The best approach for this purpose is the diagram
technique for the Hubbard operatdfs? the application of
which?* makes it possible to develop a regular procedure for
calculating the thermodynamic and dynamic characteristics
of anisotropic Heisenberg ferromagnets. As was mentioned
in Ref. 24, in the Hubbard operator representation all sys-
tems with a pair interaction take the same form, which is
certainly a convenience for developing a general formalism.
Since the Heisenberg magnet model is a system of spin mo-
ments with binary interaction, the diagram technique for the
Hubbard operators is an adequate mathematical formalism
that permits taking the single-ion anisotropy into account
exactly by incorporating it in the single-ion Hamiltonian.
This procedure makes it possible to avoid the difficulties
arising in the use of spin operators. In addition, the Hubbard
operator technique permits taking a number of purely quan-
tum effects into accourff 28

The Hubbard operator¥™ M=|y(M"))((M)| (Refs.
23 and 24 describe the transition of a magnetic ion from
state M to stateM’. In the case under consideration
=-2,—1,0,1,2. We construct these operators on the basis of
the eigenfunctions of the operat8f. The relation between
the spin operators and the Hubbard operators is given by the
expression

St =2(X2+ X 12+ B(XF+ X0,
S =(S"", SE=2(H2-H,H+(H:—H Y, @)

where theHM=XMM are the diagonal Hubbard operators.
The Hubbard operator algebra is defined by the commutation

In terms of the Stevens operators the exchange part J]elatlons

the Hamiltonian can be written in the form

1
Hine=— 5 2

n#n’

K(n—n")

J(n—n’)—T)(Sn~Sn,)

1 ’ 1 0 ~0
-7 2 K(n=n")| 505,05,

n#n’

+ > o;no;n,) : (5)

t=2Xy,yz,zX

After separating out from the exchange Hamilton{&h

[HM, XM= (Sy— dw) XX = aM(k, 1) X¥;
[XP! XIP]=HP—H": [X*X *]=(a-H) (8)

wherea denotes the root vectofs.
In the Hubbard operator representation the one-site
Hamiltonian(6) can be written in the form

Ho= 2 EyHM+ 2 Vo XPY, (9)
M p.q

whereEy andV,, have the following form:

E.,=—6(B%+2BY) + 2H;

in the standard way a self-consistent field due to ordering of

the magnetic moment and an additional fié@b, ) =g due
to the quadrupole ordering, the single-ion Hamiltonian with

allowance for(3) takes the form

E.,=3(BJ+16BY)TH; Eo=6(B5—12BY), (10
Vpg=Vap;
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V21=V122—V7271=—V7172:—3(~B§+§}1); In the Iow-t_emperatur_e case unde_r _cons@e_ratld'n (
<Tc, whereT is the Curie temperatuyet is sufficient to
Vaoo=Vor=V _20=Vg_o=— \/5(~B§+3~Bﬁ); tsailtl;e into account in the expression for the free energy den-
_ _ _ (B3 2
Vo1=Vo1==V_n=—-Vi_,=—-3(By); F=—Tin| S exg—E,/T)
M=-2
N
Vi0=Voi=—V_10=—Vg_1=— 7(8%— 681); only the lowest energy level:

= - E,=—6(B9+2B%) — 2H + 3(3BJ+20BY)sir? 6
Vo p=V_5=—12B%); V_1,=V;_,=-3(B3

_ 05,
—4B2); —TB4sm 0.
~0 -0 0 =2 2 ) Analysis of the free energy density shows that when the an-
B2=B2(0)+ 5 Kotz B2=B3(6)+ 5 Kol; isotropy constanB3<0 the following phase states are real-

ized in the system.
1. A state in which the magnetization vector is parallel to

B=B3(0)+ EKOQEX; the OZ axis (the angled=0). We call this phase state the
easy-axiSgEA) phase.

~o o8—40sirf 6+35sirf ¢ 2. A state in which the magnetization vector lies in the

Bs=By 8 ; plane perpendicular to th®Z axis (the XOY plane, the

angle 6= w/2). We call this the easy-plan&P) state.

3. A canted phas€CP), in which the equilibrium angle
of orientation of the magnetization vector is determined by
the expression

.. 5
53:552 sin 20(6—7 sirf 6); o 3B+ 20B]
sing= TB?‘ (12)

-, 5
51:552 sin 20(7 sirf 6—4);

Bi=- 3_552 sin 26 sir? 6: ”32123_552 sirt 6: From an analysis of the free energy density one can eas-

2 2 ily determine the line of phase transitions from the easy-axis

. to the canted phaseB§+20BJ=0, and from the easy-plane
2—3sirt g 3 0 04
Bg( 0)= B%(—) : B%( 0)=— = Bg sin 20; to the canted phas&,—5B,=0.
2 2 In the case whe®>0, the canted phase becomes un-

3 stable, and a phase transition between the easy-axis and easy-
Bg( 0)= = Bg sSir? 6. plane phases is a first-order transitiSizrom the equality of

2 the free energies in the easy-axis and easy-plane phases one

In the general case, for an arbitrary relation between th&2n find the line of the easy-axis to easy-plane phase transi-

exchange constants and the single-ion anisotropy constanion:

diagonalization of the one-site Hamiltoni&®) is extremely 6B3+5B9=0.
difficult. For certain relations among the material constants, ) _ )
however, this procedure can be carried out successfully. The results obtained for the case of a small single-ion

anisotropy enable one to construct the phase diagram shown

in the inset to Fig. 1. In the case under consideration the

phase transitions involve rotation of the magnetization vec-
LOW ANISOTROPY tor. We note that our results are in complete agreement with
II'he results of Ref. 30, which were obtained for a hexagonal

Let us begin by considering the case when the single-io . . . .
Cc_rystal with an single-ion anisotropy energy of the form

anisotropy is substantially smaller than the exchange intera
tion constants, i.e.B’<Jy,K,. Furthermore, we shall as- U,=Kysir? +K,sirt 6.
sume that effects due to ordering of the multipole degrees of
freedom are smafl’ the Heisenberg exchange is larger thanHiGH SINGLE-ION ANISOTROPY
the biquadratic Jo>K,). In this approximation the modulus
of the magnetization does not vary, and any possible phase Let us now consider the more interesting situation where
changes of the state of the system involve only rotation othe single-ion anisotropy constants are assumed to be greater
the magnetization vector. than the energy interaction constan&O%Jo,Ko). In this

In this approximation the correction to the ground statecase quantum effects are clearly manifested in the system:

of the magnetic ion in the small parameBQ/Jo has the first, the quantum spin contraction effect, wherein the mag-
form netization decreases in modulus at the $itend second, the

possibility that quadrupolar phases characterized by tensor
order parameterg, can be realized in the systethAs be-

E(Y =3(3B%+20BY)sir? 6— 105 BYsin’ ¢ (11)
2 2 4 4 ' fore, we assume that the temperatures are low.

2
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5B° where
a=CcoSa Cosy+sina sinB sinvy,

b=cosa sinB sin y—sin« cosy,

C=co0Sa sinB cosy+sina sinvy,

d=cosa siny—sina—sinB cosy.

."'\Jo E,=E,co a cos B+Egsir? B+E_,sir? a cos B

0.1 .. e
D EA | T . :
= 0.1 QFM +(VyoC0sa+Vy_5Sina)sin 28
UF ., +V,_,sin2a cog B;

FIG. 1. Phase diagram of a ferromagnet with biquadratic exchange in the Ego= E2C2+ Eo cog B cog y+ E_2d2
case of large values of the single-ion anisotropy constants and predominant

Heisenberg exchang®f>J,>K). —2¢Vpc0spB cosy+ 2dV,_, cosp cosy
- 2CdV2,2;
= — 2 H 2
As we have mentioned above, the incorporation of quan- E-2=E2b"+Eo cos Bsin’ y+E_a
tum effects requires taking the. single-ion anisotropy into ac- —2bV,oc0sB siny—2aV,_, cosg siny
count exactly, as can be done in terms of the Hubbard opera-
tors. These operators are constructed on the basis of +2abV,_5;

eigenfunctions of the one-site Hamiltoniéd). For diagonal- B —E. o2 S4+E. .Sl S+V in 25
ization of this Hamiltonian we use the method of unitary 1= E1 008 ot By S oV -y SN 20,
transformations for the Hubbard operatéts: E—1=E1 Sir? 6+E_, cof 6—V,_, sin 26, (16)

Ufn=explaX"™—a* X™"), (13 and E,, is determined by expressiori40). In the general
where a=|a|exp(u) is the parameter of the unitary trans- C8S€ the explicit form of the parameters of the system is quite
formation. Taking the commutation relatiorg) into ac-  complex. However, in the case of low temperatures we can
count, we define the transformation laws for the Hubbardimit consideration to only the lowest energy level, allowing

operators upon a unitary rotatigh3): us to obtain an expression for_ the order paramet_ers of the
. system. It follows from expressiorié0) and(16) that in the
XPA—Upm( e, B,7,8)XPU (., B,7,0) case under discussion the lowest energy levEbisThen the
—XPU . B, 7,5), ground sta.te of the magnetic ion is described by the eigen-
Vector | i,):
and the unitary transformation operator in this case has the _ . . B
form |4r,) = cosa cosB|2) +sin B|0) + sina cosB| — 2).
The order parameter of the system in this case has the
Unm(a,B,7,6)=U1-1(8)U _2o(¥)U2o( B)U2-2(a), form
Uij(€0)=1—(1—COS€D)(X”+X”)+5in¢(xij—in),( ) (SH)=2cos v cog B, q3=6 cos 2B,
14
where o= a.8.5.. q2= /6 sin 28(sina+ cosa). (17)

For diagonalization of the single-ion Hamiltonié® we |t follows from expressiong17) that in the case when the
do the unitary transformatior(43), (14) and require that the Heisenberg exchange is predominani{2K,), the follow-
off-diagonal matrix element$/q(a,B,y,6) vanish. This ing phase states are realized in the system.
condition allows us to obtain a system of equations for the 1. If the unitary transformation parametess= =0,
parameters of the unitary transformations: 8, y, 4, the  then it follows from Eq.(17) that the order parameters have
solution of which will allow us to determine the dependencethe form
of the “angles of rotation” of the system on the constants of

7\ _ 0_ 2_
the single-ion anisotropy and exchange interactions. ($9=2, 0;=6, g;=0. (18

The eigenvectors and eigenvalues of the single-iomrhese values are characteristic of ferromagnetic ordering in
Hamiltonian(9) are given by the relations the system, and the given magnetic order is the easy-axis

_ ; . EA) phase.
_,)=Db|2)—cosB siny|0)+a|—2); ( . .
|¥-2)=b]2) A siny|0)+a|=2) 2. For 8= /2 a phase with quadrupolar ordering (QU
| 1)=—sins|1)+cosd|—1); is realized in the system. The order parameters of the system
in this phase have the form
| o) = —c|2)+cosB cosy|0) +d|—2);
($)=0, q3=-6, @3=0. (19

| 1) =coss|1)+sind|—1); _ _ _
In the case of predominant biquadratic exchangg (

|i4,) =cosa cosB|2)+sinB|0) +sina cosB| —2), (15  >2J,) the magnetic phases become unstable, and only the
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quadrupolar phases can be realized in the system.aFor 552
= /4, B=0 the system will be found in quadrupolar phase
QU,, the order parameters of which have the form

($9=0, 49=6, g5=0. (20)

Qu,

389
PHASE DIAGRAM
. . QU4
To construct the phase diagram it is necessary to deter-
mine the lines of phase transitions. This is done most simply
from an analysis of the spectra of elementary excitations. It
is well known that the spectra of elementary excitations of &!G. 2. Phase diagram of a ferromagnet with predominant biquadratic ex-
system are determined by the poles of the Green funéfion: change Ky>J,) and arbitrary values of the single-ion anisotropy constants.

G (n,n';7,7')= —(TX(D)X%, (7)),

whereT is the Wick operatorX?(7) is the Hubbard operator 3B3—15B3+Jo+Ko=0, B;—5B4=0. (23

in the Heisenberg representation, and the averaging is done The vanishing of the energy gap in the spectra(k)

using the total Hamiltonian. allows us to determine the line of the second-order phase
The dispersion relation determining the spectra of eltransition EA-QFM[quadrupolar-ferromagnetitr canted

ementary excitations is analogous to the Larkin equation, anghasg:

a detailed derivation of it is given in Ref. 27. We note that 0 o

since we have taken the one-site correlators into account ex- 3B;+208,=0.

actly, the dispersion relation is valid both for arbitrary values ~ On the line of the second-order phase transition

of the single-ion anisotropy constants and for an arbitrar\QU,-QFM, given by 4@2_Bg+2(KO_JO)=0, the gap in

relationship between the constants of the exchange interagne spectrum (k) vanishes.

tions. For studying the spectral properties of the magnet in  The corresponding phase diagram is presented in Fig. 1.

the vicinity of the phase transitions, we restrict analysis toThe region bounded by the dashed circle corresponds to

the solutions of the dispersion relation in the correspondingmall values of the single-ion anisotropy constants. The

phases. dashed line correspond to lines of stability of the first-order
Let us analyze the dispersion relation in the case whei@U,-EA phase transition.

the Heisenberg exchange interaction is predominalgt ( It is also of interest to consider the case of large biqua-

>Ko)- dratic exchangeK,>2J,). When the biquadratic exchange
We assume that the parameters of the system are su@fecomes dominant, the magnetic phases W8H+0 be-

that the EA phase is realized in the magnet, so that the ord@jome unstable and energetically unfavorable, and only the

parameter is determined by relatio(&8). In that case the quadrupolar phases QUand QU can be realized in the

elementary excitations in the EA phase have the form system. Here, unlike the case when the Heisenberg exchange
£1(K) =6yk2+4(Jg+Ko) + 1282—6080; is domlr_1ant, Fhe QL_J phases are realized for arbitrary values
of the single-ion anisotropy constants.
sz(k)=2ak2+(988+ 6082), (21 In the QU, phase the spectra of excitations with allow-

) ~ - ) ance for the order paramet&) have the form
where a=JgR; and y=KyRg, with Ry and R, being the 5 5 5 5
radii of the Heisenberg and biquadratic exchange interaces(k)=12y(yk?+B35—5B3)(Ko+B3—5BY);
tions, respectively.

. . . (k)

Analogously, in the Qi phase(with Eq. (19) taken into 6 3 5 5 5 5
accoun}, the magnon spectra have the form =3/(3yk?+3B;+20B}) (2ak +8K0_30+9Bz+60?321-)
e3(k) : . .

On the line of the QY—QU, phase transition the gap in
— 0 0 0 07.
=3(7k?— By +40B})[ 2k’ + 2(Ko— Jo) — B+ 40B3]; the magnon spectrurmas(k) vanishes, and the line of this
64(k)=12\/(yk2— BY+ 5BY)(Ko— BJ+ 5BY). 22) phase transition has the form

BJ—5BS=0. (25)

Analysis of the free energy in the EA and @phases shows
that the phase transition between them is a first-order transi- The phase transition from the @Qlphase to the QU
tion. Equating the expressions for the free energy in the EAvhase occurs along the magnon brasggk). From the van-
and QU phases, we can determine the line of the phaséshing of the gap in the spectruey(k) we obtain a phase
transition: 683 — 12B3— 2J,+ Ko=0. transition line that coincides with E(R5). This attests to the

It is well known that the spectra of elementary excita-second-order nature of the QUQU, phase transition. We
tions do not have any features on a first-order phase transiote that this phase transition involves rotation of the princi-
tion line. However, on lines of stability these spectra softenpal axes of the quadrupole moment tensor. The correspond-
From the expressions fag,(k) and e4(k) we obtain the ing phase diagram is presented in Fig. 2.
following expressions for the line of stability of the EA and The authors thank the Ministry of Education and Science
QU, phases: of Ukraine for financial supportProject No. 235/08
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Interplay between the spin state of manganese and the stability of the crystal structure
of MnAs and MnP compounds
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Starting from first principles, a study of the ground states of manganese arsenide and manganese
phosphide, which have a hexagomd,; and a distorted rhombohedaB1 crystal structure,

is made by the FP—LMTO method. It is shown that in these compounds a continuous transition
from a high-spin to a low-spin state occurs as the volume of the lattice is changed, and it

turns out that the magnetic moment of the manganese atoms is the same at equal volumes. Starting
from the results of a calculation of the total energy of these systems as a function of the
parameters of the structural distortions, it is established that the high-spin state suppresses the
structural distortions, while the low-spin state enhances them. It is shown that the

difference of the crystal and magnetic structures of manganese arsenide and phosphide is due
solely to the different lattice volumes, i.e., the substitution of arsenic by phosphorus is

equivalent to the application of external hydrostatic pressure. It is conjectured that a qualitative
interpretation of the mechanism of magnetostructural transitions in MnAs should proceed

from the idea that the leading role is the degree of occupation of the “antibonding” state of the
itinerant carriers of magnetism. @005 American Institute of Physics.

[DOI: 10.1063/1.1943538

INTRODUCTION g=U;—Uy+Uz—Uy,

The pnyctides of @ transition metals, MnAs, MnP, and a= U~ U~ UsF Us, @
NiAs, in particular, have been studied for decades with un-
abated interest, which recently has intensified in connection
with the possibility of the technological use of the properties
of MnAs—-GaAs, MnFeAs—Mn—FeP—MnFeSi alloys.
From the pnyctides themselves researchers have moved on to
guasibinary systems based on them, and in recent years ex-
periments on pnyctide-semiconductor films has become a
priority. One of the characteristic features of this class of
compounds is the close interplay between the magnetic and
structural subsystems, the study of which is the main goal of
the present paper.

At atmospheric pressure and low temperatures, manga-
nese arsenide has a hexagonal close packep crystal
structureB8; (symmetry groupP63;/mm¢ and possesses
high-spin (HS) ferromagnetic(FM) order. Raising the tem-
perature leads to a sequence of magnetic and structural phase
transitions. AtT-=313 K a first-order transition occurs from
the ferromagnetic HS stdt2 (manganese magnetic moment
|m|=my=3.4ug) to a HS paramagnetitPM) state® This
transition is accompanied by a change of the crystal structure
from hcpB8; (P63/mmq to rhombohedraB31 (symmetry
groupP,ma).” The hexagonal structure is recovered as a re-
sult of a second-order structural phase transition
B31(PM)-B8,(PM) atT,=399 K.

The rhombohedraB31 structure can be treated as a dis- 7
torted hcpB8, structure, pictured in a rhombohedral deriva-
tive (Fig. 1). A qualitative measure of the distortions is the FIG. 1. Crystalline unit cell of MnAs in 'the rhombohedra! deri\(e}tior!. The

Mn (@) and As(O) atoms are shown displaced from their position in the
parameter¢ = * |gz|/a‘/3’ e== |gx|/c< ¢ for manganese yitial nickel arsenide latticea andc correspond to the designations of the
and ¢,=*|a,l/c, e;=*+|ay,|/av3< ¢, for arsenic’ lattice parameters for thB8, structure.

1063-777X/2005/31(6)/6/$26.00 528 © 2005 American Institute of Physics
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TABLE I|. Parameters of the crystal lattice of the compounds MnAs, MnP, and NiAs.

Compound a(381), A c(BSl), A | a(B3D), A b(B31), A c¢(B31), A VO/d)opM. en., A T (Mn), A s (As), A
MnAs 3.72 5.72 5.72 3.72 6.4356 33.72 1.2573 1.30866
MnP - - 5.917 3.173 5.260 24.689 1.1187 1.164
NiAs 3.5218 4913 - - - - - -
01=Us— Ug+Ug— Uy, sity were equal to 2, 4, and 6, respectively. The integration

2 over the Brillouin zone was done with the use of its irreduc-
ible part: 5088;) and 45831)k points. The local density

whereu, is the displacement vector of the atoms of tite approximation (LDA)? was used for the exchange-

sublattice, anca andclix are the lattice parameters for the correlation energy in the calculations.

B8, structure.

The structural phase transitidd8,«<>B31 can be de-
scribed approximately by choosing and ¢, as the struc-
tural order parameters. In the study of manganese arsenide the parameters of the

In the region of high pressurés>P,=2.2 kbar and low initial B8, structure(see Table JLwere chosen close to the
temperature¥ <220 K, low-spin(LS) magnetically ordered ~experimental parameters of tf&8, crystal lattice at room
phases(including a ferromagnetic phasé with the B31  temperature and atmospheric presstreorresponding to a
structure are observed in MnAs. volume per formula univ=33.72 A>.

The ground state of MnP has tB81 lattice, and, inde- The influence of the unit cell volume on the structure of
pendently of the type of magnetic order and the pressure, i€ density of states of nonmagnetic and ferromagnetic
always low-spin [m|=m_~1.3ug).® At Ty=47 K<T MnAs is shown in Figs. 2a,b. Basically, compression of the
<T.=290 K, MnP is a ferromagnet, while foF<T, the lattice leads to widening of the conduction band and to a
magnetic order corresponds to a helicoidal structure of th€ertain change of shape of the peaks of the density of states.
double-spiral(DS) type®® To understand the role of the in- The appearance of structural distortions causes a qualitative
teratomic distance in the formation of the magnetic state anghange of the shape of the density of states—the formation
the electronic properties of these pnyctides and to obtain inof a set of narrow peaké-ig. 29. This behavior is due to
formation about the microscopic mechanism of the structuralifting of the degeneracy of the branches of the energy spec-
transformations in MnAs, it is of interest to do a theoreticaltrum at the new boundaries of the Brillouin zone, which arise
study of the stability of the structural and spin states ofupon a change of symmetry of the crystal lattice. Common to
MnAs and MnP as the volume of the unit cell is varied. all the curves of the density of states is their finite value at
the Fermi level in both subbands. This attests to the metallic
character of the ferromagnetism in these compounds, which
makes them fundamentally different from compounds with a
semimetallic character of the ferromagnetism, where the den-

Since the complete first-principles calculation of manga-sity of states in one of the spin subbands at the Fermi level
nese arsenidé® was restricted to th@8, structure and we goes to zerd.
do not know of any other studies in which the possibility of Analysis of the density of states of MnFigs. 2d,ef
a structural phase transitid@8,< B31 and the formation of shows that the electronic structure of MnP behaves in rela-
the low-spin FM phaseB31 has been investigated, we tion to pressure and structural distortions in the same way as
thought it a topical problem to calculate the energies of theMinAs at a similar volume.
spin-polarized state of the compounds MnAs and MnP as a In hypothetical nonmagnetic MnAs &=V, a calcula-
function of the structural order parametefsand ¢, as the tion of the total energy of the system as a function of the two
unit cell volumeV, is varied. Such an approach makes it structural order parameterg(¢,¢,) (Fig. 3), showed that
possible to reveal the features of the formation of the interthe minimum of the total energy corresponds to ®&l
play between the magnetic state of the system and the type efructure with the parametegs=0.16 and¢,;=0.14. From
crystal structure. now on we shall neglect the difference between these values

Calculations were done by the full-potential nonrelativ- and investigate the stability of the crystal lattice with respect
istic FP—LMTO method! which takes into account effects to structural distortions only along the lirk= ¢, .
of asphericity of the electron density and the crystalline po-  In this case at atmospheric pressure and for the nonmag-
tential, which govern the displacive-type structural phasenetic (NM) state there is a minimum of the energy¢, ¢,
transition. The spin-orbit interaction for the valence states= ¢) for ¢=¢,=0.15, corresponding to thB31 structure
was not taken into account. The maximum values of thgFig. 49. By the nonmagnetic state we mean a state degen-
angular momentum in the expansions of the basis functionsrate with respect to spitthe densities of states with spin up
in spherical harmonics within the MT spheres, in the reex-and spin down are identigalln a self-consistent calculation
pansions of the MT orbitals outside the MT spheres, and alsof the exchange splitting, the minimum of energy corre-
in the expansion of the crystalline potential and charge densponds to the high-spin state with ti&8, structure ¢

al:US_U6+ U7_u8,

2. RESULTS OF THE CALCULATIONS

1. BACKGROUND INFORMATION AND THE CALCULATION
TECHNIQUE
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FIG. 2. Influence of the unit cell volume and structural distortiong on the density of states of MnAs and MnP. The vertical line shows the Fermi level.
NM is the density of states in the nonmagnetic case.
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FIG. 3. Dependence of the total energy¢, #,) —E(0,0) on the value of
the structural distortions for manganese arsefitlés the displacement of
Mn, and ¢, is the displacement of As

=¢$,=0). Here the calculated value of the magnitude of the
magnetic moment of manganese in the high-spin state corre-
sponds tam(¢$=0)=m,=2.95ug.

Analogous calculations for the “hydrostatically” com-
pressed MnAs V/V,=0.8; Fig. 4h shows that the mini-
mum of the total energy corresponds to the low-spim (
~1.5up) ferromagnetid@31 structure. Here the formation of
the LSFM is a stabilizing factor for thB31 lattice. It is seen
in Fig. 4b that the equilibrium values of the structural order
parameters in the LSFM state are larger than in the NM state.

In a study of manganese phosphide the parameters of the
initial B31 structure(Table ) were chosen close to the ex-
perimental parameters of tH831 crystal lattice(at room
temperaturg®® which corresponds to a unit cell volume per
formula unitV,=24.69 A3. As is seen from Table I, the unit
cell volume per formula unit is smaller for MnP than for
MnAs.

The influence of “hydrostatic” dilatation on the inter-
play of the magnetic and structural order parameters in MnP
is shown in Fig. 5. As in Fig. 4, here the total energy of the
system is given as a function of the structural order param-
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- - e R 2 FIG. 6. Dependence of the magnetic moment of the Mn atoms in the FM
w 57317.201 11.60& phase on the value of the structural distortions along the direg, for
- : b [ ] - s different unit cell volumes for manganese phosphide.
N 11.50
i m 7 ;
-27317.24 a® . . .
0. TR 1140 eters for different unit cell volumes. At atmospheric pressure
0 0.050.100.150.20 0.25 (V=V,=24.59 A% in MnP a distorted low-spin B31FM)
¢ =9 structure is realizedFig. 5, with a manganese magnetic

FIG. 4. Dependence of the total energy and magnetic moment of Mn on thdloment m=m, = (1.3-1.4ug (Fig. 6. The hypothetical

value of the structural distortions for manganese arsenide along the line nonmagnetic fi=0) state also has a minimum correspond-

=¢1; V=V=33.72 & (a), V=0.8v(=27 A® (b). ing to the distorted crystal structure. However, the presence
of magnetic order in the system leads to growth of the struc-
tural distortions and to a lowering of the energy of the sys-
tem. Increasing the volum¥ leads to an increase of the
magnetic momentn, and a decrease of the structural distor-

-11980.1 tions. The formation of the high-spin FM staten(¢=0)
I / =my=3.1ug) atV=34.5 A® suppresses the structural dis-
A NMV=34.5 tortions and effects a stabilization of the distorted crystal
—A—AANAAD structureB8; (¢=0). At the same time, the nonmagnetic
-11980.21- state admits the existence of structural distortions, but as in
L MnAs at a similar volume, the high-spin ferromagnetic state
with the distorted crystal structui®8, turns out to be ener-
-11980.3 / getically favorable.
The dependence of the self-consistent magnetic moment
i A-—A/A/A m on the value of the structural distortions at different
volumes is shown in Fig. 6. These calculated curves help one
>‘11980-4 B to identify the spin state of the system.
« L FM V=345 A®
w _ A3
-11980.5 FM V=26.86 3. ANALYSIS OF THE RESULTS
- As a result of the numerical simulation we have obtained
3 the following results.
-11980.6 - NM V=26.86 A 1. In manganese arsenide at atmospheric pressure the
i O\O\ / o] high-spin FM order does not admit the existence of a stable
o—o O~o\o B31 structure. The minimum of the total energy corresponds
-11980.7F D\I:l ﬁM\V (234%390,& o to the hlgh-spl_n FM phr—._lse with theBS_1 crystal struc_ture.
o< ( 2. Decreasing the unit cell voluniéhis can be achieved
- D experimentally by the application of hydrostatic pressure or
“1 -0-g {. by doping of the MnAs with iron, cobalt, chromium, vana-
-11980.8 ~ > dium, or phosphory$’ is a stabilizing factor for the struc-
FM V=24.69 A - . ) oV
Y I R T T R tural distortions. Starting at a certain “critical” volum¥
0 0.10 0.20 0.30 <Vc<V, the minimum of the total energy corresponds to

the low-spin FM phase with thB31 structure.
FIG. 5. Dependence of the total energy of the Mn atoms in the FM phase on 3. In manganese phOSphIde at atmOSphe”C presgyre
the value of the structural distortions along the lige= ¢, for different < Vc & low-spin FM phase with thB31 structure is realized.
volumes of the unit cell for manganese phosphide. However, in the model manganese phosphide with a volume
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V>V, the minimum of the total energy corresponds to the

high-spin FM phase with the undistorted crystal structure. -30212.000
Thus the change of the magnetic properties of manga-

nese arsenide on substitution of the arsenic by phosphorus is ..-30212.050

mainly due to compression of the crystal lattice. c

V=22.9283 Af//
/

o
0——-0/0/

T T T T I 7+ T T T YT 71T
[ )

According to these results, the qualitative interpretation uf_3021 2100 3 . /
of the mechanism of magnetostructural transitions in MnAs ' v=28.65 A /
should, in our view, be based on the idea that the leading role a -
is played by the occupatioN(m) of the “antibonding” d -30212.150 .,./'/
states: By “antibonding sta}tes" we mean thoge that lie above 6 — 'O|.10‘ ' '0'.26 — 0%30
the middle of thed band in the nonmagnetic case. When =0,
these states are sufficiently occupied, in excess of a certain 300
critical valueN,, which arises in the high-spin phader the F NiAsNMV=22.93A% ¢ =0
“spin-up” subband, the Mn—Mn energy bonds cause a mini- 200F
mum of the total energy for the nickel arsenide lattiek ( > u
= ¢1=0). In the low-spin phase the degree of occupation of n\:. 100:
the antibonding states\((m;)<N(my), is insufficient for g oL ~ AT DA
stabilization of theB8, structure. i 400 [ NiASNMV =28.65 A d=0

A similar point of view can be the basis for understand- o 300t
ing the magnetostructurd®8,(FM)—-B31(PM) and struc- 200k
tural B31(PM)-B8,(PM) transformations realized in the 1

. - . . . 100F b
high-spin region of the phase diagram of manganese arsenide ol //\ S A .
with increasing temperature. -04 00 04 08 12 16
Since the FM—PM transition in MnAs is a pronounced E, Ry

first-order transition with a relatively weak change of the _ .

tic characteristics below the transition tem eraturFIG. 7. Influence of the unit cell volume on the stability of the crystal
magne : p gtructure(a) and on the density of stat€ls) of nonmagnetic nickel arsenide.
Tc, one can assume that the increase of the amplitude @&f =1.209391 Ry(1), E-=0.889218 Ry(2).
thermal fluctuations of atoms in the rangec0<T. has a
weak effect on the electronic and structural characteristics.

The vanishing of the magnetizatidh=(m,) atT=Tc leads 55 increase in the quantigm?(0))¥% Refs. 15 and 16
to a decrease of the local mean magnetic momenfherefore at a certain temperatifie<E the preservation of
(m?(M))*? (Refs. 15 and 16 The decrease of this quantity the nonzero average displacemefts), which determine
comes about as a result of a transition of part of the electronge structural order parameter paramé®y becomes energy
from the antibonding to free states. For itinerant magnetismynfayorable'® As a result, the more symmetr88, structure
(m*(M))*? is determined by the exchange splitting of thejs restored. Such a mechanism of paramagnetic structural
local density of states at the site and varies weakly as #ansitionB31(PM)— B8,(PM) in MnAs can be manifested
function of M (Ref. 16. Therefore the high-spin state of the s the unfreezing of certain phonon modis.
manganese ions and the PM phase is preserved. Neverthe- |n manganese phosphide, which at atmospheric pressure
less, such a significant decrease of the degree of occupatigg found in the low-spin states, the occupation of the anti-
of the antibonding states, accompanied by a decrease @bnding states is insignificanN&Nc), and theB31 struc-
(m?)!2, can lead to destabilization of tH#8; initial struc-  ture is energetically more favorable from the start. Therefore
ture and to the realization of a magnetic phase transition aste temperature destruction of the structural order parameter
magnetostructural  transformationB8,(FM)-B31(PM). ¢ as a result of the increase of the amplitude of the thermal
(Obviously the emptying of the antibonding states with in-vibrations of atoms is improbablél( may exceed the melt-
creasing pressure occurs in full measure at an isothermghg temperature of the compound MnP
high-spin-low-spin transition, when the value @h*(M))*? The change of the spin state from LS to HS accompany-
changes by almost a factor of twblt is easy to see that in ing an increase in volume is accompanied by an increase in
this case the main contribution to the mechanism of thehe degree of occupation of the antibonding states above the
structural transformation is due solely to the redistribution ofcritical valueN,, which leads to a change of the lattice type
the electron density over the states, since the influence of tiieom B31 to B8;. On the other hand, if regardless of the
phonon subsystem can be eliminajed. presence of magnetic order the antibonding states are suffi-
It should be noted that in a system with localized carriersciently occupied, then the appearance of B&L structure
of magnetism(m?)Y/2 is a constant quantity, and the destruc-should be ruled out in principle. In practice such a situation
tion of the magnetic order is not due to the redistribution ofis realized in nickel arsenide, which has 8, lattice. The
the electron density and therefore cannot entail a significaritli atom has eight 8 electrons, i.e., the antibonding states of
change of the binding energy between atoms. the d band are almost completely occupied, and therefore,
A subsequent increase of the temperature ffogis  according to our ideas, tH831 crystal structure should not
accompanied not only by further growth of the amplitude ofarise there. Calculations of the dependence of the total en-
the thermal vibrations of the atoms but also by an increase iergy of NiAs as a function of the structural order parameters
the occupation of the antibonding stat#ss is evidenced by confirm this. The dependen&s ¢= ¢;) on compression to
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The fully quantized mechanical motion of a single-level quantum dot coupled to two voltage-
biased electronic leads is studied. It is found that there are two different regimes,

depending on the applied voltage. If the bias voltage is below a certain threggttulth depends

on the energy of the vibrational quapthe mechanical subsystem is characterized by a low

level of excitation. Above a threshold the energy accumulated in the mechanical degree of freedom
increases dramatically. The distribution function for the energy level population and the

current through the system in this regime is calculated2@5 American Institute of Physics.

[DOI: 10.1063/1.1943539

During the past few years, the experimental methods ofts mechanical motion. Charge transfer in this regime was
physics have seen an advancing capability to manufacturgtudied theoretically in Ref. 10. However, the strong addi-
smaller and smaller structures and devices. This has lead t®nal dissipation in the mechanical subsystem suggested in
many new interesting investigations of nanoscale physicghis paper keeps the mechanical subsystem in the vicinity of
Examples include, for instance, observation of the Konddts ground state and prevents the the mechanical instability
effect in single-atom junctions,manufacturing of single- from developing. The aim of our paper is to investigate the
molecular transistorsand so on. There has also been a greabehavior of the EM-SET system in the quantum regime
interest in the promising field of molecular electroni®dne ~ When its interaction with the external thermodynamic envi-
of the main features of the conducting nanoscale composité®nment generating additional dissipation processes can be
systems is its susceptibility to significant mechanical deforPartly ignored in such a manner that the mechanical instabil-
mations. This results from the fact that on the nanoscale levdly beécomes possible.
the mechanical forces controlling the structure of the system We Wwill show that in this case at relatively low bias
are of the same order of magnitude as the capacitive electrd©!tages, intrinsic dissipation processes bring the mechanical
static forces governed by charge distributions. This circumSubsystem to the vicinity of the ground state. But if the bias
stance is of the utmost importance in the so called electro0!tage exceeds some threshold value, the energy of the me-
mechanical single-electron transist@M-SET), which has chanical subsystem, |r_1|t|aIIy located in t.he vicinity of the
been in focus of recent research. The EM-SET is basically round state, starts to increase exponentially. We have found

double junction system where the additiortatechanical that intrinsic processes alone saturate this energy growth at

degree of freedom, describing the relative position of theome level of excitation. The distribution function for the

central island, significantly influences the electronic trans—erey level population and the current through the system in

port. Experimental work in relation to EM-SET structures this regime 1s ca_lculated. -
. . 8 We will consider a model EM-SET structure consisting
range from the macroscopito the micrometer scdie® and .
; . of a one-level quantum dot situated between two lgaés
down to the nanometer scad/arious aspects of electronic

. . ) ~ig. 1). To describe such a system we use the Hamiltonian
transport in such systems have been investigated theoreglz-g ) y

cally in a series of articles:=2° % 1
In Refs. 4 and 15 it was, among other things, shown that H= >, E, aal WAkt | Eg—D—|clc+ ——P?
coupling the mechanical degree of freedom of an EM-SET to ka Xo 2m
the nonequilibrium bath of electrons constituted by the bi- 1 ~ R
ased leads can lead to dynamical self-excitations of the me- + Emw§X2+Tk,a(X)[aE,aC+CTak,a]- (1)

chanical subsystem and, as a result, bring the EM-SET to the

shuttle regime of charge transfer. This phenomena is usuallyhe first term describes electronic states with energies;
referred to as a shuttle instability. In these papers the graithe a;a (ax.) are creatior(annihilation operators for these
dynamics are treated classically and the key issue is that thgoninteracting electrons with momentuknin the left («
charge of the grairg(t), is correlated with its velocity(t),  =L) or right (¢#=R) lead. The second term describes the
in such a way that the time averaggt)x+ 0. influence of the electric field on the electronic level so that
Decreasing the size of the central island in the EM-SETc" (c) is the creation(annihilation operator for the level
structure to the nanoscale level results in the quantization aglectrons andg, is the energy level. The scalBr represents

1063-777X/2005/31(6)/4/$26.00 534 © 2005 American Institute of Physics
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,,,,,,,,,,,,, a Hereb® (b) is a bosonic creatiofannihilatior) operator for
the vibronic degree of freedom, and the dimensionless pa-
rametersx.. = 1V2(xo/A = dg/Xg) (wheredO—D/(xomwo)
v characterize the strength of the electromechanical coupling.
FurthermoreT, is the renormalized tunneling coupling con-
stant, ancEy=Ey— Ddy/(2X,+ mw?d3/2) is the shifted dot
level. For simplicity, but without loss of generality, we
chooseE, equal to the chemical potential of the leads at zero
.......................... bias voltage.

First let us study the situation when the mechanical sub-
system is characterized by a low level of excitation. We will
consider the case of small electromechanical coupling. This

b means that the dimensionless parameters<l and that

only elastic electronic transitions and transitions accompa-

.......................... nied by emission or absorption of a single vibronic quantum
eV (single-vibronic processgare important. If the applied volt-
2 age is smaller thanf2w,/e and the temperature is equal to
zero, the six allowed transitions of this type are the ones
described in Fig. 1a. Here we see that only elastic tunneling
processes and tunneling processes in which the vibronic de-
gree of freedom absorbs one vibronic quantum are allowed,
and, as a result, the rate equation for the distribution function
of the energy level populatioR(n,t) has the form:

Ty

I 19,P(n,t)=P(n,t)+(x2 +x2)(n+1)P(n+1}t)

—(1+n(x2 +x2))P(n,t),
FIG. 1. Model system consisting of a one-level quantum dot placed between

two leads. The level of the dot equals the chemical potential of the Ieadswhere = 27TT vifi and v is the density of states in the
and a bias voltage 0¥ is applied between the leads. The center-of- massleadS

movement of the dot is in a harmonic oscillator potential with the vibra- . . . )
tional quantaf w,. The applied bias voltage is such theW/2<fw, (). It is straightforward to solve these equations and find

Same aga) but with the applied bias voltage larger thafd, /e (b). that the solution exponentially fast approaches the stable so-
lution P(0)=1 andP(n)=0 for all n>0. As a result, the
dimensionless average extra energy excited in the vibronic

the strength of the Coulomb force acting on a charged grain, subsystem,

X is the position operator, ang= v#/mwy is the harmonic *

oscillator length scale for an oscillator with massand an- E(t)= 2 nP(n,t), 3
gular frequencywg. The third and fourth terms describe the n=0

center-of-mass movement in a harmonic oscillator potentialgoes t0 0.

so thatP is the center-of-mass momentum operator. The last  |f he applied bias voltage is increased above the thresh-
term is the tunneling interaction between the lead states anglq value V.= 2% wo/e, we instead get the allowed transi-
the level andT, ,(X) is the tunneling coupling strength. We tions described in Fig. 1b, i.e., two absorption processes have
will consider the case when the tunneling coupling dependghanged into emission processes where the energy quantum
exponentially on the position operatdt, i.e., Tk,R(f() hwg is transferred to the vibronic degree of freedom. These
=TrexpX/A} and Tk,L(S():TLeXp[_)A(/A}v whereTg and  transitions lead to the following equation fB(n):
T, are constants and is the tunneling length. 1 2 2
To introduce a connection to the quantized vibrational 1 ~9tP(MD)=—(1+XxZ+(n+1)x3)P(n,t)
states of the oscillator we perform a unitary transformation +x2(n+1)P(n+11)+P(n,t)
of the Hamiltonian (1) so that UHUT=H, where U
=exp¢|5d0cTc/ﬁ). In this paper we consider the situation

whenH has the most symmetric form: One can find from this equation that the time evolution of the
exited energy is given by the formula:

+x2nP(n—1}). 4

X2
E(t)= oz [exp(I( & =x2)t)—1], ®

+

1
Thy —
bb+2

F' = E Ek’aal aak a+EocTC+ﬁwo
k,a ’ '

T t
+T°Ek [ak rC EXAX-b+x.,b7) i.e., energy is continuously pumped into the mechanical sub-

. N system, which is strong evidence that the low exited regime
+a, cexp—x+b—x_b")]+h.c. (2) s unstable if the bias voltage exceeds the critical vlye
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Furthermore, it is necessary to remark here that for this cas€he solution to this equation is
we thus have a linear increase in the energy as a function of

time even when approaches? . P(z)= eXp< _ fzd z’#
As the excitation of the vibronic subsystem increases, 1 e(z'+1)
multi-vibronic processes become important. They give rise to . » a—g—7" C,
an additional dissipation which saturates the energy growth X f dz ex;{ f dz'—; - ,
induced by the single-vibronic processes. As a result, the [ 20 1 e(Z'+1) Je(z'+1)

system comes to a stationary regime which is characterizegihereC, andz, are constants. Since the probabilitlegn)
by a significant level of excitation of the vibronic subsystem.are positive and normalized, the sui_,(—1)"P(n)
To demonstrate this we will now eXpand our analySiS by:’P(Z:_l) converges abso|ute|y_ This is true on|y ﬁ_U
taking into account electronic transitions accompanied by the- — 1. The second consta@; can be determined from the
emission or absorption of two vibronic quarftawvo-vibronic  normalization  conditon P(z=1)=1 to be C;
processes To describe such transitions one has to take imo:szylfl,ldxexp((l—x)/e)(er 1)*"%, where we have intro-
account second-order termsbi andb in the tunneling part  guced the constant=(a— ¢ +1)/e. Therefore the final ex-
of the Hamiltonian(2). As illustrated in Fig. 2, these terms pression forP(z) is

will generate four processes in which two vibrational quanta

are absorbed by the electron during the tunneling event. exp(i)

There is also a renormalization of the elastic channel coming G £ 2o 1-z') yo1
from the inclusion of these terms. Now the equation for the 2= & ~(z+1)7 fﬁldz eXF( Z'+17
distribution function of the energy level population has the (7)
form:

We can now calculate the average energy excited in the har-
I 19,P(n,t)y=nP(n—1t)—[en®+(a—e+1)n monic oscillator, which is just,P(z) calculated ar=1,
+11P(n,t) +a(n+1)P(n+ 1t 1
JP(n.O+a(n+1)P(n+11) E=—(2+Cy—¢7). ®)
+e(n+1)(n+2)P(n+2t)=0,  (6) ©

where we have introduced the constaats(x? +x*)/4x>
and a=x2/x2 .

To find the stationary solution of this equation we intro-
duce the generating function:

©

One can show thatC,(e) decays exponentially as
exp(—constt) when ¢—0, so for smalle we getE=(1
—a)l2e +0O(1).

To see how the energy pumped into the harmonic oscil-
lator affects the charge transport we calculate the cudrent
through the system in units efl". For voltages below/, the

P(Z)ano Z"P(n), current is only mediated by the elastic channel and is thus
1=1/2.
wherez is a complex number inside the unit circle. Rewrit- For voltages in the rangefidu,/e<V<4#w, /e the cur-
ing Eq. (6), we find the equation foP(z) rent can be calculated to leading ordersims

+1)d5P(2) +(a—12)d,P(2) — P(2)=0.
e(z+ )3 P(2)+(a=2)9,P(2) = P(2) | = %(x‘l—xi)ﬂixz_ P'(z=1)
.................... +(X+—X,)2P’(Z:1)+l- (9)

In Fig. 3 we have chosen a set of numerical values and

1.2

2 1.0F

.......... e e pacge e seEEEE 0.8
0.6
0.4

o,

T

0.2

0 1 2 3 4
.................... eV /ho,

FIG. 3. The current as plotted as a function of the bias voltagéd line).
FIG. 2. lllustration of the second order case where elastic tunneling and’he current makes a jump as the non-elastic channel is open&d at
inelastic tunneling exchanging two or less vibrational quanta are included= 2% w,/e. We have also plotte(dashed lingthe current as a function of
The level of the dot is equal to the chemical potential and the bias voltage igoltage for the high dissipation limit, where the harmonic oscillator goes to
set so that Awg/e<V<4hwgle. the ground state between tunneling events.
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A theoretical study is made of the nondissipative current of a two-dimensional degenerate
electron gas in a planar quantum wire with a parabolic confining potential in a magnetic field
perpendicular to the plane of the wire. With the aid of a solution of the equation of the

density matrix an expression for the nondissipative conductivity in a magnetic field of arbitrary
strength is obtained. It is found that the conductivity has metallic properties and the

quantum Hall effect should not arise in a wire with a parabolic confining potential. At high
magnetic fields the expression for the nondissipative conductivity corresponds to the “classical”
one. At low fields the conductivity is directly proportional to the first power of the magnetic

field strength. ©2005 American Institute of Physic§DOI: 10.1063/1.1943540

1. INTRODUCTION magnetic field perpendicular to the plane of the wire.
: Despite the extremely simple statement of the problem,
There have now been many theoretical papers devoted tt%e authors do not know of any published solutions except

the study of the H‘"?‘" effect in qu_antum wirésee, e.g., Re_fs. for Ref. 15, where the Kubo formulas were used to obtain an
1-10. Quantum wiresQWs) of different geometry and with . L )
expression for the nondissipative conductivity for a system

different types of confining potentials have been studied. InConsistin of independent parabolic wires. In the present pa-
Refs. 9 and 10 this problem is considered for electronic 9 P P ' P b

states in the presence of a nonuniform magnetic field. As Rer the nondissipative current in the QWs in the presence of

rule, the confining potential considered is either a quantunj. transverse magnetic field is studied using the solution of
’ gp 9 the equation for the density matrt%;2°

well*” or a parabolic potenti&t®°>®The energy spectrum of
an electron in a QW in the presence of a transverse magnetic
field has been studied in Refs. 11 and 12 for such models of
the confining potential as a potential well with an infinitely 2. NONDISSIPATIVE CURRENT
high barrier and a barrier of finite height and also for a para- ) ) )
bolic potential well. The case of a parabolic potential in the, V& consider a two-dimensional degenerate electron gas
presence of an unrestricted magnetic field was considered i & Planar QW. The axis is chosen along the length of the
Refs. 9 and 10. wire. In the direction of thex axis the motion of an electron
The magnetic moment and other thermodynamic quantilS confined by a parabolic potentialwpx*/2 with a fre-
ties for a QW in a transverse magnetic field for a parabolicdUeNCy@o (M is the effective mass of the electjoA mag-
confining potential were investigated in Refs. 5 and 13. Thd'€tic fieldH is directed along the axis, perpendicular to the
parabolic potential model is popular because it leads to aRlane of the wire. In an _ext_ernal magnetic field the electrical
exactly solvable problem. Furthermore, a parabolic potentiafurreént causes a redistribution of charge near the edges of the
can be fully implemented in a real quantum wire. wire, creating a Hall fields, . If.the width of the wire is
In Ref. 14 it was noted that a QW with a wide parabolic MUch greater than the de Broglie wavelength, then the elec-
confining potential could be made with existing technology.lfon density inside the wiréin the electric field remains
Wires having a parabolic well over 1000 A wide were fab- Practically unchangéd (although the redistribution of
ricated. A feature of the parabolic potential model as opposefin@rge far from the edge7szof the wire has been taken into
to the quantum well model is that the influence of the bound@&ccount in some pap_ér% . We shall assume that the
aries of the QW is felt by all electrons regardless of theirl1€/ds & and &, are uniform. The inclusion of the electric
distance from the boundaries. This is not the case for thd€ds will be treated as a perturbation.
model of a quantum well with infinite walls at high magnetic !N the absence of electric fields the spectrum of the elec-
fields, when the magnetic length is much smaller than thd™on and its wave function are well known:
width of the well. In such a case the influence of the bound-

aries is felt only by those electrons found in a narrow layer 1 1w ? Xg 2
with a width of the order of/ near the boundaries of the E,=fiw/ n+ EJF PR EE @
wire. Thus the Hall current in a wide planar wire will be ¢ 4

practically the same as in a two-dimensional film without

confinement. where a=(n,xg) is a set of quantum numbersn
Our goal in this paper is to investigate the nondissipative=0,1,2, .., xo=/2kylﬁ is the position of the center of gy-

current of degenerate two-dimensional electrons confined bsation of the electronk, is they component of the wave

a parabolic potential in a planar wire in the presence of avector of the electrong, is the cyclotron frequency3=(1

1063-777X/2005/31(6)/3/$26.00 538 © 2005 American Institute of Physics
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+wdwd)?, andw=(w2+ w3) The quantity/ is related . e?/ S g1 k]
— X)=—— — Xo—/
to the magnetic length’’=(h/mw.)*? by the relation/ by Ly nixg A @erom We
=71B. . . 1/2 112
For a vector potential chosen in the forn=(0,Hx,0) % n s N n+l
the electron wave function is written as 2) “n-im 2 n+Ln’

fo(Ear) —fo(EL)

1 o\ta o\ta
gDa:\/TXa(f)eXF(ikyy), (2) XXn’(f)Xn(f) Ea’_Ea SX'
y

To obtain an expression for the total nondissipative current

— J, we integrate the above expression oxeand sum it over
Hn(£) et Y i ) .
Xol &)= T o n’. Taking into consideration thzﬁnﬂlxo— En,xozﬁwv we
T 2"nl/ ;
obtain
whereL, is the length of the Wire§=(x—xo)/7, andH (&) e2&,
y n - _

are Hermite polynomials. Jy= Mol fmzx() (N+D[To(Enr1 x,) = FolEnxy)]-

The current density in the direction of tlyeaxis is ex- (7)

pressed in terms of the density matriy, as follows: Let ny be the number of filled subbands. In the case of

high degenerac;fo(EnOHVXO):O. Taking this into account,

Jy(x)= 2/ i Para- ) we obtain

In the general case the matrix elements of the current E (n+ 1)[fo(En+le)—fo(En,xo)]z —2 fo(En,Xo)
densityj,. , expressed in terms of the wave functions nXo %o
andy, , are =—N,

ilelh R e? . whereN is the total number of electrons. It follows fro(¥)
Jaa == S (Yo Ve =¥ Vo) = oAb i - that the expression for the nondissipative current takes the
(4 form
e’NE,

Since it will turn out that the density matrix elements J=

corresponding to the nondissipative current in the represen- Y mwc'—ydﬁ2'
tation of the wave function&2) are diagonal with respect to Taking this last expression into account, we obtain the

the quantum numbeqy, it is sufficient to determine only the following expression for the element,, of the conductivity
elements tensor

e 1 g
Tyx= " wg v, (8
Taking Egs.(2) and(4) into account, we obtain 1+ 2
C

. le| 5 — where the electron filling factor=27n./2, and the density
Jnnr =" L_y[('B Do~/ wctlxn (Hxn(8)- (O 4t the two-dimensional electron gas=N/L,d. Using the
_ _ known symmetry properties,,= — o, we obtain an ex-

Using the method proposed by Arora in Refs. 17-19pression that agrees with that given in Ref. 15.
one can obtain the following expression for the matrix ele-
ments of the density matrix in the zeroth approximation in

the scattering:

; Y
Jn,n' =] (n,xo)(n’,xo) .

3. CONCLUSION

Using the usual definition ab, in the parabolic confin-
fo(Ear) —To(En) ing potential model, we define the Fermi levghs
Bo=Ba Mw3(d/2)2
(6) g0 T

wherefy(E,) = 1/expE,— n)/T+1 is the equilibrium Fermi . . - :
distribution function, andy is the chemical potential corre- Using this definition, we obtain from Eq1)

Pa'a™ fO(Ea) 5a’a+ |e|EX7/<a,|§| a)

sponding to the equilibrium state féx,&,=0. o 1 » 7 [ Xo 2
For the matrix elementsa’|¢|a) we have the following 7o N E T an ©
relation:
Since 82>1, it follows from Eq.(9) that the Fermi level,
, n\2 n+1\12 always intersects some subband at the pdigfis<d/2. This
(a'|éla)= 2 On-1nrt o Ont 10 5x0,x5- means that free states always exist above the Fermi level,

and consequently the conductivity has a metallic property.
Substituting(5) and(6) into (3), we obtain the nondissi- Thus in this case the quantum Hall effect should not arise in
pative current density a QW with a parabolic confining potential.
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The value of the magnetic field depends either on the®A. yu. Alekseev, V. V. Cheianov, and J. Frohlich, Phys. Re\648 17320

value of the parametev./wy or ond//". The characteristic
magnetic fieldH. is defined by the relation=/". Fields
H<H, are considered weak. Fdr=100 A one can estimate
thatH.=10 T. It follows from Eq.(8) that in a weak mag-
netic field oy,~H. At high magnetic fieldsvy/w <1, and
the conductivity(8) corresponds to the “classical” one.

In closing, the authors thank Prof. F. M. Gashimzade fo

fruitful discussions of this work.

*E-mail: S-Nisa@rambler.ru

IW. X. Lai and S. Das Sarma, Phys. Rev3B, 8874(1986.

2X. C. Xie and S. Das Sarma, Solid State Comm6®).697 (1988.

3G. Kirczonov, Phys. Rev. B8, 10958(1989.

“H. Akera and T. Ando, Phys. Rev. 89, 5508(1989.

5Y. Meir, O. Entin-Wohiman, and Y. Gefen, Phys. Rev4B 8351(1990.
Q. Li and D. J. Thouless, Phys. Rev. L, 767 (1990.

’D. P. Chu and P. N. Butcher, J. Phys.: Condens. M&t&97 (1993.

(1996.

%Y. Takagaki and K. Ploog, Phys. Rev. 33, 3885(1996.

105, M. Badalyan and F. M. Peeters, Phys. Re\643155303(2007).

1w. Tan, J. C. Jukson, and G. P. Srivastova, Semicond. Sci. Tec@nol.
1305(1994.

A, Lorenzoni and L. G. Andreani, Semicond. Sci. Technbf, 1169
(1999.

1Y, Ishikawa and H. Fukuyama, J. Phys. Soc. Jf.2405(1999.

4g G. cwinn, R. M. Westervelt, P. F. Hopkins, and A. J. Rimberg, Phys.

Rev. B39, 6260(1989.

15U. Wulf, J. Kucera, and A. H. MacDonald, Phys. Rev4B 1675(1993.

18D, S. Fisher and P. A. Lee, Phys. Rev2B, 6851(1981).

17V, K. Arora and R. L. Peterson, Phys. Rev.1B, 2285(1975.

18y, K. Arora, Phys. Status Solidi R05, 707 (1981).

9V, K. Arora and F. G. Awad, Phys. Rev. B3, 5570(1981).

20E. N. Adams and T. D. Halstein, J. Phys. Chem. Solifls254 (1959.

2IA. G. Aronov and G. E. Pikus, Fiz. Tverd. Telaeningrad 6, 506 (1964
[Sov. Phys. Solid Staté, 399 (1964)].

22A. H. Macdonald, T. M. Rice, and W. F. Brinkman, Phys. Rex2® 3648
(1983.

Translated by Steve Torstveit



LOW TEMPERATURE PHYSICS VOLUME 31, NUMBER 6 JUNE 2005

LOW-TEMPERATURE PHYSICS OF PLASTICITY AND STRENGTH

Low-temperature anomalies of the physico-mechanical characteristics
of pseudoamorphous titanium nickelide
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A study is made of the structure, mechanical properties, and electrical resistance of crystalline
and pseudoamorphoisbtained by rolling at 300 K by 50 and 90Q%tanium nickelide

in both the initial state and after annealing to different temperatures in the interval 513-893 K.

It is found that the resistivity of polyamorphous Ti—Ni exceeds 2@D-cm, falls off

monotonically with increasing annealing temperature, and has a minimum in the low-temperature
region 4.2-50 K T,n=17-19 K). In the temperature interval 4. 23-K a nonmonotonic

temperature dependence of the ultimate strength of polyamorphous Ti—Ni is observed which
increases with increasing degree of deformation by rolling of the investigated material.

The results are analyzed. It is conjectured that the observed anomaly of the temperature
dependences of the ultimate strength and resistivity are due to low-temperature polyamorphism of
the pseudoamorphous Ti-Ni in the temperature interval 10—20 K085 American

Institute of Physics.[DOI: 10.1063/1.1943541

INTRODUCTION In the electron diffraction studies two methods we used
to obtain the diffraction patterns of the samples: microdif-
fraction from a region 1um in diameter, and micro-beam

qiffraction, which permitted obtaining the diffraction pattern

Titanium nickelide[a titanium-nickel alloy of an equi-
atomic compositior{Ti—Ni)] possess a shape memory effect

and is a reference material for the study and practical use Fom a region 0.1um in diameter. Thus a general idea of the

t.hls effect.” In recent years, along with mten_sl_ve Investiga structure of titanium nickelide in the annealed and deformed
tion of the shape memory effect, superelasticity, and super- . : L

o . L ) states was obtained, and a detailed study of individual local
plasticity of this material in the crystalline state, papers re-

porting the preparation of Ti—Ni in amorphous and regions was done.

amorphous-crystalline states have appear&llt has also rol;l;a hi};ﬁfé'\i’gythzetZ?rz?;?grtz :{v;ree rzzizdf7$thgiJo;{r-a
been established that Ti—Ni is amorphized by irradiafion. P P ge 4.

. . . . temperature above 293 K.
Amorphization is also achieved by strong plastic The temperature dependence of the ultimate strength
deformation®*® It is of significant interest to study the prop- P P 9

erties of Ti—Ni in an amorphous state in which the :short—Was Investigated under tensile testing at a rate sof

=103s? mperatures in the range 4.2—77 K on th
range order does not extend more than 3 nm. 0°"s © at temperatures in the range on the

The goal of the present study was to investigate theapparatus described in Ref. 11. The mechanical testing was

. : . one on slab-like samples 0.2 mm thick for the initial state
structure, electrical, and mechanical properties of deforme o o
L : o : and 0.1 and 0.02 mm for the 50% and 90% deformed
titanium nickelide in the temperature interval 4.2-77 K and . .
the change of the structure after annealing in the range 5135amples, respectively. The width of the samples was 1.5-2
873 K 9 9 9 mm, and the length of the working part was 15 mm.

MATERIAL AND EXPERIMENTAL TECHNIQUES STRUCTURE OF TITANIUM NICKELIDE IN THE ANNEALED

. . . . AND DEFORMED STATES
Studies were carried out on samples in the form of foils

that had undergone annealing at 723 for 1 haT{—Ni). Titanium nickelide, which in the annealed state has an
Then these foils were rolled at room temperature by 50 anéhtensively twinned monoclinic martensitic structifeg. 1),
90% (d°°-Ti—Ni and d®°-Ti—Ni, respectively. when deformed at room temperature by 50—90% acquires a

The samples for electron microscope and electron diftwo-phase structurén respect to both the level of disperse-
fraction studies were prepared by jet polishing. Structurahess and the phase state; Fig. 2
studies were done on a JEOL JEM-100CX electron micro-  The microstructure of Ti—Ni in the initiald- Ti—Ni state
scope at room temperature both in bright-field and dark-fieldand the microdiffraction pattern corresponding to it are pre-
images in reflections of the most intense diffraction ring.  sented in Fig. 1. The microdiffraction pattern from regions 1

1063-777X/2005/31(6)/4/$26.00 541 © 2005 American Institute of Physics
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FIG. 1. Microstructure of Ti—Ni in the initial ¢ Ti—Ni) state(a) and the ~ FIG. 3. Microstructure of deformed titanium nickelide after annealing at
corresponding microdiffraction patteth). 595 K and cooling to room temperature.

um in diameter consist of individual reflections and discon_homogeneity'increases, and Crystalli;ation extends over al-
tinuous arcs. most the entire volume of the material. After annealing at
The deformed material has a completely different struc837 and 673 K the grain size is 30 and 51 nm, respectively,
ture (Fig. 2): on the bright-field images of the structure one e rhombohedral phase has become the main component,
can see a continuous gray background without regular angnd at ante.mp(.erature of 723 K the process of crystallization
distinct interfaces(the amorphous componert-Ti—Ni), of thed —T|—N| is practically complete. When the anngalln_g
against which microcrystallites 3—15 nm in si@@ccasion- temperature is increased fu_rther to 373 K th(_e grain size
ally as large as 25 njrappear in the form of darker or lighter "€aches~70 nm, and the main phase is monoclinic marten-
segregations, and the microdiffraction patterns exhibit rathe?!te-
bright diffuse rings of the microcrystalline component.
According to its stated- Ti—Ni can be classed as a con- ELECTRICAL RESISTANCE
glomerate structure in which microcrystallites of size 3—14

. . . X Measurements of the resistanée of d-Ti—Ni were
nm are immersed in a medium with a less perfect amorphous

. o smade in two temperature intervals: 298—-673Mg. 4), and
matrix consisting of structural elements not greater than . .
nm in size 4.2-50 K(Fig. 5. Measurements at high temperatures per-

To determine the structural state ¥%Ti—Ni (the su- mit observation of the characteristic temperature dependence

. of the resistance for disordered alloys and also to establish
perscript here denotes the degree of deformatibe struc- . : . :
. . : . . the boundaries of the temperature interval in which the crys-
ture of this material was investigated after each step of it

. . . | structure of Ti—Ni is restored on annealing. As to the
restoration by isochronous annealing at temperatures of 51 : . . .
. ow-temperature behavior of the resistance, it is sensitive to
573, 593, 637, 723, and 873 K at a rate of 1-3 K/min an
. -structural features and structural rearrangements, when the
cooling to room temperature at the same rate. These s'[Ud'%%:atterin length on phonons exceeds the scattering length on
showed that heating to 513 K produced no substantial chan g'eng P gleng

: o Lructural inhomogeneities.
of the structure except for an inverse martensitic transforma- . .
These studies have shown that as in amorphous metals

tion in the regions of the monoclinic martensite. At . .
- : obtained by the methods of quenching of melts and conden-
~573 K the crystallization process apparently begins—__.. 90 i a: .
. . . .~ sation of metal vapors, the”-Ti—Ni samples have a high
zones with different degree of disperseness appear in the

structure(Fig. 3). resistivity p (>200u{)-cm).

It is seen in the figure that at such an annealing tempera-
ture the intense formation of a single-crystal austenitic struc-

ture occurs, with a crystallite size of 5-30 nm. The main I
structural component is the high-temperature phédmse). 1.0k
When the temperature is increased to 673 K the degree of A B
1.0 —F E &\
]
o G
0.8" -— <
. . . -
D
0.6 —
.——0——"‘.—__.'
0.4 I L
273 373 473 573 673
T,K

FIG. 2. Microstructurga) and microdiffraction patterfb) of titanium nick-
elide deformed by 90%the arrow indicates the halo from the amorphous FIG. 4. Temperature dependence of the electrical resistance of 90%-
component deformed titanium nickelide; | is the crystallization region.
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0.670 FIG. 6. Deformation curves of Ti—Ni samples in the initial stéte2, 3) and
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0.669 -
0.668 ' | ' | MECHANICAL PROPERTIES OF TITANIUM NICKELIDE
. ' IN THE INTERVAL RANGE 4.2-77 K
0 10 20 30 40 50

T.K Figure 6 shows the deformation curves of the samples in
FIG. 5. Temperature dependence of the resistana®®Ti—Ni in the re- the initial Sta,te ¢-Ti—Ni), ajnd after deformat!on_by rolling
gion 4.2-50 K; curved, 2, and3 correspond to resistance measurements, the strength increases noticeably but plasticity is absent and
where the heating was stoppéig. 4, pointsB, C, andD). the hardening coefficient is decreased somewhat.
Figure 7 shows the temperature dependence of the ulti-
mate strength of the samples in the initial state and after

Figure 4 shows the temperature dependence of the resiEQ"ing by 50 and 90%. It is seen that the ultimate strength at
tance ofd®-Ti—Ni in the temperature interval 298—673 K 4.2 K of the deformed material is almost twice its initial

on heating at a rate of 3 K/min. The resistance decreases Valué: The ;?I't'alhmzti”al hgs a mlaxmr:um in the region
slowly with increasing temperature from 298 to 516 K on 12__19 K, while the deformed samp €s have a minimum n
account of relaxation processes in the amorphized matrix dft'S Same interval, the depth of the minimum increasing with

the sample. An abrupt change of the slope of the temperatuﬂ@creasmg degree of reduction by roliing, equalling 250. and
dependenc®(T) at T=573 K attests to a process of crys- 800 MPa for the samples rolled by 50 and 90%, respectively.

tallization of the amorphous component of the sample. The character of the destruction of the samples is also

The temperature interval of crystallization is different: the samples rolled by 50% at 4.2 K fracture at an

~573-673 K. AtT>673 K the resistance begins to grow. angle of~=45°, while after rolling by 90% the fracture of the

i.e., the heating curve emerges with a positive temperaturéamples occurs simultaneously at two places with the forma-

coefficient of the resistanoddCR). The letters on th&R(T)

curve in Fig. 4 indicate the places where the heating was

stopped and the measuremésttiown in Fig. 3 of the resis- 1600

tance of thed®-Ti-Ni samples was made in the low-

temperature region. 1400
As is seen in Fig. 5, for the deformed samplesrve 1)

a rather narrow peak and a deep minimum of the resistance is £ 1200

observed in the 17-19 K region. On a subsequent raising of =

the annealing temperature to 513(&urve 2) the position of © 1000

the minimum remains practically unchanged; when the tem-

perature of the preliminary annealing is raised to 593 K the 800

depth of the resistance minimum decreases significantly, and

it is is shifted to lower temperatures by 6—8(&urve3). On 600 I T N R RO T

a subsequent increase of the temperature to 693 K the mini- 0 10 20 30 40 50 60 70 80

mum on theR(T) curve vanishes completely. This suggest T.K
that this mechan|§m owes its existence to the amorphousg. 7. Temperature dependence of the ultimate strength for the initial
componend- Ti—Ni. Ti—Ni sample(1) and for samples rolled by 50%8) and 90%(3).
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tion of a “corrugation” on the edges of the crack; this may One can also assume that fér<20 K a process of
be due to the occurrence of a localized plastic deformation ipolyamorphous transition begins in the amorphized compo-
microvolumes of the samples. We call attention to the fachent of titanium nickelide, with the appearance of a more
that in the temperature interval 10-20 K the temperatureesistive phase, which leads to an increase in the resistance
dependence of the resistance also exhibits a minimum of thef the sample. The structural rearrangement in deformed
resistance for the deformed samples. Ti-Ni is suggested by the substantial softening of the samples
in the temperature interval of the observed resistance mini-
mum. The proposed restructuring should occur in the amor-
phous component, since the behavior described is absent in
the annealed titanium nickelide. Qualitatively the picture re-
DISCUSSION OF THE RESULTS sembles the phenomenon of low-temperature deformation

polymorphism, which has been observed on a number of

As a result of these studies it has been established thglformed single-component met&fswith the difference,
the behavior of the resistance of highly deformedi—Ni  \ever, that in the present case this phenomenon is ob-
on annealing is similar in character to the change of thegryed in an amorphized alloy.

resistance for amorphous materials obtained by the methods \ye note that low-temperature polyamorphism has re-

of quencgllr;g of the melt and condensation on a cold.enty peen observed in oriented glasses basedsgfuler-
substrate” On heating at a rate of 3 K/mifFig. 4 inthe  jie doped with various gas&&The nature of the polyamor-
temperature interval 298—516 K the resistance slowly deppism is discussed in that same paper. If our assumption of
creases. This temperature interval corresponds to the Stagelef/v-temperature polyamorphism of the amorphized alloy
irreversible structural relaxation, which is confirmed by elec-Ti_Ni is confirmed by further structural and thermodynamic

tron microscope studies mentioned above and by return megy,gies, it will be possible to conclude that this phenomenon
surements oR(T). Further increase of the annealing tem- 5 innerent to many disordered systems.

perature to 573 K leads to a sharp drop of the resistance—
crystallization of the material occur¢see Fig. 3 An
austenitic structure is formed, with a crystallite size of up to
30 nm. The high-temperature bcc phase becomes the main
structural component. When the annealing tgmperature IS INE_mail: miazarev@kipt kharkov.ua
creased to 673 K the degree of homogeneity increases; the
crystallization extends practically through the whole volume
of the material. After annealing at 637 and 673 K the grain
size is 30 and 51 nm, respectively, and the rhombohedral
phase is the main component, and at a temperature of 723 K
. . O . . .

the crygtalllzanon process fmf) -Ti—Ni is complete. Upon 1} | komilov, D. K. Belousov, and E. V. Kachuffitanium Nickelide and
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PERSONALIA

Viktor Nikitich Grigor’ev  (on his 75th birthday )

June 3, 2005 is the 75th birthday of the experimentahumerous papers and conference reports and in the four
physicist Prof. Viktor Nikitich Grigor’ev, DSc Phys/Math. monographs and handbooks he has co-authored. His 75th
The scientific activity of Prof. Grigor’ev is devoted to basic pirthday finds him in the flower of his creative force and
research in the field of quantum liquids and quantum crysscientific activity. He holds a high reputation in the scientific
tals. He played a part in the discovery of quantum diffusioncommunity, and his work is often cited. A talented scientist
in crystals, which has become widely known and acknowl-yng agmirable person, Prof. Grigor'ev collaborates actively
edged throughout the world. His pioneering research on thﬁ/ith young colleagues and passes on his experience to them:

gtna?gcsr.og I(')?UL'J?«:.?] (1 'SnOIISdc'Zﬁggzngaénbefge?xvarﬁ'}e?ege]me has served as an advisor to many Candidates of Science.
'z ne | I g ng. We heartily congratulate Viktor Nikitich on his birthday

years he has obtained new fundamental results on the kinet—nd wish him aood health. success in his scientific endeay
ics of nucleation and phase separation in quantum mixe 9 '

crystals. ors, and inexhaustible creative energy.
Grigor'ev’s scientific achievements are reflected in his Editorial Board
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