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The stabilization and recombination of nitrogen atoms $\mathrm{N}\left({ }^{4} S\right)$ in nitrogen-helium and nitrogen-neon-helium condensates obtained by the injection of impurity particles from a gas discharge into bulk superfluid helium are investigated by the EPR method. It is established that the stabilized nitrogen atoms reside inside and on the surface of impurity clusters forming a porous structure in the bulk superfluid helium. The possibility of increasing the specific energy of impurity-helium condensates by increasing their density through mechanical pressing is investigated. For nitrogen-helium condensates an eightfold increase in the specific energy is achieved. The recombination loss of $\mathrm{N}\left({ }^{4} S\right)$ upon heating of impurity-helium condensates in the temperature range $1.7-7 \mathrm{~K}$ is detected. This permits verification of the mechanism of thermoluminescence of impurity-helium condensates. © 2005 American Institute of Physics. [DOI: 10.1063/1.2001631]

## 1. INTRODUCTION

Impurity-helium condensates (IHCs) have been attracting increasing interest in recent years as new porous nanomaterials whose unique properties can be used for various purposes. It has been proposed to use IHCs prepared on the basis of $D_{2}$ and $D_{2} O$ as moderators for obtaining ultracold neutrons. ${ }^{1}$ The most promising practical application of condensates is for polarization of ${ }^{3} \mathrm{He}, \mathrm{D}_{2}$, and ${ }^{129} \mathrm{Xe}$ nuclei in a strong magnetic field $\sim 10 \mathrm{~T}$ at a temperature of $\sim 1 \mathrm{mK}$. ${ }^{2,3}$ Another application of IHCs, which has been the most attractive from the start, is the creation of new cryogenic materials with a high specific energy, ${ }^{4}$ since record high concentrations of stabilized deuterium and nitrogen atoms have been achieved in IHCs. ${ }^{5,6}$ Other possible applications of IHCs include investigation of the unique properties of superfluid ${ }^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}$ in disordered porous materials, determination of the rate constants of certain tunneling reactions, measurement of atomic diffusion in disordered structures, research on quantum phenomena in condensates with high densities of stabilized hydrogen atoms, study of model systems containing free radicals, investigation of the magnetic and electronic
properties of nanoclusters, and research on nanoparticles of ice and their role in atmospheric processes and in astrophysics.

The technique of IHC preparation developed in 1974 by Gordon, Mezhov-Deglin, and Pugachev ${ }^{7}$ is based on the injection of impurities into bulk superfluid helium (He II) by a jet of gaseous helium. A variant of this technique in which the gas jet passes through a radio-frequency (rf) discharge zone permits the accumulation of free radicals in the impurity-helium samples. The van der Waals interaction between helium atoms and the impurity particle in some cases is sufficient for the formation of a bound helium sheath around the particle. IHC samples can now be made from a number of different atomic and molecular impurities: $\mathrm{Ne}, \mathrm{Ar}$, $\mathrm{Kr}, \mathrm{D}_{2}, \mathrm{~N}_{2}, \mathrm{H}_{2} \mathrm{O}, \mathrm{C}_{2} \mathrm{H}_{5} \mathrm{OH}, \mathrm{Ba}$, and Na . IHCs are porous gel-like structures formed by impurity clusters with different sizes $3-10 \mathrm{~nm}$ and a low average concentration of the impurity substance $\sim 10^{20} \mathrm{~cm}^{-3}$ (Refs. 5, 8, and 9). The skeleton of impurity material is formed in superfluid helium, and the sample usually remains stable outside the liquid helium as well (in this case we regard it as a dry sample) at higher temperatures. It is assumed that the impurity skeleton is coated by a layer of adsorbed helium, preventing the coales-
cence of the impurity substance in the dry sample. Studies of the relative (elemental) composition of helium and the various impurities in dry impurity-helium samples have shown that there are of the order of 20 helium atoms for every Ne atom and $\mathrm{N}_{2}$ molecule and 30-60 helium atoms for each Ar and Kr atom, ${ }^{10-12}$ i.e., the samples consist mainly of solidified helium. Thus IHCs are highly porous materials with a wide distribution of pore sizes (from 10 to 1000 nm ) ${ }^{13}$ and an extremely large specific surface area.

An important advantage of IHCs over other porous substances used in experiments at helium temperatures is the possibility of varying the density of the IHC sample directly during the course of an experiment by compression (pressing) of the sample. Thus in a single experiment one can obtain data measured on an IHC sample with a controlled variation of the density of the impurities; this can be very useful for studying the dependence of the sound conversion efficiency in He II on the impurity density. ${ }^{14}$ Pressing of an IHC sample also alters the distribution of pore sizes (this can be used to study the properties of superfluid helium in a restricted geometry) and the average density of radicals stabilized in the sample.

Mechanical pressing of IHCs to increase the concentration of stabilized nitrogen atoms was proposed in Ref. 15, but there have not yet been systematic measurements of the influence of pressing of samples on the concentration of atoms stabilized in them. Systems containing high concentrations of nitrogen atoms are particularly attractive for such investigations. The available results on the study of IHC samples have indicated the possibility of achieving values of the energy content of nitrogen-helium condensates comparable to the energy density stored in ordinary explosive materials. The results of our research have first demonstrated the possibility of mechanical pressing of IHC samples to increase the average concentration of stabilized nitrogen atoms during the time of an experiment. We have established the amount by which it is possible to increase the average concentration of nitrogen atoms by a simple pressing of the samples and the fraction of the atoms that remains in the sample after pressing.

In this paper we also present the results of studies of the recombination of nitrogen atoms stabilized in impurityhelium samples in the temperature range $1.7-7 \mathrm{~K}$. These studies were done for the purpose of verifying the mechanism of thermoluminescence of nitrogen-helium condensates. In Ref. 16 we proposed the following mechanism for explanation the thermoluminescence in the blue region of the spectrum from nitrogen-, neon-, and argon-helium samples containing nitrogen atoms: recombination of the nitrogen atoms leads to the formation of an excited molecule and its subsequent luminescence:

$$
\begin{aligned}
& \mathrm{N}\left({ }^{4} S\right)+\mathrm{N}\left({ }^{4} S\right) \rightarrow \mathrm{N}_{2}\left(A^{3} \Sigma_{u}^{+}\right) \\
& \mathrm{N}_{2}\left(A^{3} \Sigma_{u}^{+}\right) \rightarrow \mathrm{N}_{2}\left(X^{1} \Sigma_{g}^{+}\right)+h \nu
\end{aligned}
$$

In addition, it is known that in solid nitrogen the energy of a metastable molecule $\mathrm{N}_{2}\left(A^{3} \Sigma_{u}^{+}\right)$is efficiently transferred to a neighboring nitrogen atom in the ground state, with a transition of the latter to an excited state:

$$
\mathrm{N}_{2}\left(A^{3} \Sigma_{u}^{+}\right)+\mathrm{N}\left({ }^{4} S\right) \rightarrow \mathrm{N}_{2}\left(X^{1} \Sigma_{g}^{+}\right)+\mathrm{N}\left({ }^{2} D\right)
$$

This mechanism was proposed by Edwards to explain the thermoluminescence in the green region of the spectrum ( $\alpha$ group) in a nitrogen matrix, ${ }^{17}$ and it requires three $\mathrm{N}\left({ }^{4} S\right.$ ) atoms for every $\mathrm{N}\left({ }^{2} D\right)$ atom obtained; this should be manifested in a decrease of the concentration of stabilized $\mathrm{N}\left({ }^{4} S\right)$ atoms in the samples upon thermoluminescence. An attempt to obtain a decrease in the number of $\mathrm{N}\left({ }^{4} S\right)$ atoms in nitrogen-helium samples on heating from 1.5 to 2 K was unsuccessful. ${ }^{18}$ Only at the $\lambda$-point transition in helium was a decrease $(<10 \%)$ observed in the number of $\mathrm{N}\left({ }^{4} S\right)$ atoms in a nitrogen-helium sample. In view of this result and the complexity of the Edwards mechanism (a three-particle process in the solid phase at $T \approx 1.5 \mathrm{~K}$ ), another explanation for the thermoluminescence of impurity-helium samples in the green region of the spectrum was given preference-a version that suggests the long-term ( $>5 \times 10^{3} \mathrm{~s}$ ) existence of metastable $\mathrm{N}\left({ }^{2} D\right)$ atoms after their trapping from the gas phase into the condensate as the sample is accumulated, and their subsequent luminescence.

In the present study the recombination of nitrogen atoms was observed during the pressing of impurity-helium samples in He II and also during their heating in the temperature range $1.7-7 \mathrm{~K}$. The number of nitrogen atoms stabilized in the samples was determined by the EPR method, from which, together with the visually determined volumes of the impurity-helium samples, we determined the average concentration of atoms. From the linewidths of the recorded EPR spectra we could determine the local concentration of nitrogen atoms in the nanoclusters forming the IHCs. It is known from previous papers ${ }^{5,6}$ that the observed values of the local concentration are 1-2 orders of magnitude higher than the average concentration of atoms stabilized in impurity-helium samples; this is explained by the high porosity of the samples. The loss of nitrogen atoms in the ground state registered by the EPR method indicates that the Edwards mechanism is applicable for explaining the thermoluminescence in the green region of the spectrum of IHCs.

We investigated samples in which the initial atomic concentrations differed by more than two orders of magnitude. To obtain the samples with the low initial density of nitrogen atoms, neon was added to the nitrogen-helium mixture, and neon-helium gas mixtures with an impurity nitrogen content of $\sim 10^{-3} \%$ were also used.

## 2. EXPERIMENTAL TECHNIQUE

The samples were obtained by injecting atomicmolecular beams into bulk He II. ${ }^{12}$ We investigated three types of samples, obtained by condensation of gaseous mixtures of different compositions: nitrogen-helium $\left[\mathrm{N}_{2}\right] /[\mathrm{He}]$ $=1 / 20-1 / 500$, neon-helium $[\mathrm{Ne}] /[\mathrm{He}]=1 / 20$, and nitrogen-neon-helium $\left[\mathrm{N}_{2}\right] /[\mathrm{Ne}] /[\mathrm{He}]=1 / 100 / 10000$. The conditions for obtaining the different samples are listed in Table I.

Immediately prior to condensation in He II the gaseous mixture was subjected to an rf discharge (frequency 40 MHz , power 40 W ) for dissociation of impurity nitrogen molecules. Impurity-helium samples containing stabilized nitrogen atoms in the ${ }^{4} S$ ground state were formed in the bulk He II, and the number of these atoms was determined by the EPR method. Since a molecular nitrogen impurity ( $\sim 10^{-3} \%$ ) is normally found to be present in our a neon-

TABLE I. Experimental conditions for formation of impurity-helium samples.

| Sample No. | Composition of gas mixture | Gas flow rate $\mathrm{dN} / \mathrm{dt}, \times 10^{19}$ 1/s | Sample accumulation time,s |
| :---: | :---: | :---: | :---: |
| 1 | $\left[\mathrm{N}_{2}\right]:[\mathrm{He}]=1: 25$ | 6.0 | 600 |
| 2 | $\left[\mathrm{N}_{2}\right]:[\mathrm{He}]=1: 100$ | 5.9 | 900 |
| 3 | $\left[\mathrm{N}_{2}\right]:[\mathrm{He}]=1: 500$ | 6.2 | 1800 |
| 4 | $\begin{aligned} & {\left[\mathrm{N}_{2}\right]:[\mathrm{Ne}]:[\mathrm{He}]} \\ & \quad=1: 100: 10000 \end{aligned}$ | 13.0 | 660 |
| 5 | $\begin{gathered} {\left[\mathrm{N}_{2}\right]:[\mathrm{Ne}]:[\mathrm{He}]} \\ =1: 100: 10000 \end{gathered}$ | 10.0 | 960 |
| 6 | $[\mathrm{Ne}]:[\mathrm{He}]=1: 20$ | 5.0 | 600 |
| 7 | $[\mathrm{Ne}]:[\mathrm{He}]=1: 20$ | 6.0 | 600 |

helium gas mixture, the passage of such a mixture through an rf discharge region also results in the formation of nitrogen atoms in it, which are stabilized in the neon-helium condensate. The initiation of recombination processes was done both by mechanical action on the samples (pressing them) and by increasing their temperature from 1.7 to 7 K .

The low-temperature part of the apparatus is described in detail in Refs. 11 and 12. The samples were accumulated in a quartz cup filled with superfluid helium. The collection of the sample to the bottom of the cup was done mechanically. ${ }^{11}$ After the sample accumulation was completed, the cup (inner diameter 0.7 cm ) was filled to a height of $1.5-2 \mathrm{~cm}$. The cup could be moved vertically downward along the axis so that the lower part of the cup, containing the sample, lay at the center of the microwave cavity of the EPR apparatus. ${ }^{19}$ Figure 1 shows the location of the cavity with the sample in it. The characteristics of the cavity with respect to height are shown in Fig. 2a,b. The nonuniformity of the magnetic field is produced by the superconducting magnet is $\Delta H(h)$ $=H(h)-H_{0}$, where $H_{0}$ is the value of the magnetic field at the center of the cavity, and the dependence of the value of the EPR signal of a DPPH reference standard (containing $N=6.25 \times 10^{16}$ spins) on its displacement from the center along the axis of the cavity is given by $\gamma(h)$. The Q of the cavity at $T=1.7 \mathrm{~K}$ was 2000 , and the resonance frequency was 8907 MHz . The EPR spectra were recorded using modulation of the magnetic field (modulation frequency 2.11 kHz , modulation amplitude $\left.H_{M}=1 \mathrm{G}\right)$. The magnetic field was monitored by recording the voltage across a standard resistance ( $10^{-3} \Omega$ ) connected to the supply circuit of the superconducting Helmholtz coils. The Helmholtz coils were supplied from a P-138 stabilized dc source controlled by a computer through a digital voltage generator. For modulation of the magnetic field we used a G3-117 oscillator, and the signal from the microwave detector was fed to a computer via a UPI-1 lock-in amplifier and an ATsP-16/60 analog-todigital converter. The scan of the magnetic field in the 160 G range was done over a time of 5 min .

After recording the EPR signal from the sample we al-


FIG. 1. Disposition of the microwave cavity: 1,6 -end caps of the cavity; 2-glued-on thin copper rings; 3-quartz cylinder; 4-coupling loops; 5-coupling aperture; 7-microwave cable; 8-ruby reference standard; 9-Helmholtz coils; 10-quartz cup, 11-sample.
ways recorded the signal from a ruby reference crystal placed in the lower part of the cavity (see Fig. 1). The absolute number of atoms in the sample was determined by comparing the signals obtained from the sample and from the


FIG. 2. Nonuniformity $\Delta H(h)$ of the magnetic field produced by the superconducting magnet along the axis of the cavity (a); dependence of the value of the EPR signal $\gamma(h)$ of a standard DPPH sample (number of spins $N$ $=6.25 \times 10^{16}$ ) on its displacement from the center along the axis of the cavity (b).
ruby standard under the same experimental conditions. The error in determination of the absolute numbers of atoms did not exceed $20 \%$.

A change in temperature of the IHC samples from 1.7 to 4.2 K was brought about by changing the pressure of the saturated helium vapor in the Dewar. The temperature was measured by a TPK 1.5/20-22 semiconductor thermometer, ${ }^{20}$ placed in the conical part of the cup above the sample. For heating above 4.2 K we raised the cup with the sample toward the source of the atoms and waited for the liquid helium to evaporate from the cup and for the temperature of the sample to reach the required value. After that, the sample was repositioned in the cavity and the EPR spectrum of the atoms was recorded at $T=4.2 \mathrm{~K}$.

The compression (pressing) of the samples was done in a cup filled with He II. The pressing was done using a Teflon cylinder 0.68 cm in diameter and with a mass of 1.2 g , suspended by a thread from a rod. The sample was compressed by the weight of the cylinder and remained in that state after the load was removed.

## 3. EXPERIMENTAL RESULTS

### 3.1. Determination of the average concentration of nitrogen atoms stabilized in impurity-helium samples

For determination of the average concentrations of atoms it is necessary to know the volume of the sample and the number of atoms in it. All of the samples studied had a cylindrical shape. After determining the visible diameter and height of the sample, we could calculate its volume. The number of atoms in the samples was determined by the EPR method. It is seen in Figs. 1 and 2 that the height of the registration zone is 0.5 cm . If the height of the sample $h_{s}$ $<0.5 \mathrm{~cm}$, then the number of atoms was determined directly from the measurement with allowance for the intensity distribution of the microwave magnetic field over the height of the sample, while if the sample height $h_{s}>0.5 \mathrm{~cm}$ then the number of atoms was calculated after the measurement on the assumption of a uniform distribution of atoms in the sample, i.e., the measured value was multiplied by a coefficient proportional to the ratio of the sample volume to the volume of the registration zone.

Table II gives the absolute numbers of stabilized atoms in the samples, their visible volumes, and the calculated average concentration of atoms for samples obtained by condensation of different gas mixtures. It is seen from Table II that the highest initial concentration of atoms, $n_{0}=1.2$ $\times{ }^{18} \mathrm{~cm}^{-3}$, was achieved by the condensation of a nitrogenhelium gas mixture $\left[\mathrm{N}_{2}\right] /[\mathrm{He}]=1 / 100$, and the lowest, equal to $4.5 \times 10^{15} \mathrm{~cm}^{-3}$, as expected, by the condensation of a neon-helium gas mixture containing a minimal $\left(\sim 10^{-3} \%\right)$ impurity of molecular nitrogen.

Figure 3 shows the EPR spectra of nitrogen atoms stabilized in samples obtained by the condensation of various gas mixtures.

### 3.2. Investigation of mechanical action on impurity-helium samples

For each of the samples studied the compression was carried out several times. After each compression the volume

TABLE II. Determination of the average concentration of $\mathrm{N}\left({ }^{4} S\right)$ atoms in impurity-helium samples.

|  | Before pressing (after pressing) |  | Sample <br> No. | Number <br> of atoms <br> in sample, <br> $N_{0}\left(N_{k}\right), \times 10^{6}$ |
| :---: | :---: | :---: | :---: | :---: | | Visible |
| :---: |
| volume |
| of sample, |
| $V_{0}\left(V_{k}\right), \mathrm{cm}^{3}$ | | Concentration |
| :---: |
| of atoms in |
| sample, |
| $n_{0}\left(n_{k}\right), \times 10^{17}, \mathrm{~cm}^{-3}$ | | tration <br> increase <br> $n_{k} / n_{0}$ |
| :---: |
| 1 |

of the sample and the number of atoms in it were determined. The results of these studies are presented in Fig. 4. It is seen that in all cases, even for very low initial concentrations, the decrease of the sample volume due to the compression is accompanied by a recombination loss of nitrogen atoms. During the compression the samples were immersed in superfluid helium, and green luminescence in the region $\lambda$ $\sim 520 \mathrm{~nm}$, propagating downward from the base of the Teflon plunger, was observed visually. The values of the sample volumes and the number and concentration of nitro-


FIG. 3. EPR spectra of nitrogen atoms stabilized at $T=1.7 \mathrm{~K}$ in samples obtained by condensation of various gas mixtures: $\left[\mathrm{N}_{2}\right]:[\mathrm{He}]=1: 100$ (a), $\left[\mathrm{N}_{2}\right]:[\mathrm{Ne}]:[\mathrm{He}]=1: 100: 10000(\mathrm{~b}),[\mathrm{Ne}]:[\mathrm{He}]=1: 20(\mathrm{c})$.


FIG. 4. Variation of the number of nitrogen atoms in IHC samples during their pressing. The curves are labeled by the sample No. in Tables I-III.
gen atoms in the samples immediately after preparation and after pressing are given in Table II. It is seen that, despite the partial recombination, pressing of the samples leads to an increase in the average concentrations of nitrogen atoms in the samples (by a factor of $1.4-8.1$ ). The maximum effect, an eightfold increase in the nitrogen atom concentration, is observed for the nitrogen-helium sample (No. 1): a decrease of the sample volume by a factor of 24 was accompanied by the recombination of $2 / 3$ of the initial number of nitrogen atoms. It should be noted that the relative decrease of the total number of impurity atoms in the samples due to pressing depends weakly on the initial concentration of atoms. For nitrogen-helium and nitrogen-neon-helium samples, in which the initial concentrations of nitrogen atoms differ by more than 2 orders of magnitude $\left(4.5 \times 10^{15}-1.2 \times 10^{18} \mathrm{~cm}^{-3}\right)$, the decrease of the total number of nitrogen atoms on pressing is by a factor of 1.33-3.4.

### 3.3. Initiation of recombination of nitrogen atoms by heating of IHC samples

In view of the fact that nitrogen-helium samples containing high concentrations of stabilized nitrogen atoms spontaneously explode ${ }^{21}$ when removed from the liquid helium, the recombination of nitrogen impurity atoms in IHCs on heating was studied only in neon-helium samples containing low impurities of nitrogen atoms. To determine the influence of the initial concentration of nitrogen atoms on the recombination process we investigated samples condensed from neonhelium mixtures both with the natural impurity level of molecular nitrogen $(\sim 0.001 \%)$ and with a $0.01 \%$ nitrogen admixture. The temperature dependence of the number of nitrogen atoms in sample No. 4 and the temperature dependence of its visible volume are shown in Fig. 5a. The concentration of nitrogen atoms in the sample at the start of the heating was $6.2 \times 10^{17} \mathrm{~cm}^{-3}$. During heating from 1.7 to 4.2 K the sample was immersed in liquid helium, while the heating to higher temperatures was done for a dry sample. The recombination of nitrogen atoms occurs both in the sample immersed in liquid helium at $T>2.2 \mathrm{~K}$ and in the sample removed from the helium, in the temperature range $4.2-7 \mathrm{~K}$.


FIG. 5. Temperature dependence of the number of nitrogen atoms (solid curves, left-hand axis) and the visible volume (dashed curves, right-hand axis) for sample No. 4 , with $\left[\mathrm{N}_{2}\right]:[\mathrm{Ne}]:[\mathrm{He}]=1: 100: 10000$ (a) and sample No. 7, with $[\mathrm{Ne}]:[\mathrm{He}]=1: 20$ (b).

The fact that heating above 8 K does not lead to recombination of atoms implies that a rigid lattice of impurity particles has already formed by that temperature. Significant structural changes in the sample in the temperature range $4.2-8 \mathrm{~K}$ are confirmed by the temperature dependence of the visible volume of the sample presented in Fig. 5a.

Figure 5b shows the number of nitrogen atoms in a neon-helium sample (No. 7) of volume $0.08 \mathrm{~cm}^{3}$ on heating from 1.7 to 4.2 K . The concentration of nitrogen atoms $n_{0}$ in this sample after pressing was $1.05 \times 10^{16} \mathrm{~cm}^{-3}$. The volume of the sample did not change during heating. It is seen that on heating from 1.7 to 2.25 K one does not observe recombination of nitrogen impurity atoms, and only on further heating to 4.2 K does recombination of nitrogen atoms occur in the neon-helium sample. Holding this sample in liquid helium at a temperature of 4.2 K for over 1 hour did not lead to changes in its volume nor in the number of nitrogen atoms stabilized in it.

It is seen in Fig. 5 that the decrease in the number of atoms in a neon-helium sample with a low initial concentration $n_{0} \approx 1.05 \times 10^{16} \mathrm{~cm}^{-3}$ occurs only after it is heated above the $\lambda$ point in helium. We investigated this fact more carefully on the nitrogen-helium samples. For this we measured the number of atoms in the sample near the $\lambda$ point several times for $T_{1}<T_{\lambda}$ first, and then the sample was heated to $T_{2}>T_{\lambda}$ and the measurement of the number of atoms in it was repeated. The results of such measurements for three different samples are presented in Fig. 6. It is seen that the $\lambda$-point transition in helium initiates recombination of a fraction (up to $40 \%$ ) of the nitrogen atoms in the nitrogen-helium samples with $n_{0} \sim 10^{18} \mathrm{~cm}^{-3}$.

### 3.4. Processing of the EPR spectra of nitrogen atoms stabilized in impurity-helium samples

Analysis of the shape and width of the EPR line yields a vast amount of information about the interaction of paramagnetic centers in the system. As is seen in Fig. 3, for all the IHC samples the recorded EPR spectra of the nitrogen atoms


FIG. 6. Temperature dependence of the number of nitrogen atoms in IHC samples immersed in He II upon transition through the $\lambda$ point: $\left[\mathrm{N}_{2}\right]:[\mathrm{He}]$ $=1: 25, \quad n_{0}=5.5 \times 10^{18} \mathrm{~cm}^{-3}, \quad V=0.04 \mathrm{~cm}^{3}(1) ;\left[\mathrm{N}_{2}\right]:[\mathrm{He}]=1: 500, n_{0}$ $=1.2 \times 10^{18} \mathrm{~cm}^{-3}, \quad V=0.08 \mathrm{~cm}^{3} \quad(2) ; \quad\left[\mathrm{N}_{2}\right]:[\mathrm{He}]=1: 500, \quad n_{0}=0.7$ $\times 10^{18} \mathrm{~cm}^{-3}, V=0.06 \mathrm{~cm}^{3}(3)$.
in the ${ }^{4} S$ ground state are strongly broadened. Having determined the width of an individual component of the spectrum, one can obtain estimates of the local concentration of nitrogen atoms in the samples. ${ }^{22}$ Determination of the width of individual components in the present study is complicated by the use of a nonuniform superconducting magnet and a quartz cavity of small size, while the macroscopic samples under study were comparatively large, $\sim 0.1-0.5 \mathrm{~cm}$. Thus in the processing of the spectra it was necessary to take into account the nonuniformity of the main magnetic field and the variation of the square of the amplitude of the microwave magnetic field $H_{1}^{2}$ over the height of the cavity.

For determination of the width of the individual components we used a method utilizing the experimentally measured nonuniformity of the magnetic field $\Delta H(h)$ and the measured variation of $H_{1}^{2}$ along the height of the sample. We recorded the EPR signals from a miniature $\left(0.5 \mathrm{~mm}^{3}\right)$ sample of DPPH placed at different points on the axis of the cavity in the region where the sample was located. The values of the resonance magnetic field were determined from the position of the line center, and the values of $H_{1}^{2}$, from the amplitude of the recorded spectrum. The experimental curves, which are shown in Fig. 2, are well described by the formulas

$$
\begin{align*}
& \gamma(h)=A_{\gamma} \cos ^{2}\left(\frac{\pi h}{d_{\gamma}}\right),  \tag{1}\\
& H\left(H_{0}, h\right)=H_{0}-\alpha h^{2}, \tag{2}
\end{align*}
$$

where $A_{\gamma}=0.328, d_{\gamma}=7.04 \mathrm{~mm}$, and $\alpha=0.590 \mathrm{G} / \mathrm{mm}^{2}$.
If the "natural" absorption contour of the sample is denoted by $g(H)$, the contour obtained with the nonuniformity taken into account will be described by the expression

$$
\begin{equation*}
\widetilde{g}(H)=\frac{1}{h_{s}} \int_{h_{b}}^{h_{t}} \gamma(h) g\left[H\left(H_{0}, h\right)\right] d h, \tag{3}
\end{equation*}
$$

where $h_{t}$ and $h_{b}$ are, respectively, the coordinates of the top and bottom surfaces of the sample along the axis of the cavity, and $h_{s}=h_{t}-h_{b}$ is the height of the sample.

Since the spectrum was recorded using the method of modulation of the magnetic field (the modulation frequency $\omega=6.3 \mathrm{kHz}$ and the modulation amplitude $H_{M}=1 \mathrm{G}$ ), the recorded signal is proportional to the first coefficient of the Fourier series expansion of $\widetilde{g}(H)$ (Ref. 23) and is described by the expression

$$
\begin{equation*}
f(H)=\frac{1}{\pi} \int_{-\pi}^{\pi} \cos (\omega t) \widetilde{g}\left[H+H_{M} \cos (\omega t)\right] d(\omega t) \tag{4}
\end{equation*}
$$

Substituting (3) into (4) and taking (1) and (2) into account, we obtain

$$
\begin{align*}
f(H)= & \frac{A_{\gamma}}{h_{s} \pi} \int_{-\pi}^{\pi} d(\omega t) \int_{h_{b}}^{h_{t}} d h \cos (\omega t) \cos ^{2}\left(\frac{\pi h}{d_{\gamma}}\right) \\
& \times g\left[H-\alpha h^{2}+H_{M} \cos (\omega t)\right] . \tag{5}
\end{align*}
$$

As the initial contour for a nitrogen atom we chose a triplet of Lorentzian lines, since under the experimental conditions a chaotic distribution of spins was most likely realized, and the expected relative concentration of atoms was considerably less than $10 \%$ :

$$
\begin{align*}
g(H)= & A\left\{\frac{1}{1+\left(\frac{H-H_{0}}{\Delta H_{L}}\right)^{2}}+\frac{1}{1+\left(\frac{H-H_{0}+a}{\Delta H_{L}}\right)^{2}}\right. \\
& \left.+\frac{1}{1+\left(\frac{H-H_{0}-a}{\Delta H_{L}}\right)^{2}}\right\}, \tag{6}
\end{align*}
$$

where $A$ is the amplitude, $H_{0}$ is the resonance field, $a$ is the hyperfine interaction constant, and $\Delta H_{L}$ is the half width at half maximum of an individual component.

Substituting (6) into (5), we obtain a final expression describing the recorded EPR spectra of nitrogen atoms in IHC samples:

$$
\begin{align*}
f(H)= & \frac{A A_{\gamma}}{h_{s} \pi} \int_{-\pi}^{\pi} d(\omega t) \int_{h_{b}}^{h_{t}} d h \cos (\omega t) \cos ^{2}\left(\frac{\pi h}{d_{\gamma}}\right) \\
& \times\left\{\frac{1}{1+\left(\frac{H-\alpha h^{2}+H_{M} \cos (\omega t)-H_{0}}{\Delta H_{L}}\right)^{2}}\right. \\
& +\frac{1}{1+\left(\frac{H-\alpha h^{2}+H_{M} \cos (\omega t)-H_{0}+a}{\Delta H_{L}}\right)^{2}} \\
& \left.+\frac{1}{1+\left(\frac{H-\alpha h^{2}+H_{M} \cos (\omega t)-H_{0}-a}{\Delta H_{L}}\right.}\right\} \tag{7}
\end{align*}
$$

In the calculations the integration was done by the method of rectangles.

Some of the parameters were determined experimentally: in particular, $H_{M}=1 \mathrm{G}, H_{0}=3181 \mathrm{G}$. The other parameters $a, \Delta H_{L}$, and $A$ were chosen so as to minimize the mean square deviation of the experimental spectra from the spectra calculated according to formula (7). The mean square deviation was calculated from the formula

TABLE III. Local concentration of $\mathrm{N}\left({ }^{4} S\right)$ atoms in impurity-helium samples.

| Sample <br> No. | Half width at <br> half maximum <br> of individual <br> component, <br> $\Delta H_{L}, \mathrm{G}$ | Local <br> concentration, <br> $n_{L,} \times 10^{19}$, <br> $\mathrm{cm}^{-3}$ | Average <br> concentration, <br> $n, \times 10^{17}$, <br> $\mathrm{cm}^{-3}$ |
| :---: | :---: | :---: | :---: |
| 1 | 11.0 | 15.6 | 6.5 |
| 2 | 12.5 | 17.7 | 12 |
| 3 | 13.8 | 19.6 | 8.5 |
| 4 | 5.7 | 8.09 | 2.25 |
| 5 | 6.0 | 8.51 | 0.86 |
| 7 | 3.0 | 4.25 | 0.25 |
| 7 | 4.25 | 0.045 |  |

$$
\begin{equation*}
\sigma^{2}=\sum_{i}\left(y_{i}-f\left(H_{i}, a, \Delta H_{L}, A\right)\right)^{2} \tag{8}
\end{equation*}
$$

where $y_{i}$ is the intensity of the EPR signal for the field $H_{i}$ measured experimentally, and $f\left(H_{i}\right)$ is the value calculated according to formula (7).

After a number of attempts we chose the parameter $a$ $=4.2 \mathrm{G}$, corresponding to the hyperfine splitting for a nitrogen atom found in a solid nitrogen matrix, ${ }^{17}$ which was approximately equal to the splitting found for the nitrogenhelium samples studied.

Then the remaining parameters $\Delta H_{L}$ and $A$ were varied to achieve good agreement of the calculated with the experimental spectrum. The spectra calculated according to formula (7) describe the experimental spectra well. Table III gives the parameters of the calculated spectra for which a good match was achieved to the experimental spectra of nitrogen atoms stabilized in the different impurity-helium samples.

Assuming that the line broadening is due to the dipoledipole interaction of paramagnetic centers distributed randomly in a rigid lattice, one can obtain a relation between the half width $\Delta H_{L}$ of an individual component of the spectrum and the local atomic concentration $n_{L}:{ }^{22}$

$$
\begin{equation*}
\Delta H_{L}=\frac{4 \pi^{2}}{9 \sqrt{3}} \xi \beta_{B} n_{L} \tag{9}
\end{equation*}
$$

where $\beta_{B}$ is the Bohr magneton, and $\xi=3 / 2$ for equivalent spins.

In that case (the case of equivalent spins) we obtain

$$
\begin{align*}
\Delta H_{L}[\mathrm{G}]= & 7.05 \cdot 10^{-20} n_{L}\left[\mathrm{~cm}^{-3}\right] \text { or } n_{L}=1.43 \\
& \cdot 10^{19} \Delta H_{L} \tag{10}
\end{align*}
$$

The values of the local concentrations of nitrogen atoms calculated according to this relation for the different impurity-helium samples are also given in Table III. It is seen that the local concentrations of nitrogen atoms are substantially (about two orders of magnitude) higher than the average concentrations of atoms in the nitrogen-helium
samples, while the nitrogen content in the neon-helium samples is much less; as a result, the concentrations differ by 3-4 orders of magnitude.

## 4. DISCUSSION OF THE RESULTS

For analysis of the processes occurring in IHCs it is necessary to take their structure into account. The concept of IHCs as amorphous solids forming as a result of the freezing of impurity-helium clusters centered around the impurity particles can explain a number of experimental results: the high relative concentrations of nitrogen atoms: $[\mathrm{N}] /\left[\mathrm{N}_{2}\right]$ $\sim 0.1-0.5,{ }^{6,11}$ and the elemental composition of the IHCs: $[\mathrm{He}] /[\mathrm{Im}] \sim 20-60 .{ }^{11,16}$ The spectral studies of N -Rghelium samples ${ }^{24}$ have shown that it is possible for small impurity clusters to be stabilized in solidified helium, and x-ray diffraction studies on samples obtained by injecting impurity particles from a gas jet into bulk superfluid helium in a narrow channel of the x-ray cryostat have shown that it is possible for clusters of impurity particles with a characteristic size of $3-10 \mathrm{~nm}$ to be stabilized in solidified helium. ${ }^{5,8,9}$ It was concluded on the basis of the data obtained that impurity particles injected from the gas phase into superfluid helium are found mainly in nanoclusters (in the case of molecular nitrogen the number of impurity particles in the clusters reaches 5000). From a comparison of the intensities of the diffraction signals from the impurity atoms and the He atoms in these studies it was possible to estimate the average density of impurity particles found in the helium: $\sim 10^{20} \mathrm{~cm}^{-3}$ for nitrogen and neon, and $\sim 10^{21} \mathrm{~cm}^{-3}$ for deuterium. In studying the structure of the deuterium-helium condensates, thanks to the commensurate $x$-ray scattering intensities on the helium and deuterium atoms, it proved possible to detect the presence of $\sim 10^{21}$ atoms $/ \mathrm{cm}^{3}$ of helium bound to the impurity skeleton. ${ }^{5}$

The EPR method can determine not only the average concentration of atoms in a sample of known volume, from measurements of the absolute number of atoms in it, but also their local concentration-from analysis of the line shapes of the signal. This information also permits analysis of the structure of the sample.

The average concentration of nitrogen atoms in nitrogenhelium samples immediately after their preparation is $\sim 10^{18} \mathrm{~cm}^{-3}$ (see Table II). If the nitrogen atoms are uniformly distributed in the IHC, then the individual linewidths with the dipole-dipole interaction taken into account should be $\sim 70 \mathrm{mG}(0.5 \mathrm{G}$ if it is assumed that the trapping sites are orbitally equivalent, mainly on account of the contact interaction of the unpaired electrons with the nuclear magnetic moments of the molecules). The experimentally observed widths, $22-27.6 \mathrm{G}$ (see Table III), exceed this value by more than two orders of magnitude. Such a strong difference of the local and average concentrations of nitrogen atoms in IHC samples is explained by a nonuniform distribution of nitrogen atoms over the sample volume, i.e., the presence of regions with high local concentration-nitrogen nanoclusters. That the nitrogen atoms are located in molecular clusters of nitrogen is confirmed by the value of the hyperfine interaction constant, equal to 4.2 G .

The relative concentration $[\mathrm{N}] /\left[\mathrm{N}_{2}\right]$ in the nitrogenhelium samples is easily determined from the values ob-

TABLE IV. Specific energy in nitrogen-helium samples containing stabilized $\mathrm{N}\left({ }^{4} S\right)$ atoms

| Composition <br> of condensed <br> mixture | Relative concentration <br> of atomic nitrogen |  | Specific <br> energy |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $[\mathrm{~N}] /[\mathrm{He}] \cdot 100 \%$ | $\mathrm{~J} / \mathrm{cm}^{3}$ | $\mathrm{~J} / \mathrm{g}$ |  | | $1 / 25$ | 50 | 3.6 | 800 | 4650 |
| :---: | :---: | :---: | :---: | :---: |
| $1 / 40$ | 29.4 | 2.1 | 470 | 2730 |
| $1 / 82$ | 14 | 1.0 | 240 | 1400 |
| $1 / 100$ | 54 | 3.9 | 860 | 5000 |
| $1 / 500$ | $>13$ | $>0.9$ | $>210$ | $>1220$ |

tained for the average and local concentrations. The ratio of the average atomic concentration $\sim 10^{18} \mathrm{~cm}^{-3}$ to the value of the nitrogen density in the nitrogen-helium samples obtained in x-ray diffraction experiments, $\sim 10^{20} \mathrm{~cm}^{-3}$, equals $10^{-2}$. A similar value of $[\mathrm{N}] /\left[\mathrm{N}_{2}\right]$ is obtained from the ratio of the local density of atoms $\approx 2 \times 10^{20} \mathrm{~cm}^{-3}$ (see Table III) to the density of crystalline nitrogen $2.22 \times 10^{22} \mathrm{~cm}^{-3}$ (Ref. 25) (assuming that the nanoclusters of molecular nitrogen have a density only a slightly lower than that).

Thus an analysis of the results of EPR studies of nitrogen atoms in nitrogen-helium samples leads to the conclusion that the nitrogen atoms are stabilized mainly in clusters of molecular nitrogen where the ratio of the average concentration to the local concentration is $10^{-2}$. In neon-helium samples containing nitrogen as an impurity, the local concentration of the nitrogen impurity atoms exceeds the average concentration over the sample to an even greater degree. This indicates the formation of regions with a high local concentration of nitrogen in the neon-helium samples also.

For the case of the formation of samples of IHCs from clusters of minimum size (containing from one to several nitrogen molecules) it may be possible to achieve a higher relative concentration of nitrogen atoms. From a comparison of previously obtained experimental data on the determination of the elemental composition of IHC samples ${ }^{10,12}$ and the EPR spectroscopy of nitrogen atoms in nitrogen-helium samples, ${ }^{15}$ one can determine the energy content of the nitrogen-helium condensates.

The values of the relative concentrations of nitrogen atoms and the specific energy for samples obtained by condensation of nitrogen-helium mixtures of different composition which have passed through an rf discharge are presented in Table IV, where the values of the energy content shown are the maximum achieved.

In the calculations we used the value of the stoichiometric coefficient $[\mathrm{He}] /[\mathrm{N}]=14$ obtained in an experiment with a nitrogen-helium sample prepared with the use of an rf discharge. It is seen that because of the porosity of the samples their specific energy is not large (from 210 to $860 \mathrm{~J} / \mathrm{cm}^{3}$ ), but due to their low density (slightly larger than the density of liquid helium) the energy content per gram of
the sample reaches appreciable values (up to $5 \mathrm{~kJ} / \mathrm{g}$ ), comparable to that of the better explosives.

In addition to such experimental facts as the achievement of a relative concentration $[\mathrm{N}] /\left[\mathrm{N}_{2}\right] \sim 0.1-0.5$ and the influence of the neon (krypton) content in the condensing gas jet on the shape of the $\alpha$ group, ${ }^{24}$ evidence that the samples are formed of ultrafine clusters also comes from the fact that in the preparation of samples at $T \leqslant 1.4 \mathrm{~K}$ we repeatedly observed the spontaneous destruction of nitrogen-helium samples directly in bulk superfluid helium, accompanied by bright flashes and the splashing of a significant amount (several $\mathrm{cm}^{3}$ ) of liquid helium from the cup. The flashes occurred in a volume of $\sim 1 \mathrm{~cm}^{3}$, and, as a rule, nothing but liquid helium was observed in that part of the cup prior to the flash. This phenomenon can be explained by the fact that together with a high energy content, those samples have a somewhat different structure: such small clusters are hardly capable of forming an impurity skeleton with large pores (up to 800 nm in size, in which case the total pore volume in the sample can comprise up to $80 \%$ of its visible volume), ${ }^{11}$ and in the absence of a rigid skeleton a much larger part of the volume is filled with the impurity substance and helium bound to it. In such a case, despite the fact that the sample is immersed in He II, heat transfer should be impeded at the sites of the highest concentration of the impurity substance, and as a result of recombination of the nitrogen atoms, local hot spots can appear which initiate further recombination of the nitrogen atoms. Thus the region with the highest concentration of nitrogen atoms burns itself out, while the helium in the overheating zone evaporates rapidly, forming a bubble that forces liquid helium out of the cup. The small size of the clusters and of the pores between them also explains why they cannot be seen.

It is clear that the energy content of these samples is in principle higher than that which can be reached at higher temperatures by simple mechanical pressing. This follows already from the fact that even at equal densities of the impurity substance, the number of nitrogen atoms in the samples obtained at $T<1.4 \mathrm{~K}$ is an order of magnitude larger. In addition, pressing of the sample leads to initiation of recombination of the atoms: the clusters approach until their surfaces touch, since the helium adsorbed on the surfaces is not so tightly bound as to prevent this approach. The interaction of nitrogen atoms can initiate local heating and further recombination of the atoms in the immediate environment, leading to a decrease in the number of stabilized atoms.

It should be noted that at the high values of the local concentrations of nitrogen atoms $\left(8 \times 10^{20} \mathrm{~cm}^{-3}\right)$ stabilized in the nitrogen-helium samples ${ }^{6}$ one expects to see exchange narrowing of the lines in the EPR spectra of the atoms. ${ }^{22}$ Also of significant interest are processes occurring in the stage of destruction of nitrogen-helium samples containing high concentrations of stabilized nitrogen atoms. The compaction of the samples at the start of the their destruction causes an increase in the concentration of atoms and apparently causes the concentration of radicals to reach the limiting values for such systems. Further compaction of the samples is accompanied by recombination of a large fraction of the atoms stabilized in the sample. Knowledge of the lim-
iting concentrations of nitrogen atoms in impurity-helium condensates would permit determination of the energy content attainable in such systems. For studying such transient process it is necessary to use methods with higher time resolution for determining the number of spins in the samples. The use of pulsed EPR would make it possible to study unstable samples of nitrogen-helium condensates prepared at $T \leqslant 1.4 \mathrm{~K}$. From the parameters of the EPR spectra of the nitrogen atoms stabilized in clusters, one can determine whether or not the samples are formed by clusters of several nitrogen molecules. Recently a pulsed EPR spectrometer was built at Cornell University (USA) for studying fast processes in IHC samples.

The data obtained in the present study also confirm that both mechanical pressing and heating of impurity-helium samples are accompanied by a decrease of the number of nitrogen atoms in the ground state. This is evidence of recombination of nitrogen atoms in the samples, which gives rise to the metastable molecules and atoms of nitrogen responsible for the luminescence. Thus we have obtained direct experimental proof of the occurrence of thermoluminescence of impurity-helium samples containing stabilized nitrogen atoms by the mechanism proposed by Edwards for explaining the thermoluminescence of nitrogen atoms in a molecular nitrogen matrix. ${ }^{17}$

These studies have demonstrated the possibility of making measurements on IHC samples of progressively increasing density. The possibility of varying the geometry of IHCs (varying the pore size distribution) and density of an impurity substance (stabilized radicals) in the course of an experiment offers new prospects for doing low-temperature experiments, in particular, on the properties of superfluid helium in a restricted geometry with variation of the porosity of the sample during the experiment and for studying the dependence on the impurity density of the sound conversion efficiency in He II. ${ }^{14}$

## CONCLUSION

The results obtained in this study permit the following conclusions.
(1) We have registered the recombination loss of nitrogen atoms in impurity-helium condensates (IHCs) during mechanical pressing of the samples in He II and during their heating in the temperature range $1.7-7 \mathrm{~K}$. This proves that the cause of the thermoluminescence of IHC samples containing nitrogen atoms in the ground state is their recombination, which leads to the formation of excited atoms and nitrogen molecules. In the case of stabilization of high concentrations of nitrogen atoms in nitrogen-helium samples the explosive destruction of such samples can occur even in bulk superfluid helium.
(2) The results of EPR studies of IHC samples containing stabilized nitrogen atoms have shown that the nitrogen atoms reside mainly at the surface and in the interior of impurity clusters that form a porous structure of the samples.
(3) We have shown that it is possible in principle to increase effectively (by up to 8 times) the specific energy of
nitrogen-helium condensates containing nitrogen atoms by mechanical pressing of IHC samples in superfluid helium.
(4) Experiments at helium temperatures were carried out on samples whose properties (volume, density of the impurity substance, and the concentration of stabilized radicals, pore size distribution) can be varied in a deliberate manner during the course of an experiment. This unique feature of IHCs opens up new prospects for lowtemperature research.
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#### Abstract

The conditions for formation of a bound state between two-dimensional spatially separated electron and hole in a magnetic field normal to the plane of motion of the carriers are investigated. The binding energy, effective mass, and electric polarizability of the electron-hole pair are found as functions of the distance $d$ between conducting layers. The features of the superfluidity of a Bose gas of electron-hole pairs in the case of low density are analyzed. It is established that quantized vortices in the superfluid phase have real electric charge, the value of which depends on the density of pairs and the distance between layers. In the case of small $d$ and high magnetic fields the vortex charge $q=\nu e$, where $\nu$ is the filling factor of the lowest Landau level by carriers. The stability of the Bose gas of pairs against transition to the crystalline state is investigated, and it is shown that at small $d$ the pair crystallization temperature $T_{m}$ is substantially below the superfluid transition temperature $T_{c}$. With increasing $d$ the temperature $T_{m}$ grows more rapidly than $T_{c}$, and there exists a critical value $d$ at which the superfluid phase vanishes. © 2005 American Institute of Physics. [DOI: 10.1063/1.2001628]


## 1. INTRODUCTION

Experimental evidence of superfluidity of electron-hole pairs in two-layer electron systems has been presented in a number of recent papers. ${ }^{1-3}$ We are talking about two-layer systems with electronic conductivity in a strong electric field normal to the layers in the case when the total filling factor of the layers $\nu_{T} \equiv \nu_{1}+\nu_{2}=1$. In this case the number of unfilled sites, i.e., holes in the Landau band of one layer, is equal to the number of electrons in this same Landau band in another layer, and, owing to the Coulomb interaction, the electrons can form bound pairs with the holes. The current states of such pairs are accompanied by equal and oppositely directed electric currents, which are nondissipative below the temperature of the transition of the pairs to the superfluid state. The idea that superfluidity can exist in systems with pairing of spatially separated electrons and holes was first stated in Refs. 4 and 5. For the case of two-layer electron systems in a strong magnetic field these ideas were developed in Refs. 6-13.

As in other superfluid systems, quantized vortices can arise in systems with pairing of spatially separated electrons and holes. Rather unexpectedly it has turned out that although the electron-hole system is electronically neutral, in a strong magnetic field all the vortices carry real electric charge, localized at the center of the vortex. The presence of charge in the vortices was first noted in Ref. 9 for systems with filling factors $\nu_{1}=\nu_{2}=1 / 2$, and it was predicted that the vortex charge should have a universal value $q=(1 / 2) e$. It was shown in a paper by one of the authors ${ }^{14}$ that the appearance of electric charge on a vortex occurs in all super-
fluid systems in magnetic field and not just in electron-hole ones. This charge is quantized owing to the topological properties of the phase of the order parameter, but in the general case it is fractional. However, only in electron-hole superfluid systems does the vortex charge have a universal value $q=\nu e$, where $\nu=\nu_{e}=\nu_{h}$ ( $\nu_{e}$ and $\nu_{h}$ are the filling factors of the Landau level for electrons in one layer and for holes in the other). In the other superfluid systems, because of the small electric polarizability and large mass of the atoms, the vortex charge is too small to be observed.

In Ref. 14 the properties of a two-layer structure in a strong magnetic field were investigated in the limit when the thickness $d$ of the insulator layer separating the conducting layers is smaller than all lengths of the problem (in particular, $d$ is less than the magnetic length $l_{B}=(c \hbar / e B)^{1 / 2}$ and the distance between carriers $n^{-1 / 2}$ ). But the case when $d$ is not small is of interest, since systems with large $d$ are easier to implement experimentally. However, with increase of $d$ there is the danger of destroying the interlayer coherence because of different dependence on $d$ of the potential and kinetic energies of the pairs. In this paper we study the properties of systems with pairing of spatially separated electrons and holes as the distance between conducting layers is increased. We consider the low density limit, when the mean distance between electron-hole pairs is much greater than the size of a pair. We obtain the dependence on $d$ of the vortex charge and effective mass of an electron-hole pair, and we investigate the stability of the system of pairs against transition to the crystalline state.

## 2. ELECTRON-HOLE PAIR IN CROSSED ELECTRIC AND MAGNETIC FIELDS

Let us consider a two-layer system in a strong magnetic field normal to the layers. We shall assume that in one layer the charge carriers are electrons, and in the other, holes. We emphasize that in the absence of magnetic field both layers can have electronic conductivity. As was shown in Ref. 15, the particle-hole transformation carried out in the presence of a magnetic field in one of the layers causes the filling factor of the layer undergoing transformation to change from $\nu$ to $1-\nu$ and the sign of the current carrier to change from negative to positive. Therefore for a two-layer electron system the filling factors of which satisfy the equation $\nu_{1}+\nu_{2}=1$, after particle-hole transformation in one of the layers we arrive at an electron-hole system in which $\nu_{e}=\nu_{h}=\nu$. For generality we shall assume that the hole mass $m_{h}$ is unequal to the electron mass $m_{e}$. In semiconductor heterostructures with layers which in the absence of magnetic field have electronic and hole-type conduction, usually $m_{e}=0.067 m_{0}$ and $m_{h}$ $=0.4 m_{0}$, where $m_{0}$ is the free electron mass. In the low density limit under consideration here the electrons and holes are paired in coordinate space, and the pairing problem reduces to solution of the Schrödinger equation for a single electron-hole pair:

$$
\begin{align*}
& {\left[\frac{1}{2 m_{e}}\left(-i h \nabla_{e}+\frac{e}{c} \mathbf{A}_{e}\right)^{2}+\frac{1}{2 m_{h}}\left(-i h \nabla_{h}-\frac{e}{c} \mathbf{A}_{h}\right)^{2}+e \mathbf{E}\right.} \\
& \left.\quad \cdot\left(\mathbf{r}_{e}-\mathbf{r}_{h}\right)-\frac{e^{2}}{\varepsilon_{0} \sqrt{\left|\mathbf{r}_{e}-\mathbf{r}_{h}\right|^{2}+d^{2}}}\right] \Psi\left(\mathbf{r}_{e}, \mathbf{r}_{h}\right) \\
& =\varepsilon \Psi\left(\mathbf{r}_{e}, \mathbf{r}_{h}\right) \tag{1}
\end{align*}
$$

Here $\mathbf{r}_{e}$ and $\mathbf{r}_{h}$ are two-dimensional radius vectors describing the positions of the electron and hole in their respective conducting layers (the conducting layers are assumed twodimensional), $d$ is the distance between conducting layers, and $\varepsilon_{0}$ is the dielectric constant of the system (the same for both layers). In writing this equation we have assumed that, in addition to the magnetic field $\mathbf{B}=$ curl $\mathbf{A}$, an electric field $\mathbf{E}$ of equal strength in both layers is applied parallel to the layers. We take the electron charge as $-e$.

A decisive circumstance for solution of Eq. (1) is the existence of a pair momentum operator

$$
\begin{align*}
\hat{\boldsymbol{\pi}}= & \left(-i \hbar \nabla_{e}+\frac{e}{c} \mathbf{A}_{e}\right)+\left(-i h \nabla_{h}-\frac{e}{c} \mathbf{A}_{h}\right) \\
& -\frac{e}{c} \mathbf{B} \times\left(\mathbf{r}_{e}-\mathbf{r}_{h}\right), \tag{2}
\end{align*}
$$

which, as was shown by Gor'kov and Dzyaloshinskii, ${ }^{16}$ commutes with the Hamiltonian (1), and all the components of which commute with each other. The eigenfunctions of Eq. (2) are therefore simultaneously eigenfunctions of the operator $\hat{\boldsymbol{\pi}}$, and the energy $\varepsilon$ is a function of the eigenvalues $\boldsymbol{\pi}$ of that operator.

For solution of Eq. (1) it is convenient, as in Ref. 14, to transform to a new representation in which the wave function $\tilde{\psi}=U \psi$, where

$$
\begin{equation*}
\hat{U}=\exp \left(i \frac{e}{c} \frac{\mathbf{A}(\mathbf{R}) \cdot \mathbf{r}}{\hbar}\right) \tag{3}
\end{equation*}
$$

Here $\mathbf{R}=\left(m_{e} \mathbf{r}_{e}+m_{h} \mathbf{r}_{h} / m_{e}+m_{h}\right)$ is the coordinate of the center of mass, and $\mathbf{r}=\mathbf{r}_{e}-\mathbf{r}_{h}$ is the relative coordinate. The advantage of this representation is that irrespective of the gauge of the vector potential $\mathbf{A}$, the momentum operator of a pair has the very simple form

$$
\begin{equation*}
\hat{\boldsymbol{\pi}}=U \hat{\pi} U^{-1}=-i h \frac{\partial}{\partial \mathbf{R}} . \tag{4}
\end{equation*}
$$

Since the eigenfunction of this operator is $\exp (i \boldsymbol{\pi} \cdot \mathbf{R} / \hbar)$, we readily find that in the new representation the wave function of a pair with momentum $\boldsymbol{\pi}$ is equal to

$$
\begin{equation*}
\widetilde{\Psi}(\mathbf{R}, \mathbf{r})=\exp (i \boldsymbol{\pi} \cdot \mathbf{R} / \hbar) \Phi_{\pi}(\mathbf{r}) \tag{5}
\end{equation*}
$$

The equation for the function $\Phi_{\pi}(\mathbf{r})$ can be obtained by substitution of Eq. (5) into the equation $\widetilde{H} \widetilde{\Psi}=E \widetilde{\Psi}$, where $\widetilde{H}=U \hat{H} U^{-1}$, and $\hat{H}$ is the operator on the left-hand side of Eq. (1). As a result, we arrive at the equation

$$
\begin{gather*}
{\left[-\frac{\hbar^{2}}{2 m} \frac{\partial^{2}}{\partial \mathbf{r}^{2}}-\frac{i e \hbar}{2 m c} \gamma(\mathbf{B} \times \mathbf{r}) \cdot \frac{\partial}{\partial \mathbf{r}}+\frac{e^{2}}{8 m c^{2}} B^{2} r^{2}+\frac{e}{M c}(\mathbf{B} \times \mathbf{r})\right.} \\
\left.\cdot \pi+e \mathbf{E} \cdot \mathbf{r}-\frac{e^{2}}{\varepsilon_{0} \sqrt{r^{2}+d^{2}}}+\frac{|\pi|^{2}}{2 M}\right] \Phi_{\pi}(\mathbf{r})=\varepsilon \Phi_{\pi}(\mathbf{r}) \tag{6}
\end{gather*}
$$

Here $M=m_{e}+m_{h}$ is the total mass of a pair, $m$ $=\left(m_{e} m_{h} / m_{e}+m_{h}\right)$ is the reduced mass, and $\gamma=\left(m_{h}\right.$ $-m_{e} / m_{h}+m_{e}$ ). The solution of Eq. (6) was found in Ref. 14 under the conditions

$$
\begin{equation*}
a_{B}^{e} \gtrdot a_{B}^{h}, \quad l_{B} \gtrdot d, \tag{7}
\end{equation*}
$$

where $a_{B}^{e(h)}=\left(\hbar \varepsilon_{0} / e^{2} m_{e(h)}\right)$ is the Bohr radius of the electron (hole). The first of these inequalities allows one to take the kinetic energy of the hole and potential energy of the electron-hole interaction into account using perturbation theory. Here, generally speaking, it is not assumed that the kinetic energy of the hole is much greater than the potential energy. The solution yields the energy of an electron-hole pair as a function of the pair momentum. The energy correction depends on the momentum $\boldsymbol{\pi}$ and electric field $\mathbf{E}$ as

$$
\begin{equation*}
\Delta \varepsilon=\frac{1}{2 M_{*}}\left(\pi+\alpha(B) \frac{[\mathbf{E} \times \mathbf{B}]}{c}\right)^{2}-\frac{\alpha(B)}{2} E^{2} \tag{8}
\end{equation*}
$$

Here the effective mass of a pair is

$$
\begin{equation*}
M_{*}=M+M_{B}, \tag{9}
\end{equation*}
$$

where the magnetic mass

$$
\begin{equation*}
M_{B}=\frac{4}{\sqrt{2 \pi}} \frac{\varepsilon_{0} \hbar^{2}}{e^{2} l_{B}} \tag{10}
\end{equation*}
$$

depends only on the magnetic field.
The quantity

$$
\begin{equation*}
\alpha(B)=M_{B} \frac{c^{2}}{B^{2}} \tag{11}
\end{equation*}
$$

has the meaning of the electric polarizability of a pair. An expression analogous to (8) was obtained in Ref. 17 for an electrically neutral atom in crossed fields at low magnetic
fields. In that case Eq. (8) contains the polarizability of an atom in zero magnetic field, $\alpha(0)$, instead of $\alpha(B)$, and the mass of the atom, $M$, instead of the effective mass $M_{*}$. The expression obtained in Ref. 17 was rediscovered 20 years later in Ref. 18.

By differentiating (8) with respect to $\boldsymbol{\pi}$ we find the velocity $\mathbf{v}$ of a pair, and differentiation of (8) with respect to $\mathbf{E}$ gives (with the opposite sign) the dipole moment $\mathbf{p}$ of a pair.

Equation (6) can also be solved for large $d$. We assume that $d$ is much greater than the size of a pair in the plane of a conducting layer. (The corresponding restriction on the parameters of the system will be obtained below.) Then the potential energy in Eq. (6) can be expanded in powers of $(r / d)^{2}$. As a result, the potential energy is written in the form $-\left(e^{2} / \varepsilon_{0} d\right)+\frac{1}{2}\left(e^{2} r^{2} / \varepsilon_{0} d^{3}\right)$. After this substitution Eq. (6) can be solved exactly. We seek a wave function $\Phi_{\pi}(\mathbf{r})$ in the form ${ }^{16,19}$

$$
\begin{equation*}
\Phi_{\pi}(\mathbf{r})=\Phi\left(\mathbf{r}-\eta \rho_{0}\right) \exp \left(i \frac{\mathbf{r} \cdot \boldsymbol{\pi}}{2 \hbar} \gamma \eta\right) \tag{12}
\end{equation*}
$$

We shall start by assuming, as in Ref. 19, that there is no electric field. Then

$$
\begin{equation*}
\boldsymbol{\rho}_{0}=c \frac{(\mathbf{B} \times \pi)}{e B^{2}} \tag{13}
\end{equation*}
$$

The function $\eta$ is chosen in such a way that the terms containing $\boldsymbol{\pi} \times \mathbf{r}$ and $\boldsymbol{\pi} \times(\partial / \partial \mathbf{R})$ in Eq. (6) vanish. As a result, we find that

$$
\begin{equation*}
\eta=4 \frac{m}{M} \frac{1}{\beta^{2}-\gamma^{2}}, \tag{14}
\end{equation*}
$$

where $\beta^{2}=1+\left(4 l_{B}^{4} / a_{B} d^{3}\right)$ (we have corrected the numerical error in $\beta$ that was made in Ref. 19), and $a_{B}=\varepsilon_{0} \hbar^{2} / m e^{2}$ is the effective Bohr radius.

After substituting (12) into (6), we obtain

$$
\begin{equation*}
\varepsilon=\frac{|\boldsymbol{\pi}|^{2}}{2 M}(1-\eta)-\frac{e^{2}}{\varepsilon_{0} d}+\varepsilon_{n, s} \tag{15}
\end{equation*}
$$

Here $\varepsilon_{n, s}$ are the eigenvalues of the equation

$$
\begin{align*}
(- & \left.\frac{h^{2}}{2 m} \frac{\partial^{2}}{\partial \mathbf{r}}-i \hbar \frac{e}{c} \frac{1}{2 m} \gamma(\mathbf{B} \times \mathbf{r}) \cdot \frac{\partial}{\partial \mathbf{r}}+\frac{e^{2}}{8 m c^{2}} B^{2} r^{2} \beta^{2}\right) \Phi_{n, s}(\mathbf{r}) \\
& =\varepsilon_{n, s} \Phi_{n, s}(\mathbf{r}) . \tag{16}
\end{align*}
$$

It follows from (16) that the wave function $\Phi_{n, s}(\mathbf{r})$ has the form

$$
\begin{align*}
\Phi_{n, s}(\mathbf{r})= & \sqrt{\frac{n!\beta}{2 \pi(n+|s|!)}} \exp \left(\frac{i s \varphi}{l_{B}}\right) \\
& \times\left(\sqrt{\frac{\beta}{2}} \frac{r}{l_{B}}\right)^{|s|} L_{n}^{|s|}\left(\frac{\beta r^{2}}{2 l_{B}^{2}}\right) \exp \left(\frac{\beta r^{2}}{4 l_{B}^{2}}\right) \tag{17}
\end{align*}
$$

Using Eq. (12), one can easily verify that an electron-hole pair with nonzero momentum $\boldsymbol{\pi}$ has a nonzero dipole moment $\mathbf{p}$.

Indeed, the dipole moment of a pair is

$$
\begin{align*}
\mathbf{p} & =-e\langle\mathbf{r}\rangle=-e \int \Phi^{*}\left(\mathbf{r}-\eta \rho_{0}\right) \mathbf{r} \Phi\left(\mathbf{r}-\eta \rho_{0}\right) d \mathbf{r} \\
& =-e \int \Phi^{*}(\mathbf{r})\left(\mathbf{r}+\eta \rho_{0}\right) \Phi(\mathbf{r}) d \mathbf{r} \\
& =-e \eta \rho_{0}=-\eta c \frac{(\mathbf{B} \times \boldsymbol{\pi})}{B^{2}} \tag{18}
\end{align*}
$$

It is useful to obtain this result in another way also. As Gor'kov and Dzyaloshinskii showed, ${ }^{16}$ the following relation holds between the momentum $\boldsymbol{\pi}$ of a pair, its velocity $\mathbf{v}$, and its dipole moment $\mathbf{p}$ :

$$
\begin{equation*}
\boldsymbol{\pi}=M \mathbf{v}+\frac{1}{c} \mathbf{p} \times \mathbf{B} . \tag{19}
\end{equation*}
$$

But it follows from (15) that

$$
\begin{equation*}
\mathbf{v}=\frac{\partial \varepsilon}{\partial \pi}=(1-\eta) \frac{\pi}{M} . \tag{20}
\end{equation*}
$$

Substituting this expression for the velocity into (19), we find

$$
\begin{equation*}
\eta \boldsymbol{\pi}=(\mathbf{B} \times \mathbf{p}) / c, \tag{21}
\end{equation*}
$$

which agrees with Eq. (18). Hence we arrive at an important conclusion: for calculating the dipole moment of a pair one does not need to know its wave function. The dipole moment can be calculated if an expression for the energy is known.

Up until now we have assumed that the electric field $\mathbf{E}$ is equal to zero. It is easy to generalize the results obtained to the case of nonzero electric fields. For this it is sufficient to notice that in the presence of an electric field the terms linear in $\mathbf{r}$ in Eq. (6) are

$$
\begin{equation*}
\left(\frac{e}{c M}[\boldsymbol{\pi} \times \mathbf{B}]+e \mathbf{E}\right) \cdot \mathbf{r}=\frac{e}{c M}\left[\left(\boldsymbol{\pi}+\frac{c M}{B^{2}} \mathbf{B} \times \mathbf{E}\right) \times \mathbf{B}\right] \cdot \mathbf{r} . \tag{22}
\end{equation*}
$$

Therefore in the presence of an electric field the pair momentum $\pi$ in Eq. (6) is replaced by an effective momentum

$$
\begin{equation*}
\boldsymbol{\pi}_{\mathrm{eff}}=\boldsymbol{\pi}+\frac{c M}{B^{2}} \mathbf{B} \times \mathbf{E} \tag{23}
\end{equation*}
$$

Then the energy of a pair is [cf. Eq. (15)]

$$
\begin{equation*}
\varepsilon=\frac{|\pi|^{2}}{2 M}-\eta \frac{\left|\pi_{\mathrm{eff}}\right|^{2}}{2 M}-\frac{e^{2}}{\varepsilon_{0} d}+\varepsilon_{n, s} \tag{24}
\end{equation*}
$$

We now introduce the notation

$$
\begin{equation*}
M_{*} \equiv \frac{M}{1-\eta} \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha(B)=\left(M_{*}-M\right) \frac{c^{2}}{B^{2}} . \tag{26}
\end{equation*}
$$

Then it is easily verified that the first two terms in Eq. (24), i.e., that part of the energy which depends on the momentum $\boldsymbol{\pi}$ and electric field $\mathbf{E}$, coincides exactly with the energy $\Delta \varepsilon$ from (8). The new definition of the electric polarizability (26) is more general than definition (11); it goes over to (11) for $a_{B}^{e} \geqslant a_{B}^{h}, l_{B} \gg d$.

## 3. SUPERFLUIDITY OF PAIRS IN THE LOW DENSITY LIMIT

We now turn from an individual electron-hole pair to a system of pairs. In the low density limit the pairs can be treated as true bosons, and if they did not interact, then for $T=0$ Bose condensation would occur in the system, and all the pairs would condense to the state with minimum energy. In reality there is an interaction between pairs, which is short-ranged because of their electrical neutrality. In this case at low density the interaction leads to a weak "depletion" of the Bose condensate. As a result, the well-known arguments of Gross and Pitaevskii (see, e.g., Ref. 20) are applicable to this system, and one can replace the field operator of a pair by a $c$-number order parameter $\psi$. It follows from Eq. (8) that the order parameter must satisfy the nonlinear Schrödinger equation

$$
\begin{align*}
i \hbar \frac{\partial \psi}{\partial t}= & \frac{1}{2 M_{*}}\left(-i \hbar \nabla+\alpha(B) \frac{[\mathbf{E} \times \mathbf{B}]}{c}\right)^{2} \psi-\frac{\alpha(B)}{2} E^{2} \psi \\
& +\gamma|\psi|^{2} \psi . \tag{27}
\end{align*}
$$

The last term on the right-hand side of (27) describes the interaction between pairs. An explicit expression for it will be given below.

For Eq. (27) one can easily obtain a continuity equation for the superfluid component and an expression for the superfluid current density $\mathbf{j}_{s}$ :

$$
\begin{equation*}
\mathbf{j}_{s}=\frac{i \hbar}{2 M_{*}}\left(\psi \nabla \psi^{*}-\psi^{*} \nabla \psi\right)+\frac{\alpha(B)}{M_{*} c} \mathbf{E} \times \mathbf{B} \psi^{*} \psi \tag{28}
\end{equation*}
$$

If the order parameter is written in the form $\psi=|\psi| \mathrm{e}^{i \varphi(r)}$, then the superfluid velocity $\mathbf{v}_{s}$ will be equal to ( $\mathbf{j}_{s}$ $\left.=\mathbf{v}_{s} \psi^{*} \psi\right)$

$$
\begin{equation*}
\mathbf{v}_{s}=\frac{1}{M_{*}}\left(\hbar \nabla \varphi+\alpha(B) \frac{\mathbf{E} \times \mathbf{B}}{c}\right) . \tag{29}
\end{equation*}
$$

It follows from this expression that crossed electric and magnetic fields induce undamped flows in an electrically neutral superfluid liquid, similarly to how a vector potential field induces supercurrents in a superconductor. The analogy with superconductors will be even more complete if it is noted that the following equation holds in superconductors (the field accelerates electrons continuously)

$$
\begin{equation*}
m \frac{d \mathbf{v}_{s}}{d t}=e \mathbf{E}=-\frac{e}{c} \frac{\partial \mathbf{A}}{\partial t} \tag{30}
\end{equation*}
$$

The total derivative is related to the partial derivative describing the variation of $\mathbf{v}_{s}$ at a given point in space by the relation $(d / d t)=(\partial / \partial t)+\mathbf{v} \cdot(\partial / \partial \mathbf{r})$.

In view of the fact that the current velocities $\mathbf{v}$ are small compared with the Fermi velocity, one can replace the total derivative by the partial. Integrating the resulting equation and taking the constant of integration equal to zero, we obtain the familiar result

$$
\begin{equation*}
\mathbf{v}_{s}=-\frac{e}{m c} \mathbf{A} \tag{31}
\end{equation*}
$$

In a similar way, in crossed electric and magnetic fields a superfluid liquid is continuously accelerated by the Abragam force, which in the case of a medium with magnetic permeability $\mu=1$ is equal to ${ }^{21}$

$$
\begin{equation*}
\mathbf{F}_{A}=\frac{\alpha(B)}{c} \frac{\partial}{\partial t}(\mathbf{E} \times \mathbf{B}), \tag{32}
\end{equation*}
$$

so that

$$
\begin{equation*}
M_{*} \frac{d \mathbf{v}_{s}}{d t}=\frac{\alpha(B)}{c} \frac{\partial}{\partial t}(\mathbf{E} \times \mathbf{B}) \tag{33}
\end{equation*}
$$

Replacing the total derivative in (33) by a partial derivative, in view of the low current velocities, and assuming that only the electric field varies with time, after integration over time, under the condition that the constant of integration is equal to zero, we obtain

$$
\begin{equation*}
\mathbf{v}_{s}=\frac{\alpha(B)}{M_{*} c} \mathbf{E} \times \mathbf{B} . \tag{34}
\end{equation*}
$$

Expression (34) coincides with the second term in Eq. (29). Substituting into (34) the polarizability $\alpha(B)$ from (26), we obtain

$$
\begin{equation*}
\mathbf{v}_{s}=\left(1-\frac{M}{M_{*}}\right) c \frac{\mathbf{E} \times \mathbf{B}}{B^{2}} . \tag{35}
\end{equation*}
$$

As we shall see below, the mass $M_{*}$ increases with increasing magnetic field, so that the ratio $M / M_{*}$ decreases with increasing $B$. Under the conditions $a_{B}^{e}, a_{B}^{h} \gg l_{B}$ the ratio $M / M_{*} \ll 1$, so that in this case

$$
\begin{equation*}
\mathbf{v}_{s}=c \frac{\mathbf{E} \times \mathbf{B}}{B^{2}} . \tag{36}
\end{equation*}
$$

But the expression standing on the right-hand side of Eq. (36) is the velocity at which the free charge is moving in the crossed electric and magnetic fields. Since this velocity is independent of the value of the charge, both the electron and hole, and, hence, the pair as a whole, will move at this velocity. This result is completely natural, since for $a_{B}^{e}, a_{B}^{h}$ $\Rightarrow l_{B}$ the Coulomb energy of a pair is small in comparison with the energy of the pair in the magnetic field and, consequently, the pair can to a first approximation be assumed free.

Let us return to the question of the dipole moment of the superfluid component. With the aid of Eqs. (19) and (29) one can without difficulty find that the dipole moment per unit area is equal to

$$
\begin{equation*}
\mathbf{P}=\alpha(\mathbf{B})\left(\mathbf{E}+\frac{1}{c} \mathbf{v} \times \mathbf{B}\right)|\psi|^{2} . \tag{37}
\end{equation*}
$$

This result means that not only the electric field but also the Lorentz force polarizes the medium, acting in opposite directions on the positive and negative charges of a pair. The coefficient multiplying $|\psi|^{2}$ is the dipole moment of an individual pair, and $|\psi|^{2}$ is the number of pairs per unit area. It follows from Eq. (37) that the motion of the superfluid component will be accompanied by the appearance of a dipole moment in it. The nonuniform velocity field $\mathbf{v}_{s}(\mathbf{r})$ will lead to a nonuniform dipole moment, which in turn gives rise to a polarization electric charge in the system:

$$
\begin{equation*}
\rho_{\mathrm{pol}}=-\operatorname{div} \mathbf{P} . \tag{38}
\end{equation*}
$$

If the dipole moment $\mathbf{P}$ from Eq. (37) is substituted into this expression, and it is taken into account that the superfluid
velocity $\mathbf{v}_{s}$ is given by expression (29), then in the absence of electric field we obtain (the field $\mathbf{B}$ is assumed uniform)

$$
\begin{align*}
\rho_{\mathrm{pol}} & =-\frac{B}{c} \alpha(B) \operatorname{curl}_{z} \mathbf{v}_{s}|\psi|^{2} \\
& =-\frac{c}{B}\left(M_{*}-M\right)|\psi|^{2} \operatorname{curl}_{z} \mathbf{v}_{s} . \tag{39}
\end{align*}
$$

We are interested in the charge $\rho_{\text {pol }}$ associated with a vortex. If one is not interested in the structure of the vortex core, then the vortices can be considered as mathematical lines (points). Then $|\psi|^{2}$ can be replaced by the pair density $n$ and, taking into account the singularity of the velocity field $\mathbf{v}_{s}$ on these lines, we obtain

$$
\begin{equation*}
\operatorname{curl}_{z} \mathbf{v}_{s}=2 \pi \frac{\hbar}{M_{*}} \sum_{i} \delta\left(\mathbf{r}-\mathbf{r}_{i}\right) n_{i} . \tag{40}
\end{equation*}
$$

Here $n_{i}= \pm 1$, and the upper and lower signs correspond to vortices rotating counterclockwise and clockwise, respectively, and the summation is over the coordinates of the vortices (vortex cores). As a result,

$$
\begin{equation*}
\rho_{\mathrm{pol}}= \pm \frac{\hbar c}{B}\left(1-\frac{M}{M_{*}}\right) 2 \pi n \sum_{i} \delta\left(\mathbf{r}-\mathbf{r}_{i}\right) n_{i} \tag{41}
\end{equation*}
$$

If only the lowest Landau level is filled, and the filling factor is equal to $\nu$ (we recall that the electronic and hole filling factors are equal, $\nu_{e}=\nu_{h}=\nu$ ), then, taking into account the relation $\nu=2 \pi l_{B}^{2} n$, we can rewrite expression (41) in the form

$$
\begin{equation*}
\rho_{\mathrm{pol}}= \pm\left(1-\frac{M}{M_{*}}\right) \nu e \sum_{i} \delta\left(\mathbf{r}-\mathbf{r}_{i}\right) n_{i} \tag{42}
\end{equation*}
$$

The vortex charge is equal to the coefficient in front of the $\delta$ function. At small $d$ (more precisely, for $a_{B}^{e} \gg a_{B}^{h}, l_{B} \gg d$ ), we have $M_{*}-M=M_{B}$, and we obtain ${ }^{14}$ for the vortex charge $q$

$$
\begin{equation*}
q= \pm \frac{M_{B}}{M_{*}} \nu e . \tag{43}
\end{equation*}
$$

At large $d$, in accordance with (25), we have $M_{*}=(M / 1$ $-\eta$ ), and the vortex charge $q= \pm \eta \nu e$.

With the aid of this expression it is easy to find out how the vortex charge depends on the insulator thickness $d$. Since the filling factor $\nu$ of the layers is independent of the thickness $d$, everything will be determined by the dependence on $d$ of the coefficient $\eta$. But before we find this dependence, let us remark that expression (14) for $\delta$ is obtained on the assumption that $d$ is substantially greater than the size of a pair in the plane of the conducting layer. From the form of the pair wave function (17) it follows that the size of a pair is of the order of $2 l_{B} / \sqrt{\beta}$. Therefore the following inequality must hold:

$$
\begin{equation*}
d^{2} \gtrdot 4 l_{B}^{2} / \beta, \tag{44}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
d^{4}\left(1+4 l_{B}^{4} / a_{B} d^{3}\right) \gg 16 l_{B}^{4} . \tag{45}
\end{equation*}
$$

It is easily verified that for $d>a_{B}$ inequality (46) holds for both $l_{B} \gg d$ (low magnetic fields) and $d_{B}<d$ (high fields). We
shall assume further that $d>a_{B}$. In this case the theory constructed here is valid both at low and high magnetic fields.

Returning to expression (14) for $\eta$, we obtain

$$
\begin{equation*}
\eta=4 \frac{m}{M} \frac{1}{1+\frac{4 l_{B}^{4}}{a_{B} d^{3}}-\left(m_{h}-m_{e}\right)^{2} /\left(m_{h}+m_{e}\right)^{2}} . \tag{46}
\end{equation*}
$$

Let us give the results separately for the cases $m_{h}=m_{e}$ and $m_{e} \ll m_{h}$. In the first case, which is realized in a two-layer system consisting of two identical electronic layers,

$$
\begin{align*}
& \eta=a_{B} d^{3} / 4 l_{B}^{4} \quad \text { for } l_{B} \gg d \gtrdot a_{B}, \\
& \eta=1-\frac{4 l_{B}^{4}}{a_{B} d^{3}} \quad \text { for } l_{B}<d . \tag{47}
\end{align*}
$$

In the second case (a heterojunction consisting of an electronic and a hole-type layer)

$$
\begin{align*}
& \eta=\frac{m_{e}}{m_{h}} \frac{a_{B} d^{3}}{l_{B}^{4}} \text { for } \frac{l_{B}^{4}}{a_{B} d^{3}} \gtrdot \frac{m_{e}}{m_{h}}, \\
& \eta=1-\frac{m_{h}}{m_{e}} \frac{l_{B}^{4}}{a_{B} d^{3}} \text { for } \frac{l_{B}^{4}}{a_{B} d^{3}} \ll \frac{m_{e}}{m_{h}} . \tag{48}
\end{align*}
$$

Thus at low magnetic fields the vortex charge increases as $d^{3}$ with increasing thickness of the insulator layer. For example, for $m_{h}=m_{e}$ the vortex charge is equal to

$$
\begin{equation*}
q=\frac{a_{B} d^{3}}{4 l_{B}^{4}} \nu e . \tag{49}
\end{equation*}
$$

At high fields the vortex charge ceases to depend on $d$ and becomes equal to the universal value $q=\nu e$.

The expressions found for $\eta$ permit immediate determination of the pair effective mass $M_{*}$. It follows from Eqs. (25), (48), and (49) that at low magnetic fields $M_{*} \cong M$. At high fields

$$
\begin{equation*}
M_{*}=\frac{1}{2} \frac{a_{B} d^{3}}{l_{B}^{4}} m_{e} \text { for } m_{h}=m_{e}, \tag{50}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{*}=\frac{a_{B} d^{3}}{l_{B}^{4}} m_{e} \quad \text { for } m_{e} \ll m_{h} . \tag{51}
\end{equation*}
$$

It is seen that, unlike the vortex charge, the pair effective mass increases as $d^{3}$ at high rather than at low magnetic fields. Furthermore, the mass $M_{*}$ increases with increasing magnetic field in proportion to $B^{2}$. This increasing pair mass at high magnetic fields leads to a decrease of the pair kinetic energy, which, in turn, can lead to crystallization of the pairs.

## 4. CRYSTALLIZATION OF PAIRS

Although the problem of stability of pairs against transition to a crystalline state cannot be solved exactly, it does admit a number of estimates that allow one to understand the situation qualitatively. Let us suppose that crystallization of the pairs has occurred, and consider the problem of the melting of the dipole crystal formed. Since this crystal is twodimensional, in a classical treatment of the problem of melting it is natural to assume that the melting occurs by the Kosterlitz-Thouless mechanism (i.e., by dissociation of dis-
location pairs with antiparallel Burgers vectors at the melting point). The melting temperature of a two-dimensional crystal can be expressed in terms of the Lamé coefficients $\mu$ and $\lambda$ of the dipole crystal:

$$
\begin{equation*}
T_{m}=\frac{a^{2} \mu\left(T_{m}\right)\left(\mu\left(T_{m}\right)+\lambda\left(T_{m}\right)\right)}{4 \pi\left(2 \mu\left(T_{m}\right)+\lambda\left(T_{m}\right)\right)} \tag{52}
\end{equation*}
$$

where $a$ is the lattice constant of the crystal.
The Lamé coefficients can be calculated in the case of a dilute dipole crystal (i.e., for $d \ll a$ ). In the harmonic approximation at $T=0$ (Ref. 22)

$$
\begin{equation*}
\mu=\frac{A}{S_{0}}, \quad \lambda=9 \frac{A}{S_{0}} \tag{53}
\end{equation*}
$$

Here $S_{0}$ is the area of the unit cell of a dipole crystal, and

$$
\begin{equation*}
A=\frac{3}{16} \frac{e^{2} d^{2}}{\varepsilon_{0}} \mathrm{Q} \tag{54}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{Q}=\sum \frac{1}{r^{3}(n)} \sim \frac{1}{S_{0}} \int \frac{2 \pi r d r}{r^{3}} \sim \frac{2 \pi}{a^{3}} . \tag{55}
\end{equation*}
$$

It follows from Eqs. (52)-(55) that the melting temperature of a dipole crystal is equal to

$$
\begin{equation*}
T_{m} \approx \frac{1}{10} \frac{(e d)^{2}}{\varepsilon_{0} a^{3}} \approx \frac{1}{10} \frac{(e d)^{2}}{\varepsilon_{0}} n^{3 / 2} \tag{56}
\end{equation*}
$$

This temperature should be compared to the transition temperature $T_{c}$ of a Bose gas of pairs to the superfluid state. For the temperature $T_{c}$ we have the Kosterlitz-Thouless relation

$$
\begin{equation*}
T_{c}=\frac{\pi}{2} \frac{\hbar^{2} n_{s}\left(T_{c}\right)}{M_{*}} \tag{57}
\end{equation*}
$$

Here $n_{s}\left(T_{c}\right)$ is the density of the superfluid component of the electron-hole gas at the temperature $T_{c}$. The density $n_{s}$ is related to the total pair density $n$ by the relation $n_{s}=n$ $-n_{n}$, where $n_{n}$ is the density of the normal component. In the absence of impurities and crystal lattice defects the density of the normal component is determined by the wellknown Landau expression, which in the present case of a two-dimensional Bose gas has the form

$$
\begin{equation*}
n_{n}=\int\left(-\frac{d n_{p}}{d \varepsilon}\right) \frac{p^{2}}{2 M_{*}} \frac{d^{2} p}{(2 \pi \hbar)^{2}} \tag{58}
\end{equation*}
$$

where $n_{p}$ is the distribution function of the elementary excitations in the Bose gas. At low temperatures the density of elementary excitations is low, and the elementary excitations can be assumed noninteracting. Therefore in a state of thermodynamic equilibrium the function $n_{p}$ is the Bose-Einstein distribution (with chemical potential equal to zero). The elementary excitation spectrum $\varepsilon(\mathbf{p})$ can be found by considering it as the dispersion relation of small oscillations of the condensate wave function $\psi(\mathbf{r}, t) .{ }^{23}$ As a result, we find that the spectrum has the Bogolyubov shape:

$$
\begin{equation*}
\varepsilon(p)=\left[\left(\frac{p^{2}}{2 M_{*}}\right)^{2}+\frac{\gamma n p^{2}}{M_{*}}\right]^{1 / 2} . \tag{59}
\end{equation*}
$$

This dispersion relation of elementary excitations does not permit one to obtain an analytical expression for the integral in (59) and to find the normal density $n_{n}$ at arbitrary values of the interaction constant $\gamma$. A calculation can be done in the important case of high magnetic fields and small thicknesses of the insulator layer, more precisely, for $a_{B}$ $\Rightarrow l_{B}>d$. For this case the interaction constant is equal to ${ }^{14}$

$$
\begin{equation*}
\gamma=\left(\frac{\pi}{2}\right)^{3 / 2} \frac{e^{2} d^{2}}{\varepsilon_{0} l_{B}} \tag{60}
\end{equation*}
$$

and, as subsequent calculations will show, the critical temperature $T_{c}$ obeys the inequality $T_{c} \gg \gamma n$. Then, after changing from integration over $p$ to integration over $\xi=p^{2} / 2 M_{*}$ in (58), it is convenient to separate the integration interval over $\xi$ into two parts: from zero to $\xi_{c}$, and from $\xi_{c}$ to $\lambda$. The energy $\xi_{c}$ must satisfy the inequalities

$$
\begin{equation*}
T \gtrdot \xi_{c} \gg \gamma n . \tag{61}
\end{equation*}
$$

By virtue of inequalities (61), in the first integral we can replace $n(\varepsilon)$ by $T / \varepsilon$, and in the second we can replace $\varepsilon$ by $\xi$. Summing the results obtained, we find that

$$
\begin{equation*}
n_{n}=\frac{M_{*} T}{2 \pi \hbar^{2}} \ln T / \gamma n \tag{62}
\end{equation*}
$$

Substituting this expression into (58), we easily find the superfluid transition temperature $T_{c}$. It is necessary, however, to pay attention to the following circumstance. It turns out that the superfluid density $n_{s}\left(T_{c}\right)$ found using formula (58) is substantially lower than the total pair density $n$. This means that at the temperature $T_{c}$ there are many elementary excitations and their interaction must not be neglected, while expression (63) was obtained on the assumption of an ideal gas of excitations. Therefore, at small $d$ we can calculate $T_{c}$ only in order of magnitude. To do this we equate the normal density $n_{n}$ from (62) to the total pair density $n$. Expressing the density $n$ in terms of the Landau level filling factor $\nu$, in the case $m_{h}=m_{e}$ we obtain to logarithmic accuracy

$$
\begin{equation*}
T_{c} \approx \sqrt{\frac{\pi}{2}} \nu \frac{e^{2}}{\varepsilon_{0} l_{B}}\left(\ln \frac{l_{B}}{d}\right)^{-1} \tag{63}
\end{equation*}
$$

A comparison of expressions (56) and (63) shows that with decreasing insulator thickness $d$ both the melting temperature $T_{m}$ and the superconducting transition temperature $T_{c}$ decrease. However $T_{m} \sim d^{2}$, while $T_{c} \sim\left(\ln l_{B} / d\right)^{-1}$, and therefore, it is obvious that $T_{m} \ll T_{c}$, and, moreover, $\left(T_{m} / T_{c}\right) \approx\left(\sqrt{\nu} / 5 \pi^{2}\right)\left(d^{2} / l_{B}^{2}\right) \ln \left(l_{B}^{2} / d^{2}\right) \ll 1$. Thus at small $d$ the crystallization of pairs should occur at a temperature $T_{m}$ substantially lower than the superconducting transition temperature $T_{c}$. It should be noted that $T_{c}$ from (63) is lower than the degeneracy temperature of the pair Bose gas $T_{0}$ $\approx\left(\hbar^{2} n / M_{*}\right) \approx \nu\left(e^{2} / \varepsilon_{0} l_{B}\right) \quad$ (the ratio $\quad\left(T_{c} / T_{0}\right)$ $\approx\left(\ln \left(l_{B} / d\right)\right)^{-1}$. In this way the system under discussion differs from a 3D Bose gas, and the reason lies in the absence of a Bose condensate at nonzero temperatures in 2D systems.

We have considered the case of small insulator thicknesses $d$. We now turn to large $d$. The case of large $d$ presupposes that the inequality $d^{2} \gg\left\langle r^{2}\right\rangle$ holds. When that inequality holds jointly with the condition that the pair Bose gas is dilute, $n\left\langle r^{2}\right\rangle \ll 1$, the pairs can be considered as two-
dimensional impermeable spheres (or disks) of radius $r_{0}$ $=\sqrt{\left\langle r^{2}\right\rangle}$. The interaction constant of such a 2D Bose gas was first found in Ref. 24 and is equal to

$$
\begin{equation*}
\gamma=\frac{4 \pi \hbar^{2}}{M_{*} \ln \left(1 / n r_{0}^{2}\right)} \tag{64}
\end{equation*}
$$

Although formally the constant $\gamma$ can be made small by decreasing the pair density $n$, in real physical systems the pair interaction energy $\gamma n$ remains of the order of their degeneracy temperature $\hbar^{2} n / 2 M_{*}$. The reason is not only that the logarithm is hard to make large enough, but also that structure defects and roughness of the conducting layers will lead to localization of the carriers as their density decreases. Thus the pair density $n$ should be larger than a certain critical value (in the experiment $10^{9} \mathrm{~cm}^{-2}$ ). Therefore in the case of large $d$ the superconducting transition temperature $T_{c}$ is of the order of the pair degeneracy temperature $\hbar^{2} n / 2 M_{*}$, and the condition for the existence of a superfluid phase is of the form

$$
\begin{equation*}
\frac{\hbar^{2} n}{M_{*}}>\frac{1}{10} \frac{e^{2} d^{2}}{\varepsilon} n^{3 / 2} \tag{65}
\end{equation*}
$$

At a fixed Landau level filling factor $\nu$ the pair density $n=\nu / 2 \pi l_{B}^{2}$. Then inequality (65) can be written in the form

$$
\begin{equation*}
l_{B}>\frac{1}{5 \pi}\left(\frac{\nu}{2 \pi}\right)^{1 / 2} \frac{e^{2} M_{*} d^{2}}{\varepsilon_{0} \hbar^{2}} \tag{66}
\end{equation*}
$$

A calculation shows that the magnetic fields at which a superfluid phase exists are low, so that the inequality $l_{B}^{4}$ $\gg a_{B} d^{3}$ holds. At such fields the effective mass $M_{*} \cong M$. As a result, in the case when $m_{h}=m_{e}$ it follows from (66) that

$$
\begin{equation*}
l_{B} \approx \frac{4}{5}\left(\frac{\nu}{2 \pi}\right)^{1 / 2} \frac{d^{2}}{a_{B}} \tag{67}
\end{equation*}
$$

Now, by equating the two sides of the above inequality, we find a relation between the magnetic length $l_{B}^{*}$ at the critical field $B_{*}$, i.e., the field above which the superfluid phase vanishes at a fixed thickness $d$. The relation obtained can also be considered as an equation for the critical thickness $d_{*}$ above which the superfluid phase vanishes at a fixed magnetic field $B$.

## 5. CONCLUSION

We have investigated the properties of two-layer electron-hole systems in a magnetic field normal to the layers. We have shown that spatially separated electrons and holes form bound pairs, the Hamiltonian of which has a universal form (8) that does not depend on the distance between conducting layers. At a fixed pair bare mass $M=m_{e}+m_{h}$ this Hamiltonian contains only one parameter-the effective pair mass $M_{*}$, which is a function of the magnetic field and the distance between conducting layers. The Hamiltonian contains the pair electric polarizability $\alpha$, which is expressed in terms of the pair bare mass $M$ and the pair effective mass, $M_{*}$. A coherent state of a system of pairs in the low density limit is described by a dynamical equation of the GrossPitaevskii type for the order parameter. An important difference of that dynamical equation from that of GrossPitaevskii consists in the fact that instead of the momentum
operator $(-i \hbar \nabla)$ this equation contains the operator $(-i \hbar \nabla-(\alpha(B) / c) \mathbf{E} \times \mathbf{B})$, where $\mathbf{E}$ is the local electric field, which is the sum of the external electric field and the field created by the quantum vortices. The appearance of vortices gives rise to an electric field, since, as we have shown in this paper, each vortex carries a real electric charge. The presence of charge on the vortex is due to the fact that in a magnetic field the Lorentz force leads to polarization of the medium, which has a nonzero velocity. The total charge of a vortex is proportional to the circulation of the superfluid velocity along a contour enclosing the vortex. Since the circulation is independent of the shape of the contour and is quantized, the charge of the vortex is a topological invariant and is quantized. In the general case, however, the vortex charge is not a universal quantity. In this paper we have investigated in detail how this charge depends on the magnetic field and the distance between conducting layers and have shown that the charge has a universal value only under the conditions $a_{B}^{h}, a_{B}^{e} \gg l_{B} \gg d$. That universal value is equal to $q=\nu e$.

We have investigated the stability of the superfluid phase of electron-hole pairs against transition to the crystalline state. As a criterion of stability we used positivity of the difference between the superfluid transition temperature $T_{c}$ and the melting temperature $T_{m}$ of the crystal. Here, in view of the two-dimensionality of the system, it was assumed that destruction of the superfluid and crystalline order is due to a Kosterlitz-Thouless mechanism (i.e., dissociation of vortex pairs in the superfluid phase and dissociation of dislocation pairs in the crystalline phase). We have established that at small thicknesses $d$ of the insulator separating the conducting layers, more precisely, for $a_{B} \gg l_{B}>d$, the superfluid transition temperature is substantially higher than the pair crystallization temperature. This means that in the given case the superfluid phase should exist, at least at nonzero temperatures. However, it seems that quantum effects neglected in this study will prevent the crystallization of pairs even at zero temperature, and in that case the superfluid phase will persist down to $T=0$.

With increase of $d$ the situation changes. At a fixed pair density $n$ there is a critical value of the thickness $d_{*}$ at which the existence region of the superfluid phase vanishes. If $n$ is expressed in terms of the Landau level filling factor $\nu$ and the magnetic length $l_{B}\left(n=\nu / 2 \pi l_{B}^{2}\right)$, then the critical thickness $d_{*} \approx\left(a_{B} l_{B}\right)^{1 / 2}(2 \pi / \nu)^{1 / 4}$. It is useful to compare this result, obtained under the assumption that $l_{B}>a_{B}$, with the result obtained in the case when the Bohr radius is large compared to the magnetic length. It has been shown ${ }^{25,26}$ that for $a_{B} \gg l_{B}$ an increase of $d$ also leads to destruction of the superfluid phase, but in that case the critical thickness of the insulator layer $d_{*} \approx l_{B}$. Thus, although quantitatively the critical thicknesses are different, the trend is qualitatively the same in both cases: increasing $d$ leads to destruction of the superfluid phase. The vanishing of the superfluid phase at $d$ close to but somewhat larger than the magnetic length $l_{B}$ is attested by experiment. ${ }^{3}$

The destruction of superfluidity with increasing distance between conducting layers is completely natural from a physical point of view. However, the mechanism of this destruction is not completely clear at the present time. If one is interested in the possibility of obtaining the superfluid phase
and not in the mechanism of its destruction, then one should choose the thickness $d$ as small as possible in comparison with the length $l_{B}$. Although the superfluid transition temperature decreases in that case, the decrease is only logarithmic [see Eq. (63)]. It must be kept in mind, however, that at small $d$ the amplitude of the tunneling of carriers between conducting layers can increase. Tunneling transitions between layers lead to a gap spectrum of elementary excitations and to the possibility of Josephson vortices arising in the system. As a result, the superfluidity of the pairs will have a soliton character. ${ }^{27}$
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#### Abstract

The critical current, pinning, and resistive state of single-crystal niobium of texture orientation are studied in various structural states obtained by rolling by $42 \%$ at 20 K and subsequent polishing of the surface layers. It is found that the heterogeneous structures typical of the strained sample have a lower current-carrying capacity even after thinning to $\sim 10 \%$ on account of the enhancement of the thermomagnetic instability in the parts with fragmented structure in the subsurface layers. For the case of a homogeneous defect structure of the mid-region of a sample with a uniformly distributed dislocation density of $1.3 \times 10^{11} \mathrm{~cm}^{-2}$ in the resistive state a correlation between the component of the normal current and the critical current density is found, in accordance with the concepts of flux creep due to the scatter of the local values of $J_{c}$. © 2005 American Institute of Physics. [DOI: 10.1063/1.2001633]


## INTRODUCTION

Elemental type-II superconductors are traditionally used for experimental study of the interaction of the vortex lattice with various kinds of defects of the crystal structure created by the influence of temperature and strain. The deformation temperature and the type of loading have a substantial influence on the character of the defect structure, and that is reflected in the features of the current-voltage ( $\mathrm{I}-\mathrm{V}$ ) characteristics, field dependence of the critical current density $J_{c}(b)$, and bulk pinning force $F_{p}(b)\left(b=H / H_{c 2}\right.$ is the reduced magnetic field, $H$ is the applied field, and $H_{c 2}$ is the second critical field). The results reported in the literature have been obtained mainly for materials with defect structures formed under deformation at room temperature (see, e.g., Refs. $1-3)$. For superconductors strained at low temperatures ( $T$ $\ll \Theta$, where $\Theta$ is the Debye temperature) there are considerably fewer data, and those pertain mainly to studies of the critical current and pinning at twin boundaries created under deformation by twisting $(\mathrm{Nb}, \mathrm{V}),{ }^{4,5}$ bending $(\mathrm{Nb}),{ }^{6}$ and rolling by low degrees $\delta \leqslant 10 \%(\mathrm{Nb}) .{ }^{7}$ With increasing degree of deformation by rolling the effects of interaction of the contact surfaces of the rollers and sample become noticeable, causing a macroscopically nonuniform flow of material, and that causes specific properties of the stress-strain state formed in the cross section of the sample. It is shown in Ref. 8 that as a result of rolling to a "moderate" degree ( $\delta$ $\sim 40-80 \%$ ) at 20 K , single-crystal Nb is transformed to a heterogeneous superconductor in which defect structures of qualitatively different character are combined in the cross section. The layers found near the surface of the sample have a fragmented structure, while the mid-region is a region of uniformly distributed dislocations with a high density ( $N_{d}$ $\sim 10^{11} \mathrm{~cm}^{-2}$ ). In the case of symmetric thinning of such a sample a nontrivial variation of $H_{c 2}$ and of
the superconducting transition temperature $T_{c}$ is observed. For the "set" of structural states thus realized in Nb it was of interest to study the critical current, pinning, resistive state, and destruction of superconductivity in the passage of a transport current over a wide range of magnetic fields. We note that the possibility of formation of qualitatively different defect structures in the cross section of a sample is due to the fact that on changing from room-temperature deformation to low-temperature deformation there is a shift of the onset of fragmentation of the material to higher degrees of deformation. ${ }^{9}$

## SAMPLES AND TECHNIQUES

Samples of single-crystal Nb with texture orientation (001)[110] were cut from a massive billet, ground, chemically polished in a mixture of fluoric ( $40 \%$ ) and nitric ( $60 \%$ ) acids, and annealed at $T=1620 \mathrm{~K}$ for 8 hours in an oil-free vacuum at a pressure of $P \approx 1.3 \times 10^{-2} \mathrm{~Pa}$; the finished samples had dimensions of $35 \times 2.5 \times 0.5 \mathrm{~mm}$. The samples were characterized by the values $T_{c}=9.15 \mathrm{~K}, \quad H_{c 2}$ $=336 \mathrm{kA} / \mathrm{m}$, and resistivity $\rho_{n 0}=0.937 \mu \Omega \cdot \mathrm{~cm}$, measured at $T=T_{c}+0.5 \mathrm{~K}$. The deviation of the longitudinal axis of the sample from the [110] direction and of the wide faces from the (001) plane did not exceed $2^{\circ}$. Deformation by rolling along the longitudinal axis to a degree $\delta=42 \%$, defined as the relative change of thickness, was done in a medium of liquid hydrogen. After heating to room temperature, potential contacts were spot welded to the sample in a medium of liquid nitrogen. Successive symmetric thinning of the sample was done in a chemical polishing regime.

The superconducting transition temperature was determined by a resistive method. The sample was placed in a horizontal Dewar, with a low-gradient electrical resistance furnace in the form of a hollow cylindrical copper sleeve with a bifilarly wound Constantan wire, lying above the liq-
uid helium level in the cryostat. The temperature sensor used was a $\mathrm{Cu} / \mathrm{Au}+0.01 \% \mathrm{Fe}$ differential thermocouple. Its working junction was pressed tight to the mid-region of the sample, and the free junction was immersed in a medium of liquid helium. The accuracy of determination of $T_{c}$ was $\pm 0.01 \mathrm{~K}$. Measurements of $T_{c}$ were done at a working current of 20 mA , corresponding to a measurement current density from $\sim 2.5 \times 10^{-3} \mathrm{~A} / \mathrm{cm}^{2}$ for the deformed sample to $\sim 6 \times 10^{-3} \mathrm{~A} / \mathrm{cm}^{2}$ after the sample was thinned to the greatest degree. The experiments showed that increasing the working current by a factor of 5 or reducing it by a factor of 2 did not lead to changes in the value of $T_{c}$ outside the measurement error. This indicates that the field of the current did not have a noticeable influence on the accuracy of measurement of $T_{c}$.

For determination of the dependence $J_{c}(H)$ the currentvoltage characteristics $U(J, H=$ const) ( $U$ is the voltage drop, $J$ is the current density) were measured in a medium of liquid helium in a transverse magnetic field perpendicular to the wide face of the sample. The values of $J_{c}$ corresponded to the value $U=0.5 \times 10^{-6} \mathrm{~V} / \mathrm{cm}$. The values of $H_{c 2}$ were determined by extrapolation of the steeply falling part of the $J_{c}(H)$ curves in linear coordinates to the abscissa. ${ }^{3}$ For the current leads we used the massive jaws consisting of cut copper cylinders whose polished plane surfaces were tightly pressed to the sample, ensuring the absence of heat release during the establishing of the current. The current leads were located in the peripheral region of the field produced by the solenoid, while the working part of the sample with the potential contacts was in the uniform field of the central part of the solenoid. The technique used to measure $T_{c}$ and $J_{c}$ is described in detail elsewhere. ${ }^{10}$

## RESULTS AND DISCUSSION

After deformation by rolling at 20 K by $\delta=42 \%$ the sample was characterized by the values $T_{c}=9.27 \mathrm{~K}, H_{c 2}$ $=393 \mathrm{kA} / \mathrm{m}$, and $\rho_{n 0}=1.515 \mu \Omega \cdot \mathrm{~cm}$. The as-strained sample was successively thinned by $1.6,6.9,11.5,15.4,28.1$, and $53.8 \%$. Figure 1 illustrates the evolution of $J_{c}(b)$ in the transition from the initial heterogeneous state (after deforma-


FIG. 1. Dependence of the current density $J_{c}$ on the reduced magnetic field $b$ for single-crystal niobium deformed by $42 \%$ by rolling at 20 K (1) and after relative reductions of the thickness of the sample by thinning by $\Delta h / h_{0}=6.9 \%$ (1) and $53.8 \%$ (3).

TABLE I. Values of $\Delta T_{c}, \delta T_{c}, \Delta H_{c 2}$, and $F_{p}^{\max }$ for different values of $\Delta h / h_{0}$ for a single-crystal niobium sample deformed $42 \%$ beforehand by rolling at $20 \mathrm{~K} . \Delta T_{c}$ and $\Delta H_{c 2}$ characterize the difference of the values of $T_{c}$ and $H_{c 2}$ in the as-strained state and after thinning, and $\delta T_{c}$ is the width of the superconducting transition.

| $\Delta h / h_{0^{\prime}} \%$ | $\Delta T_{c^{\prime}}$ <br> $K$ | $\delta T_{c}$, <br> $K$ | $\Delta H_{c 2}$, <br> $\mathrm{KA} / \mathrm{m}$ | $F_{p}^{\max }$, <br> $10^{5} \mathrm{~N} / \mathrm{m}^{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0.09 | 0 | 11.91 |
| 1.9 | -0.06 | 0.11 | -5.56 | 11.33 |
| 6.9 | +0.13 | 0.11 | +2.38 | 9.57 |
| 11.5 | +0.10 | 0.15 | -16.76 | 17.19 |
| 15.4 | +0.03 | 0.15 | -19.84 | 19.47 |
| 28.1 | -0.02 | 0.11 | -21.75 | 29.85 |
| 53.8 | -0.05 | 0.065 | -21.81 | 22.35 |

tion by rolling) to a homogeneous structure in the form of uniformly distributed dislocations, which is dominant over the whole cross section of the sample after it is maximally thinned. ${ }^{1)}$ The extremely weak dependence $J_{c}(b)$ in a wide range of fields $(0.2 \leqslant b \leqslant 0.85)$ is characteristic for the asstrained sample and that sample after thinning by $1.9 \%$ (the curve is not shown in the figure) and $6.9 \%$, and with increasing $\Delta h / h_{0}$ there is a "subsiding" of the whole curve and first a decrease and then an increase of $T_{c}$ and $H_{c 2}$ (see Table I). With further increase of $\Delta h / h_{0}$ a transformation of the plateau-like part occurs: the values of $J_{c}$ at low fields and near $H_{c 2}$ increase substantially, with an accompanying monotonic decrease of $T_{c}$ and $H_{c 2}$. Thinning of the sample also influences the "tails" of surface superconductivity at $b$ $>1$. It is seen that in this case the values of the critical currents are largest for the initial state (curve l) and decrease with increasing $\Delta h / h_{0}$.

Figure 2 characterizes the current-carrying capacity of the sample after maximum thinning. The inset shows data from Ref. 3 for the mid-region of a niobium single crystal of similar orientation, deformed by rolling by $50 \%$ at room temperature. It is seen in the figure that for these samples the field dependence of $J_{c}$ has the same shape, but after low-


FIG. 2. Dependence of $j_{c}$ on $b$ in the central part of a sample of singlecrystal niobium deformed by $42 \%$ by rolling at 20 K . The inset shows data of Ref. 3.


FIG. 3. Dependence of $F_{p}$ on $b$ for single-crystal niobium deformed by $42 \%$ by rolling at 20 K (1) and after a relative reduction of its thickness by $\Delta h / h_{0}=6.9 \%$ (2) and $53.8 \%$ (3).
temperature deformation the absolute values of $J_{c}$ are several times higher than the characteristic of a sample deformed at room temperature. This is a consequence of the higher defect density in the structure formed during rolling at liquid helium temperature.

A successive increase of $\Delta h / h_{0}$ has a substantial influence on the character of the dependence $F_{p}(b)$ (see Fig. 3). It is seen that after a comparatively small decrease in thickness $\left(\Delta h / h_{0} \leqslant 6.9 \%\right)$ a monotonic increase of $F_{p}$ occurs in the interval $0.2 \leqslant b \leqslant 0.86$, which gives way to a decrease for $b>0.86$. Further increase of $\Delta h / h_{0}$ leads to substantial growth of the values of $F_{p}$ both in the high-field region ( $b$ $\sim 0.7-0.9$ ) and also for $b \sim 0.2$.

It follows from Table I and the figures that for a strained sample the lowest values of $F_{p}^{\max }$ correspond to a structural state with maximum values of $T_{c}$ and $H_{c 2}$, which is reached after a decrease of thickness by $6.9 \%$, while the highest values correspond to the structure of the mid-region, where $T_{c}$ and $H_{c 2}$ are lower than the initial (after deformation) values.

The experimental data presented reveal the following:
-the variation of the values of the critical current and bulk pinning force with increasing $\Delta h / h_{0}$ is correlated with the variations of $T_{c}$ and $H_{c 2}$ : with increase of the latter a decrease of $J_{c}$ and $F_{p}$ occurs in the region of high and low fields, and vice versa;
-the minimum values of $F_{p}^{\max }$ are realized for the heterogeneous structural state with maximum values of $T_{c}$ and $H_{c 2}$;
-the pinning of the structure with predominantly uniformly distributed dislocations (the mid-region of the deformed samples) in the region of low and high fields is substantially greater than the pinning of the heterogeneous structure.

Let us consider the possible causes of the observed variation of the current-carrying capacity of niobium containing defects of the dislocation-disclination type, which are characteristic for the heterogeneous state. According to the data of Ref. 9, in the peripheral regions of single-crystal niobium of texture orientation, deformed by rolling by a moderate degree at 77 K the angles of misorientation of the
fragmented structure do not exceed $10^{\circ}$. With decreasing deformation temperature a shift of the onset of fragmentation of the material to larger deformations occurs. ${ }^{9}$ Thus there are no grounds for assuming that a structure with large misorientation angles is formed in the subsurface layers of the niobium single crystal deformed by rolling by an "intermediate" degree at 20 K . This, at first glance, admits a qualitative analogy of the data of Ref. 11 and the results of the present studies. In Ref. 11 the variations of the critical current in deformed and polygonized niobium are attributed to a change of the Ginzburg-Landau parameter $(\Delta \kappa)$ at lowangle boundaries. In the framework of the $\Delta \kappa$ pinning mechanism $F_{p} \approx H_{c 2}^{2}$ (Ref. 12). However, the results presented above indicate rather that $\mathrm{F}_{p}$ is inversely proportional to $H_{c 2}$, and that precludes their analysis with the use of the $\Delta \kappa$ pinning model or other known models. ${ }^{13}$ Therefore the "anomalous" behavior of $J_{c}$ and $F_{p}$ in the transition from the heterogeneous to the homogeneous structural state should be attributed to manifestation of a specific mechanism of destruction of superconductivity.

It has been shown previously that substantial lowering of the critical currents and pinning in zero and relatively low fields for vanadium ${ }^{4}$ and niobium ${ }^{5}$ deformed by twisting at 4.2 K are due to enhancement of the thermomagnetic instability (TMI) mechanism at places where the plastic deformation is localized. In the thin-walled cylindrical samples studied in Refs. 4 and 5 such places are twin boundaries and regions of rotational plasticity. In this case there is practically no gradient of the concentration of deformation defects over the cross section of the sample. In the present study the samples investigated had been deformed by rolling. By virtue of the specifics of this type of deformation, after rolling by an "intermediate" degree there are no twin boundaries in the structure of the niobium, and for macroscopically nonuniform structural states there are special elements of the defect structure in the subsurface layers in the form dislocation boundaries of misorientation, which appear at a distance of $1.5-2 \mu \mathrm{~m}$ from the surface. One can assume that for such structural states the TMI will arise with greater probability in the region with the fragmented structure. As a growing transport current is passed through the heterogeneous superconductor the density of local currents $j_{c}^{\text {loc }}$ associated with the misorientation boundaries in the peripheral regions with higher local values of $T_{c}$ and $H_{c 2}$ will exceed the values of the critical currents in microvolumes with lower defect density. Therefore upon local perturbations, in particular, fluctuational increases in temperature, catastrophic jumps of the flow will initiate a TMI spike in neighboring microvolumes with lower values of $T_{c}$ and $H_{c 2}$, as follows from the expression for the maximum value of the induction drop $B$ $<B_{j} \sim\left[\mu_{0} C_{p}\left(T_{c}-T_{0}\right)\right]^{1 / 2}$ (Ref. 4). Here $\mu_{0}$ is the magnetic permeability, $C_{p}$ is the heat capacity, and $T_{0}=$ const. On the $\mathrm{I}-\mathrm{V}$ characteristics the growth of the TMI is manifested in the appearance of a segment with avalanche-like growth of the the voltage drop, while the exponential part is absent completely or extremely short. The increase of the external field leads to a decrease of the local currents, and when the "store" of enthalpy exceeds the magnetic energy density, which depends on the value of $j_{c}^{\text {loc }}$, the probability of catastrophic jumps of the flux is lessened, and the TMI mecha-
nism is "turned off." ${ }^{4}$ Indeed, it is seen in Figs. 2 and 3 that with growth of $b$ in the interval $0.2<b \leqslant 0.45$ a decrease of the difference of the values of $J_{c}$ and $F_{p}$ occurs for heterogeneous and homogeneous structural states. The substantial increase of the current-carrying capacity observed in the field region $b \sim 0.7-0.9$ for a sample with a high density of uniformly distributed dislocations is probably due to a manifestation of the peak effect. It is known ${ }^{14}$ that the peak effect reflects the growth of the pinning due to softening of the vortex lattice as the field approaches $H_{c 2}$. In regard to elements of the fragmented structure, the increase of $j_{c}^{\text {loc }}$ due to the growth of the pinning will promote the development of the TMI and act to decrease the current-carrying capacity of the heterogeneous samples.

It is known that the magnetic field of the transport current penetrates into the bulk of a type-II superconductor in the form circular and helicoidal vortices. The influence of fluxoids of this nature on the properties of type-II superconductors has been the subject of a number of studies. In particular, in Ref. 15 the density of circular fluxoids and the value of the transport current were obtained as functions of the radius of the conductor. In Ref. 16 a model was proposed in which the destruction of superconductivity of a high- $T_{c}$ superconductor with weak pinning ( $\left.J_{c} \leqslant 10^{7} \mathrm{~A} / \mathrm{m}^{2}\right)$ is linked to the entry of vortex rings or helicoids into the sample. It can be assumed that the generation by the transport current of vortex lines of the given configuration in heterogeneous niobium samples can influence the current-carrying capacity to a certain degree. Helicoidal vortices which are pinned in subsurface layers with an elevated defect density will effectively lower the maximum value of the induction drop, and that is an additional factor enhancing the TMI.

It is known (see, e.g., Ref. 14) that an exponential character of the I-V characteristic promotes a flux creep regime. For a number of type-II superconductors in the region of weak electric fields ( $U \leqslant U_{f}, U_{f}$ is the electric field strength above which viscous flow of the vortex lattice occurs) the experimental data are described to good accuracy by the equation $J(U)=J_{c}+J_{1} \ln \left(U / U_{0}\right) \cdot{ }^{17}$ In this equation the normal current component $J_{1}=U \sigma_{f}$ ( $\sigma_{f}$ is the differential conductivity due to displacement of the normal core of the vortices) and $U_{0}=$ const. Current-voltage characteristics with segments corresponding to magnetic flux creep have been used to determine the parameters of the equation for $J(U)$. The calculations showed that the correct values of $J_{1}$ in different magnetic fields can be obtained only for homogeneous defect structures corresponding to the central part of the deformed sample. In the remaining cases the presence of pinning centers of various strength in the bulk of the material is a complicating factor. Figure 4 a shows the $J_{1}(b)$ and $J_{c}(b)$ curves corresponding to the core of the strained sample. The $J_{1}(b)$ curve obtained includes all of the cases characteristic for superconducting materials: ${ }^{17}$ a maximum at large values of $b$; a part where $J_{1} \cong$ const; a decrease of $J_{1}$ with increasing $b$. It follows from the figure that $J_{1}$ and $J_{c}$ are correlated over a wide field interval $0.2 \leqslant b \leqslant 0.86$. The quantitative relation between $J_{1}(b)$ and $J_{c}(b)$ is illustrated in Fig. 4b: with increase of $b$ in the indicated interval a monotonic decrease of $J_{1} / J_{c}$ occurs, from $\sim 5 \times 10^{-2}$ to $\sim 5 \times 10^{-3}$. For $b$ $>0.86$ the accuracy of the calculations is substantially lower,


FIG. 4. Dependence of the normal current density $J_{1}$ and critical current density $J_{c}$ on $b$ for the central part of the sample (a) and the dependence of $J_{1} / J_{c}$ on $b$ (b).
and the corresponding data are not presented.
In the framework of the a thermally activated nature of the magnetic flux creep the nonlinearity of the I-V characteristic is due to the collapse of a part of the vortices owing to thermal fluctuations, and the values of $J_{1}$ and $J_{c}$ are related by $J_{1} / J_{c}=k_{B} T / U_{m}$ (Ref. 17), where $k_{B}$ is Boltzmann's constant, $U_{m} \sim a_{0} J_{c} \Phi_{0}$ is the characteristic binding energy of a vortex core to a pinning center ( $a_{0}$ is the size of the pinning center, and $\Phi_{0}$ is the magnetic flux quantum). If it is assumed that the size of a pinning center depends weakly on field, then the change of the value of $U_{m}$ at $T=$ const will be mainly determined by $J_{c}(b)$. In our case the dependence $J_{c}(b)$ is substantially nonmonotonic (see Fig. 4a), and that causes nonmonotonicity of $U_{m}(b)$. It follows from this that $J_{1} / J_{c}$ should exhibit noticeable nonmonotonic behavior with variation of the field, in disagreement with experiment (see Fig. 4b). Thus, as compared to the heterogeneous structures, where the destruction of superconductivity over a wide range of fields should be linked with the thermal-fluctuational growth of the TMI for a weakly expressed precursor creep stage, the pinning on a homogeneous dislocation structure is less sensitive to thermal fluctuations.

Nonlinearity of the I-V characteristic can also be a comparison of a differences of the local values of the pinning force. ${ }^{17}$ In such a conceptual framework the parameter $J_{1}$ determines the characteristic scatter of the values of the local critical current density, which is related to nonuniformity of the pinning force, and on a qualitative level the correlation of $J_{1}$ and $J_{c}$ is natural. Nevertheless, the experimentally de-
duced lowering of the values of $J_{1} / J_{c}$ with increasing field is not apparent. It is possible that with increasing $b$ collective effects are manifested which narrow the scatter of the local values of the critical current density. This question requires separate theoretical studies.

## CONCLUSIONS

We have investigated the $I-V$ characteristics, the field dependence of the critical current, and the bulk pinning forces of single-crystal niobium of texture orientation in different structural states obtained as a result of rolling at 20 K and a subsequent polishing of surface layers: heterogeneous, combining a fragmented defect structure in the subsurface layers and uniformly distributed dislocations of high density $\left(1.3 \times 10^{11} \mathrm{~cm}^{-2}\right)$ in the central part of the sample, and homogeneous, characterized by only dislocations distributed in a uniform manner.

We have established that the change of the values of the critical current and bulk pinning force with increasing thickness of the polished layer is correlated with the changes of $T_{c}$ and $H_{c 2}$ : when these parameters rise, $J_{c}$ and $F_{p}$ fall, and vice versa. The lower current-carrying capacity of the heterogeneous structures in the region of low and high fields is due to enhancement of the TMI in the parts with the fragmented defect structure.

For a homogeneous defect structure the resistive state is described well by the equation $J(U)=J_{c}+J_{1} \ln \left(U / U_{0}\right)$. In a wide field interval $0.2 \leqslant b \leqslant 0.86$ a correlation between the normal current component $J_{1}$ and the critical current density $J_{c}$ is established which corresponds qualitatively to the concepts of flux creep due to scatter of the local values of the critical current density. The observed monotonic lowering (by about a factor of 10 ) of the values of $J_{1} / J_{c}$ with increasing $b$ requires theoretical investigation.

Taken together with the previously observed manifestations of thermomagnetic instability in polycrystalline vanadium ${ }^{4}$ and niobium ${ }^{5}$ containing deformation twins and low-angle boundaries of misorientation, the results of the present study argue in favor of commonality of the TMI effects in heterogeneous monoatomic type-II superconductors with interfacial boundaries of deformation origin that are formed in low-temperature deformation.
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We study the dynamic behavior of a quantum two-level system with periodically varying parameters by solving numerically the master equation for the density matrix. Two limiting cases are considered: multiphoton Rabi oscillations and Landau-Zener transitions. The approach is applied to the description of the dynamics of superconducting qubits. In particular, the case of the interferometer-type charge qubit with periodically varying parameters (gate voltage or magnetic flux) is investigated. The time-averaged energy level populations are calculated as functions of the qubit's control parameters. © 2005 American Institute of Physics.
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## 1. INTRODUCTION

The quantum two-level system is a model used to describe a number of physical objects such as atoms, quantum dots, molecular magnets, etc. The system can be excited from the ground state to the upper state by changing its parameters in time (by means of external fields). If the parameters vary adiabatically slowly, the excitation mechanism is called Landau-Zener (LZ) transition; ${ }^{1,2}$ if the amplitude of the field is small and its frequency is comparable to the level distance, Rabi oscillations occur. ${ }^{3,4}$ Thus the occupation of the levels in a two-state system can be controlled by several parameters, e.g., the amplitude and frequency of an external field. ${ }^{5}$

Recently, the two-level model was used to describe Josephson-junction systems, ${ }^{6}$ i.e., both charge qubits ${ }^{7}$ and flux qubits. ${ }^{8}$ The subject of the present work is the investigation of the dynamic behavior of superconducting qubits with periodically swept parameters, which is important from the point of view of state control and readout. We will relate our results to some other articles concerning the resonant excitation of a two-level system ${ }^{9-13}$ which has been shown to be relevant for superconducting qubits, too. ${ }^{14-17}$ In particular, we will describe the dynamic behavior of the interferometer-type charge qubit. ${ }^{18-21}$

To study theoretically the dynamic behavior of a Josephson qubit, we make use of the master equation for the density matrix rather than the Schrödinger equation because this allows one to take into account both relaxation and nonzerotemperature effects. (However, in this paper we will assume the zero-temperature limit, because we are interested in the
influence of relaxation processes only on the qubit dynamics.)

The diagonal components of the density matrix give the probabilities of finding the system in the respective states of the basis in which the density matrix is presented. Thus, in executing the calculations we ought to deal with a particular basis. Our calculations are mostly carried out in the stationary basis $\{|-\rangle,|+\rangle\}$ of the eigenstates of the Hamiltonian $\hat{H}^{(0)}$ in the absence of time-dependent terms. We do that for two reasons. First, it is convenient to describe Rabi oscillations and multiphoton transitions. Second, in the case of the charge qubit these states $\{|-\rangle,|+\rangle\}$ are eigenstates of the current operator, which is related to the experimentally measurable values. ${ }^{21}$ The important point is that we can get the occupation probability of any state provided we know the probabilities for the states in a particular basis. To demonstrate this, we will change over from the stationary basis to the so-called adiabatic basis (consisting of the instantaneous eigenstates of the time-dependent Hamiltonian $\hat{H}$ ) to describe the LZ effect. We emphasize that the results presented are valid for the description of any two-level system with periodically swept parameters, particularly, of a superconducting qubit. In a Josephson-junction qubit the gate voltage or the magnetic flux can be modulated periodically.

The paper is organized as follows. In Sec. 2 the basic equations are presented. In Sec. 3 we study multiphoton processes and LZ transitions in a two-level system with timedependent parameters. We apply the respective results to the phase-biased charge qubit in Sec. 4.

## 2. THE BASIC EQUATIONS

We start from the Hamiltonian of a two-level system (see, e.g., Ref. 6)

$$
\begin{equation*}
\hat{H}^{(0)}=-\frac{B_{x}^{(0)}}{2} \hat{\sigma}_{x}-\frac{B_{z}^{(0)}}{2} \hat{\sigma}_{z} \tag{1}
\end{equation*}
$$

in the basis of "physical" states $\{0\rangle,|1\rangle\}$, where $\hat{\sigma}_{z}|0\rangle=|0\rangle$, $\hat{\sigma}_{z}|1\rangle=-|1\rangle ; \hat{\sigma}_{x, y, z}$ are the Pauli matrices. The "physical" states are the eigenstates of the Hamiltonian $\hat{H}^{(0)}$ for $B_{x}^{(0)} / B_{z}^{(0)} \rightarrow 0$. In the case of a charge qubit, these states correspond to a definite number of Cooper pairs on the island. For a flux qubit, they correspond to a definite direction of the current circulating in the ring. The Hamiltonian (1) is diagonalized by means of the matrix

$$
\hat{S}=\exp \left(i \frac{\lambda}{2} \hat{\sigma}_{y}\right)=\left[\begin{array}{cc}
\cos \lambda / 2 & \sin \lambda / 2 \\
-\sin \lambda / 2 & \cos \lambda / 2
\end{array}\right]
$$

where

$$
\sin \lambda=-\frac{B_{x}^{(0)}}{\Delta E}, \quad \cos \lambda=\frac{B_{z}^{(0)}}{\Delta E}, \quad \Delta E=\sqrt{B_{x}^{(0) 2}+B_{z}^{(0) 2}}
$$

The eigenstates $|-\rangle$ and $|+\rangle$ of the time-independent Hamiltonian $\hat{H}^{(0)}$ are connected with the initial basis:

Next, we introduce the time-dependent terms into the Hamiltonian (1),

$$
\hat{H}^{(0)} \rightarrow \hat{H}=\hat{H}^{(0)}+\hat{H}^{(1)}(t)
$$

We consider two situations,

$$
\begin{align*}
& (a): \quad B_{x}=B_{x}^{(0)}, \quad B_{z}=B_{z}(t)=B_{z}^{(0)}+B_{z}^{(1)}(t),  \tag{2}\\
& (b): \quad B_{z}=B_{z}^{(0)}, \quad B_{x}=B_{x}(t)=B_{x}^{(0)}+B_{x}^{(1)}(t), \tag{3}
\end{align*}
$$

where the time-independent/dependent terms are marked with $(0) /(1)$ indices. Making use of the transformation $\hat{H}^{\prime}$ $=\hat{S}^{-1} \hat{H} \hat{S}$, we get the Hamiltonian $\hat{H}^{\prime}$ in the energy representation $\{|-\rangle,|+\rangle\}$ corresponding to these cases:

$$
\begin{align*}
& \hat{H}_{a}^{\prime}=-\frac{\Delta E}{2} \hat{\tau}_{z}-\frac{B_{z}^{(1)}(t)}{2}\left(\sin \lambda \hat{\tau}_{x}+\cos \lambda \hat{\tau}_{z}\right)  \tag{4}\\
& \hat{H}_{b}^{\prime}=-\frac{\Delta E}{2} \hat{\tau}_{z}-\frac{B_{x}^{(1)}(t)}{2}\left(\cos \lambda \hat{\tau}_{x}-\sin \lambda \hat{\tau}_{z}\right) \tag{5}
\end{align*}
$$

For convenience, we use different notations for the Pauli matrices, $\hat{\sigma}_{i}$ and $\hat{\tau}_{i}$, which operate in the bases $\{|0\rangle,|1\rangle\}$ and


We emphasize that after the substitution

$$
\begin{align*}
& B_{x}^{(1)}(t) \rightarrow B_{z}^{(1)}(t)  \tag{6}\\
& B_{z}^{(0)} \rightarrow-B_{x}^{(0)} \\
& B_{x}^{(0)} \rightarrow B_{z}^{(0)}
\end{align*}
$$

problem (b) coincides with problem (a). This transition from Eq. (5) to Eq. (4) corresponds to a $\pi / 2$ rotation about the $y$ axis.

To unify expressions (4) and (5) to get the equations for numerical calculations, we write down the Hamiltonian $\hat{H}^{\prime}$ as follows:

$$
\begin{equation*}
\hat{H}^{\prime}=\frac{A}{2} \hat{\tau}_{x}+\frac{C}{2} \hat{\tau}_{z} . \tag{7}
\end{equation*}
$$

The quantum dynamics of our two-level system can be characterized within the standard density-matrix approach. ${ }^{22}$ The time evolution of the total system composed of the twolevel system and the reservoir is described by the Liouville equation. After tracing over the reservoir variables, the Liouville equation can be simplified to the so-called master equation for the reduced density matrix $\hat{\rho}$. It can be written in the form

$$
\hat{\rho}=\frac{1}{2}\left[\begin{array}{cc}
1+Z & X-i Y \\
X+i Y & 1-Z
\end{array}\right]
$$

which ensures the condition $\operatorname{Tr} \hat{\rho}=1$. The effect of relaxation processes in the system due to the weak coupling to the reservoir can be described phenomenologically with the dephasing rate $\Gamma_{\varphi}$ and the relaxation rate $\Gamma_{\text {relax }}$ (Ref. 23). Then the master equation takes the form of Bloch equations: ${ }^{22}$

$$
\begin{align*}
\frac{d X}{d t} & =-C Y-\Gamma_{\varphi} X  \tag{8}\\
\frac{d Y}{d t} & =-A Z+C X-\Gamma_{\varphi} Y  \tag{9}\\
\frac{d Z}{d t} & =A Y-\Gamma_{\operatorname{relax}}(Z-Z(0)) \tag{10}
\end{align*}
$$

(Throughout the paper we set $\hbar=1$.) From these equations we get $Z(t)$ which defines the occupation probability of the upper level $|+\rangle, P_{+}(t)=\rho_{22}(t)=\frac{1}{2}(1-Z(t))$. We choose the initial condition to be $X(0)=Y(0)=0, Z(0)=1$, that corresponds to the system in the ground state $|-\rangle$. We have calculated the time evolution of $P_{+}(t)$ (which is essential, e.g., for the snapshot measurements ${ }^{24}$ ) as well as the timeaveraged probability $\bar{P}_{+}$(which is essential, e.g., for the impedance measurement technique ${ }^{25}$ ). We note that the asymptotic expression, $\left.P_{+}(t)\right|_{t \rightarrow \infty}$, is periodic in time with the period $T=2 \pi / \omega$ of the time-dependent term of the Hamiltonian $\hat{H}^{(1)}(t)$ (see Sec. 12 of Ref. 5).

## 3. NON-STATIONARY EFFECTS IN A TWO-LEVEL SYSTEM

### 3.1. Rabi oscillations

Hereafter we will treat the problem (a) [see Eq. (2)], making use of the following notation:

$$
\begin{equation*}
\hat{H}=\Delta \hat{\sigma}_{x}+x(t) \hat{\sigma}_{z}, \quad x(t)=x_{\mathrm{off}}+x_{0} \sin \omega t \tag{11}
\end{equation*}
$$

with

$$
\begin{equation*}
B_{x}^{(0)}=-2 \Delta, \quad B_{z}^{(0)}=-2 x_{\mathrm{off}}, \quad B_{z}^{(1)}(t)=-2 x_{0} \sin \omega t . \tag{12}
\end{equation*}
$$

This reformulation is convenient for comparing our results with the results of other papers. ${ }^{9-12}$ Then the Hamiltonian (4) can be rewritten:





FIG. 1. Time dependence of upper-level occupation probabilities. Rabi oscillations in $P_{+}$with the period $T_{R}=2 \pi / x_{0}$ (a), LZ transition in $P_{\uparrow}$ (see Sec. 3.2.) (b), $P_{+}$probability evolution in the case of periodically swept parameters at $x_{\text {off }}=0$ (c) and $x_{\text {off }} \neq 0$ (d). Here $\Gamma_{\varphi}=\Gamma_{\text {relax }}=0 ; T=2 \pi / \omega$.

$$
\begin{align*}
& \hat{H}^{\prime}=-\frac{\Delta E}{2} \hat{\tau}_{z}+x_{0} \sin \omega t \cdot \hat{V}, \\
& \hat{V}=\frac{2 \Delta}{\Delta E} \hat{\tau}_{x}-\frac{2 x_{\text {off }}}{\Delta E} \hat{\tau}_{z} \tag{13}
\end{align*}
$$

First consider the situation $x_{\text {off }}=0$; then the difference between the stationary energy levels is $\Delta E=2 \Delta$. In the case

$$
\begin{equation*}
\Delta \omega \equiv \omega-\Delta E \ll \Delta E \quad \text { and } \quad x_{0} \ll \Delta E \tag{14}
\end{equation*}
$$

one can use the so-called rotating wave approximation, and the result is ${ }^{26}$

$$
\begin{equation*}
P_{+}(t)=\frac{1}{2} \frac{x_{0}^{2}}{x_{0}^{2}+(\Delta \omega)^{2}}\left(1-\cos \sqrt{x_{0}^{2}+(\Delta \omega)^{2} t}\right) . \tag{15}
\end{equation*}
$$

For the average probability, it follows that

$$
\begin{equation*}
\bar{P}_{+}=\frac{1}{2} \frac{x_{0}^{2}}{x_{0}^{2}+(\Delta \omega)^{2}} . \tag{16}
\end{equation*}
$$

This means that at $\omega=\Delta E$ there is resonance, $\bar{P}_{+}=\frac{1}{2}$, and $P_{+}(t)$ is an oscillating function with the frequency $x_{0}$. This is illustrated in Fig. 1a. The peak at $\omega=\Delta E$ on the $\bar{P}_{+}-\omega$ curve has a width at half maximum (i.e., at $P_{+}=1 / 4$ ) of approximately $2 x_{0}$ (see the upper panels of Fig. 2).

Resonant excitations of a two-level system for $x_{0} / \Delta E$ $\ll 1$ may occur not only at $\omega=\Delta E$. In the $K$ th order approximation, $\left(x_{0} / \Delta E\right)^{K}$, resonances exist at $\omega \simeq \Delta E / K .{ }^{4,27}$ For $x_{\text {off }}=0$, the resonances occur at odd $K$ only. The dependence of $P_{+}$on time in the vicinity of the $K$ th resonance is described by a relation similar to Eq. (15) (with substitutions
$\Delta \omega \rightarrow \Delta \omega^{K} \simeq K \omega-\Delta E$ and $x_{0} \rightarrow x_{0}^{K}$ ). Hence, the width of the $K$ th resonance is of the order of $x_{0}^{K}$. At resonance, $\Delta \omega^{(K)}=0$, the energy levels $|-\rangle$ and $|+\rangle$ are equally populated, so that $\bar{P}_{+}\left(\omega=\omega^{(K)} \simeq \Delta E / K\right)=1 / 2$, which is the maximum value of $\bar{P}_{+}$, since population inversion is not possible in a two-level system.

When $x_{\text {off }} \neq 0$, the matrix $\hat{V}$ has nonzero diagonal elements [see Eq. (13)]. The appearance of the nonzero diagonal elements does not influence Rabi resonances at odd $K$, but rather results in the generation of resonances at even $K$. This is demonstrated in Fig. 2 and discussed in Sec. 3.3.

### 3.2. LZ effect

The LZ effect is manifested in the nonadiabatic transition with the probability

$$
\begin{equation*}
P_{L Z}=\exp \left(-\frac{\pi \Delta^{2}}{\omega x_{0}}\right) \tag{17}
\end{equation*}
$$

between two adiabatic energy levels during a single-sweep event. ${ }^{1}$

The time-dependent Hamiltonian $\hat{H}$ is diagonalized in the adiabatic basis, denoted as $\{|\downarrow\rangle,|\uparrow\rangle\}$, by the matrix $\hat{S}_{1}$,

$$
\hat{S}_{1}=\left[\begin{array}{cc}
\cos \frac{\eta}{2} & \sin \frac{\eta}{2} \\
-\sin \frac{\eta}{2} & \cos \frac{\eta}{2}
\end{array}\right]
$$



FIG. 2. Dependence of the probability $\bar{P}_{+}$on the frequency $\omega$ for different $x_{0}$ at $\Gamma_{\varphi}=\Gamma_{\text {relax }}=0$ and at $x_{\text {off }}=0$ (solid line) and $x_{\text {off }}=0.2 \Delta$ (dashed line). (Only the first few resonant peaks are plotted; the others, which are very narrow, are not shown on the graphs.) Inset: enlargement of the low-frequency region.

$$
\begin{aligned}
& \sin \eta=-\frac{B_{x}}{\Delta E_{1}}=\frac{2 \Delta}{\Delta E_{1}} \\
& \cos \eta=\frac{B_{z}}{\Delta E_{1}}=-\frac{2 x(t)}{\Delta E_{1}} \\
& \Delta E_{1}(t)=2 \sqrt{\Delta^{2}+x(t)^{2}}
\end{aligned}
$$

The instantaneous eigenvalues of $\hat{H}$ are $E_{\downarrow, \uparrow}= \pm \Delta E_{1}(t) / 2$.
We now can change over from the stationary basis to the adiabatic one,

$$
\left[\begin{array}{l}
|\downarrow\rangle \\
|\uparrow\rangle
\end{array}\right]=\hat{S}_{1}\left[\begin{array}{c}
|0\rangle \\
|1\rangle
\end{array}\right]=\hat{S}_{1} \hat{S}^{-1}\left[\begin{array}{l}
|-\rangle \\
|+\rangle
\end{array}\right] \equiv \hat{S}_{2}\left[\begin{array}{l}
|-\rangle \\
|+\rangle
\end{array}\right] .
$$

Assuming $x_{\text {off }}=0$, we obtain

$$
\hat{S}_{2}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
\cos \frac{\eta}{2}+\sin \frac{\eta}{2} & -\cos \frac{\eta}{2}+\sin \frac{\eta}{2} \\
\cos \frac{\eta}{2}-\sin \frac{\eta}{2} & \cos \frac{\eta}{2}+\sin \frac{\eta}{2}
\end{array}\right]
$$

Thus, provided we calculate the density matrix in the stationary basis $\hat{\rho}$, we find it in the adiabatic basis $\hat{\rho}_{\text {adiab }}$,

$$
\begin{equation*}
\hat{\rho}_{\text {adiab }}=\hat{S}_{2}^{-1} \hat{\rho} \hat{S}_{2} \tag{18}
\end{equation*}
$$

The initial condition for $\hat{\rho}$ can be obtained from the initial condition for $\hat{\rho}_{\text {adiab }}$ by inverting the relation (18).

Let us now consider as an illustrative example the onesweep process,

$$
t \in\left(-\frac{T}{4}, \frac{T}{4}\right), \quad T=\frac{2 \pi}{\omega}
$$

$$
x(t)=x_{0} \sin \omega t, \quad x(t) \in\left(-x_{0}, x_{0}\right), \quad x_{0} \gg \Delta \gg \omega
$$

which corresponds to the LZ model. ${ }^{28}$ We choose the initial condition to be

$$
\hat{\rho}_{\text {adiab }}\left(-\frac{T}{4}\right)=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right],
$$

which means that the system at $t=-T / 4$ is in the lower adiabatic state. We look for the occupation probability $P_{\uparrow}$ $=\rho_{\text {adiab }}^{22}(t)$ of the upper adiabatic level $|\uparrow\rangle$, which is equal to the LZ probability at the end of the sweep, ${ }^{28} P_{\uparrow}(T / 4)$ $=P_{L Z}$. Thus, for the functions $X, Y, Z$ introduced in Sec. 2, we get the initial condition

$$
\begin{aligned}
& X\left(-\frac{T}{4}\right)=\frac{x_{0}}{\sqrt{\Delta^{2}+x_{0}^{2}}}, \quad Y\left(-\frac{T}{4}\right)=0 \\
& Z\left(-\frac{T}{4}\right)=\frac{\Delta}{\sqrt{\Delta^{2}+x_{0}^{2}}}
\end{aligned}
$$

and find

$$
P_{\uparrow}(t)=\frac{1}{2}-\frac{\Delta}{2 \sqrt{\Delta^{2}+x(t)^{2}}} Z(t)+\frac{x(t)}{2 \sqrt{\Delta^{2}+x(t)^{2}}} X(t) .
$$

This is illustrated in Fig. 1b, which is equivalent to Fig. 3d in Ref. 10.

In the general case, $x_{\text {off }} \neq 0$, we calculate $\hat{S}_{2}$ and then $\hat{\rho}_{\text {adiab }}$ according to Eq. (18). Then the probability $P_{\uparrow}$ is given by


FIG. 3. Dependence of the probability $\bar{P}_{+}$on $\varphi=4 x_{0} / \omega$ at $x_{0} \omega / \Delta^{2}=0.45$ (which corresponds to $P_{L Z}=10^{-3}$ ); $\Gamma_{\varphi}=\Gamma_{\text {relax }}=0$ and $x_{\text {off }}=0$ for graphs (a) and (b); $\Gamma_{\varphi} / \Delta=\Gamma_{\text {relax }} / \Delta=10^{-3}$ and $x_{\text {off }} / \Delta=0.05$ for graphs (c) and (d).

$$
\begin{aligned}
P_{\uparrow}(t)= & \frac{1}{2}-\frac{\left(\Delta^{2}+x(t) x_{\text {off }}\right)}{2 \sqrt{\Delta^{2}+x(t)^{2}} \sqrt{\Delta^{2}+x_{\text {off }}^{2}}} Z(t) \\
& +\frac{\Delta\left(x(t)-x_{\text {off }}\right)}{2 \sqrt{\Delta^{2}+x(t)^{2}} \sqrt{\Delta^{2}+x_{\text {off }}^{2}}} X(t) .
\end{aligned}
$$

This should be supplemented with the corresponding initial condition.

### 3.3. Crossover from multiphoton Rabi resonances to LZinterferometry: numerical results

Now making use of the numerical solution of Eqs. (8)(10) for the Hamiltonian (13), we study the dependence of the time-averaged probability $\bar{P}_{+}$on the frequency $\omega$ and amplitude $x_{0}$. For small amplitudes, $x_{0}<\Delta E$, there are resonant peaks in the $\bar{P}_{+}-\omega$ dependence at $\omega \simeq \Delta E / K$, as described in Sec. 3.1 and illustrated in Fig. 2. With increasing amplitude $x_{0}$, the resonances shift to higher frequencies. For $x_{\text {off }}=0$, the resonances appear at "odd" frequencies ( $K$ $=1,3,5, \ldots$ ) only, as was studied in Ref. 9. For $x_{\text {off }} \neq 0$ there are also resonances at "even" frequencies ( $K=2,4, \ldots$ ), which is demonstrated in Fig. 2. We note that Fig. 2 is plotted for the ideal case of the absence of decoherence and relaxation, $\Gamma_{\varphi}=\Gamma_{\text {relax }}=0$, when the resonant value is $\bar{P}_{+}$ $=1 / 2$. The effect of finite dephasing, $\Gamma_{\varphi} \neq 0$, and relaxation, $\Gamma_{\text {relax }} \neq 0$, is to decrease the resonant values of $\bar{P}_{+}$and to widen the peaks for $\Gamma_{\varphi}>\Gamma_{\text {relax }}$. Thus from the comparison of the theoretically calculated resonant peaks with the experimentally observed ones, the dephasing $\Gamma_{\varphi}$ and the relaxation rates $\Gamma_{\text {relax }}$ can be obtained. ${ }^{16}$

When the system is driven slowly, $\omega \ll \Delta$, and with large amplitude, $x_{0} \gg \Delta$, the LZ excitation mechanism is relevant for the description of the system dynamics. In the previous subsection we considered the LZ transition for a singlesweep event. Now we study the periodic driving of the system: interferences between multiple LZ transitions arise, leading to resonant excitations. ${ }^{2,12,13}$ We will compare these resonances with the multiphoton Rabi ones.

First, we note that the resonance positions depend on the amplitude; this is demonstrated for $\omega \ll \Delta<x_{0}$ in the inset of Fig. 2. But it is more illustrative to study the resonance properties via the dependence of $\bar{P}_{+}$on the ratio $x_{0} / \omega$ (or, more precisely, on the phase the state vector picks up per half period, $\left.{ }^{12} \varphi=4 x_{0} / \omega\right)$. It is reasonable to carry out the calculation for a fixed value of the product $x_{0} / \omega$, which in turn defines the LZ probability [see Eq. (17)]. This allows us not only to compare our results with the results of Ref. 12, where the periodicity of the resonances in $\varphi$ was predicted, but also to demonstrate the transition from the multiphoton Rabi resonances to the ones induced due to the interference of LZ excitations by means of the $\bar{P}_{+}-\varphi$ dependence.

In Fig. 3a,b we plotted the dependence of $\bar{P}_{+}$on $\varphi$ for $x_{\text {off }}=0$ and $\Gamma_{\varphi}=\Gamma_{\text {relax }}=0$. The first few peaks, in the region $\left.x_{0} \subseteq \Delta\right)$, corresponding to the multiphoton Rabi resonances, are situated at $\varphi \sim K^{2}$ (that follows from the resonance relation $\omega=\Delta E / K$ ). With increasing $\varphi$ (which is proportional to $x_{0}$ ) we observe the overall rising of the curve in accordance with the conclusions of Ref. 9. At $\varphi \gg 1$, i.e., at $\omega \ll \Delta \ll x_{0}$, the resonance position is $2 \pi$-periodic, in agreement with Ref. 12. A nonzero offset $x_{\text {off }} \neq 0$ results in the appearance of ad-


FIG. 4. Dependence of the probability $\bar{P}_{\uparrow}$ on the phase $\varphi=4 x_{0} / \omega ; \Gamma_{\varphi}=\Gamma_{\text {relax }}=0$ and $\varphi_{\text {off }}=0$ for graphs (a) and (b), $\Gamma_{\varphi}=\Gamma_{\text {relax }}=0$ and $\varphi_{\text {off }}=\pi / 4$ for graph (c), $\Gamma_{\varphi}=5 \times 10^{-4}, \Gamma_{\text {relax }}=2.5 \times 10^{-4}, x_{\text {off }}=0.35$ for graph (d).
ditional resonances between the basic ones, ${ }^{12}$ which is demonstrated in Fig. 3c,d. Such a feature is similar to the multiphoton Rabi resonances. Nonzero decoherence decreases and widens the peaks, as we have also demonstrated in Fig. 3c,d.

In Fig. 4 we present the dependence of $\bar{P}_{\uparrow}$ on $\varphi$ for the calculations carried out in the adiabatic basis (cf. Sec. 3.2.). In Fig. 4a, b we plotted such a dependence for different values of $\varphi$ at $x_{\text {off }}=0$ and $\Gamma_{\varphi}=\Gamma_{\text {relax }}=0$. For $\varphi \gg 1$ (see Fig. 4b) the resonances are $2 \pi$-periodic, and the peaks are situated at the integer values of $\varphi / 2 \pi$, as predicted in Ref. 12. We also plotted the dependence of $\bar{P}_{\uparrow}$ on $\varphi$ for nonzero offset $x_{\text {off }}$ $\neq 0$ [see Fig. $4 \mathrm{c}, \mathrm{d})$ ], namely for $\varphi_{\text {off }}=4 x_{\text {off }} / \omega=\pi / 4$.

## 4. MULTIPHOTON EXCITATIONS IN THE INTERFEROMETERTYPE CHARGE QUBIT

### 4.1. Interferometer-type charge qubit

In this Section, we consider the quantum dynamics of the interferometer-type charge qubit with periodically varying control parameters. ${ }^{19-21}$ This qubit consists of two Josephson junctions closed by a superconducting ring. The charge en of the island between the junctions is controlled by the gate voltage $V_{g}$ via the capacitance $C_{g}$. The junctions are characterized by Josephson energies $E_{J 1}, E_{J 2}$ and phase differences $\delta_{1}, \delta_{2}$. The relevant energy values are the island's Coulomb energy, $E_{C}=e^{2} / 2 C_{\text {tot }}$, where $C_{\text {tot }}$ is the total capacitance of the island, and the effective Josephson energy

$$
\varepsilon_{J}=\left(E_{J 1}^{2}+E_{J 2}^{2}+2 E_{J 1} E_{J 2} \cos \delta\right)^{1 / 2} .
$$

An important feature of the qubit is that its Josephson energy is controlled by the external magnetic flux $\Phi_{e}$ piercing the
ring. In this paper, the ring inductance $L$ is assumed to be small. Then the total phase difference, $\delta=\delta_{1}+\delta_{2}$, is approximately equal to $\delta_{e}=2 \pi \Phi_{e} / \Phi_{0}$, and thus $\varepsilon_{J}=\varepsilon_{J}(\delta)$ $\simeq \varepsilon_{J}\left(\delta_{e}\right)$.

Within the two-level model with the basis of "charge states" $|0\rangle$ and $|1\rangle$ corresponding to the excess number of Cooper pairs on the island, the Hamiltonian of the interferometer-type charge qubit can be written as ${ }^{6}$

$$
\begin{equation*}
\hat{H}=-\frac{1}{2} \varepsilon_{J} \hat{\sigma}_{x}-\frac{1}{2} E_{\mathrm{ch}} \hat{\sigma}_{z}, \tag{19}
\end{equation*}
$$

where $E_{\text {ch }}=4 E_{C}\left(1-n_{g}\right)$ and $n_{g}=C_{g} V_{g} / e$. Here the domination of the Coulomb energy of a Cooper pair $4 E_{C}$ over the coupling energy $\varepsilon_{J}$ is assumed, $4 E_{C} / \varepsilon_{J}>1$. The eigenstates,
 rection of the supercurrent in the ring. ${ }^{21}$

The qubit is considered to be coupled not only to the gate but also to the tank circuit that enables both phase control and readout. Thus there are two possibilities for making the Hamiltonian of the two-level system (19) timedependent. First, the gate voltage $V_{g}$ can be driven,

$$
\begin{equation*}
n_{g}=n_{g}^{(0)}+n_{g}^{(1)} \sin \omega t, \tag{20}
\end{equation*}
$$

and, second, the dc and ac components of the current in the tank circuit can induce a periodically varying magnetic flux,

$$
\begin{equation*}
\delta=\delta_{d c}+\delta_{a c} \sin \omega t \tag{21}
\end{equation*}
$$

Here we restrict our consideration to the case of sinusoidal time dependence of the parameters.

Further we study the time-averaged occupation probability of the excited state $\bar{P}_{+}$. We note that because the two states $|-\rangle$ and $|+\rangle$ belong to oppositely circulating currents in the ring, they correspond to different signs of the qubit's Josephson inductance. The latter can be probed by the impedance measuring technique, ${ }^{25}$ which makes it possible to observe the resonant behavior of $\bar{P}_{+}$studied in the following subsection.

### 4.2. Resonant excitation of the interferometer-type charge qubit

The case of the excitation of the interferometer-type charge qubit via the gate [Eq. (20)] can easily be related to the case considered in Sec. 3; see the Hamiltonians (11) and (19) with the diagonal time-dependent parameters defined by Eq. (20). Then the ratio $x_{0} / \Delta$ is given by

$$
\frac{x_{0}}{\Delta}=\frac{4 E_{C}}{\varepsilon_{J}} n_{g}^{(1)}
$$

Thus, both mechanisms considered in Sec. 3 can be realized: multiphoton excitations ( $x_{0} / \Delta \ll 1$ ) and LZ interferometry $\left(x_{0} / \Delta \gg 1\right)$.

Let us now consider the second possibility, excitation of the qubit by a time-dependent magnetic flux. The Hamiltonian of the interferometer-type charge qubit (19) with the periodically varying phase $\delta$ [Eq. (21)] is related to the Hamiltonian of a two-level system considered in Sec. 2 [Eq. (5)] by the following relations:

$$
\begin{aligned}
& B_{x}(t) \equiv \varepsilon_{J} \\
& B_{x}^{(0)}=\left.B_{x}(0) \equiv B_{x}\right|_{\delta_{a c=0}} \\
& B_{x}^{(1)}(t)=B_{x}(t)-B_{x}(0) \\
& B_{z}^{(0)}=E_{\mathrm{ch}}
\end{aligned}
$$

In two limiting cases, the expressions can be simplified to result in a time-dependent term of the form

$$
\begin{equation*}
B_{x}^{(1)}(t) \propto \sin \omega t \tag{22}
\end{equation*}
$$

Namely, for

$$
\begin{equation*}
\delta-\pi \gtrdot \frac{\left|E_{J 1}-E_{J 2}\right|}{\sqrt{E_{J 1} E_{J 2}}}, \quad \delta_{a c} \lesssim \delta_{d c}-\pi \ll \pi \tag{23}
\end{equation*}
$$

we have

$$
\begin{align*}
& B_{x}^{(0)} \simeq \sqrt{E_{J 1} E_{J 2}}\left(\delta_{d c}-\pi\right),  \tag{24}\\
& B_{x}^{(1)}(t) \simeq \sqrt{E_{J 1} E_{J 2}} \delta_{a c} \sin \omega t, \tag{25}
\end{align*}
$$

and for

$$
\begin{equation*}
\delta-\pi \ll \frac{\left|E_{J 1}-E_{J 2}\right|}{\sqrt{E_{J 1} E_{J 2}}}, \quad \delta_{a c} \ll \delta_{d c}-\pi \ll \pi, \tag{26}
\end{equation*}
$$

it follows that

$$
\begin{align*}
B_{x}^{(1)}(t) & \simeq\left|E_{J 1}-E_{J 2}\right|  \tag{27}\\
B_{x}^{(1)}(t) & \simeq \frac{E_{J 1} E_{J 2}}{\left|E_{J 1}-E_{J 2}\right|}\left(\delta_{d c}-\pi\right) \delta_{a c} \sin \omega t \tag{28}
\end{align*}
$$



FIG. 5. Dependence of the probability $\bar{P}_{+}$on the frequency $\omega$ for the phasebiased charge qubit at $n_{g}=0.95, E_{J 1} / E_{C}=12.4, E_{J 2} / E_{C}=11, \Gamma_{\text {relax }} / E_{C}$ $=10^{-4}, \delta_{a c}=0.2 \pi, \delta_{d c}=\pi+0.2 \pi$.

When relation (22) holds, the present problem (of the charge qubit with time-dependent magnetic control) can be related to the problem considered above in Sec. 3 by the expressions (6). Then we can estimate the ratio $x_{0} / \Delta E$, which characterizes the mechanism of the excitation of the qubit. For example, at $x_{0} / \Delta E \lesssim 1$ we expect multiphoton resonances in the qubit's response to the external alternating magnetic flux. We consider this case below in detail.

We note that the width of the resonant peaks is defined by the off-diagonal components of the Hamiltonian (13), i.e., by the product $x_{0} \Delta$. Then looking at Eqs. (25) and (28), we conclude that the width of the resonances is defined by the product $\delta_{a c}\left(1-n_{g}\right)$.

Finally, we illustrate the multiphoton resonant excitations of the interferometer-type charge qubit. Making use of the numerical solution of the master equation (Sec. 2), we find the time-averaged probability $\bar{P}_{+}$plotted in Fig. 5. The position of the multiphoton resonant peaks is defined by the relation $\omega=\Delta E / K$, where $\Delta E=\Delta E\left(\delta_{d c}\right)$ is supposed to be fixed. Alternatively, when the $\delta_{d c}$ component of the phase is changed and the frequency $\omega$ is fixed, a similar graph can be plotted with resonances at $\delta_{d c}=\delta_{d c}^{(K)}$ defined by the relation $\Delta E\left(\delta_{d c}^{(K)}\right)=K \omega$.

## 5. CONCLUSIONS

We have studied the dynamic behavior of a quantum two-level system subjected to periodic sweeping of its parameters. The energy levels population was calculated by solving the master equation for the density matrix with relaxation terms. Studying the population of the excited state in both stationary and adiabatic bases, we analyzed some features of the multiphoton Rabi and LZ effects. Particularly, we have shown certain similarities of the multiphoton resonances at $x_{0} \ll \omega$ with the resonances at $x_{0} \gg \Delta \gg \omega$ due to the interference between multiple LZ transitions. Based on the solution of the master equation for the density matrix, we described in detail the dynamic behavior of the interferometer-type charge qubit subjected to periodically changing gate voltage or magnetic flux.
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#### Abstract

A two-level system in a magnetic field with a periodic temporal modulation that stabilizes the position of the magnetic resonance is investigated in the density matrix formalism. An exact solution is found for the density matrix at resonance. It is shown that at resonance the probability of a spin-flip transition is independent of the form of the field, i.e., the main resonance is stable against harmonized variation of the longitudinal and transverse components of the magnetic field. The Bloch polarization vector and the geometric phase at resonance are calculated. A differential equation for the transition probability is obtained. The dependence of the timeaveraged probability of a spin flip on the normalized Larmor frequency is investigated numerically for different parameters of the model. It is shown that the position of the main resonance is independent of the deformation of the field; only the width of the resonance peak changes upon deformation. The odd parametric ('multiphoton) resonance transitions are investigated. The static magnetization induced by the harmonized field is considered. This study may find application in the analysis of interference experiments, for refining the designs of magnetic spectrometers, and for controlling qubits. © 2005 American Institute of Physics. [DOI: 10.1063/1.2001636]


## 1. INTRODUCTION

The standard implementation of magnetic resonance utilizes a dc magnetic field perpendicular to a linearly polarized monochromatic ac magnetic field varying with time $t$. In that case a shift of the resonance frequency (the Bloch-Siegert shift ${ }^{1}$ ) occurs. The goal of this study is to find a magnetic field configuration for which the position of the principal resonance is determined solely by the Larmor frequency at arbitrary parameters of the system. This goal can be reached by a generalization of the Rabi model. ${ }^{2}$ Rabi studied the temporal dynamics of a particle with a magnetic dipole moment and spin $1 / 2$ in a dc magnetic field $H_{0}$ directed along the $z$ axis and an ac magnetic field perpendicular to it, rotating uniformly with frequency $\omega / 2 \pi$ : $H_{x}=h_{0} \cos \omega t, H_{y}$ $=h_{0} \sin \omega t$, where $H_{0}$ and $h_{0}$ are the field amplitudes.

There are a number of ways of modulating the magnetic field in studying the resonance, depending on the purpose of the experiment (see Ref. 3 and the works cited therein). In this paper we investigate the time evolution of a particle with a magnetic dipole moment and spin $1 / 2$ in a deformed magnetic field of the form

$$
\begin{equation*}
\mathbf{H}(t)=\left(h_{0} \operatorname{cn}(\omega t, k), h_{0} \operatorname{sn}(\omega t, k), H_{0} \operatorname{dn}(\omega t, k)\right), \tag{1}
\end{equation*}
$$

in which cn, sn, and dn are the Jacobi elliptic functions. ${ }^{4}$ Such a modulation of the field, as the modulus of the elliptic functions is varied from zero to unity, describe a whole class of field forms, from trigonometric, ${ }^{2}$

$$
(\mathrm{cn}(\omega t, 0)=\cos \omega t, \operatorname{sn}(\omega t, 0)=\sin \omega t, \operatorname{dn}(\omega t, 0)=1)
$$

to pulsed exponential, ${ }^{5}$

$$
\begin{aligned}
& \left(\operatorname{cn}(\omega t, 1)=\frac{1}{\operatorname{ch} \omega t}, \operatorname{sn}(\omega t, 1)=\tanh \omega t,\right. \\
& \operatorname{dn}(\omega t, 1)=\frac{1}{\cosh \omega t} .
\end{aligned}
$$

The elliptic functions $\mathrm{cn}(\omega t, k)$ and $\operatorname{sn}(\omega t, k)$ have a real period $4 K / \omega$, while the function $\operatorname{dn}(\omega t, k)$ has a real period half as long. Here $K$ is the complete elliptic integral of the first kind. ${ }^{4}$ In other words, although the field is periodic with a common real period of $4 K / \omega$, one can see that the frequency of the amplitude modulation of the longitudinal field is twice that of the amplitude modulation of the transverse field. We shall call such a field "harmonized."

The Schrödinger equation for the wave function $\Psi(t)$ describing the dynamics of a spin-1/2 particle possessing a magnetic moment in a time-varying magnetic field $\mathbf{H}(t)$ has the form

$$
\begin{equation*}
i \hbar \partial_{t} \Psi(t)=\frac{g \mu_{0}}{2} \boldsymbol{\sigma} \cdot \mathbf{H}(t) \Psi(t), \tag{2}
\end{equation*}
$$

where $g$ is the Lande factor, $\mu_{0}$ is the Bohr magneton, and the Pauli matrices are

$$
\boldsymbol{\sigma}=\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)=\left(\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right),\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right),\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)\right) .
$$

The solution of the Schrödinger equation can be represented in the form an expansion in eigenfunctions of the matrix $\sigma_{z}$ :

$$
\begin{equation*}
\Psi(t)=\binom{1}{0} \Psi_{1}(t)+\binom{0}{1} \Psi_{2}(t) \tag{3}
\end{equation*}
$$

The functions $\Psi_{1}(t)$ and $\Psi_{2}(t)$ are the probability amplitudes without and with a spin flip, respectively, and by definition obey the normalization condition

$$
\begin{equation*}
\left|\Psi_{1}(t)\right|^{2}+\left|\Psi_{2}(t)\right|^{2}=1 \tag{4}
\end{equation*}
$$

and are assumed fixed at the initial time $t$.

## 2. GENERAL PROPERTIES OF THE MODEL

In this paper, which is a continuation of Ref. 6, we go over from a description with the aid of the wave function (3) to the density matrix formalism, with the density matrix

$$
\rho=\left(\begin{array}{cc}
\Psi_{1} \Psi_{1}^{*} & \Psi_{1} \Psi_{2}^{*}  \tag{5}\\
\Psi_{2} \Psi_{1}^{*} & \Psi_{2} \Psi_{2}^{*}
\end{array}\right)
$$

We introduce the dimensionless independent variable $\tau$ $=\omega t$. Equation (2) implies the following equation for the density matrix:

$$
\begin{equation*}
i \partial_{\tau} \rho=[\hat{H}, \rho]_{-} \tag{6}
\end{equation*}
$$

with the Hermitian Hamiltonian
$\hat{H}$

$$
=\left(\begin{array}{cc}
\frac{\omega_{0}}{2 \omega} \operatorname{dn}(\tau, k) & \frac{\omega_{1}}{2 \omega}(\operatorname{cn}(\tau, k)-i \operatorname{sn}(\tau, k))  \tag{7}\\
\frac{\omega_{1}}{2 \omega}(\operatorname{cn}(\tau, k)+i \operatorname{sn}(\tau, k)) & -\frac{\omega_{0}}{2 \omega} d n(\tau, k)
\end{array}\right)
$$

in which $\omega_{0}=g \mu_{0} H_{0} / \hbar$ is the Larmor frequency, and $\omega_{1}$ $=g \mu_{0} h_{0} / \hbar$ is the amplitude of the transverse field in angular frequency units. The following properties derive from the definition of the density matrix: $\operatorname{Tr} \rho=1, \rho^{+}=\rho, \rho^{2}=\rho$. Further, as in Ref. 6, we shall assume that at the initial moment $\binom{\psi_{1}(0)}{\psi_{2}(0)}=\binom{1}{0}$, i.e.,

$$
\rho(0)=\left(\begin{array}{ll}
1 & 0  \tag{8}\\
0 & 0
\end{array}\right)
$$

we make the substitution $\rho=\alpha^{-1} r \alpha$ with the matrix $\alpha=\left(\begin{array}{ll}f & 0 \\ 0 & f^{*}\end{array}\right)$, where the function $f$ has the form

$$
\begin{equation*}
f=\sqrt{\operatorname{cn} \tau-i \operatorname{sn} \tau}=\sqrt{\frac{1+\mathrm{cn} \tau}{2}}-i \operatorname{sgn}(\operatorname{sn} \tau) \sqrt{\frac{1-\mathrm{cn} \tau}{2}} \tag{9}
\end{equation*}
$$

The equation for the transformed matrix takes the form

$$
\begin{equation*}
i \partial_{\tau} r=\frac{\omega_{1}}{2 \omega}\left[\sigma_{x}, r\right]_{-}+\frac{\delta_{r}}{2 \omega} \operatorname{dn} \tau\left[\sigma_{z}, r\right]_{-}, \tag{10}
\end{equation*}
$$

where the detuning $\delta_{r}$ is equal to

$$
\begin{equation*}
\delta_{r}=\omega_{0}-\omega \tag{11}
\end{equation*}
$$

Since the detuning appears explicitly in the equation, the position of the principal resonance does not shift upon variations of the model parameters. At sharp resonance, when $\omega_{0}=\omega$, we obtain the equation

$$
\begin{equation*}
i \partial_{\tau} r^{(0)}=\frac{\omega_{1}}{2 \omega}\left[\sigma_{x}, r^{(0)}\right]_{-}, \quad r^{(0)}(0)=\rho(0) \tag{12}
\end{equation*}
$$

with the solution

$$
\begin{equation*}
r^{(0)}(\tau)=\exp \left(-i \frac{\omega_{1}}{2 \omega} \tau \sigma_{x}\right) r^{(0)}(0) \exp \left(i \frac{\omega_{1}}{2 \omega} \tau \sigma_{x}\right) \tag{13}
\end{equation*}
$$

Therefore, at resonance the density matrix has the form

$$
\rho^{(0)}=\left(\begin{array}{cc}
\cos ^{2} \frac{\omega_{1}}{2 \omega} \tau & i f^{2} \sin \frac{\omega_{1}}{2 \omega} \tau \cos \frac{\omega_{1}}{2 \omega} \tau  \tag{14}\\
-i f^{* 2} \sin \frac{\omega_{1}}{2 \omega} \tau \cos \frac{\omega_{1}}{2 \omega} \tau & \sin ^{2} \frac{\omega_{1}}{2 \omega} \tau
\end{array}\right)
$$

and, hence, the transition probability

$$
\begin{equation*}
P_{1 / 2 \rightarrow-1 / 2}\left(\tau, \delta_{r}=0\right)=\sin ^{2} \frac{\omega_{1}}{2 \omega} \tau \tag{15}
\end{equation*}
$$

does not contain the modulus $k$, i.e., is independent of the harmonized deformation of the field. ${ }^{6}$

Let us investigate the solution of Eq. (10) in the form of a power series in the expansion parameter $\delta_{r} / 2 \omega$ :

$$
\begin{equation*}
r(\tau)=r^{(0)}(\tau)+r^{(1)}(\tau)+\ldots \tag{16}
\end{equation*}
$$

We substitute expansion (16) into Eq. (10) and equate terms with the same powers of $\delta_{r} / 2 \omega$. As a result, we obtain a system of equations for finding $r^{(l)}(\tau)$ :

$$
\begin{align*}
& i r_{\tau}^{(0)}=\frac{\omega_{1}}{2 \omega}\left[\sigma_{x}, r^{(0)}\right]_{-}  \tag{17}\\
& i r_{\tau}^{(l)}=\frac{\omega_{1}}{2 \omega}\left[\sigma_{x}, r^{(l)}\right]_{-}+\frac{\delta_{r}}{2 \omega} \operatorname{dn} \tau\left[\sigma_{z} r^{(l-1)}\right]_{-} \tag{18}
\end{align*}
$$

where $l=1,2, \ldots$.
We left-multiply Eq. (18) by the matrix $\exp \left(i\left(\omega_{1} / 2 \omega\right) \tau \sigma_{x}\right)$ and right-multiply by the matrix $\exp \left(-i\left(\omega_{1} / 2 \omega\right) \tau \sigma_{x}\right)$. Now the terms $r^{(l)}$ in the series (16) are determined with the aid of the previous $r^{(l-1)}$ terms:

$$
\begin{align*}
r^{(l)}= & -i \exp \left(-i \frac{\omega_{1}}{2 \omega} \tau \sigma_{x}\right) \\
& \times\left\{\int _ { 0 } ^ { \tau } d \tau ^ { \prime } \operatorname { e x p } ( i \frac { \omega _ { 1 } } { 2 \omega } \tau ^ { \prime } \sigma _ { x } ) \frac { \delta _ { r } } { 2 \omega } \operatorname { d n } \tau \left[\sigma_{z}, r^{(l-1)}\right.\right. \\
& \left.\left.\times\left(\tau^{\prime}\right)\right]_{-} \exp \left(-i \frac{\omega_{1}}{2 \omega} \tau^{\prime} \sigma_{x}\right)\right\} \exp \left(i \frac{\omega_{1}}{2 \omega} \tau \sigma_{x}\right) . \tag{19}
\end{align*}
$$

Since the commutator $\left[\sigma_{z}, r^{(0)}\left(\tau^{\prime}\right)\right]_{-}=i \sin \left(\omega_{1} / \omega\right) \tau^{\prime} \sigma_{x}$, the first correction

$$
\begin{equation*}
r^{(1)}(\tau)=\frac{\delta_{r}}{2 \omega} \int_{0}^{\tau} d \tau^{\prime} \operatorname{dn} \tau^{\prime} \sin \frac{\omega_{1}}{\omega} \tau^{\prime} \sigma_{x} \tag{20}
\end{equation*}
$$

does not contribute to the transition probability. Using the Pauli matrix algebra, we obtain the density matrix including the second-order corrections:

$$
\begin{align*}
\rho^{(\mathrm{II})} & =\alpha^{-1}\left(r^{(0)}+r^{(1)}+r^{(2)}\right) \alpha \\
& =\left(\begin{array}{cc}
\cos ^{2} \frac{\omega_{1}}{2 \omega} \tau+\left(\frac{\delta_{r}}{2 \omega}\right)^{2} F_{2} & i f^{2} \sin \frac{\omega_{1}}{2 \omega} \tau \cos \frac{\omega_{1}}{2 \omega} \tau+\frac{\delta_{r}}{2 \omega} f^{2} S-\left(i \frac{\delta_{r}}{2 \omega}\right)^{2} f^{2} F_{1} \\
-i f^{* 2} \sin \frac{\omega_{1}}{2 \omega} \tau \cos \frac{\omega_{1}}{2 \omega} \tau+\frac{\delta_{r}}{2 \omega} f^{* 2} S+i\left(\frac{\delta_{r}}{2 \omega}\right)^{2} f^{* 2} F_{1} & \sin ^{2} \frac{\omega_{1}}{2 \omega} \tau-\left(\frac{\delta_{r}}{2 \omega}\right)^{2} F_{2}
\end{array}\right), \tag{21}
\end{align*}
$$

where

$$
\begin{align*}
& F_{1}=2\left(\Phi_{1} \sin \frac{\omega_{1}}{\omega} \tau+\Phi_{2} \cos \frac{\omega_{1}}{\omega} \tau\right) \\
& F_{2}=2\left(-\Phi_{1} \cos \frac{\omega_{1}}{\omega} \tau+\Phi_{2} \sin \frac{\omega_{1}}{\omega} \tau\right) \\
& \Phi_{1}=\frac{S^{2}}{2}, \quad S=\int_{0}^{\tau} d \tau^{\prime} \operatorname{dn} \tau^{\prime} \sin \frac{\omega_{1}}{\omega} \tau^{\prime} \\
& \Phi_{2}=\int_{0}^{\tau} d \tau^{\prime} \operatorname{dn} \tau^{\prime} \cos \frac{\omega_{1}}{\omega} \tau^{\prime} S\left(\tau^{\prime}\right) \tag{22}
\end{align*}
$$

$$
\rho^{R}=\left\{\begin{array}{c}
\cos ^{2} \frac{\Omega_{R}}{2 \omega} \tau+\frac{\delta_{r}^{2}}{\Omega_{R}^{2}} \sin ^{2} \frac{\Omega_{R}}{2 \omega} \tau  \tag{23}\\
\left(-i \frac{\omega_{1}}{2 \Omega_{R}} \sin \frac{\Omega_{R}}{\omega} \tau+\frac{\delta_{r} \omega_{1}}{\Omega_{R}^{2}} \sin ^{2} \frac{\Omega_{R}}{2 \omega} \tau\right) \mathrm{e}^{i \tau}
\end{array}\right.
$$

It is not hard to show that at any order in $\delta_{r} / 2 \omega$ the diagonal elements of the matrix $\rho$, which characterize the quantum dynamics of the probability without and with a spin flip, contain only terms of even order in $\delta_{r} / 2 \omega$, while the offdiagonal elements depend on both the even and odd powers of the expansion parameter, just as in the case of the exact density matrix in the Rabi model, $\rho^{R}$, which has long been used in the resonance spectroscopy of neutron, atomic, and molecular beams:

$$
\binom{\left.i \frac{\omega_{1}}{\Omega_{R}} \sin \frac{\Omega_{R}}{\omega} \tau+\frac{\delta_{r} \omega_{1}}{2 \Omega_{R}^{2}} \sin ^{2} \frac{\Omega_{R}}{2 \omega} \tau\right) \mathrm{e}^{-i \tau}}{\frac{\omega_{1}^{2}}{\Omega_{R}^{2}} \sin ^{2} \frac{\Omega_{R}}{2 \omega} \tau},
$$

where $\Omega_{R}=\sqrt{\delta_{r}^{2}+\omega_{1}^{2}}$ is the Rabi frequency.

## 3. DIFFERENTIAL EQUATIONS FOR DETERMINING THE TRANSITION PROBABILITY

In the general case for arbitrary detuning $\delta_{r}$ (11) we represent the matrix $r$ in the form of an expansion in the complete set of Pauli matrices:

$$
\begin{equation*}
r=\frac{1}{2}(1+\boldsymbol{\sigma} \cdot \mathbf{R}), \quad r=r^{+}, \quad \operatorname{Tr} \quad r=1 . \tag{24}
\end{equation*}
$$

From the condition $\operatorname{det} \rho=0$ we obtain a relation between the unknown functions ( $R_{x}, R_{y}, R_{z}$ ) $=\mathbf{R}$ :

$$
\begin{equation*}
R_{x}^{2}+R_{y}^{2}+R_{z}^{2}=1 \tag{25}
\end{equation*}
$$

for all $\tau$. We substitute the expression for $r$ (24) into Eq. (10). As a result we obtain a system of three first-order differential equations for the unknown real functions $R_{x}, R_{y}, R_{z}$ :

$$
\begin{align*}
& \partial_{\tau} R_{x}=-\frac{\delta_{r}}{\omega} \operatorname{dn} \tau R_{y},  \tag{26}\\
& \partial_{\tau} R_{y}=\frac{\delta_{r}}{\omega} \operatorname{dn} \tau R_{x}-\frac{\omega_{1}}{\omega} R_{z},  \tag{27}\\
& \partial_{\tau} R_{z}=\frac{\omega_{1}}{\omega} R_{y} \tag{28}
\end{align*}
$$

with the initial conditions $R_{x}(0)=R_{y}(0)=0, R_{z}(0)=1$. The system of Eqs. (26)-(28) is equivalent to the vector equation $\partial_{\tau} \mathbf{R}=[\mathbf{f}, \mathbf{R}]$, where $\mathbf{f}=\left(\left(\omega_{1} / \omega\right), 0,\left(\delta_{r} / \omega\right) \mathrm{dn} \tau\right)$ and is formally identical to the Frenet equations (for the first components of the moving trihedron) of a space curve on a sphere. Therefore, following Ref. 7, we introduce the complex function

$$
y=\frac{R_{z}+i R_{y}}{1-R_{x}} .
$$

The introduction of this function allows us, by making use of the conservation law (25), to reduce the system of three differential Eqs. (26)-(28) to a single complex Riccati equation:

$$
\begin{equation*}
\partial_{\tau} y=-i \frac{\omega_{1}}{\omega} y-i \frac{\delta_{r}}{2 \omega} \operatorname{dn} \tau+i \frac{\delta_{r}}{2 \omega} \operatorname{dn} \tau y^{2}, \quad y(0)=1 . \tag{29}
\end{equation*}
$$

Knowing $y$, we can easily find the functions $R_{x}, R_{y}, R_{z}$ :

$$
\begin{equation*}
R_{x}=\frac{y y^{*}-1}{1+y y^{*}}, \quad R_{y}=i \frac{y^{*}-y}{1+y y^{*}}, \quad R_{z}=\frac{y+y^{*}}{1+y y^{*}} . \tag{30}
\end{equation*}
$$

Now in terms of $R_{x}, R_{y}, R_{z}$ the density matrix $\rho$ takes the form

$$
\rho=\frac{1}{2}\left(\begin{array}{cc}
1+R_{z} & f^{2}\left(R_{x}-i R_{y}\right)  \tag{31}\\
f^{* 2}\left(R_{x}+i R_{y}\right) & 1-R_{z}
\end{array}\right) .
$$



FIG. 1. Time-averaged transition probability as a function of the normalized Larmor frequency for different parameters.

The spin-flip transition probability is equal to the matrix element $\rho_{22}$, i.e.,

$$
\begin{equation*}
P_{1 / 2 \rightarrow-1 / 2}\left(\tau, \delta_{r}, k\right)=\frac{1}{2}\left(1-R_{z}\right) . \tag{32}
\end{equation*}
$$

Using expression (32) and the system of Eqs. (26)-(28), one can easily obtain a differential equation for the transition probability, which we shall not write out here.

## 4. VISUALIZATION OF DYNAMICS ON THE BLOCH SPHERE. GEOMETRIC PHASE AT RESONANCE

The Bloch sphere is widely used for visualizing the dynamics of two-level systems. ${ }^{8,9}$ The Bloch vector (polarization vector) $\mathbf{P}$ is defined for pure states as

$$
\begin{equation*}
\mathbf{P}=\operatorname{Tr} \rho \boldsymbol{\sigma} \tag{33}
\end{equation*}
$$

In the resonant case the matrix $\rho$ is represented by formula (14). A simple calculation using formula (33) gives the result

$$
\begin{equation*}
\mathbf{P}=\left(\operatorname{sn}\left(\omega_{0} t, k\right) \sin \omega_{1} t,-\operatorname{cn}\left(\omega_{0} t, k\right) \sin \omega_{1} t, \cos \omega_{1} t\right) \tag{34}
\end{equation*}
$$

The polarization vector satisfies the Bloch equation

$$
\begin{equation*}
\partial_{t} \mathbf{P}=\gamma_{m}[\mathbf{H}, \mathbf{P}], \quad \gamma_{m}=\frac{g \mu_{0}}{\hbar}, \quad \mathbf{P}^{2}=1 . \tag{35}
\end{equation*}
$$

At times $\left\{t_{n}: \omega_{1} t_{n}=2 \pi n, n=1,2, \ldots\right\}$ the vector $\mathbf{P}$ takes on the initial value $(0,0,1)$, i.e., the end of the vector traces out a closed trajectory on the Bloch sphere.

An Hermitian "phase" operator for a two-level systems is constructed in Ref. 9:

$$
\begin{equation*}
X_{\Psi}=\frac{1}{2}(|\Psi\rangle\langle\Psi A|+|A \Psi\rangle\langle\Psi|) \tag{36}
\end{equation*}
$$

where $A=C U, C$ is the operator of complex conjugation, and $U=\left(\begin{array}{ll}0 & -1 \\ 1 & 0\end{array}\right)$. Information about the changes of the phase of motion is obtained from the three-dimensional "phase" vector

$$
\begin{equation*}
\mathbf{c}=\operatorname{Tr} X_{\Psi} \sigma, \tag{37}
\end{equation*}
$$

which has the explicit form

$$
\begin{equation*}
\mathbf{c}=\left(\operatorname{cn}\left(\omega_{0} t, k\right), \operatorname{sn}\left(\omega_{0} t, k\right), 0\right), \quad \mathbf{c}^{2}=1, \quad[\mathbf{c}, \mathbf{P}]=0 \tag{38}
\end{equation*}
$$

The "phase" vector c satisfies the vector equation

$$
\begin{equation*}
\partial_{t} \mathbf{c}=\gamma_{m}[\mathbf{H}, \mathbf{c}], \quad \mathbf{c}(0)=(1,0,0) . \tag{39}
\end{equation*}
$$

Thus with the aid of this vector $\mathbf{c}$ one can determine the geometric (topological) phase, since the scalar product

$$
\begin{equation*}
\mathbf{c}(0) \cdot \mathbf{c}(t)=\operatorname{cn}\left(\omega_{0} t, k\right) \tag{40}
\end{equation*}
$$

on cyclic evolution does not coincide with the value at $t$ $=0$. It is only in the exceptional case when $\left(\omega_{0} / \omega_{1}\right) 2 \pi n$ $=4 K n_{1} \quad\left(n_{1}=1,2, \ldots\right)$ that the "phase" vector fails to give information about the phase. The third unit vector a $=[\mathbf{P}, \mathbf{c}]$, as is readily verified, satisfies the vector equation

$$
\begin{equation*}
\partial_{t} \mathbf{a}=\gamma_{m}[\mathbf{H}, \mathbf{a}], \quad \mathbf{a}(0)=(0,1,0) \tag{41}
\end{equation*}
$$



FIG. 2. The dc polarization $n_{x}, n_{y}, n_{z}$ as a function of the normalized Larmor frequency.
and is equal to

$$
\begin{align*}
& \mathbf{a}=\left(-\operatorname{sn}\left(\omega_{0} t, k\right) \cos \omega_{1} t, \operatorname{cn}\left(\omega_{0} t, k\right) \cos \omega_{1} t, \sin \omega_{1} t\right), \\
& \mathbf{a}^{2}=1 . \tag{42}
\end{align*}
$$

The evolution of the orthogonal positively oriented $\operatorname{triad} \mathbf{P}, \mathbf{c}$, a determines the dynamics of the two-level system and admits a visual representation with the aid of the Bloch sphere.

## 5. NUMERICAL RESULTS

### 5.1. Time-averaged transition probability

The time-averaged probability of a spin-flip transition is given by the expression

$$
\begin{equation*}
\bar{P}=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} d \tau \frac{1-R_{z}(\tau)}{2} \tag{43}
\end{equation*}
$$

The dependence of the probability (43) on the form of the field obtained by varying the modulus parameter $k$ for different values of $\delta_{r}$ is found by numerical solution of system (26)-(28) or, equivalently, Eq. (29).

Figure 1 shows the dependence of the averaged probability (43) on the normalized Larmor frequency $\omega_{0} / \omega$ and the form of the field, $k$, for different model parameters. It is seen that there is no shift of the position of the principal resonance. At exact resonance the probability of transition is independent of the deformation of the magnetic field. A numerical calculation confirms that the probability (43) is independent of the sign of $\delta_{r} / \omega$. As was shown in Ref. 6,
parametric resonances (multiphoton resonances in the terminology of the Floquet formalism) ${ }^{10}$ arise only at nonzero value of the detuning $\delta_{r}$ and modulus $k$, since the detuning and deformation enter Eq. (10) in the form of a product. When one of the parameters $\delta_{r}$ or $k$ is equal to zero, parametric resonances are absent. Increasing the deformation of the field leads to broadening of the resonance peaks. The position of the resonances is determined by the given initial value of the spin (8). The first resonance corresponds to one absorbed resonance photon, and the second is determined by absorption-emission-absorption, etc. The position of the odd parametric resonances is extremely close to $\omega_{0} / \omega=2 p+1$, where $p=1,2, \ldots$ but it has a tendency to shift appreciably with increasing ratio $\omega_{0} / \omega$ (Fig. 1d).

### 5.2. Generation of the dc magnetic field

The time-averaged components of the polarization vector are determined by the formulas

$$
\begin{align*}
& n_{x}=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} d \tau\left(c R_{x}+s R_{y}\right),  \tag{44}\\
& n_{y}=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} d \tau\left(s R_{x}-c R_{y}\right),  \tag{45}\\
& n_{z}=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{E} d \tau R_{z} \tag{46}
\end{align*}
$$

where $c=\mathrm{cn}^{2}(\tau, k)-\mathrm{sn}^{2}(\tau, k), \quad s=-2 \operatorname{sn}(\tau, k) \mathrm{cn}(\tau, k)$. As we see in Fig. 2, a dc magnetic field (at resonance in the $x O y$ plane) is generated as a result of the harmonized magnetic field. If the modulus parameter goes to zero, then the generation of this field vanishes, as follows from formula (34). The components of the dc polarization $n_{x}, n_{y}$ have sharp spikes in amplitude in the vicinity of the parametric resonances, but with increase of the parameter $\omega_{0} / \omega$ their amplitude and the width of the resonance peaks decrease. It should be noted that the appearance of the zeroth harmonic is due solely to the deformation of the field without the inclusion of dissipation, whereas in Ref. 11, for a different modulation of the magnetic field, this effect vanishes in the absence of dissipation.

All of the numerical results in the solution of system (26)-(28) were obtained by the Runge-Kutta method with steps of $\tau=0.01$ and $\omega_{0} / \omega=0.01$. A value of 500 was chosen for the averaging interval $T$.

## 6. CONCLUSION

In this paper the behavior of a spin- $1 / 2$ particle with a magnetic dipole moment in an time-varying magnetic field $\left(h_{0} \mathrm{cn}(\omega t, k), h_{0} \operatorname{sn}(\omega t, k), H_{0} \operatorname{dn}(\omega t, k)\right)$ was considered in the density matrix formalism. Variation of the parameter $k$ from zero to unity generates a wide set of field-modulating functions, from trigonometric to pulsed exponential. An exact solution for the density matrix at resonance was found for any $k$. We showed that in the given case the probability of a spin flip is independent of $k$. We calculated the Bloch polarization vector and geometric phase at resonance. We obtained differential equations for the transition probability. The dependence of the time-averaged spin-flip probability on the normalized Larmor frequency was investigated numerically for different model parameters. It was shown that the position of the main resonance does not shift upon variation of the parameters, but only the width of the resonance peak changes. The position of the odd parametric (multiphoton) resonances has a tendency to shift noticeably with increasing
amplitude of the transverse field at a fixed frequency. In this case the deformation of the field leads to broadening of the resonance peaks. We calculated the dc polarization induced by the harmonized field.

It is advisable to do an experimental check on the theoretical predictions as to the stability of the position of the magnetic resonance for different model parameters. Such an experiment is clearly an extension of the experimental situation in a circularly polarized field. Since the parametric resonances in a harmonized magnetic field have appreciable width, it may be preferable to investigate the magnetic resonance at parametric frequencies. The results of the present study may find application for analysis of interference experiments and for refining the design of magnetic spectrometers.
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#### Abstract

The equilibrium properties of an anisotropic electron system whose spectrum is characterized by open isoenergetic surfaces, typical of charge carriers in layered conducting crystals, are considered. The equation of state and other thermodynamic relations are obtained in explicit form; the differences from the thermodynamic properties of an ordinary electron gas are pointed out. © 2005 American Institute of Physics. [DOI: 10.1063/1.2001638]


## 1. INTRODUCTION

It is known that a number of the so-called synthetic conductors are characterized by a layered crystals structure, and their electronic properties-in particular, the relatively low conductivity across the layers (the $O Z$ axis)—are in good accord with the concept of a substantially anisotropic singleparticle spectrum of the carriers. ${ }^{1)}$ At low concentrations of the latter the situation could be described simply by the numerical difference of the corresponding effective masses; however, the situation of greatest interest, and one that is actually realized in many such substances, is the case of "topological anisotropy," i.e., of Fermi surfaces open along the $z$ direction in $\mathbf{p}$ space.

In a significant number of theoretical studies, more or less concrete models of such a spectrum have been used for studying kinetic electronic phenomena, including highfrequency ones, in layered conductors. ${ }^{4-7}$ Of the equilibrium properties, in contrast, only the de Haas-van Alphen effect, which is observed in quantizing magnetic fields at low temperatures, has been given a detailed theoretical examination (see, e.g., Refs. 8-10). However, the thermodynamics of a layered metal merit attention even in the absence of magnetic field (or at low fields), since the effectively lowered dimensionality of the motion of the carriers should lead to unusual dependences of the thermodynamic quantities of the anisotropic electron gas on its temperature $T$ and the particle volume density $N$.

## 2. SPECTRAL DENSITY

Separating out the dependence of the electron energy on the $z$ projection of the quasimomentum $\mathbf{p}$, we consider a spectrum of the general form

$$
\begin{equation*}
\varepsilon(\mathbf{p})=\sum_{n=0}^{\infty} \varepsilon_{n}\left(\mathbf{p}_{\perp}\right) \cos \left(n \frac{a_{z} p_{z}}{\hbar}\right) \tag{1}
\end{equation*}
$$

where $a_{z}$ is the corresponding lattice period; in layered crystals it is, as a rule, considerably larger than the period $a_{\perp}$ in the plane of the layers. ${ }^{2)}$ We assume that the in-plane motion
of the carriers can be described (at least approximately) in the framework of the effective mass method, i.e., each of the harmonics $\varepsilon_{n}$ is written in the form

$$
\begin{equation*}
\varepsilon_{n}\left(\mathbf{p}_{\perp}\right) \cong \frac{p_{i} p_{k}}{2 m_{i k}^{(n)}}-C_{n} \equiv A_{n}(\varphi) p_{\perp}^{2}-C_{n} \tag{2}
\end{equation*}
$$

where $C_{n}$ are constants; $i, k=(x, y) ;\left(p_{z}, p_{\perp}, \varphi\right)$ are cylindrical coordinates in $\mathbf{p}$ space. Placing the origin of the coordinate system at the absolute minimum of the energy $\varepsilon(\mathbf{p})$, we assume the functions

$$
\begin{equation*}
A\left(p_{z}, \varphi\right) \equiv \sum_{n=0}^{\infty} A_{n}(\varphi) \cos \left(n \frac{a_{z} p_{z}}{\hbar}\right) \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
C\left(p_{z}\right) \equiv 2 \sum_{n=1}^{\infty} C_{n} \sin ^{2}\left(n \frac{a_{z} p_{z}}{2 \hbar}\right) \tag{4}
\end{equation*}
$$

to be positive definite and non-negative, respectively. Generally speaking, the spectrum can have several branches $\varepsilon_{\alpha}\left(p_{\perp}, p_{z}, \varphi\right)$; here, however, we restrict consideration to the comparatively simple case when the functions (3) and (4) are single-valued and bounded. Then the equation of the surface $\varepsilon(\mathbf{p})=\varepsilon$ has the form

$$
\begin{equation*}
p_{\perp}^{2}=\frac{\varepsilon-C\left(p_{z}\right)}{A\left(p_{z}, \varphi\right)} \tag{5}
\end{equation*}
$$

and shows that under the condition

$$
\begin{equation*}
\varepsilon>\varepsilon_{\min } \equiv \max \left\{C\left(p_{z}\right)\right\} \tag{6}
\end{equation*}
$$

the isoenergetic surfaces are open; they have the shape of a "corrugated cylinder" with an ellipsoidal base and a periodic generatrix $p_{\perp}\left(p_{z}, \varphi\right)$.

Such a spectrum will be called quasi-two-dimensional. In spite of the presence of three degrees of freedom of the particles, it has the exclusive property inherent to purely two-dimensional electron systems, ${ }^{3}$-of constancy of the energy density of states $g(\varepsilon)$. Indeed, the momentum volume

$$
\Gamma(\varepsilon)=\frac{1}{2} \int_{-\pi \hbar / a_{z}}^{\pi \hbar / a_{z}} d p_{z} \int_{0}^{2 \pi} d \varphi p_{\perp}^{2}
$$

included in one period of the open surface (5) is linear in $\varepsilon$; thus, independently of the concrete form of the function $C\left(p_{z}\right)$, the density of states is equal to

$$
\begin{align*}
g(\varepsilon) & \equiv \frac{2}{(2 \pi \hbar)^{3}} \frac{\partial \Gamma}{\partial \varepsilon}=(2 \pi \hbar)^{-3} \int_{-\pi \hbar / a_{z}}^{\pi \hbar / a_{z}} \int_{0}^{2 \pi} \frac{d p_{z} d \varphi}{A\left(p_{z}, \varphi\right)} \\
& =\text { const. } \tag{7}
\end{align*}
$$

For example, keeping in expression (3) only the zeroth harmonic

$$
A_{0}(\varphi)=\frac{\cos ^{2} \varphi}{2 m_{1}^{(0)}}+\frac{\sin ^{2} \varphi}{2 m_{2}^{(0)}}
$$

according to formula (7) we obtain

$$
\begin{equation*}
g_{0}=\frac{\sqrt{m_{1}^{(0)} m_{2}^{(0)}}}{\pi a_{z} \hbar^{2}} \equiv \frac{m_{\perp}}{\pi a_{z} \hbar^{2}} \tag{8}
\end{equation*}
$$

where $m_{1}^{(0)}$ and $m_{2}^{(0)}$ are the principal values of the effective mass tensor $m_{i k}^{(0)}$ [see Eq. (2)]. Expression (8) is analogous to the density of states of a purely two-dimensional electron gas with a quadratic spectrum. ${ }^{11}$

A weak dependence $\varepsilon\left(p_{z}\right)$ is usually considered to be a characteristic of layered conductors. In other words, the nonzero harmonics $C_{n}$ in them are small compared with the characteristic energies of in-plane motion, ${ }^{4)}$ so that the condition $\varepsilon_{F}>\varepsilon_{\text {min }}$ [see Eq. (6)] is easily met.

For real crystals, of course, the energy interval in which the spectrum is quasi-two-dimensional must be bounded from above as well, since expansion (2) has meaning only at radii $p_{\perp}$ that do not go beyond the boundaries of the Brillouin cell in the plane ( $p_{x}, p_{y}$ ). However, what we have said implies that $\varepsilon_{\text {max }} \simeq \hbar^{2} / m_{\perp} a_{\perp}^{2} \gg \varepsilon_{\text {min }}$, i.e., the interval in question obviously exists and is rather wide. If the Fermi level $\varepsilon_{F}$ falls on this interval, then for calculating the thermodynamic quantities-at least at low temperatures-it appears to be quite acceptable to extrapolate the conclusion (7) to all values of $\varepsilon$. For $T \ll \varepsilon_{F}$ one does not even need a marked numerical anisotropy of the spectrum (1): it is actually sufficient to assume that the Fermi surface is open and that its transverse sections are elliptical.

## 3. THERMODYNAMIC FUNCTIONS AND THE EQUATION OF STATE

Since, unlike the case of two-dimensional electron systems, we are talking about a massive sample with a significant volume density of carriers, the contribution of the latter to the thermodynamic properties of the sample is of interest, since it can be distinguished in experiment.

Knowing the spectral density $g$ and using the standard methods of statistical mechanics (see, e.g., Refs. 12 and 13), one can in principle find all the thermodynamic functions of the system. In the case $g(\varepsilon)=$ const this turns out to be possible not only asymptotically (in the limits of low and high temperatures) but also exactly, i.e., for all values of the variables. The simplification is due to the fact that the condition of conservation of the number of particles here can be easily solved in respect to the chemical potential $\mu$ : ${ }^{5)}$

$$
\begin{align*}
& N \equiv \int_{0}^{\infty} \frac{d \varepsilon g(\varepsilon)}{1+\exp \frac{\varepsilon-\mu}{T}}=g T \ln \left(1+\exp \frac{\mu}{T}\right),  \tag{9}\\
& \mu(N, T)=T \ln \left(\exp \left(\frac{N}{g T}\right)-1\right), \tag{10}
\end{align*}
$$

where, obviously, $N / g=\varepsilon_{F}$. We note that for $T \rightarrow 0$ the temperature correction to $\mu(0)=\varepsilon_{F}$ is exponentially small, unlike the three-dimensional (i.e., qualitatively isotropic) case, where, as is known, ${ }^{12,13} \mu(T)-\mu(0) \propto T^{2}$; this remark also pertains to the results in Eqs. (21) and (22).

Solution (10) should be substituted into the known expressions for the thermodynamic potentials, e.g., for the internal energy (per unit volume)

$$
\begin{equation*}
U \equiv \int_{0}^{\infty} \frac{d \varepsilon \varepsilon g(\varepsilon)}{1+\exp \frac{\varepsilon-\mu}{T}} \tag{11}
\end{equation*}
$$

and the pressure

$$
\begin{equation*}
P \equiv T \int_{0}^{\infty} d \varepsilon g(\varepsilon) \ln \left(1+\exp \frac{\mu-\varepsilon}{T}\right) \tag{12}
\end{equation*}
$$

Integrating by parts, we see that for $g(\varepsilon)=$ const these quantities coincide, unlike the case of an isotropic gas, where it is known ${ }^{12}$ that $P=(2 / 3) U$ always.

Expression (12) together with (7) and (10) gives the dependence of the pressure on the density and temperature, i.e., the equation of state of a quasi-two-dimensional electron gas:

$$
\begin{align*}
& P(N, T)=\frac{N^{2}}{g} f(t) ; t \equiv \frac{T g}{N}=\frac{T}{\varepsilon_{F}} \\
& f(t)=t^{2} \int_{0}^{\infty} d x \ln \left[1+\left(e^{1 / t}-1\right) e^{-x}\right] \tag{13}
\end{align*}
$$

The function $f(t)$ is shown in Fig. 1. It has the following asymptotics:

$$
f(t) \approx\left\{\begin{array}{cc}
t+1 / 4, & t \geqslant 1  \tag{14}\\
1 / 2+t^{2} \pi^{2} / 6, & t \ll 1
\end{array}\right.
$$

i.e.,

$$
P=U \approx\left\{\begin{array}{cc}
N T+N^{2} / 4 g, & T \circledast \varepsilon_{F}  \tag{15}\\
N^{2} / 2 g+\left(\pi^{2} / 6\right) g T^{2}, & T \ll \varepsilon_{F}
\end{array}\right.
$$

for high (in comparison with $\varepsilon_{F}=N / g$ ) and low temperatures, respectively.

Using expressions (13)-(15), we obtain the following general formulas for the entropy density $S \equiv(\partial P / \partial T)_{V, \mu}$ and specific heat $C \equiv(\partial U / \partial T)_{V}$ :

$$
\begin{align*}
& S=N\left[\frac{2 f}{t}-\ln \left(e^{1 / t}-1\right)\right]  \tag{16}\\
& C=N f^{\prime}(t)=\frac{1}{t}\left[2 f-\left(1-e^{-1 / t}\right)^{-1}\right] \tag{17}
\end{align*}
$$

and the asymptotics


FIG. 1. Relative thermodynamic quantities of a quasi-two-dimensional electron gas as functions of the reduced temperature $t \equiv T / \varepsilon_{F}=g T / N$ : the chemical potential $\mu(t) / \varepsilon_{F}(1)$; the internal energy $U(t) / N \varepsilon_{F}$ (2), the entropy $S(t) / N(3)$; the specific heat $C(t) / N(4)$; the paramagnetic susceptibility $\chi_{\text {para }}(t) / \chi_{\text {para }}(0)(5) . N$ is the volume density of particles; $g=$ const is the spectral density of states.

$$
\begin{align*}
& S \approx\left\{\begin{array}{cc}
N(\ln (g T / N)+2), & T \circledast \varepsilon_{F} \\
\left(\pi^{2} / 3\right) g T, & T \ll \varepsilon_{F}
\end{array}\right.  \tag{18}\\
& C \approx\left\{\begin{array}{cc}
N, & T \circledast \varepsilon_{F} \\
\left(\pi^{2} / 3\right) g T, & T \ll \varepsilon_{F}
\end{array}\right. \tag{19}
\end{align*}
$$

The character of the temperature dependence of these quantities (Fig. 1) remains approximately the same as for an isotropic electron gas, for which, as we know,

$$
C_{3 D} \approx\left\{\begin{array}{cl}
(3 / 2) N, & T \gtrdot \varepsilon_{F}  \tag{20}\\
(\pi / 3)^{2 / 3} m N^{1 / 3} T / \hbar^{2}, & T \ll \varepsilon_{F}
\end{array}\right.
$$

(see Refs. 12-14). However, the dependence on the density of particles turns out to be completely different: in the degenerate case the entropy and heat capacity of a quasi-twodimensional system is completely independent of $N$. At high temperatures, on the other hand, as we see from Eq. (19), only the in-plane degrees of freedom contribute to the heat capacity ( $1 / 2$ from each), just as for purely two-dimensional motion of the particles.

With a constant density of states it is also easy to calculate the other thermodynamic characteristics of a quasi-twodimensional electron gas. For example, using formula (10), we easily obtain explicit expressions for the temperature dependence of the screening decrement of the longitudinal electric field,

$$
\begin{equation*}
\kappa^{2}=4 \pi e^{2} g\left(1-e^{-1 / t}\right) \tag{21}
\end{equation*}
$$

and the electronic paramagnetic susceptibility,

$$
\begin{equation*}
\chi_{\mathrm{para}}(t) \equiv 4 \pi \beta^{2}\left(\frac{\partial N}{\partial \mu}\right)_{T, V}=4 \pi \beta^{2} g\left(1-e^{-1 / t}\right) \tag{22}
\end{equation*}
$$

where $\beta=e \hbar / 2 m c$ is the Bohr magneton, and the reduced temperature as before is equal to $t \equiv g T / N=T / \varepsilon_{F}$. In the limit of low temperatures the quantities (21) and (22), like the heat capacity (19), are independent of the volume density of carriers.

The isothermal compressibility has the same temperature dependence $k_{T}(t)$, with $k_{T}(0)=g N^{-2}$, unlike the isotropic Fermi gas, for which this quantity is $\propto N^{-5 / 3}$.

## 4. DISCUSSION OF THE RESULTS

As we have said, open Fermi surfaces are typical for the electronic structure of layered conductors, so that essentially the only model representation assumed here is that the spectrum of carriers is quadratic with respect to the quasimomenta in the plane of the layers [see Eq. (2)]. In this case the concrete form of the dependence $\varepsilon\left(p_{z}\right)$, i.e., the shape of the corrugation of the Fermi cylinder, is unimportant: independently of it, the equilibrium properties of such a gas turn out to be very close to those of a purely two-dimensional electron system, for which the spectral density $g(\varepsilon)$ is constant, and the thermodynamic functions can be described by extremely transparent explicit formulas for arbitrary values of the temperature $T$ and particle density $N$. They contain only the parameter $g$, so that the results (17), (21), and (22) in principle admit direct experimental verification. Of course, at densities $N$ typical for a metal or even a semimetal only the low-temperature asymptotics of these formulas have actual significance; however, they, too, differ appreciably from those in the case of closed Fermi surfaces, where the spectral density is inevitably energy dependent.

In the case of a pronounced "layeredness," i.e., the isoenergetic surfaces remain open for energies quite close to the band edges, the proposed concept is also applicable to cases of more-complicated electron spectra with several types of carriers.
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#### Abstract

The cross section for absorption of electromagnetic radiation in a bimetallic spherical particle are calculated. The general case of arbitrary values of the ratio of the radius of the core to the radius of the particle is considered. The boundary conditions adopted are the condition of diffuse reflection of electrons from the internal and external surfaces of the metallic layer of the particle. The limiting cases are considered and the results are discussed. © 2005 American Institute of Physics. [DOI: 10.1063/1.2001639]


## 1. INTRODUCTION

The electromagnetic property of small metallic particles can differ substantially from those of bulk metal samples. ${ }^{1}$ If the linear dimension $R$ of the metal sample is of the order of the electron mean free path $\Lambda$ or smaller (this effect is most pronounced at low temperatures, when the electrons have a large mean free path) then the interaction of electrons with the boundary of the metal sample begins to have a noticeable influence on their response in an external electromagnetic field. A consequence of this is that the metal particle has special optical properties. Therefore, when the condition $R$ $<\Lambda$ holds, one of the main optical characteristics-the absorption cross section-has a nontrivial dependence on the ratio $R / \Lambda$. At room temperature in metals with good conductivity (aluminum, copper, silver, etc.) the electron mean free path $\Lambda$ typically lies in the range $10-100 \mathrm{~nm}$. The size of particles investigated experimentally reaches several nanometers, i.e., the situation $R<\Lambda$ is realized.

As a formalism capable of describing the response of electrons to an external electromagnetic field with the interaction of the electrons with the boundary of the sample taken into account, one can use the standard kinetic theory of conduction electrons in a metal. ${ }^{2}$ In that case no restrictions are imposed on the particle size relative to the mean free path.

The equations of macroscopic electrodynamics are applicable only to the case of "bulk" samples: $R \gg \Lambda$. Therefore the known Mie theory, ${ }^{2}$ which describes the interaction of an electromagnetic wave with metallic objects in the framework of macroscopic electrodynamics is unsuitable for describing the size effect mentioned.

A theory of the interaction of electromagnetic radiation with a spherical particle was constructed in Refs. 3 and 4. Somewhat earlier ${ }^{5,6}$ a result consistent with Ref. 3 had been obtained in the limiting case $R \ll \Lambda$ at low frequencies (the far infrared). The studies mentioned used an approach based on solution of the Boltzmann kinetic equation for the conduction electrons in a metal. An alternative approach to the problem was proposed and developed in Refs. 7 and 8.

Recently the problem of interaction of electromagnetic radiation with nonspherical particles has been attracting a heightened interest. ${ }^{9}$ There have been several papers ${ }^{10-13}$ devoted to the description of the interaction of electromagnetic radiation with a cylindrical particle. We can also mention
studies attempting to include quantum-mechanical effects, ${ }^{14,15}$ which are especially important at low temperatures. All of the studies mentioned have dealt with homogeneous particles, i.e., the question of the internal structure of the absorbing particles was not addressed.

Recently, however, there have been published reports of experimental research on particles of complex structure. ${ }^{16,17}$ Those particles consisted of an insulating (or metallic) core surrounded by a metallic sheath; this naturally influences the optical properties of these particles. For particles of complex structure the electric absorption, which is dominant in the visible region of the spectrum, was considered in Refs. 16 and 17.

In the present study, which is the logical continuation of Ref. 3, the distribution functions describing the linear response of conduction electrons in an inhomogeneous spherical particle (a metallic particle with a core of another metal) to the ac magnetic field of a plane electromagnetic wave are calculated by a kinetic method. From the distribution functions found we can calculate the dependence of the absorption cross section on the radius of the particle and the frequency and also the ratio of the radius of the core to the radius of the particle. Particular attention is paid to the important case of low frequencies of the external field and low frequencies of bulk collisions of electrons inside the core and sheath.

## 2. MATHEMATICAL MODEL AND THE CALCULATION

We consider a spherical particle consisting of a metallic core of radius $R_{1}$ ensheathed by a layer of another metal, of radius $R_{2}$. This particle is placed in the field of a plane electromagnetic wave of frequency $\omega$, which is bounded from above by the frequencies of the near IR range ( $\omega<2$ $\times 10^{15} \mathrm{~s}^{-1}$ ). The linear size $R_{2}$ of the particle is small compared to the wavelength $\lambda$ of the electromagnetic radiation. The nonuniformity of the external field of the wave and the skin effect are not taken into account (it is assumed that $R_{2}$ $<\delta$, where $\delta$ is the skin depth). In the frequency range under consideration the contribution of the electric dipole polarization will be small compared to the contribution of the eddy currents induced by the external magnetic field of the wave. ${ }^{3}$ Therefore the effect of the external electric field of the wave will not be taken into account.

In addition, we have used the standard physical assumptions: the conduction electrons in the metallic sheath and metallic core of the particle are treated as a degenerate Fermi gas; their response to an external ac magnetic field is described with the aid of the Boltzmann equation in the relaxation-time approximation. For the boundary conditions it is assumed that the reflection of the relations from the surfaces of the metallic sheath and the surface of the metallic core is of a diffuse character.

The uniform magnetic field of the wave, periodic in time, $\mathbf{H}=\mathbf{H}_{0} \exp (-i \omega t)$, gives rise to an induced solenoidal electric field. By virtue of the symmetry of the problem, it is determined from Maxwell's induction equation and can be represented in the form

$$
\begin{align*}
& \text { curl } \mathbf{E}=-\left(\frac{1}{c}\right) \frac{\partial \mathbf{H}}{\partial t} \\
& \mathbf{E}=\frac{1}{2 c}\left[\mathbf{r} \times \frac{\partial \mathbf{H}}{\partial t}\right]=\frac{\omega}{2 i c}\left[\mathbf{r} \times \mathbf{H}_{0}\right] \exp (-i \omega t), \tag{1}
\end{align*}
$$

where $\mathbf{r}$ is the radius vector (the coordination origin $O$ is at the center of the particle), and $c$ is the speed of light. The solenoidal induced electric field acts on the conduction electrons in the particle and causes a deviation $f_{1}$ of their distribution function $f$ from the equilibrium Fermi distribution $f_{0}$ :

$$
f(\mathbf{r}, \mathbf{v})=f_{0}(\varepsilon)+f_{1}(\mathbf{r}, \mathbf{v}), \quad \varepsilon=\frac{m \mathbf{v}^{2}}{2}
$$

where $\mathbf{v}$ and $m$ are the velocity and effective mass of the electron.

This gives rise to an eddy current in the core and sheath of the particle:

$$
\begin{equation*}
\mathbf{j}=e \int \mathbf{v} f \frac{2 d^{3}(m v)}{h^{3}}=2 e\left(\frac{m}{h}\right)^{3} \int \mathbf{v} f_{1} d^{3} v \tag{2}
\end{equation*}
$$

(where $h$ is Planck's constant, and $e$ is the charge of the electron), and also to energy dissipation in the volume of the particle. The energy $\bar{Q}$ dissipated per unit time is equal to ${ }^{18}$

$$
\begin{equation*}
\bar{Q}=\int \overline{(\operatorname{Re} \mathbf{E}) \cdot(\operatorname{Re} \mathbf{j})} d^{3} r=\frac{1}{2} \operatorname{Re} \int \mathbf{j} \cdot \mathbf{E}^{*} d^{3} r \tag{3}
\end{equation*}
$$

where the overbar denotes averaging over time, and the asterisk denotes complex conjugation.

In formula (2) the standard normalization of the distribution function $f$ is used, wherein the electron density of states is equal to $2 / h^{3}$. For the equilibrium function $f_{0}(\varepsilon)$ we henceforth use the step approximation: ${ }^{19}$

$$
f_{0}(\varepsilon)=\theta\left(\varepsilon_{F}-\varepsilon\right)=\left\{\begin{array}{cc}
1, & 0 \leqslant \varepsilon \leqslant \varepsilon_{F} \\
0, & \varepsilon_{F}<\varepsilon
\end{array}\right.
$$

where $\varepsilon_{F}=m v_{F}^{2} / 2$ is the Fermi energy ( $v_{F}$ is the Fermi velocity). It is assumed that the Fermi surface is of a spherical shape.

In this paper we have used the assumption of continuity of the electron energy spectrum (the quasiclassical approximation). This assumption is valid in the case when the characteristic linear dimensions of the conductor exceed 3-4 nm, so that the de Broglie wavelength for an electron on the Fermi surfaces in the core and sheath of the particle should
be many times less than the corresponding linear dimension of the metal. Thus the radius of the core and the thickness of the sheath of the particle will be assumed greater than the given limiting value.

The problem reduces to that of finding the deviation $f_{2}$ of the electron distribution function from the equilibrium distribution $f_{0}$ arising under the influence of the induced solenoidal field (1). In the approximation linear in the external field the function $f_{1}$ satisfies the kinetic equation ${ }^{2,19}$

$$
\begin{equation*}
-i \omega f_{1}+\mathbf{v} \cdot \frac{\partial f_{1}}{\partial \mathbf{r}}+e(\mathbf{v} \cdot \mathbf{E}) \frac{\partial f_{0}}{\partial \varepsilon}=-\frac{f_{1}}{\tau} \tag{4}
\end{equation*}
$$

where a steady time dependence $\left[f_{1} \sim \exp (-i \omega t)\right]$ is assumed, and the collision integral is taken in the relaxationtime approximation:

$$
\left(\frac{d f_{1}}{d t}\right)_{s}=-\frac{f_{1}}{\tau}
$$

where $\tau$ is the electron relaxation time.
Solving Eq. (4) by the method of characteristics, ${ }^{20}$ we obtain

$$
\begin{equation*}
f_{1}=A\left[\exp \left(-\nu t^{\prime}\right)-1\right] / \nu, \quad t^{\prime} \geqslant 0 \tag{5}
\end{equation*}
$$

where

$$
\begin{align*}
& \nu=\frac{1}{\tau}-i \omega \\
& A=e(\mathbf{v} \cdot \mathbf{E}) \frac{\partial f_{0}}{\partial \varepsilon}=\frac{e \omega}{2 i c}\left(\frac{\partial f_{0}}{\partial \varepsilon}\right)[\mathbf{v} \times \mathbf{r}] \cdot \mathbf{H}_{0} \exp (-i \omega t) \tag{6}
\end{align*}
$$

Here $\nu$ and $A$ are constants along the trajectory (i.e., they are characteristics).

We shall assume that the electrons do not penetrate from one metal to the other (i.e., the core and sheath are separated by a thin insulating layer) and the electrons have different Fermi velocities ( $v_{F}$ and $u_{F}$ ) in the sheath and core of the particle. In addition, in the general case the sheath and core of the particle are assigned different relaxation times ( $\tau_{1}$ and $\tau_{2}$ ) and, hence, different complex electron scattering frequencies ( $\nu_{1}$ and $\nu_{2}$ ).

For the function $f_{1}$ to be uniquely determined one must specify boundary conditions for it at the spherical surfaces of the metallic sheath and metallic core of the particle. We take these boundary conditions to be diffuse reflection of electrons from these surfaces. ${ }^{2}$ Since the electrons found in the core of the particle can reflect off the core boundary $\left(R_{1}\right)$ and electrons found in the sheath can reflect off the inner $\left(R_{1}\right)$ and outer $\left(R_{2}\right)$ boundaries of the metallic layer, it is necessary to specify three boundary conditions:

$$
\begin{align*}
& f_{11}(\mathbf{r}, \mathbf{v})=0 \quad \text { for }\left\{\begin{array}{c}
|\mathbf{r}|=R_{1} \\
\mathbf{r} \mathbf{v}<0
\end{array}\right.  \tag{7}\\
& f_{12}(\mathbf{r}, \mathbf{v})=0 \quad \text { for }\left\{\begin{array}{c}
|\mathbf{r}|=R_{1} \\
\mathbf{r} \mathbf{v}>0
\end{array},\right.  \tag{8}\\
& f_{13}(\mathbf{r}, \mathbf{v})=0 \quad \text { for }\left\{\begin{array}{c}
|\mathbf{r}|=R_{2} \\
\mathbf{r} \mathbf{v}<0
\end{array}\right. \tag{9}
\end{align*}
$$

For reflection of electrons found in the core from the core boundary $\left(R_{1}\right)$ the parameter $t^{\prime}$ in expression (5) is defined as

$$
\begin{equation*}
t_{1}=\left\{\mathbf{r} \cdot \mathbf{v}+\left[(\mathbf{r} \cdot \mathbf{v})^{2}+\left(R_{1}^{2}-r^{2}\right) v^{2}\right]^{1 / 2}\right\} / v^{2} . \tag{10}
\end{equation*}
$$

For reflection of an electron off the inner boundary $\left(R_{1}\right)$ of the metallic sheath the parameter $t^{\prime}$ in expression (5) is defined as

$$
\begin{equation*}
t_{2}=\left\{\mathbf{r} \cdot \mathbf{v}-\left[(\mathbf{r} \cdot \mathbf{v})^{2}+\left(R_{1}^{2}-r^{2}\right) v^{2}\right]^{1 / 2}\right\} / v^{2}, \tag{11}
\end{equation*}
$$

and for reflection of an electron off the outer boundary $\left(R_{2}\right)$ of the metallic sheath it is defined as

$$
\begin{equation*}
t_{3}=\left\{\mathbf{r} \cdot \mathbf{v}+\left[(\mathbf{r} \cdot \mathbf{v})^{2}+\left(R_{2}^{2}-r^{2}\right) v^{2}\right]^{1 / 2}\right\} / v^{2} . \tag{12}
\end{equation*}
$$

This is clear from the following geometric arguments. Starting from the obvious vector relation $\mathbf{r}=\mathbf{r}_{0}+\mathbf{v} t^{\prime}$ (where $\mathbf{r}_{0}$ is the radius vector of the electron at the time of its reflection off either of the surfaces inside the particle), squaring both sides of this relation, and solving the resulting equation for the parameter $t^{\prime}$, we can obtain expression (10), (11), or (12).

Therefore, Eq. (4) has three different solutions, depending on the place where the conduction electron is reflected inside the particle.

Relations (5), (6), and (10)-(12) completely determine the solutions $f_{11}, f_{12}$, and $f_{13}$ of Eq. (4) with boundary conditions (7)-(9); this allows us to calculate the current (2) and dissipated power (3).

For evaluating the integrals (2) and (3) it is convenient to use spherical coordinates in both real space $(r, \theta, \rho$; the $Z$ axis is the polar axis and the vector $\mathbf{H}_{0}$ is parallel to the $Z$ axis) and in velocity space ( $v, \alpha, \beta$; the $v_{r}$ axis is the polar axis). In spherical coordinates the field (1) has only a $\varphi$ component:

$$
\begin{equation*}
\mathbf{E}=E_{\varphi} \mathbf{e}_{\varphi} ; \quad E_{\varphi}=\frac{i \omega}{2 c} r H_{0} \sin \theta \exp (-i \omega t) \tag{13}
\end{equation*}
$$

Accordingly, the currents (2) in the core and in the sheath of the particle also have only a $\varphi$ component (the current streamlines are closed circles centered on the $Z$ axis in planes perpendicular to the $Z$ axis):

$$
\begin{align*}
& j_{\varphi 1}=\frac{3 n_{1} e^{2}}{4 \pi u_{F}^{3}} \frac{E_{\varphi}}{v_{1}} \int v_{\varphi}^{2} \delta\left(\varepsilon-\varepsilon_{F}\right)\left[1-\exp \left(-v_{1} t^{\prime}\right)\right] d^{3} v,  \tag{14}\\
& j_{\varphi 2}=\frac{3 n_{2} e^{2}}{4 \pi u_{F}^{3}} \frac{E_{\varphi}}{v_{2}} \int v_{\varphi}^{2} \delta\left(\varepsilon-\varepsilon_{F}\right)\left[1-\exp \left(-v_{2} t^{\prime}\right)\right] d^{3} v . \tag{15}
\end{align*}
$$

Here we have taken into account that the densities of conduction electrons in the constituent metals of the particle are determined as

$$
\begin{aligned}
& n_{1}=2\left(\frac{m}{h}\right)^{3} \int f_{0} d^{3} v=2\left(\frac{m}{h}\right)^{3} \frac{4}{3} \pi u_{F}^{3}, \\
& n_{2}=2\left(\frac{m}{h}\right)^{3} \int f_{0} d^{3} v=2\left(\frac{m}{h}\right)^{3} \frac{4}{3} \pi v_{F}^{3} .
\end{aligned}
$$

In the integration of expressions (14) and (15) it should be kept in mind that the place where the electrons are reflected inside the particle is determined by the polar angle $\alpha$ in velocity space.

For electrons inside the core, $\alpha=0-\pi$. The function $f_{1}$ in this case is understood to be $f_{11}(\mathbf{r} \cdot \mathbf{v})\left(t^{\prime}=t_{1}\right)$.

For electrons inside the metal sheath of the particle one can distinguish three regions:

1. If the inequality $\alpha_{0} \leqslant \alpha \leqslant \pi-\alpha_{0}$ holds, where the angle $\alpha_{0}$ is determined by the expression

$$
\begin{equation*}
\alpha_{0}=\arccos \left(\frac{\sqrt{r^{2}-R_{1}^{2}}}{r}\right) \tag{16}
\end{equation*}
$$

then the trajectory of the electron does not intersect with the core, and it suffers reflection from the outer boundary of the metallic layer of the particle. In this case the function $f_{1}$ is understood to be $f_{13}(\mathbf{r}, \mathbf{v})\left(t^{\prime}=t_{3}\right)$.
2. If $\pi-\alpha_{0}<\alpha \leqslant \pi$, then the electrons are moving toward the core of the particle, and the function $f_{1}$ is again understood to be $f_{13}(\mathbf{r}, \mathbf{v})\left(t^{\prime}=t_{3}\right)$.
3. Finally, if $0<\alpha \leqslant \alpha_{0}$, then the electrons are moving away from the core of the particle, and the function $f_{1}$ means $f_{12}(\mathbf{r}, \mathbf{v})\left(t^{\prime}=t_{2}\right)$.

It is easy to see that the integrals for the first two cases can be combined.

The cross section $\sigma$ for absorption of electromagnetic radiation is found by dividing the mean dissipated power $\bar{Q}$ [see Eq. (3)] by the mean energy flux density in the wave, $c H_{0}^{2} / 8 \pi$ :

$$
\sigma=\frac{1}{2} \frac{8 \pi}{c H_{0}^{2}} \operatorname{Re}\left\{\int j_{\varphi} E_{\varphi}^{*} d^{3} r\right\},
$$

or, taking Eqs. (14) and (15) into account,

$$
\begin{aligned}
\sigma= & \frac{1}{2} \frac{8 \pi}{c H_{0}^{2}} \operatorname{Re}\left\{\int \frac { 3 n _ { 1 } e ^ { 2 } E _ { \varphi } } { 4 \pi u _ { F } ^ { 3 } \nu _ { 1 } } \left[\int v_{\varphi}^{2} \delta\left(\varepsilon-\varepsilon_{F}\right)\right.\right. \\
& \left.\times\left[1-\exp \left(-\nu_{1} t^{\prime}\right)\right] d^{3} v\right] E_{\varphi}^{*} d^{3} r \\
& +\int \frac{3 n_{2} e^{2} E_{\varphi}}{4 \pi v_{F}^{3} \nu_{2}}\left[\int v_{\varphi}^{2} \delta\left(\varepsilon-\varepsilon_{F}\right)\right. \\
& \left.\left.\times\left[1-\exp \left(-\nu_{2} t^{\prime}\right)\right] d^{3} v\right] E_{\varphi}^{*} d^{3} r\right\} .
\end{aligned}
$$

Further, using Eq. (13), we get

$$
\begin{aligned}
\sigma= & \frac{1}{2} \frac{8 \pi}{c H_{0}^{2}} \operatorname{Re}\left\{\frac{3 n_{1} e^{2}}{4 \pi u_{F}^{3} \nu_{1}} \int \frac{i \omega}{2 c} r H_{0} \sin \theta \exp (-i \omega t)\right. \\
& \times\left[\int v_{\varphi}^{2} \delta\left(\varepsilon-\varepsilon_{F}\right)\left[1-\exp \left(-\nu_{1} t^{\prime}\right)\right] d^{3} v\right] \\
& \times \frac{(-i \omega)}{2 c} r H_{0} \sin \theta \exp (i \omega t) d^{3} r \\
& +\frac{3 n_{2} e^{2}}{4 \pi v_{F}^{3} \nu_{2}} \int \frac{i \omega}{2 c} r H_{0} \sin \theta \exp (-i \omega t) \\
& \times\left[\int v_{\varphi}^{2} \delta\left(\varepsilon-\varepsilon_{F}\right)\left[1-\exp \left(-\nu_{2} t^{\prime}\right)\right] d^{3} v\right] \\
& \left.\times \frac{(-i \omega)}{2 c} r H_{0} \sin \theta \exp (i \omega t) d^{3} r\right\} .
\end{aligned}
$$

After straightforward manipulations we obtain

$$
\begin{aligned}
\sigma= & \operatorname{Re}\left\{\frac { 3 n _ { 1 } e ^ { 2 } \omega ^ { 2 } } { 4 m c ^ { 3 } u _ { F } ^ { 4 } \nu _ { 1 } } \int \left[\int v_{\varphi}^{2} \delta\left(v-u_{F}\right)\right.\right. \\
& \left.\times\left[1-\exp \left(-\nu_{1} t^{\prime}\right)\right] d^{3} v\right] r^{2} \sin ^{2} \theta d^{3} r \\
& +\frac{3 n_{2} e^{2} \omega^{2}}{4 m c^{3} v_{F}^{4} \nu_{2}} \int\left[\int v_{\varphi}^{2} \delta\left(v-v_{F}\right)\right. \\
& \left.\left.\times\left[1-\exp \left(-\nu_{2} t^{\prime}\right)\right] d^{3} v\right] r^{2} \sin ^{2} \theta d^{3} r\right\} .
\end{aligned}
$$

Taking into account that $v_{\varphi}=v \sin \alpha \cos \beta$, and putting the limits of integration on the internal integrals of the sum, we arrive at the expression

$$
\begin{aligned}
\sigma= & \operatorname{Re}\left\{\frac { 3 n _ { 1 } e ^ { 2 } \omega ^ { 2 } } { 4 m c ^ { 3 } u _ { F } ^ { 4 } \nu _ { 1 } } \int \left[\int_{0}^{u_{F}} \int_{0}^{\pi} \int_{0}^{2 \pi} v^{4} \sin ^{3} \alpha \cos ^{2} \beta \delta(v\right.\right. \\
& \left.\left.-u_{F}\right)\left[1-\exp \left(-\nu_{1} t^{\prime}\right)\right] d v d \alpha d \beta\right] r^{2} \sin ^{2} \theta d^{3} r \\
& +\frac{3 n_{2} e^{2} \omega^{2}}{4 m c^{3} v_{F}^{4} \nu_{2}} \int\left[\int_{0}^{v_{F}} \int_{0}^{\pi} \int_{0}^{2 \pi} v^{4} \sin ^{3} \alpha \cos ^{2} \beta \delta(v\right. \\
& \left.\left.\left.-v_{F}\right)\left[1-\exp \left(-\nu_{2} t^{\prime}\right)\right] d v d \alpha d \beta\right] r^{2} \sin ^{2} \theta d^{3} r\right\}
\end{aligned}
$$

Integrating over the variables $v$ and $\beta$ and putting the limits of integration on the internal integrals of the sum, we have

$$
\begin{aligned}
\sigma= & \operatorname{Re}\left\{\frac { 3 n _ { 1 } e ^ { 2 } \omega ^ { 2 } } { 4 m c ^ { 3 } u _ { F } ^ { 4 } \nu _ { 1 } } u _ { F } ^ { 4 } \pi \int _ { 0 } ^ { R _ { 1 } } \int _ { 0 } ^ { \pi } \int _ { 0 } ^ { 2 \pi } \left[\int_{0}^{\pi}\left[1-\exp \left(-\nu_{1} t^{\prime}\right)\right]\right.\right. \\
& \left.\times \sin ^{3} \alpha d \alpha\right] r^{4} \sin ^{3} \theta d r d \theta d \varphi+\frac{3 n_{2} e^{2} \omega^{2}}{4 m c^{3} v_{F}^{4} \nu_{2}} v_{F}^{4} \pi \\
& \times \int_{R_{1}}^{R_{2}} \int_{0}^{\pi} \int_{0}^{2 \pi}\left[\int_{0}^{\pi}\left[1-\exp \left(-\nu_{2} t^{\prime}\right)\right] \sin ^{3} \alpha d \alpha\right] \\
& \left.\times r^{4} \sin ^{3} \theta d r d \theta d \varphi\right\}
\end{aligned}
$$

The integrals over the variables $\theta$ and $\varphi$ are elementary, and therefore

$$
\begin{aligned}
\sigma= & \operatorname{Re}\left\{\frac{3 n_{1} e^{2} \omega^{2}}{4 m c^{3} u_{F}^{4} \nu_{1}} v_{F}^{4} \pi \frac{4}{3} 2 \pi \int_{0}^{R_{1}} r^{4} d r \int_{0}^{\pi}\left[1-\exp \left(-\nu_{1} t^{\prime}\right)\right]\right. \\
& \times \sin ^{3} \alpha d \alpha+\frac{3 n_{2} e^{2} \omega^{2}}{4 m c^{3} v_{F}^{4} \nu_{2}} v_{F}^{4} \pi \frac{4}{3} 2 \pi \int_{R_{1}}^{R_{2}} r^{4} d r \\
& \left.\times \int_{0}^{\pi}\left[1-\exp \left(-\nu_{2} t^{\prime}\right)\right] \sin ^{3} \alpha d \alpha\right\} .
\end{aligned}
$$

Finally, we obtain

$$
\begin{align*}
\sigma= & \operatorname{Re}\left\{\frac{2 \pi^{2} n_{1} e^{2} \omega^{2}}{m c^{3} \nu_{1}} \int_{0}^{R_{1}} r^{4} d r \int_{0}^{\pi}\left[1-\exp \left(-\nu_{1} t^{\prime}\right)\right]\right. \\
& \times \sin ^{3} \alpha d \alpha+\frac{2 \pi^{2} n_{2} e^{2} \omega^{2}}{m c^{3} \nu_{2}} \int_{R_{1}}^{R_{2}} r^{4} d r \\
& \left.\times \int_{0}^{\pi}\left[1-\exp \left(-\nu_{2} t^{\prime}\right)\right] \sin ^{3} \alpha d \alpha\right\} \tag{17}
\end{align*}
$$

For further calculations and analysis of the results we write the compound expression (17) determining the absorption cross section in the convenient form

$$
\begin{equation*}
\sigma=\sigma_{1}+\sigma_{2}+\sigma_{3} \tag{18}
\end{equation*}
$$

where

$$
\begin{align*}
\sigma_{1}= & \operatorname{Re}\left\{\frac{2 \pi^{2} n_{1} e^{2} \omega^{2}}{m c^{3} \nu_{1}} \int_{0}^{R_{1}} r^{4} d r\right. \\
& \left.\times \int_{0}^{\pi}\left[1-\exp \left(-\nu_{1} t_{1}\right)\right] \sin ^{3} \alpha d \alpha\right\},  \tag{19}\\
\sigma_{2}= & \operatorname{Re}\left\{\frac{2 \pi^{2} n_{2} e^{2} \omega^{2}}{m c^{3} \nu_{2}} \int_{R_{1}}^{R_{2}} r^{4} d r\right. \\
& \left.\times \int_{0}^{\alpha_{0}}\left[1-\exp \left(-\nu_{2} t_{2}\right)\right] \sin ^{3} \alpha d \alpha\right\},  \tag{20}\\
\sigma_{3}= & \operatorname{Re}\left\{\frac{2 \pi^{2} n_{2} e^{2} \omega^{2}}{m c^{3} \nu_{2}} \int_{R_{1}}^{R_{2}} r^{4} d r\right. \\
& \left.\times \int_{\alpha_{0}}^{\pi}\left[1-\exp \left(-\nu_{2} t_{3}\right)\right] \sin ^{3} \alpha d \alpha\right\} . \tag{21}
\end{align*}
$$

We introduce the new variables

$$
\begin{aligned}
& \xi=\frac{r}{R_{2}}, \quad z=\nu_{2} \frac{R_{2}}{v_{F}}=\left(\frac{1}{\tau_{2}}-i \omega\right) \frac{R_{2}}{v_{F}}=x-i y, \\
& K=\frac{R_{1}}{R_{2}}, \quad \gamma=\frac{u_{F}}{v_{F}}, \quad \delta=\frac{\tau_{1}}{\tau_{2}}
\end{aligned}
$$

and transform formulas (10)-(12) and (16) to

$$
\begin{aligned}
& t_{1}=\frac{R_{2}}{u_{F}} \mu, \quad \mu=\xi \cos \alpha+\sqrt{K^{2}-\xi^{2} \sin ^{2} \alpha}, \\
& t_{2}=\frac{R_{2}}{v_{F}} \psi, \quad \psi=\xi \cos \alpha-\sqrt{K^{2}-\xi^{2} \sin ^{2} \alpha}, \\
& t_{3}=\frac{R_{2}}{v_{F}} \eta, \quad \eta=\xi \cos \alpha+\sqrt{1-\xi^{2} \sin ^{2} \alpha}, \\
& \alpha_{0}=\arccos \left(\sqrt{1-\frac{K^{2}}{\xi^{2}}}\right) .
\end{aligned}
$$

Here we have taken into account that $\mathbf{r} \cdot \mathbf{v}=r u_{F} \cos \alpha$ or $\mathbf{r} \cdot \mathbf{v}$ $=r v_{F} \cos \alpha$ (all the electrons on the Fermi surface inside the metallic core of the particle move with velocity $u_{F}$, and all the electrons on the Fermi surface inside the metallic sheath of the particle move with velocity equal to $v_{F}$ ).

Expressing the characteristics of the metallic core of the particle ( $\nu_{1}$ and $n_{1}$ ) in terms of the characteristics of the metallic sheath of the particle $\left(\nu_{2}=\nu, n_{2}=n, \tau_{2}=\tau\right)$, we have

$$
\nu_{1}=\nu+\frac{1-\delta}{\delta \tau}=\left(\frac{x}{\delta}-i y\right) \frac{v_{F}}{R_{2}}=z^{\prime} \frac{v_{F}}{R_{2}}, n_{1}=n \gamma^{3} .
$$

Then formulas (19)-(21) take the following form:

$$
\begin{aligned}
\sigma_{1}= & \operatorname{Re}\left\{\frac{2 \pi^{2} n e^{2} v_{F} R_{2}^{4}}{m c^{3}} \frac{\gamma^{3} \delta y^{2}}{x-i y \delta} \int_{0}^{K} \xi^{4} d \xi\right. \\
& \left.\times \int_{0}^{\pi}\left[1-\exp \left(-z^{\prime} \mu / \gamma\right)\right] \sin ^{3} \alpha d \alpha\right\}, \\
\sigma_{2}= & \operatorname{Re}\left\{\frac{2 \pi^{2} n e^{2} v_{F} R_{2}^{4}}{m c^{3}} \frac{y^{2}}{z} \int_{K}^{1} \xi^{4} d \xi\right. \\
& \left.\times \int_{0}^{a_{0}}[1-\exp (-z \psi)] \sin ^{3} \alpha d \alpha\right\} \\
\sigma_{3}= & \operatorname{Re}\left\{\frac{2 \pi^{2} n e^{2} v_{F} R_{2}^{4}}{m c^{3}} \frac{y^{2}}{z} \int_{K}^{1} \xi^{4} d \xi\right. \\
& \left.\times \int_{\alpha_{0}}^{\pi}[1-\exp (-z \eta)] \sin ^{3} \alpha d \alpha\right\}
\end{aligned}
$$

We write the absorption cross section (18) in the form

$$
\sigma=\sigma_{0}\left(F_{1}+F_{2}+F_{3}\right),
$$

where

$$
\begin{equation*}
\sigma_{0}=\frac{2 \pi^{2} n e^{2} v_{F} R_{2}^{4}}{m c^{3}} \tag{22}
\end{equation*}
$$

$F_{1}=\operatorname{Re}\left\{\frac{\gamma^{3} \delta y^{2}}{x-i y \delta} \int_{0}^{K} \xi^{4} d \xi \int_{0}^{\pi}\left[1-\exp \left(-z^{\prime} \mu / \gamma\right)\right] \sin ^{3} \alpha d \alpha\right\}$,
$F_{2}=\operatorname{Re}\left\{\frac{y^{2}}{z} \int_{K}^{1} \xi^{4} d \xi \int_{0}^{\alpha_{0}}[1-\exp (-z \psi)] \sin ^{3} \alpha d \alpha\right\}$,
$F_{3}=\operatorname{Re}\left\{\frac{y^{2}}{z} \int_{K}^{1} \xi^{4} d \xi \int_{\alpha_{0}}^{\pi}[1-\exp (-z \eta)] \sin ^{3} \alpha d \alpha\right\}$.
Formulas (23)-(25) can be used to calculate the dimensionless absorption cross section of an inhomogeneous spherical particle:

$$
\begin{align*}
F(x, y, K, \gamma, \delta)= & F_{1}(x, y, K, \gamma, \delta)+F_{2}(x, y, K, \gamma, \delta) \\
& +F_{3}(x, y, K, \gamma, \delta) \tag{26}
\end{align*}
$$

and the absorption cross section of electromagnetic radiation

$$
\begin{equation*}
\sigma=\sigma_{0} F(x, y, K, \gamma, \delta) \tag{27}
\end{equation*}
$$

When $K=0$ or 1 (since the particle is homogeneous, then $\gamma=1$ and $\delta=1$ ), it follows from (26) that

$$
F(x, y)=\operatorname{Re}\left\{y^{2} \int_{0}^{1} \xi^{4} d \xi \int_{0}^{\pi} \frac{1-\exp (-z \eta)}{z} \sin ^{3} \alpha d \alpha\right\} .
$$

This expression coincides with the result obtained in Ref. 3 for a homogeneous spherical metallic particle.


FIG. 1. Dependence of the dimensionless absorption cross section $F$ on the dimensionless frequency $y$ for $\gamma=0.5(1), 1(2), 1.5$ (3) $(x=0, K=0.8)$.

The case of a compound particle made of one substance ( $\gamma=1, \delta=1$ ) (the sheath and core of the particle are separated by an infinitely thin insulating layer) can be considered separately. In such a case the additional scattering of electrons on the surface separating the core and sheath leads to a difference in the physical properties of such a particle from those of a homogeneous spherical metallic particle.

The results of a numerical calculation of $F(x, y, K, \gamma, \delta)$ are presented in Figs. 1-4 (to simplify the analysis of the results, all of the figures are drawn under the assumption that $\tau_{1}=\tau_{2}$ ).

## 3. ABSORPTION IN THE LOW-FREQUENCY AND HIGHFREQUENCY REGIMES

Let us discuss in detail the case when the frequency $\omega$ of the external field and the electron collision frequency in the volume of the metal $(1 / \tau)$ is low compared to the electron collision frequency with the surfaces of the metallic sheath of the particle. In other words, we consider the case $|z| \ll 1$.

In this case the exponents appearing in expressions (23)-(25) can be expanded according to the well-known Taylor formula, keeping the first two terms of the expansion. As a result, we obtain

$$
\begin{align*}
F_{1}= & y^{2} \gamma^{2} \int_{0}^{K} \xi^{4} d \xi \int_{0}^{\pi}(\xi \cos \alpha \\
& \left.+\sqrt{K^{2}-\xi^{2} \sin ^{2} \alpha}\right) \sin ^{3} \alpha d \alpha,  \tag{28}\\
F_{2}= & y^{2} \int_{K}^{1} \xi^{4} d \xi \int_{0}^{\alpha_{0}}(\xi \cos \alpha \\
& \left.-\sqrt{K^{2}-\xi^{2} \sin ^{2} \alpha}\right) \sin ^{3} \alpha d \alpha,  \tag{29}\\
F_{3}= & y^{2} \int_{K}^{1} \xi^{4} d \xi \int_{\alpha_{0}}^{\pi}\left(\xi \cos \alpha+\sqrt{1-\xi^{2} \sin ^{2} \alpha}\right) \sin ^{3} \alpha d \alpha . \tag{30}
\end{align*}
$$

Expressions (28)-(30) admit analytical calculation. Let us give the final result:

$$
F_{1}=y^{2} \gamma^{2} \frac{1}{6} K^{6}
$$

$$
\begin{aligned}
F_{2}= & y^{2}\left[-\frac{1}{16} K+\frac{1}{24} K^{3}+\frac{1}{8} K^{4}-\frac{1}{16} K^{5}-\frac{1}{24} K^{6}\right. \\
& \left.+\frac{1}{32}\left(1-K^{2}-K^{4}+K^{6}\right) \ln \frac{1+K}{1-K}\right] \\
F_{3}= & y^{2}\left[\frac{1}{6}-\frac{1}{16} K+\frac{1}{24} K^{3}-\frac{3}{8} K^{4}-\frac{1}{16} K^{5}+\frac{7}{24} K^{6}\right. \\
& \left.+\frac{1}{32}\left(1-K^{2}-K^{4}+K^{6}\right) \ln \frac{1+K}{1-K}\right] .
\end{aligned}
$$

Then we obtain the following result for the absorption cross section:

$$
\begin{align*}
\sigma= & \sigma_{0} y^{2}\left[\frac{1}{6}-\frac{1}{8} K+\frac{1}{12} K^{3}-\frac{1}{4} K^{4}-\frac{1}{8} K^{5}+\frac{1}{4} K^{6}\right. \\
& \left.+\frac{\gamma^{2}}{6} K^{6}+\frac{1}{16}\left(1-K^{2}-K^{4}+K^{6}\right) \ln \frac{1+K}{1-K}\right] \tag{31}
\end{align*}
$$

We consider the possible limiting cases.

1. In the case of a metallic particle without a core ( $K$ $=0$ or 1) (since the particle is homogeneous, $\gamma=1$ and $\delta$ $=1$ ) it follows from (31) with (22) that

$$
\sigma=\frac{\pi^{2} n e^{2} v_{F} R_{2}^{4}}{3 m c^{3}} y^{2}
$$

which agrees with the result obtained in Refs. 3, 5, and 6.
If the particle has a metallic core with a radius much less than the radius of particle, i.e., when $K \ll 1$, then one can find the correction to the absorption by expanding formula (31) in a series:

$$
\sigma \approx \sigma_{0} y^{2} \frac{1}{6}\left(1-\frac{3}{2} K^{4}-\frac{8}{5} K^{5}+\gamma^{2} K^{6}\right)
$$

2. In the case of a thin metallic sheath, when $K \rightarrow 1$, for finding the correction to the absorption according to formula (31) it is necessary to do another series expansion in the small parameter $(1-K)$. In this case the absorption cross section is determined as

$$
\sigma \approx \sigma_{0} y^{2}\left\{\frac{5}{4}\left[1-\frac{2}{5} \ln \frac{1-K}{2}\right](1-K)^{2}+\frac{1}{6} \gamma^{2}(6 K-5)\right\}
$$

In the case when $|z| \gg 1$, expression (26) has an asymptotic expansion. Neglecting the terms with the exponentials in view of their rapid decay and doing some algebraic manipulations, we arrive at the following expression for the dimensionless absorption cross section $F(z)$ :

$$
\begin{aligned}
F(z)= & \operatorname{Re}\left\{\frac{\gamma^{3} \delta y^{2}}{x-i y \delta} \int_{0}^{K} \xi^{4} d \xi \int_{0}^{\pi} \sin ^{3} \alpha d \alpha\right. \\
& \left.+\frac{y^{2}}{z} \int_{K}^{1} \xi^{4} d \xi \int_{0}^{\pi} \sin ^{3} \alpha d \alpha\right\}
\end{aligned}
$$

This expression is easily integrated:

$$
F(z)=\operatorname{Re}\left\{\frac{\gamma^{3} \delta y^{2}}{x-i y \delta} \frac{4}{15} K^{5}+\frac{y^{2}}{x-i y} \frac{4}{15}\left(1-K^{5}\right)\right\}
$$

As a result of these manipulations, we arrive at the following expression for the absorption cross section (27):

$$
\begin{align*}
\sigma(z) & =\sigma_{0} \operatorname{Re}\left\{\frac{\gamma^{3} \delta y^{2}}{x-i y \delta} \frac{4}{15} K^{5}+\frac{y^{2}}{x-i y} \frac{4}{15}\left(1-K^{5}\right)\right\} \\
& =\sigma_{0} \frac{4}{15}\left\{K^{5} \frac{\gamma^{3} \delta x y^{2}}{x^{2}+y^{2} \delta^{2}}+\left(1-K^{5}\right) \frac{x y^{2}}{x^{2}+y^{2}}\right\} \tag{32}
\end{align*}
$$

In the case of a metallic particle without a core ( $K=0$ ) this expression corresponds to the classical result (the Drude formula): ${ }^{3}$

$$
\sigma(z)=\sigma_{0} \frac{4}{15} \frac{x y^{2}}{x^{2}+y^{2}}
$$

In the case of a thin metal sheath, when $K \rightarrow 1$, for finding the corrections to the absorption according to formula (32) it is convenient to make the substitution $K=1-\varepsilon$, where $\varepsilon$ is a small quantity $(\varepsilon \rightarrow 0)$ and to use the formulas of the approximate calculation.

Indeed, since $1-K^{5}=1-(1-\varepsilon)^{5} \approx 1-(1-5 \varepsilon)=5 \varepsilon$ $=5(1-K)$, while $\quad K^{5}=(1-\varepsilon)^{5} \approx 1-5 \varepsilon=1-5(1-K)$ $=5 K-4$, the absorption cross section in this case is given by the formula

$$
\sigma \approx \sigma_{0} \frac{4}{3}\left[\frac{\gamma^{3} \delta x y^{2}}{x^{2}+y^{2} \delta^{2}}\left(K-\frac{4}{5}\right)+\frac{x y^{2}}{x^{2}+y^{2}}(1-K)\right]
$$

## 4. ANALYSIS OF THE RESULTS

The dimensionless absorption cross section $F$ depends in a complex way on a combination of four dimensionless quantities: $x, y, K, \gamma$ (the behavior of $F$ is not influenced strongly by the quantity $\delta=\tau_{1} / \tau_{2}$ ). The presence of a core has an appreciable influence on the character of the frequency dependence of the dimensionless absorption cross section, because this leads to a change of the amplitude and period of the oscillations (we note that the classical theory is fundamentally incapable of reproducing these oscillations). This is due to the fact that besides reflection of electrons off the inner surface of the particle, additional scattering of the electrons on the core and inside the core also appears.

Figure 1 shows the dependence of the dimensionless absorption cross section $F$ on the dimensionless frequency $y$ of the external field. This figure is drawn for the case of fixed values of the dimensionless inverse mean free path $x$ and of the ratio $K$ of the core radius to the particle radius, and so the ratio of the Fermi velocities in the core and sheath is different for each curve in the figure. It follows from an analysis of the trend of the curves that the a feature of the dimensionless absorption cross section is a phase shift for curves constructed at different values of $\gamma$. At all frequencies the absorption cross section increases with increasing parameter $\gamma$. With increasing radius of the particle (increasing $x$ ) the oscillations of the absorption cross section become less pronounced, as is explained by the influence of bulk collisions of electrons in the core and in the sheath of the particle.

Figure 2 shows plots of the dependence of the dimensionless absorption cross section $F$ on the dimensionless electron mean free path $x$. If the ratio $K$ of the core to the particle radius and the dimensionless frequency $y$ of the external field are constant, then at all values of $x$ the dimen-


FIG. 2. Dependence of the dimensionless absorption cross section $F$ on the dimensionless inverse mean free path $x$ of the electrons for $\gamma=0.5(1), 1$ (2), 1.5 (3) $(y=3, K=0.8)$.
sionless absorption cross section $F$ decreases with decreasing ratio $\gamma$ of Fermi velocities in the core and sheath of the particle.

For analysis of the dependence of the dimensionless absorption cross section $F$ on the ratio $K$ of the core radius to particle radius we use Fig. 3, which shows the dimensionless absorption cross section of a bimetal particle at fixed values of the other parameters $(x, y$, and $\gamma)$. In the case of particles having an outer sheath of a pure metal (the electrons in such metals have a long mean free path) or for very small particles, when the condition $x \ll 1$ holds, in the entire interval of $K$ values the absorption cross section is larger for particles having dominant values of the ratio $\gamma$ of the Fermi frequencies in the core and sheath.

Figure 4 reflects the dependence of the dimensionless absorption cross section $F$ on the ratio $\gamma$ of the Fermi velocities in the core and sheath of the particle. The figure is drawn for the case of different ratios $K$ of the core radius to the particle radius (it is assumed that the sheath of the particle is made of a pure metal and the particle is found in an external


FIG. 3. Dependence of the dimensionless absorption cross section $F$ on the ratio $K$ of the radius of the core to the radius of the particle for $\gamma=0.9$ (1), $1(2), 1.1(3)(x=0, y=7)$.


FIG. 4. Dependence of the dimensionless absorption cross section $F$ on the ratio $\gamma$ of Fermi velocities in the core and sheath of the particle for $K$ $=0.7(1), 0.75(2), 0.8(3),(x=0, y=7)$.
electromagnetic field of a fixed frequency). For each value of $\gamma$ the dimensionless absorption cross section is larger for particles having sheaths with a volume greater than that of the inner core.
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#### Abstract

We study what happens to a generalized Wigner crystal, GWC (a regular structure formed by narrow-band electrons on a one-dimensional periodic host lattice), when the host lattice suffers a random distortion that does not break its long-range order. We show that an arbitrarily weak distortion of this kind gives rise to soliton-like GWC defects (discrete solitons, DS) in the ground state, and thereby converts the ordered GWC into a new disordered macroscopic state-lattice Wigner glass (LWG). The ground-state DS concentration is found to be proportional to $\lambda^{4}$ ( $\lambda$ is the typical host-lattice strain). We show that the low-temperature LWG thermodynamics and kinetics are fully described in DS terms. A new phenomenon of a super-slow logarithmic relaxation in the LWG is revealed. Its time turns out to be tens orders of magnitude greater than the microscopic ones. Analytical dependences of LWG thermodynamic quantities on temperature and $\lambda$ are obtained for an arbitrary relationship between the relevant Coulomb energies and the electron bandwidth. © 2005 American Institute of Physics. [DOI: 10.1063/1.2001641]


## 1. INTRODUCTION

In the last two decades layered and low-dimensional conductors have been a focus of attention. In such systems the charge carriers are commonly well separated from the dopants, so that a mutual Coulomb repulsion of the charge carriers turns out to be an essential factor. Among these conductors, of especial interest are lattice (narrow-band) systems wherein hopping (tunneling) of electrons/holes between host-lattice sites is suppressed by their mutual repulsion, and, as a consequence of this, the whole charge carrier ensemble is self-localized. The criterion for such a Coulomb selflocalization (CSL) is the inequality

$$
t<u_{c} \sim\left(a_{0} / r_{e e}\right)^{2} \varepsilon_{e e}
$$

where $t$ is the bandwidth, $u_{c}$ is the typical change of the Coulomb energy of a charge carrier as it hops between neighboring host-lattice sites, $a_{0}$ is the host-lattice spacing, $r_{e e}$ is the mean separation between charge carriers, and $\varepsilon_{e e}$ is the mean energy of the Coulomb repulsion per charge carrier. There exists a wide class of CSL conductors. Different semiconductor heterostructures ${ }^{1,2}$ and organic quasi-onedimensional conductors ${ }^{3}$ fall into this class. The latest achievements of nanotechnology permit the creation of CSL conductors of a new type: arrays of quantum dots exchanging electrons/holes (see, for example, Ref. 4 and references therein), electrons on the helium surface, ${ }^{5}$ and nets and chains of metal nano-grains linked by organic-molecule wires as (weak) tunnel junctions. ${ }^{6}$ There are also good reasons to think that the CSL criterion is fulfilled in layered metaloxides of a type of high-temperature superconductors, provided the dopant concentration is not too low.

Impetus to theoretical research on CSL conductors was given by Hubbard, ${ }^{3}$ who considered the ground state of an electron ensemble on a one-dimensional (1D) periodic host
lattice in the limit $t / u_{c} \rightarrow 0$. Hubbard suggested that in the thermodynamic limit (the numbers of electrons $N$ and hostlattice sites $N_{s}$ tend to $\infty$ ) the ground-state electron structure at a given chemical potential $\mu$ is a periodic "generalized Wigner crystal" (GWC) with a rational electron density (filling factor) $n_{e}=P / Q$ ( $P, Q$ are arbitrary coprime integers), with spacing $Q a_{0}$ and $P$ electrons per unit cell, which does not depend on the pair potential of the interelectron repulsion $v(x)$ ( $x$ is the interelectron distance), provided $v(x)$ meets some simple, physically reasonable conditions (Sec. 2). Hubbard also postulated a universal algorithm to find GWCs. This hypothesis was justified in Refs. 7 and 8, where Hubbard's algorithm was put into a compact form. In recent years Hubbard's results were augmented to the lowtemperature thermodynamics of $1 \mathrm{D} \mathrm{GWCs}^{9}$ and the ground state of two-dimensional (2D) CSL conductors on an arbitrary ideal host lattice. ${ }^{10}$ The regular 2D CSL conductor was found to be characterized by an effective lowering of dimension, which lies in the fact that even in the case of an isotropic pair potential of electron-electron repulsion the structure elements forming the 2D ground-state structure are electron stripes arranged by Hubbard's algorithm. ${ }^{10}$

The above studies, having revealed a number of unusual features of GWC and its 2D modification, have prompted consideration of the influence of host-lattice disorder on lowtemperature properties of CSL conductors. This is of importance not only because there are a number of disordered CSL conductors (e.g., MOSFETs, some nanostructures), but also in respect to the known fact (Larkin,,$^{11}$ Imri and $\mathrm{Ma}^{12}$ ) that an arbitrarily weak static random peturbation imposed on a continuous Wigner crystal (i.e., a crystal formed by electrons that are free to move) breaks (for dimension $d \leqslant 3$ ) the ground-state crystalline long-range order, producing slowly varying random distortions that become increasingly smooth
as the perturbation goes to zero. Such a structure has been named "Wigner glass." Unlike the continuous case, the electron displacements in CSL conductors cannot be less than the host-lattice spacing $a_{0}$, so that the Larkin-Imri-Ma argument is inapplicable to clarify whether lattice electron structures are unstable with respect to weak random perturbations, and what is the mechanism of the possible instability. As far as we know, there is no answer to this question at present.

We are going to fill this gap, considering the lowtemperature properties of disordered 1D and 2D CSL conductors in a series of publications. This paper is the first of the series. Here we study the ground state, elementary excitations, their lifetimes, and the low-temperature thermodynamics of a 1D CSL conductor (the temperature $T \ll u_{c}$ ) in the limit of strong CSL $\left(t \ll u_{c}\right)$ with the assumption that random host-lattice distortions do not break the long-range order of the arrangement of host-lattice sites. For definiteness, the charge carriers are further considered to be electrons.

Specifically, we consider the host lattice to be a chain of sites $i=1, \ldots, N_{s}$ with coordinates

$$
\begin{equation*}
X_{i}=i+\lambda \xi_{i}, \tag{1}
\end{equation*}
$$

where $\lambda \xi_{i}$ is a random deviation of the $i$ th site from its ideal position $X_{i}^{0}=i\left(a_{0}=1\right) ; \xi_{i}$ as a function of $i$ takes random values on the interval $[-1,1]$; the disorder parameter $\lambda$ is assumed to be $<1 / 2$ to provide the periodic correlation in the host lattice. At first glance such a disorder cannot break the GWC long-range order. However, this seemingly evident statement turns out to be untrue: we show here that for any finite $\lambda \ll 1$ the ground-state electron configuration contains soliton-like GWC defects, discrete solitons (DSs), each changing the length of the system (at a given $N$ ) by +1 (the defect of rarefaction) or -1 (the defect of compression). Being randomly arranged, they do break the GWC longrange order. This is a novel phenomenon rooted in the discreteness of the system. The key point is that the discrete solitons differ from common point defects in that a transfer of a discrete soliton over $\mathcal{L}$ unit cells of a GWC leaves behind a "trace" - a cluster of electrons shifted by one hostlattice site from their ground-state positions, the number of the electrons being $\mathcal{L}$. Owing to the host-lattice disorder the Coulomb energy of the trace is a sum of $\mathcal{L}$ random alternating-sign quantities $\propto \lambda^{2}$, which grows in modulus as $\sqrt{\mathcal{L}}$, attaining values $\sim u_{c}$ for sufficiently big $\mathcal{L}$. It is this fact that accounts for discrete solitons coming into existence in the ground state. Since the random 1D lattice electron structure just described is bound to be converted into a GWC as $\lambda \rightarrow 0$, it can be conceived of, by anology with the (continual) Wigner glass, as a "lattice Wigner glass" (LWG). It is the discrete-soliton transfer that underlies the distinctive features of both LWG thermodynamics and kinetics. Therefore, the macroscopic behavior of LWG is expected to differ essentially from that of the continual Wigner glass. This is dramatically manifested in relaxation of high-energy LWG excitations: our analysis shows that their lifetimes are anomalously great, the concentration of the excitations decreasing with time in a logarithmic fashion. Broadly speaking, the relaxation is by annihilation of DSs of the com-
pression and rarefaction type. This requires the DSs to overcome (by tunneling or in a thermal way) "giant" random Coulomb barriers of many-electron origin. The phenomenon is somewhat reminiscent of the mechanism of the nonergodic behavior of spin glass. ${ }^{13,14}$

The layout of the material in our paper is as follows. In the next Section the Hamiltonian of the system under consideration is described. In Sec. 3 we show that for an arbitrary small $\lambda$ the GWC long-range order is unstable with respect to formation of GWC defects (DSs) at zero temperature, and find the ground-state dependence of the GWC defects concentration on $\lambda$ and $\mu$ in the limit $t=0$. The LWG low-temperature thermodynamics $\left(T \ll u_{c}\right)$ is considered in Sec. 4, where the dependence of thermodynamic quantities on $T$ is found in terms of low-lying LWG excitations. The anomalously slow relaxation in LWG is discussed in Sec. 5. In the last Section we discuss experimental possibilities for studying LWG.

## 2. HAMILTONIAN

At a given $\mu$ the general Hamiltonian $\mathcal{H}$ of an electron system on an 1D host lattice is of the form

$$
\begin{align*}
\mathcal{H}= & t \sum_{i}\left(c_{i}^{+} c_{i-1}+\text { h.c. }\right)+\frac{1}{2} \sum_{i \neq i^{\prime}} v\left(X_{i}-X_{i^{\prime}}\right) n_{i} n_{i^{\prime}} \\
& -\mu \sum_{i} n_{i} \tag{2}
\end{align*}
$$

Here the index $i$ enumerates host-lattice sites, $c_{i}^{+}$and $c_{i}$ are operators of creation and annihilation of an electron at the $i$ th site, respectively; $n_{i}$ is the operator of the electron density at the $i$ th site, which takes only values 0 and 1 , since $n_{e}$ is assumed to be not too close to $1 / 2$; for this reason the electron spin indices are dropped; summation is over all hostlattice sites; the pair potential of an electron-electron repulsion $v(x)=v(-x)>0$. The dependence of the site coordinate $X_{i}$ on $i$ is given by Eq. (1).

To find the ground-state structure in the $t \ll u_{c}$ limit under consideration, one can put $t=0$, the Hamiltonian Eq. (2) reducing to

$$
\begin{equation*}
\mathcal{H}=\mathcal{H}\{i(m)\}=\frac{1}{2} \sum_{m \neq m^{\prime}} v\left(x_{m}-x_{m^{\prime}}\right)-\mu N, \tag{3}
\end{equation*}
$$

where the index $m=1, \ldots, N$ enumerates the electrons, $x_{m}$ $=X_{i(m)}$ is the coordinate of the $m$ th electron, and $i(m)$ is the number of the site at which the $m$ th electron is localized. The reduced Hamiltonian Eq. (3) is a functional of electron configurations $\{i(m)\}=i(1), \ldots, i(N)$. It differs from that considered by Hubbard ${ }^{3}$ only in that $X_{i}$ contains the random addition $\lambda \xi_{i}$. To proceed with our studies it is of benefit to formulate briefly, following Refs. 3, 7, 8, the main properties of the ground state at $\lambda=0$.

Below we consider the pair potential $v(x)>0$ to be an everywhere convex function of $x$ that goes to zero with increase of $x$ faster than $x^{-1}$; its dependence on $x$ is otherwise arbitrary. In such a case the ground-state space structure of the 1D electron gas on the ideal host lattice $X_{i}^{0}=i$ is given by the above-mentioned universal Hubbard algorithm that is expressed by the simple formula

$$
\begin{equation*}
i(m)=i_{H}\left(m, n_{e}\right) \equiv\left[m / n_{e}+\varphi\right], \tag{4}
\end{equation*}
$$

where [...] is the integer part of a number, and $\varphi$ is an arbitrary phase that reflects the arbitrariness of the choice of the first electron site coordinate $i(1)$. As was mentioned in the Introduction, only rational $n_{e}=P / Q$ survive at zero temperature and a given $\mu$, the function $i_{H}(m, P / Q)$ determining the GWC. The ground-state dependence of $n_{e}$ on $\mu$ is a devil's staircase: for each pair $P, Q$ there is an interval $\mu_{-}(P, Q)$ $\leqslant \mu \leqslant \mu_{+}(P, Q)$ within the limits of which $n_{e}(\mu)$ remains equal to $P / Q$. The left and right endpoints of the devil'sstaircase interval are a decrease and an increase in the Coulomb energy of the system as $N$ changes by -1 and +1 , respectively. The length of the interval $\Delta \mu=\mu_{+}-\mu_{-}$depends only on $Q$ :

$$
\begin{align*}
& \Delta \mu=Q u_{Q} \\
& u_{Q}=\sum_{k=1}^{\infty} k[v(Q k+1)-2 v(Q k)+v(Q k-1)] \tag{5}
\end{align*}
$$

As is seen from this expression, $u_{Q} \sim u_{c}$, and hence, $\Delta \mu$ vanishes rapidly together with $u_{c}$ as $Q$ tends to $\infty$.

## 3. THE GROUND STATE OF LWG

### 3.1. GWC instability

In this Section we deal with the Hamiltonian of Eq. (3). First we consider devil's-staircase intervals with $n_{e}=1 / Q$. Generalization to an arbitrary $n_{e}=P / Q$ is performed without difficulty (Sec. 5). In the case of $P=1$ the Hubbard algorithm Eq. (4) gives the simple periodic dependence $i_{H}(m, 1 / Q)=i_{m}^{\nu} \equiv Q m+\nu$ with $\nu=0, \ldots, Q-1$. (We will call this the " $\nu$-configuration.") If the ground-state electron arrangement $i_{g}(m)$ were the same as in the GWC (i.e., $i_{g}(m)$ $\left.=i_{m}^{\nu}\right)$, despite the random small displacements $\lambda \xi_{i}(\lambda \ll 1)$, a weak disorder of the form Eq. (1) would affect only the energy of the $\nu$-configuration $E_{\mathrm{GWC}}$. The latter is independent of $\nu$ to an accuracy of fluctuation corrections $\propto \sqrt{N}$

$$
\begin{align*}
& E_{\mathrm{GWC}}=N \epsilon+\mathcal{O}(\sqrt{N}), \\
& \epsilon=\epsilon_{0}+\epsilon_{\lambda}, \quad \epsilon_{\lambda}=\lambda^{2}\left\langle\xi^{2}\right\rangle \sum_{k=1}^{\infty} v^{\prime \prime}(k Q) \tag{6}
\end{align*}
$$

Here $\epsilon$ is the mean energy per electron, $\epsilon_{0}$ is that for the ideal host lattice, $\epsilon_{\lambda}$ is the addition to $\epsilon_{0}$ produced by a weak host-lattice disorder, $\langle\ldots\rangle$ is the average on the $\xi$ distribution, and $v^{\prime \prime}(x)=d^{2} v / d x^{2}$.

Let us show that the periodic (in site coordinates) $\nu$-configuration is unstable under conditions of a weak disorder. To reveal this, let us find out what happens to the energy Eq. (3) if some $\nu$-configuration cluster formed by electrons with numbers $m_{1}, \ldots, m_{2}$ is shifted as a whole by $\pm 1: i_{m}^{\nu}$ $\rightarrow i_{m}^{\nu \pm 1}, m_{1} \leqslant m \leqslant m_{2}$.

The energy of the cluster $E\left(m_{1}, m_{2}, \nu\right)$ is the sum

$$
\begin{equation*}
E\left(m_{1}, m_{2}, \nu\right)=\epsilon_{b}+E_{i}\left(m_{1}, m_{2}, \nu\right) \tag{7}
\end{equation*}
$$

whose first term is the cluster boundary energy, i.e., the energy of the interaction of the cluster with its surroundings. The second term is the internal cluster energy:

$$
\begin{equation*}
E_{i}\left(m_{1}, m_{2}, \nu\right)=\left(m_{2}-m_{1}\right) \epsilon+\widetilde{E}\left(m_{1}, m_{2}, \nu\right) \tag{8}
\end{equation*}
$$

$\widetilde{E}\left(m_{1}, m_{2}, \nu\right)$ is its fluctuating part. Expanding energy Eq. (3) in powers of $\lambda$, we obtain

$$
\begin{align*}
& \widetilde{E}\left(m_{1}, m_{2} ; \nu\right)=\sum_{m=m_{1}}^{m_{2}}\left(\epsilon_{m}^{\nu}-\boldsymbol{\epsilon}\right) \\
& \epsilon_{m}^{\nu}= \\
& \frac{\lambda^{2}}{2} \sum_{m^{\prime}=-\infty}^{\infty} v^{\prime \prime}\left(Q\left(m-m^{\prime}\right)\right)\left[\xi\left(i_{m}^{\nu}\right)-\xi\left(i_{m^{\prime}}^{\nu}\right)\right]^{2}  \tag{9}\\
& \\
& \quad+\mathcal{O}\left(\lambda^{3}\right)
\end{align*}
$$

The shift of the cluster, on the one hand, creates two defects at the ends of the cluster, which are pairs of electrons separated by distances $Q+1$ (rarefaction defect, "-dimer") and $Q-1$ (compression defect, "+ dimer"). Using expression (5), one can show that in the case of $\pm$ dimers well-separated dimer formation increases the cluster boundary energy by

$$
\begin{equation*}
\delta \epsilon_{b}=\Delta \mu / Q+\tilde{\boldsymbol{\epsilon}}_{-}+(m, \nu) \tilde{\boldsymbol{\epsilon}}_{+}+(m, \nu), \tag{10}
\end{equation*}
$$

where $\Delta \mu / Q$ is the total energy of dimer formation at $\lambda$ $=0 ; \widetilde{\epsilon}_{ \pm}(m, \nu)$ is a small $\left(\sim \lambda u_{c}\right)$ random addition produced by the host-lattice disorder. On the other hand, the shift changes $\widetilde{E}\left(m_{1}, m_{2} ; \nu\right)$ by

$$
\begin{equation*}
\Delta_{\nu, \nu^{\prime}}=\Delta_{\nu, \nu^{\prime}}\left(m_{1}, m_{2}\right)=\sum_{m=m_{1}}^{m_{2}}\left(\epsilon_{m}^{\nu^{\prime}}-\epsilon_{m}^{\nu}\right), \quad \nu^{\prime}=\nu \pm 1 \tag{11}
\end{equation*}
$$

This energy change, being a sum of random quantities $\epsilon_{m}^{\nu^{\prime}}-\epsilon_{m}^{\nu}$ with zero average, fluctuates in $m_{1}, m_{2}$, taking both positive and negative values. Its modulus $\left|\Delta_{\nu, \nu^{\prime}}\right| \sim \lambda^{2} u_{c}\left(m_{2}\right.$ $\left.-m_{1}\right)^{1 / 2}$ therewith grows as $m_{2}-m_{1}$ increases. Therefore, despite the smallness of $\lambda$ there are many sufficiently long clusters for which $\Delta_{\nu, \nu^{\prime}}+\delta \epsilon_{b}<0$, and hence, their shifts $d e$ crease the energy of the system. What this means is that the GWC is unstable relative to dimer formation for an arbitrarily small $\lambda$.

### 3.2. The space structure of the LWG ground state

As follows from the general theory of GWCs ${ }^{3,7,8}$ (see also Ref. 9), in the case under consideration $(P=1)$ the $\pm$ dimers are the GWC defects with the least energies of formation at a given pressure. This fact together with the above reasoning suggests that for any finite $\lambda \ll 1$ the groundstate configuration $i_{g}(m)$ consists of long periodic electron clusters, segments of $\nu$-configurations, alternating with $\pm$ dimers. One should thus seek $i_{g}(m)$ among functions $i(m)$ of the form

$$
\begin{align*}
& i(m)=Q m+\nu^{\alpha}, \quad m_{1}^{\alpha} \leqslant m \leqslant m_{2}^{\alpha} \\
& m_{1}^{\alpha}=m_{2}^{\alpha-1}+1, \quad \nu^{\alpha}=\nu^{\alpha-1}-\sigma_{\alpha} \tag{12}
\end{align*}
$$

where index $\alpha$ enumerates periodic clusters of the configuration $i(m), \sigma_{\alpha}=-1$ or 1 depending on whether the $(\alpha$ $-1)$-th and $\alpha$-th clusters are joined by a - or + dimer, respectively. The coordinates $m_{1 g}^{\alpha}, m_{2 g}^{\alpha}$ of the end electrons of ground-state clusters are obviously random, and, hence, there is no long-range interelectron correlation in the ground state. This is just the LWG mentioned in the Introduction, the $\pm$ dimers being the discrete solitons. The LWG correlation
radius $L_{g} \sim 1 /\left(n_{-}^{g}+n_{+}^{g}\right)$ (in units of $\left.r_{e e}=Q\right)$, where $n_{ \pm}^{g}$ $=\mathcal{N}_{ \pm}^{g} / N$ is the ground-state concentration of $\pm$ dimers, and $\mathcal{N}_{ \pm}^{g}$ is their number in the ground state.

The next step is to find $n_{ \pm}^{g}$. To this end one should consider the general expression for the energy $E$ of the configuration (12). It is appropriate to compare $E$ with $E_{\text {GWC }}$ [Eq. (6)], mapping the configuration on a set of $\nu$-configurations. In so doing the $\alpha$-th cluster is considered as the cluster of the $\bar{\nu}^{\alpha}$-configuration $\left(\bar{\nu}^{\alpha}=\nu^{\alpha}-Q\left[\nu^{\alpha} / Q\right]\right.$ is the reduced phase less than $Q$ ) with the end electrons $\bar{m}_{1,2}^{\alpha}$ $=m_{1,2}^{\alpha}+\left[\nu^{\alpha} / Q\right]$. The mapping gives

$$
\begin{equation*}
E=E_{\mathrm{GWC}}+E_{\mathrm{dim}}+\widetilde{E} \tag{13}
\end{equation*}
$$

where $E_{\text {dim }}$ is the total energy of dimer formation, and $\widetilde{E}$ is the fluctuating part of the energy.

To the zero approximation in $\lambda$

$$
\begin{equation*}
E_{\mathrm{dim}}=\left(n_{-} u_{-}+n_{+} u_{+}\right) N \tag{14}
\end{equation*}
$$

( $n_{ \pm}=\mathcal{N}_{ \pm} / N$ is the $\pm$ dimer concentration for a given configuration (12), $\mathcal{N}_{ \pm}$is the number of $\pm$dimers), and

$$
\begin{align*}
u_{ \pm}(\mu)= & \frac{u_{Q}}{2}(1 \mp z)>0 \\
& z=2(\mu-\bar{\mu}) / \Delta \mu, \bar{\mu}=\frac{\mu_{-}+\mu_{+}}{2} \tag{15}
\end{align*}
$$

are the $\pm$ dimer formation energies at a given $\mu$; the variable $z$ takes values on the interval $[-1,1]$ as $\mu$ is varied from $\mu_{-}$ to $\mu_{+} ; u_{Q}$ has been defined in Eq. (5). Writing Eqs. (14), (15), we allow for the fact that a small variation $\pm \delta n_{e}$ of $n_{e}$ about $n_{e}=1 / Q$ gives rise to $Q \delta n_{e} \pm$ dimers [this follows immediately from Eq. (4)], i.e.,

$$
\begin{equation*}
N=N_{0}+Q\left(\mathcal{N}_{+}-\mathcal{N}_{-}\right) ; \tag{16}
\end{equation*}
$$

$N_{0}=N_{s} / Q$ is the ground-state number of electrons at $\lambda=0$.
The energy $\widetilde{E}$, unlike the two previous terms in Eq. (13), depends upon the dimer coordinates $m_{1}^{\alpha}$ essentially:

$$
\begin{equation*}
\widetilde{E}=\sum_{\alpha} \widetilde{E}\left(\bar{m}_{1}^{\alpha}, \bar{m}_{2}^{\alpha} ; \bar{\nu}^{\alpha}\right) \tag{17}
\end{equation*}
$$

As follows from Eq. (9), the quantities $\widetilde{E}\left(\bar{m}_{1}^{\alpha}, \bar{m}_{2}^{\alpha} ; \bar{\nu}^{\alpha}\right)$ are sums of $l_{\alpha}=m_{2}^{\alpha}-m_{1}^{\alpha} \sim\left(n_{-}+n_{+}\right)^{-1 / 2}$ random terms with zero average and moduli $\sim \lambda^{2} u_{c}$. Since the $\widetilde{E}\left(\bar{m}_{1}^{\alpha}, \bar{m}_{2}^{\alpha} ; \bar{\nu}^{\alpha}\right)$ fluctuate randomly, it is easy to conclude that in the limit $n_{ \pm} \ll 1$ the cluster endpoints $m_{1}^{\alpha}, m_{2}^{\alpha}$ can be chosen in such a way that terms of the sum (17) are all negative, and hence, at a given $n_{ \pm}$the minimum $\widetilde{E}_{\min }$ of $\widetilde{E}$ with respect to dimer arrangement is bound to be $<0$.

Random sequences $\epsilon_{1}^{\nu}, \epsilon_{2}^{\nu}, \ldots, \epsilon_{N}^{\nu} \quad(\nu=0, \ldots, Q-1)$, whose terms are involved in expression (9), are all statistically equivalent. Therefore, $\widetilde{E}_{\text {min }}$ does not depend on the sequence $\left\{\sigma_{\alpha}\right\}=\sigma_{1}, \sigma_{2}, \ldots$, being a function of the dimer density $n_{-}+n_{+}$and system parameters only. Taking this into account together with the fact that $\left|\widetilde{E}\left(\bar{m}_{1}^{\alpha}, \bar{m}_{2}^{\alpha} ; \bar{\nu}^{\alpha}\right)\right|$ $\sim \lambda^{2} u_{c} l_{\alpha}^{1 / 2}$, one can write $\widetilde{E}_{\text {min }}$ as

$$
\begin{equation*}
\widetilde{E}_{\min }=-u_{\xi} \lambda^{2}\left(n_{-}+n_{+}\right)^{1 / 2} N \tag{18}
\end{equation*}
$$

where, as will be shown below, the energy factor $u_{\xi} \sim u_{c}$ is uniquely determined by $Q, v(x)$, and the moments of the distribution of the random quantity $\xi_{i}$ [see Eq. (1)].

The ground-state concentrations of $\pm$ dimers, $n_{ \pm}^{g}$, are those which minimize the sum $\widetilde{E}_{\text {min }}+E_{\mathrm{dim}}$. Using Eqs. (14), (15), and (18), we find that for any $\lambda \neq 0$

$$
\begin{align*}
& n_{-}^{g}(z)=\left\{\begin{array}{cc}
\frac{u_{\xi}^{2}}{u_{Q}^{2}} \frac{\lambda^{4}}{(1+z)^{2}}, & -1<z<0 \\
0, & 0<z<1
\end{array}\right. \\
& n_{+}^{g}(z)=\left\{\begin{array}{cc}
0, & -1<z<0 \\
\frac{u_{\xi}^{2}}{u_{Q}^{2}} \frac{\lambda^{4}}{(1-z)^{2}}, & 0<z<1 .
\end{array}\right. \tag{19}
\end{align*}
$$

It remains to find the explicit form of $u_{\xi}$. This requires rather sophisticated calculations. Here we only outline them. Since $u_{\xi}$ does not depend on $\left\{\sigma_{\alpha}\right\}$, it is convenient to choose the sequence $\left\{\sigma_{\alpha}\right\}$ with alternating $\sigma_{\alpha}$ signs, considering the minimum of $\widetilde{E}+u \mathcal{N}$ instead that of $\widetilde{E}$; here $u$ is a given arbitrary positive parameter, and $\mathcal{N}=\mathcal{N}_{-}=\mathcal{N}_{+}$is the variable that is to be found as the result of the minimization. This value, $\mathcal{N}=\overline{\mathcal{N}}$, can be calculated in terms of a random walk of the sum $\Delta_{0,1}(1, m)$ (see expression (11)) as a function of $m$. In so doing, one should take into account that the $\widetilde{E}+u \mathcal{N}$ minimum is realized if dimers of a given sign are all positioned at the points $m_{\alpha}(\alpha=1,2, \ldots, \mathcal{N})$ such that $\Delta_{0,1}(1, m)$ $-\Delta_{0,1}\left(1, m_{\alpha}\right)$ first attains $u$ value at some points $m=m_{\alpha}^{r}$ $>m_{\alpha}$ (a random walk toward the right) and $m=m_{\alpha}^{l}<m_{\alpha}$ (a random walk toward the left) without taking zero value on the intervals $\left[m_{\alpha}, m_{\alpha}^{r}\right]$ and $\left[m_{\alpha}^{l}, m_{\alpha}\right]$. The total number $\overline{\mathcal{N}}$ of points $m_{\alpha}$ is found on the basis of the probability theory methods ${ }^{15}$ that are used in consideration of the so-called first passage and renewal problems. The factor $u_{\xi}$ is obtained in view of the fact that the minimum of $\widetilde{E}+u \mathcal{N}$ is also $\min _{\mathcal{M}}\left(-u_{\xi} \mathcal{N}^{1 / 2}+u \mathcal{N}\right)$. The net result of the calculation is the following:

$$
\begin{equation*}
u_{\xi}=\left(D / 2 \pi^{2}\right)^{1 / 2} \tag{20}
\end{equation*}
$$

$D \sim u_{c}^{2}$ is the diffusion coefficient for the random walk of $\Delta_{\nu, \nu^{\prime}} / \lambda^{2}$, which is given by the formula

$$
\begin{align*}
& D=v_{1}^{2}\left(\left\langle\xi^{4}\right\rangle-\left\langle\xi^{2}\right\rangle^{2}\right)+v_{2}\left(\left\langle\xi^{4}\right\rangle+3\left\langle\xi^{2}\right\rangle^{2}\right) \\
& v_{1}=\sum_{\substack{k=-\infty \\
k \neq 0}}^{\infty} v^{\prime \prime}(Q k), \quad v_{2}=\sum_{\substack{k=-\infty \\
k \neq 0}}^{\infty}\left(v^{\prime \prime}(Q k)\right)^{2} . \tag{21}
\end{align*}
$$

The existence of dimers in the ground state not only renders a long-range order impossible, but also accounts for the difference between the ground-state electron density of LWG $n_{e}(\mu, \lambda)$ and that of GWC $n_{e}(\mu, 0)$. According to Eq. (16) we have $n_{e}(\mu, \lambda)-n_{e}(\mu, 0)= \pm n_{ \pm}^{g} / Q$. As is seen from Eq. (19), dimers of one sign are fully replaced by those of the opposite sign as $\mu$ passes through the point $\bar{\mu}$, both $n_{+}^{g}(\bar{\mu}+0)$ and $n_{-}^{g}(\bar{\mu}-0)$ being equal to $\bar{n}_{g}=\left(u_{\xi} / u_{q}\right)^{2} \lambda^{4}$. This results in a jump of the electron density by $2 Q^{-1} \bar{n}_{g}$ at $\mu=\bar{\mu}$, i.e., in a first-order transition in $\mu$.

Another remarkable point is that $n_{ \pm}^{g}$ grows significantly as $\mu$ approaches the endpoints $\mu_{ \pm}$. Close to them a mutual
repulsion of dimers (which is negligibly small for $\left|\mu-\mu_{ \pm}\right|$ $\sim \Delta \mu$ ) should be taken into account. That problem is beyond the scope of this paper.

From the above expressions for $u_{\xi}$ and $u_{Q}$ it follows that the factor $u_{\xi}^{2} / u_{Q}^{2}$ appearing in Eq. (19) is $\sim 1$ both for $Q$ $\sim 1$ and $Q \gg 1$, i.e., $n_{ \pm}^{g} \sim \lambda^{4}$ for $|1 \pm z| \sim 1$. According to Eq. (19) the LWG correlation radius $L_{g} \sim 1 / n_{ \pm}^{g} \propto 1 / \lambda^{4}$ remains $\gg 1$ even if $\lambda$ is not too small. This suggests that the description of LWG in terms of dimers works up to $\lambda=1 / 2$.

## 4. LOW-LYING ELEMENTARY EXCITATIONS AND THE LOW-TEMPERATURE THERMODYNAMICS OF LWG

### 4.1. The low-lying excitation spectrum

The low-lying LWG excitations are those whose energies are much less than the typical increase $\left(u_{c}\right)$ in the energy of the system as an interior electron of a regular claster is shifted by one site or more. They are produced by groundstate dimer displacements, and hence, they are of a manyelectron nature. To find the low-lying excitation spectrum let us consider the state $|s\rangle$ created by displacement of the $\pm$ dimer adjacent, for definiteness, to the left end of the $\alpha$-th cluster from its ground-state position, say, to the right by $s$ $=1,2, \ldots$ steps. This occurs as $s$ electrons $m_{1 g}^{\alpha}, \ldots, m_{1 g}^{\alpha}+s$ -1 are shifted to the left ( - dimer) or to the right (+dimer) neighboring sites all together. The Coulomb energy of this electron "trace" is the sum

$$
\begin{equation*}
u_{\alpha}^{ \pm}(s)=\varepsilon_{\alpha}^{ \pm}(s)+\widetilde{\varepsilon}_{\alpha}^{ \pm}(s) \tag{22}
\end{equation*}
$$

where

$$
\begin{equation*}
\varepsilon_{\alpha}^{ \pm}(s)=\Delta_{\bar{\nu}_{\alpha} \pm 1, \bar{\nu}_{\alpha}}\left(\bar{m}_{1 g}^{\alpha}, \bar{m}_{1 g}^{\alpha}+s\right), \tag{23}
\end{equation*}
$$

$\Delta_{\nu, \nu^{\prime}}$ is defined by Eq. (11);

$$
\begin{equation*}
\widetilde{\varepsilon}_{\alpha}^{ \pm}(s)=\tilde{\boldsymbol{\epsilon}}_{ \pm}\left(\bar{m}_{1 g}^{\alpha}+s, \nu_{\alpha}\right)-\widetilde{\epsilon}_{ \pm}\left(\bar{m}_{1 g}^{\alpha}, \nu_{\alpha}\right), \tag{24}
\end{equation*}
$$

$\tilde{\boldsymbol{\epsilon}}_{ \pm}(m, \nu)$ is the quantity appearing in Eq. (10); $u(0)=0$. From this point on, we do not show dependence on $\alpha$ or the sign of the dimer, provided that no misunderstanding will result. The explicit form of $\widetilde{\varepsilon}(s)$ is of no importance for further consideration; what matters is only the fact that $\widetilde{\varepsilon}(s)$ takes random values within some interval $\left[-\Delta_{\lambda} / 2, \Delta_{\lambda} / 2\right]$ whose width $\Delta_{\lambda} \sim \lambda u_{c}$. The quantity $\varepsilon(s)$ can be considered as the "coordinate" of a "particle" that executes a random walk with the typical step $\delta \varepsilon \sim \lambda^{2} u_{c} \ll \Delta_{\lambda}$ as the "time" $s$ increases. With an increase in $s$ the energy $\varepsilon(s)$ grows as $\lambda^{2} u_{c} \sqrt{s}$, so that it becomes more than $\Delta_{\lambda}$ for $s \sim s_{\lambda}$ $\equiv \lambda^{-2}\left(s_{\lambda} \ll L_{g}\right)$. Since $\varepsilon(s)$ randomly undergoes "returns" into the interval $\left[-\Delta_{\lambda} / 2, \Delta_{\lambda} / 2\right]$, there are inevitably such $s$ at which $u(s) \leqq t$. Therefore, the low-lying excitations should be considered with regard to the electron hopping, despite the inequality $t \ll u_{c}$.

At $t \neq 0$ the dimer, owing to the smallness of $t / u_{c}$, can be considered as a quasiparticle whose Hamiltonian $\mathcal{H}_{\text {dim }}$ acts in the subspace of states $|s\rangle$ ( $s$ space). As follows from the general expression (2), it is of the form

$$
\begin{equation*}
\mathcal{H}_{\mathrm{dim}}=t \sum_{s}(|s-1\rangle\langle s|+|s+1\rangle\langle s|)+\sum_{s} u(s)|s\rangle\langle s|, \tag{25}
\end{equation*}
$$

where the first term is the kinetic-energy operator, $u(s)$ plays the role of an effective potential, and the summation is over the whole $s$ space. The state vectors of the low-lying excitations and their energies are eigenvectors $|\Psi\rangle$ of $\mathcal{H}_{\text {dim }}$ and its eigenvalues $\varepsilon_{\text {exc }}$, respectively. Due to the randomness of the "potential" $u(s)$ the dimer is Anderson localized in the $s$ space, so that the eigenvectors

$$
|\Psi\rangle \equiv\left|\Psi_{l}\right\rangle=\sum_{s} \psi_{l}(s)|s\rangle
$$

can be classified in the coordinates $l=0, \pm 1, \ldots$ of points (localization centers) about which the stationary wave functions $\psi_{l}(s)$ are centered. Since $|u(s+1)-u(s)| \sim \Delta_{\lambda}$, the Anderson parameter governing the $\left|\Psi_{l}\right\rangle$ structure is $\gamma$ $=\Delta_{\lambda} / t \sim \lambda u_{c} / t$. It can be both less than or more than 1 , despite the smallness of $t / u_{c}$. If $\gamma \gg 1$, the kinetic energy operator is a weak perturbartion. In such a case

$$
\psi_{l}(s)=\delta_{s l}+\mathcal{O}(1 / \gamma), \quad \varepsilon_{\mathrm{exc}}(l)=u(l)+\mathcal{O}(1 / \gamma)
$$

and the localization radius $r$ is thus equal to 1 . For $\gamma \ll 1$ the 1D Anderson localization under a weak random potential takes place. In this limit

$$
\begin{equation*}
r \sim \gamma^{-2} \sim\left(t / u_{c}\right)^{2} \lambda^{-2} \tag{26}
\end{equation*}
$$

For the following consideration of the thermodynamics it is necessary to know the typical separation $\varepsilon_{\text {min }}$ between the least of $\varepsilon_{\text {exc }}$ and the ground-state energy.

If $\gamma \gg 1, \varepsilon_{\text {min }}$ is determined, as is seen from Eqs. (22)(24), by the number of "returns" $R$ of the random sum $\varepsilon(s)$ to the above-mentioned domain $|\varepsilon(s)| \leq \Delta_{\lambda}$. Since $\varepsilon(s)$ values fall into this domain randomly, we have $\varepsilon_{\min } \sim \Delta_{\lambda} / R$. By definition

$$
R=\int_{-\Delta_{\lambda} / 2}^{\Delta_{\lambda} / 2} d \varepsilon \sum_{s=0}^{L_{g}} \mathcal{P}(s, \varepsilon)
$$

where $\mathcal{P}(s, \varepsilon) d \varepsilon$ is the probability that $\varepsilon(s)$ will fall into the interval $[\varepsilon, \varepsilon+d \varepsilon]$ after $s$ steps; for $s \gg 1$ it satisfies the diffusion equation

$$
\begin{equation*}
\partial \mathcal{P} / \partial s=\mathcal{D} \partial^{2} \mathcal{P} / \partial \varepsilon^{2} \tag{27}
\end{equation*}
$$

with the diffusion coefficient $\mathcal{D}=\lambda^{2} D \sim(\delta \varepsilon)^{2}$ ( $D$ is given by expression (21)). Solving Eq. (27) subject to the boundary condition $\mathcal{P}\left(s,-\Delta_{\lambda} / 2\right)=0$ (this is necessary since $\varepsilon_{\text {exc }}(l)$ $\approx u(l)$ is positive) and substituting the solution into the expression for $R$, we find

$$
\begin{equation*}
\varepsilon_{\min } \sim \lambda^{3} u_{c} \ll \delta \varepsilon . \tag{28}
\end{equation*}
$$

It should be added that the main contribution to $R$ is given by $s \sim s_{\lambda}$. Therefore, the localization center of the eigenvector with the excitation energy $\varepsilon_{\min }$ is generally $\sim s_{\lambda}$ distant from the ground-state position of the dimer.

For $\gamma \ll 1$ the localization radius according to Eq. (26) is $\ll s_{\lambda}$, the eigenenergies $\varepsilon_{\text {exc }}(l)$ randomly filling a band of width $\sim t$ as $l$ varies within a domain of a length $\sim s_{\lambda}$. Therefore, in this limit

$$
\begin{equation*}
\varepsilon_{\min } \sim t / s_{\lambda} \sim \lambda^{2} t \tag{29}
\end{equation*}
$$

### 4.2. The LWG thermodynamics

According to the above consideration, in the limiting case $T \ll u_{c}$ the LWG is in essence an ensemble of independent Anderson localized dimers. The dependence of their number on $T$ can be ignored with accuracy to exponentially small (in $T / u_{c}$ ) corrections. The thermodynamic potential $\Omega=\Omega(\mu, T)$ of such a system is expressed in terms of a distribution of excitation energies $\varepsilon_{\text {exc }}^{\alpha}(l)$ over the dimer ensemble:

$$
\begin{align*}
\Omega= & \Omega_{g}-\mathcal{N}^{夕} T \int^{\prime} \ln \left(1+\sum_{k=1} \exp \left(-\frac{\varepsilon_{k}}{T}\right)\right) \\
& \times W\left(\varepsilon_{1}, \varepsilon_{2}, \ldots\right) d \varepsilon_{1} d \varepsilon_{2} \ldots, \tag{30}
\end{align*}
$$

where $\Omega_{g}$ is the ground-state value of $\Omega ; W\left(\varepsilon_{1}, \varepsilon_{2}, \ldots\right)$ is the probability density that the least excitation energy of the system is $\varepsilon_{1}$, the next one is $\varepsilon_{2}$, etc.; the symbol prime means that the integration is performed over the region $\varepsilon_{1}<\varepsilon_{2}$ $<\ldots$ from $\varepsilon_{k}=0(k=1,2, \ldots)$ to the upper bound of the dimer energy spectrum (it is $\sim u_{c}$ ). The upper bound of the summation over $k$ is $\sim L_{g}$. We do not show it as it is immaterial to an accuracy of an exponentially small term $\propto \exp \left(-u_{c} / T\right)$.

As was proved by Molchanov, ${ }^{16}$ there is no mutual repulsion of neighboring energy levels in 1D Anderson localized systems, unlike Wigner-Dyson statistical ensembles. ${ }^{17}$ This holds for the energy spectrum considered, since $L_{g}$ $>r$. In such a case the eigenenergies are arranged quite randomly, similar to particle coordinates in an 1D ideal gas, and $W$ is completely determined by the density of states (per dimer) $g(\varepsilon)$, with a given energy $\varepsilon$ :

$$
\begin{equation*}
W\left(\varepsilon_{1}, \varepsilon_{2}, \ldots\right)=\prod_{k=1} w\left(\varepsilon_{k}, \varepsilon_{k+1}\right), \tag{31}
\end{equation*}
$$

where the two-level correlation function $w\left(\varepsilon, \varepsilon^{\prime}\right)$ obeys the Poisson law

$$
\begin{equation*}
w\left(\varepsilon^{\prime}, \varepsilon\right)=g(\varepsilon) \exp \left(-\int_{\varepsilon^{\prime}}^{\varepsilon} g\left(\varepsilon^{\prime \prime}\right) d \varepsilon^{\prime \prime}\right) . \tag{32}
\end{equation*}
$$

The density of states $g(\varepsilon)$ increases monotonically with growth in $\varepsilon$ from

$$
\begin{equation*}
g(0) \sim 1 / \varepsilon_{\min } \sim 1 / \lambda^{2}\left(\lambda u_{c}+t\right) \tag{33}
\end{equation*}
$$

to values $\sim 1 / \lambda^{4} u_{c}$. The most important dimensionless parameter governing the temperature dependence of $\Omega$ is thus $T g(0)$. In the limit $\operatorname{Tg}(0) \ll 1$ the thermodynamic potential can be expanded in powers of $T g(0)$. To find the $n$th term of this series, all exponents $\exp \left(-\varepsilon_{k} / T\right)$ with $k>n$ appearing in expression (30) should be discarded. So doing, we find that to the first nonvanishing approximation $\Omega$ is of the form

$$
\begin{equation*}
\Omega=\Omega_{g}-\frac{\pi^{2}}{12} \mathcal{N}^{\mathrm{B}} g(0) T^{2} \tag{34}
\end{equation*}
$$

Consequently, both the entropy $S$ and the heat capacity $C$ per site tend to zero as $T$ with $T \rightarrow 0$. In view of Eqs. (19), (33), and (34) we obtain

$$
S, C=\frac{\pi^{2}}{6} n^{g} g(0) T \sim \lambda^{2}\left(\lambda u_{c}+t\right)^{-1} T
$$

i.e., the proportionality coefficient is linear or quadratic in $\lambda$ depending on whether $\gamma \gg 1$ or $\gamma \ll 1$.

In the opposit limit $\operatorname{Tg}(0) \gg 1$, the excitation spectrum can be considered as a continuous one. This gives

$$
\begin{equation*}
\Omega=\Omega_{g}-\mathcal{N}^{g} T \ln \left(\int_{0}^{\infty} \exp (-\varepsilon / T) g(\varepsilon) d \varepsilon\right) \tag{35}
\end{equation*}
$$

We have expanded the integration to infinity as the integrand is reduced rapidly for $\varepsilon \gg T$. Expression (35) shows that in the case $T g(0) \gg 1, C$ depends slightly on $T$, being $\sim n^{g}$.

## 5. SUPER-SLOW RELAXATION IN LWG

Below we consider low-temperature ( $T \ll u_{c}$ ) relaxation of strongly nonequilibrium LWG states formed by excitations with energies $\sim u_{c}$. The simplest excitation of this type arises if an interior electron of some regular ground-state cluster is shifted by one site from its ground-state position. Such an excitation can be considered as a pair of bound "odd" (as compared to the ground state) + dimer and - dimer. The electron shifted reverts to its ground-state site, emitting phonons with energies $\sim u_{c}$. Obviously, this takes a microscopic time of the order of the reciprocal Debye frequency. The situation is drastically changed if some external perturbation, for example, light excitation, disrupts the pair, separating the "odd" $\pm$ dimers to a sufficiently large distance (within the limits of the cluster). A dimer cannot disappear by itself, since this would cause, by virtue of dimer's topological nature, a simultaneous shift of a macroscopic number of electrons.

Therefore, the "odd" dimers can only disappear by their mutual annihilation. We will show below that under slightdisorder conditions this process takes an anomalously long time. ${ }^{1)}$

### 5.1. The Hamiltonian and eigenvectors of a separate pair of "odd" dimers

To the main approximation in $t / u_{c}$ the state space of the pair is a set of state vectors

$$
|\mathbf{s}\rangle=\hat{D}_{-}\left(s_{-}\right) \hat{D}_{+}\left(s_{+}+1\right)\left|\Phi_{g}\right\rangle,
$$

where $\left|\Phi_{g}\right\rangle$ is the ground-state eigenvector, $s_{-}, s_{+}$are arbitrary integers meeting the condition $\bar{m}_{1 g}^{\alpha} \leqslant s_{,} s_{+} \leqslant \bar{m}_{2 g}^{\alpha}$ (here the reduced coordinates of the regular-cluster end electrons defined in Sec. 3 are used; we denote them $\bar{m}_{1,2}$ from this point on); $\hat{D}_{-}(s)$ and $\hat{D}_{+}(s)=\hat{D}_{-}^{-1}(s)$ are the operators that shift all electrons with numbers $\geqslant s$ one site leftwards and rightwards, respectively. The integers $s_{ \pm}$play the role of the coordinates of the "odd" $\pm$ dimer. The Hamiltonian of the pair $\mathcal{H}_{\text {pair }}$ can be written as

$$
\begin{equation*}
\mathcal{H}_{\mathrm{pair}}=t \sum_{\left\langle\mathbf{s}^{\prime} \mathbf{s}\right\rangle}\left|\mathbf{s}^{\prime}\right\rangle\langle\mathbf{s}|+\sum_{\mathbf{s}} u(\mathbf{s})|\mathbf{s}\rangle\langle\mathbf{s}|+\Delta \mu / Q \tag{36}
\end{equation*}
$$

the first term is the operator of the kinetic energy of the pair; the symbol $\left\langle\mathbf{s}^{\prime} \mathbf{s}\right\rangle$ means summation over all nearest neighbors of $\mathbf{s}$; the "potential" energy of the pair

$$
\begin{align*}
& u(\mathbf{s})=u_{-}^{\sigma}\left(s_{-}\right)+u_{+}^{\sigma}\left(s_{+}\right), \quad \sigma=\operatorname{sgn}\left(s_{+}-s_{-}\right), \\
& u_{ \pm}^{\sigma}\left(s_{ \pm}\right)= \pm \sigma \Delta_{\bar{\nu}, \bar{\nu}-\sigma}\left(\bar{m}_{1}, s_{ \pm}\right)+\widetilde{\boldsymbol{\epsilon}}_{ \pm}\left(s_{ \pm}\right), \tag{37}
\end{align*}
$$

where $\Delta_{\nu, \nu^{\prime}}$ is the sum of random quantities defined by Eq. (11); $\widetilde{\boldsymbol{\epsilon}}_{ \pm}(s)=\widetilde{\boldsymbol{\epsilon}}_{ \pm}(s, \overline{\boldsymbol{\nu}})$ [see Eq. (10)] oscillates randomly with the amplitude $\lambda u_{c}$. The third term in Eq. (36) is the energy of pair formation at $\lambda=0$.

The structure of Hamiltonian (36) is akin to that of the one-dimer Hamiltonian (25). It immediately follows that the + dimer and-dimer of a pair are both Anderson localized in the $\mathbf{s}$ representation, the localization radius $r$ being $\sim 1$ $+\left(t / \lambda u_{c}\right)^{2}$. Classifying the pair's eigenvectors $|\Phi\rangle$ by the coordinates $l_{-}, l_{+}$of the $\pm$dimer localization centers, we can write $|\Phi\rangle$ as

$$
\begin{equation*}
|\Phi\rangle=\left|\Phi_{\mathbf{1}}\right\rangle=\sum_{\mathbf{s}} \psi_{1}(\mathbf{s})|\mathbf{s}\rangle \tag{38}
\end{equation*}
$$

Here $\mathbf{l}=\left\{l_{-}, l_{+}\right\}$, the summation is over all $\mathbf{s}$, and $\psi_{\mathbf{l}}(\mathbf{s})$ is the pair's wave function, which is localized in the $\mathbf{s}$-space region $|\mathbf{l}-\mathbf{s}| \leq r$. In the general case that the pair's length $l_{p}=\left|l_{-}-l_{+}\right| \gtrdot r$ one can replace $\sigma$ in Eq. (37) with $\operatorname{sgn}\left(l_{+}\right.$ $\left.-l_{-}\right)$. This allows $\psi_{\mathbf{l}}(\mathbf{s})$ to be factorized:

$$
\begin{equation*}
\psi_{\mathbf{l}}(\mathbf{s})=\varphi_{l_{-}}\left(s_{-}\right) \varphi_{l_{+}}\left(s_{+}\right) \tag{39}
\end{equation*}
$$

the $\pm$ dimer wave function $\varphi_{l_{ \pm}}\left(s_{ \pm}\right)$satisfying the Schrödinger equation

$$
\begin{align*}
t\left(\varphi_{l_{ \pm}}\left(s_{ \pm}+1\right)\right. & \left.+\varphi_{l_{ \pm}}\left(s_{ \pm}-1\right)\right)+u_{ \pm}^{\sigma}\left(s_{ \pm}\right) \varphi_{l_{ \pm}}\left(s_{ \pm}\right) \\
& =E_{ \pm}\left(l_{ \pm}\right) \varphi_{l_{ \pm}}\left(s_{ \pm}\right) . \tag{40}
\end{align*}
$$

The eigenenergy $E_{p}(\mathbf{l})$ of the Hamiltonian (36) is related to the eigenvalues $E_{ \pm}\left(l_{ \pm}\right)$by the formula

$$
\begin{equation*}
E_{p}(\mathbf{l})=E_{-}\left(l_{-}\right)+E_{+}\left(l_{+}\right)+\Delta \mu / Q>0 \tag{41}
\end{equation*}
$$

If $\quad \gamma \geqslant 1 \quad(r=1)$, we have $\quad E_{-}\left(l_{-}\right)+E_{+}\left(l_{+}\right)$ $\approx \Delta_{\bar{\nu}, \bar{\nu}-1}\left(l_{-}, l_{+}\right)$or $\Delta_{\bar{\nu}, \bar{\nu}+1}\left(l_{+}, l_{-}\right)$, depending on whether $l_{-}<l_{+}$or $l_{-}>l_{+}$. For $\gamma \leq 1\left[r=\left(t / u_{c}\right)^{2}\right]$ the sum $E_{-}\left(l_{-}\right)$ $+E_{+}\left(l_{+}\right)$represents the behavior of $\Delta_{\bar{\nu}, \bar{\nu} \mp 1}\left(l_{\mp}, l_{ \pm}\right)$in outline. Therefore, $E_{p}(\mathbf{l})$ as a function of $l_{p}$ undergoes, together with $\Delta_{\nu, \nu \pm 1}$, random alternating-sign fluctuations whose amplitude grows as $\lambda^{2} u_{c} l_{p}^{1 / 2}$ with increasing $l_{p}$. The minimal energy $\bar{E}_{p}$ of the energy spectrum of the pair is generally $\sim u_{c}$, the pair's length in the state $\left|\Phi_{\mathbf{1}}\right\rangle$ with $E_{p}(\mathbf{l})=\bar{E}_{p}$ being $\sim L_{g}$.

### 5.2. Transition frequencies

At $T=0$ the annihilation of the pair is by phonon emission. First one should consider the frequency $\nu(\mathbf{l})$ of the direct quantum transition $\left|\Phi_{\mathbf{1}}\right\rangle \rightarrow\left|\Phi_{g}\right\rangle$ for an arbitrary $\left|\Phi_{\mathbf{1}}\right\rangle$. According to Fermi's golden rule, we have

$$
\begin{equation*}
\nu(\mathbf{l}) \propto \overline{|A(\mathbf{l})|^{2}}, \tag{42}
\end{equation*}
$$

where

$$
\begin{equation*}
A(\mathbf{l})=\left\langle\Phi_{\mathbf{l}}\right| H_{e-\mathrm{ph}}\left|\Phi_{g}\right\rangle \tag{43}
\end{equation*}
$$

is the amplitude of the transition $\left|\Phi_{\mathbf{1}}\right\rangle \rightarrow\left|\Phi_{g}\right\rangle, H_{e-\mathrm{ph}}$ is the Hamiltonian of the electron-phonon interaction, and the line over $|A|^{2}$ symbolizes averaging over all finite phonon states with energy $E_{p}(\mathbf{l})$.

Since the electron-phonon interaction is of a local character, only $\psi_{\mathbf{l}}(\mathbf{s})$ with $\left|s_{-}-s_{+}\right| \sim 1$ or $s_{-}=s_{+}$contribute to expression (43). To estimate $\nu(\mathbf{l})$ it is sufficient to consider $\psi_{\mathbf{1}}(s, s)$, using the factorized expression (39). Since the typi-
cal $l_{p}$ is $L_{g}$, it is necessary to clarify the asymptotic behavior of $\varphi_{l_{ \pm}}$for $\left|l_{ \pm}-s_{ \pm}\right| \sim L_{g}$. In so doing one should take into consideration that the difference $u_{ \pm}^{\sigma}\left(s_{ \pm}\right)-u_{ \pm}^{\sigma}\left(l_{ \pm}\right)$, being a random sum of $\left|l_{ \pm}-s_{ \pm}\right|$terms, undergoes fluctuations with the typical amplitude $\Delta u \sim \lambda^{2} u_{c}\left|l_{ \pm}-s_{ \pm}\right|^{1 / 2}$. It is these effective-potential fluctuations rather than the dimer Anderson localization that govern the decreasing of $\varphi_{l_{ \pm}}(s)$ when $\Delta u$ exceeds $\Delta_{\lambda}^{*} \sim \lambda u_{c}+t$. The latter is the typical spread of eigenenergies of a reduced Schrödinger equation which would come from Eq. (40) with the randomly oscillating bounded function $\widetilde{\boldsymbol{\epsilon}}_{ \pm}\left(s_{ \pm}\right)$[see Eqs. (10) and (37)] in place of $u_{ \pm}^{\sigma}\left(s_{ \pm}\right)$. This takes place for $\left|l_{ \pm}-s_{ \pm}\right| \gtrsim s_{\lambda}^{*}$ $=\left(\Delta_{\lambda}^{*} / \lambda^{2} u_{c}\right)^{2}\left(s_{\lambda}^{*} \ll L_{g}\right)$. In such a case $\varphi_{l_{ \pm}}(s)$ is nonzero owing to dimer tunneling through the fluctuation barrier. On the basis of the Schrödinger equation (40), we find that in the above forbidden region

$$
\begin{equation*}
\varphi_{l_{ \pm}}(s)=B\left(\frac{t}{\left|l_{ \pm}-s_{ \pm}\right|^{1 / 2}}\right)^{b\left|l_{ \pm}-s_{ \pm}\right|} \tag{44}
\end{equation*}
$$

where the factor

$$
B=\exp \left(-b_{1} \frac{s_{\lambda}^{*}}{r} \ln \frac{\Delta_{\lambda}^{*}}{t}\right)
$$

results from the fall-off of the dimer wave function (over a distance $\sim s_{\lambda}^{*}$ ) due to the Anderson localization; $b, b_{1}$ are some constants $\sim 1$. Here we omit a pre-exponential factor $\sim 1$. Substitution of expression (40) in Eqs. (39) and (42) gives

$$
\begin{equation*}
\nu(\mathbf{l})=\nu_{0} l_{p} B^{4} \exp \left(-\theta l_{p}\right), \quad \theta=4 b \ln \frac{\lambda^{2} l_{p}^{1 / 2}}{t} \tag{45}
\end{equation*}
$$

The pre-exponential factor $\nu_{0} \lesssim \omega_{D}$ is expressed in terms of electron-phonon interaction characteristics; $\omega_{D}$ is the Debye frequency. The expression holds for $l_{p} \gtrsim s_{\lambda}^{*}$. The exponential decline of $\nu(\mathbf{l})$ with increasing $l_{p}$ is in essence of a manyelectron origin. It becomes clear if one recalls that in the state $\left|\Phi_{\mathbf{1}}\right\rangle$ there are $\sim l_{p} \gtrdot 1$ electrons shifted about their groundstate positions. The annihilation of a pair's dimers occurs if all electrons shifted revert to the ground-state sites simultaneously. Naturally, this results in small $\nu(\mathbf{l})$ values.

The foregoing argument can be easily extended to find the frequencies $\nu\left(\mathbf{l}, \mathbf{l}^{\prime}\right)$ of quantum transitions $\left|\Phi_{\mathbf{1}}\right\rangle \rightarrow\left|\Phi_{\mathbf{1}^{\prime}}\right\rangle$, which occur with emission of phonons with energies $E_{p}(\mathbf{I})$ $-E_{p}\left(\mathbf{l}^{\prime}\right)$. The expression for $\nu\left(\mathbf{l}, \mathbf{l}^{\prime}\right)$ is of the form

$$
\begin{equation*}
\nu\left(\mathbf{l}, \mathbf{l}^{\prime}\right)=\nu_{0} d_{ \pm} B^{4} \exp \left(-\theta_{ \pm} d_{ \pm}\right), \quad \theta_{ \pm}=4 b \ln \frac{\lambda^{2} d_{ \pm}^{1 / 2}}{t} \tag{46}
\end{equation*}
$$

where $d_{ \pm}=\left|l_{ \pm}-l_{ \pm}^{\prime}\right|$. It is implied that only one difference, $d_{-}$or $d_{+}$, is nonzero. Otherwise, the transition frequencies are exponentially small as compared with those given by Eq. (46).

### 5.3. Relaxation of a separate pair of "odd" dimers

To find the time $\tau_{p}$ of the annihilation of a pair, one should keep track of how a pair's density matrix $\hat{\rho}$ $=\rho(\mathbf{l}, \tau) \delta_{\mathbf{l}, \mathbf{1}^{\prime}}$ varies with time $\tau$. The quantities $\rho(\mathbf{l}, \tau)$ that are the probabilities of finding the pair in the states $\left|\Phi_{1}\right\rangle$ at an instant of time $\tau$ satisfy a Pauli-like kinetic equation

$$
\begin{equation*}
\frac{\partial \rho(\mathbf{l}, \tau)}{\partial \tau}=\sum_{\mathbf{l}}>^{>} \nu\left(\mathbf{l}, \mathbf{l}^{\prime}\right) \rho\left(\mathbf{l}^{\prime}\right)-\left(\nu^{<}(\mathbf{l})+\nu(\mathbf{l}) \rho(\mathbf{l}, \tau),\right. \tag{47}
\end{equation*}
$$

where

$$
\begin{equation*}
\nu^{<}(\mathbf{l})=\sum_{\mathbf{1}^{\prime}}<\nu\left(\mathbf{l}, \mathbf{I}^{\prime}\right) . \tag{48}
\end{equation*}
$$

Here the symbols $>$ and $<$ mean that the summation extends only to $\mathbf{l}^{\prime}$ for which $E_{p}\left(\mathbf{l}^{\prime}\right)-E_{p}(\mathbf{l})>0$ and $<0$, respectively. If $l_{p}, d_{ \pm} \sim r$, the transition frequencies $\nu(\mathbf{l}), \nu\left(\mathbf{l}, \mathbf{l}^{\prime}\right) \sim \nu_{0}$; for $l_{p}, d_{ \pm} \gg r$ they are determined by Eqs. (45) and (46).

The annihilation of a pair is governed by two equations. One is for the probability of existence of the pair at an instant $\tau$,

$$
P(\tau)=\sum_{\mathbf{l}} \rho(\mathbf{l}, \tau)
$$

(the summation is over all $\mathbf{l}$ ). The other is for the energyaverage value

$$
\eta(\tau)=\sum_{\mathbf{l}} \widetilde{E}_{p}(\mathbf{l}) \rho(\mathbf{l}, \tau),
$$

where $\widetilde{E}_{p}(\mathbf{l})$ is the eigenenergy measured from the minimal energy $\bar{E}_{p}$. Both equations follow immediately from Eq. (47):

$$
\begin{align*}
d P / d \tau= & -\sum_{\mathbf{l}} \nu(\mathbf{l}) \rho(\mathbf{l}, \tau)  \tag{49}\\
\frac{d \eta(\tau)}{d \tau}= & -\sum_{\mathbf{l}, \mathbf{l}^{\prime}}<\left(E_{p}(\mathbf{l})-E_{p}\left(\mathbf{l}^{\prime}\right)\right) \nu\left(\mathbf{l}, \mathbf{l}^{\prime}\right) \rho(\mathbf{l}, \tau) \\
& -\sum_{\mathbf{l}} \nu(\mathbf{l}) \widetilde{E}_{p}(\mathbf{l}) \rho(\mathbf{l}, \tau)<0 . \tag{50}
\end{align*}
$$

These equations show that the zero-temperature lifetime $\tau_{p}$ of a pair is conditioned on which of two processes is the faster: the fall in $\eta(\tau)$ caused by $\left|\Phi_{1}\right\rangle \rightarrow\left|\Phi_{1^{\prime}}\right\rangle$ transitions, or the decreasing of $\eta(\tau)$ together with $P(\tau)$ as a result of direct transitions $\left|\Phi_{\mathbf{1}}\right\rangle \rightarrow\left|\Phi_{g}\right\rangle$. In the first case the annihilation occurs in two stages: in the first stage $P(\tau)$ remains close to unity, while $\eta(\tau)$ approaches a vicinity of zero; in the next stage $P(\tau)$ vanishes, $\rho(\mathbf{l}, \tau)$ being nonzero only at such $\mathbf{I}$ for which $\widetilde{E}_{p}(\mathbf{l}) \approx 0$. For this scenario $\tau_{p}$ does not depend on the initial state $\rho(\mathbf{1}, 0)=\delta_{\mathbf{1}_{0} 1}$. In the second case a pronounced dependence of $\tau_{p}$ on the initial $\mathbf{l}=\mathbf{l}_{0}$ should be expected.

It is shown in the Appendix that

$$
\begin{equation*}
\tau_{p}=1 / \min _{\mathbf{l}}\left(\nu^{<}(\mathbf{l})+\nu(\mathbf{l})\right) \tag{51}
\end{equation*}
$$

(the minimum in $\mathbf{I}$ is implied), i.e., $\tau_{p}$ does not depend on $\mathbf{I}_{0}$, and hence, the first of the above-mentioned scenarios takes place. In such a case the $\widetilde{E}_{p}(\mathbf{l})$ value at the minimum point $\mathbf{l}=\mathbf{l}^{\min }$ of the function $\nu^{<}(\mathbf{l})+\nu(\mathbf{l})$ is bound to be among a few eigenenergies closest to zero. This can be justified on the following grounds. As follows from item 5.1, $\widetilde{E}_{p}(\mathbf{l})$ as a function of $\mathbf{l}$ executes a random walk with a diffusion coefficient of the order of $\mathcal{D}$ appearing in Eq. (27). Simple estimates based on this fact show that the number $N_{1}$ of eigenenergies between a given $\widetilde{E}_{p}(\mathbf{l})$ and zero is $\sim \widetilde{E}_{p}(\mathbf{l}) \sqrt{L_{g} / \mathcal{D}}$
$\sim \widetilde{E}_{p}(\mathbf{l}) / \lambda^{4} u_{c}$. Since, on the one hand, the mean separation of points $\mathbf{I}^{\prime}$ at which $E_{p}\left(\mathbf{l}^{\prime}\right)<E_{p}(\mathbf{l})$ is $\sim L_{g} / N_{\mathbf{1}}$, and, on the other hand, $\nu\left(\mathbf{l}, \mathbf{l}^{\prime}\right)$ falls exponentially as $d_{ \pm}$increases, we see [in view of the definition (48)] that the smaller is $N_{1}$ the less is $\nu^{<}(\mathbf{l})+\nu(\mathbf{l})$, i.e., at the minimum point $\mathbf{l}^{\min }$ we really have $N_{\mathrm{l}^{\min }} \sim 1$. Hence $\left|l_{+}^{\min }-l_{-}^{\min }\right| \sim L_{g}$. Taking into account this fact together with Eqs. (45) and (46), we thus arrive at the conclusion that

$$
\begin{equation*}
\left|\ln \nu_{0} \tau_{p}\right| \sim \ln \left(u_{c} / t\right) \lambda^{-4} . \tag{52}
\end{equation*}
$$

This $\tau_{p}$ value is anomalously great: it is more than $\omega_{D}^{-1}$ by tens of orders of magnitude even if $\lambda$ is not too small ( $\lambda$ $=1 / 3-1 / 4$ ).

At finite temperatures activation transitions caused by phonon absorbtion can provide annihilation of dimers by bringing them to distances $\sim r$, whatever the initial $l_{p}$ may be. If the pair's length $l_{p} \gg s_{\lambda}^{*}$, drawing dimers into proximity requires them to overcome a fluctuation energy barrier $\sim \lambda^{2} u_{c} l_{p}^{1 / 2}$. Within an exponential factor the activation transition frequency is

$$
\begin{equation*}
\nu_{\mathrm{act}}=-\exp \left(-\lambda^{2} u_{c} l_{p}^{1 / 2} / T\right) . \tag{53}
\end{equation*}
$$

In the temperature region $T \ll \Delta_{\lambda}^{*}$ the pre-exponential factor omitted is determined by the Mott's variable-rangehopping ${ }^{18}$ over distances $\lesssim s_{\lambda}^{*}$. For the typical $l_{p} \sim L_{g}$ we obtain for the activation time of the dimer annihilation $\tau_{\text {act }}$ $=1 / \nu_{\text {act }}$

$$
\tau_{\text {act }} \propto \exp \left(u_{c} / T\right) .
$$

The time $\tau_{\text {act }}$ becomes less than the tunnel relaxation time Eq. (52) when $\lambda<\left(T / u_{c}\right)^{1 / 4}$. At helium temperatures and in the most realistic case $u_{c} \sim 10^{2}-10^{3} \mathrm{~K}$ this gives $\lambda<1 / 5$. However, $\tau_{\text {act }}$ remains anomalously great.

### 5.4. Relaxation of an ensemble of odd-dimer pairs

Experimentally, it is possible to create (e.g., by optical excitation) a set of $\pm$ dimer pairs whose density is $\gg n_{g}^{ \pm}$but $\ll n_{e}$. It should be elucidated how the density of pairs $n(\tau)$ or, quite the same, the concentration of alternating "odd" + and - dimers reduces with time $\tau$. The decrease in $n(\tau)$ is expected to be so slow (this is verified below) that the ensemble of pairs has time to come to the partial equilibrium corresponding to the current value of $n(\tau)$. (In such a case the energy of the state at an instant $\tau$ is approximately equal to the energy Eq. (18) at $n_{ \pm}=n(\tau)$.) This allows a "reduction of the description," so that we may restrict ourselves to consideration of the differential equation

$$
\begin{equation*}
d n / d \tau=-\omega(n) n \tag{54}
\end{equation*}
$$

wherein the transition frequency $\omega(n)$ comes from expression (45) (the dimer tunneling prevails) or from Eq. (53) (the activation prevails) by substitution of $L(\tau)=1 / n(\tau)$ for $l_{p}$. Correspondingly, there are two different asymptotic dependences of $n$ on $\tau$. If the activation can be neglected, we have

$$
\begin{equation*}
n=\frac{b \ln \ln \nu_{0} \tau}{\ln \nu_{0} \tau} \tag{55}
\end{equation*}
$$

In the case that the activation is paramount, Eq. (54) gives

$$
\begin{equation*}
n=\left(\lambda^{2} u_{c} / T\right)^{2} \ln ^{-2} \nu_{0} \tau \tag{56}
\end{equation*}
$$

Expressions (55) and (56) have been written to the main logarithmic approximation. They hold for $L(\tau) \gtrdot s_{\lambda}^{*}, L(\tau)$ $\lesssim L_{g}$. The logarithmic decreasing of $n(\tau)$ with time is a salient feature of LWG.

The super-slow relaxation in LWG and its logarithmic time-dependence recall to some extent those in spin glass, ${ }^{13}$ which features a nonergodic behavior and an infinite spectrum of relaxation times caused by a macroscopic multivalley degeneracy of the ground state. As is known, a spinglass valley is a state whose energy is close to the groundstate one, but its space structure differs from that of the ground state macroscopically. Transition from the valley to the ground state takes place only if a macroscopically great number of spin flips occur simultaneously. In the LWG the analogs of the spin-glass valleys are the above-mentioned electron subclusters containing a great (but by no means macroscopic) numbers of electrons. This gives grounds to consider the "spin-glass" LWG features as a quasinonergodic behavior.

The above consideration is extended to the case of an arbitrary rational $n_{e}=P / Q$ with $P \neq 1$ (see Secs. 1 and 2) almost without modifications. The only difference is that in the general case the discrete solitons (GWC defects of compression and rarefaction) arising in the system with a change of the electron number are not simple $\pm$ dimers but morecomplicated structures. ${ }^{10}$ However, this is immaterial since only the formation energy of the GWC defect $\pm\left(\mu_{ \pm}\right.$ $-\mu) / Q\left[\mu_{ \pm}=\mu_{ \pm}(P / Q)\right]$ is relevant.

The long-range order in GWC is also broken if the system is exposed to an external weak random potential. The above line of argument can be extended to this situation without change. Bearing this in mind, it is easy to find that the ground-state dimer concentration depends on the potential amplitude quadratically.

## 6. CONCLUSION

Our results show that the low-temperature thermodynamics and kinetics of LWG are fully described in terms of GWC point defects of a many-electron origin (discrete solitons). It is the soliton nature of these defects (for definiteness, we will consider them to be dimers) that imparts to the LWG its distinctive features differing qualitatively from those of the known Wigner glass: the spontaneous dimer formation in the ground state caused by an arbitrarily weak disorder of the host lattice, first-order phase transitions in $\mu$ at zero temperature, and the almost nonergodic macroscopic behavior. These facts raise questions inviting further investigation. Below we outline some of them.

First of all, the transport and high-frequency properties of LWG should be clarified, taking into account that each $\pm$ dimer carries the fractional charge $e^{*}= \pm e / Q$ ( $e$ is the free electron charge). Conduction in LWG is by dimer transfer over distances $\sim L_{g}=1 / n_{ \pm}^{g}(\mu)$. This requires the dimers to overcome a fluctuation barrier of the order of the energy of dimer formation $u_{ \pm}(\mu)$ [see Eq. (15)], so that the LWG static conductivity $\sigma_{\text {LWG }}$ is expected to be proportional to

$$
\exp \left(-L_{g}(\mu) \ln \frac{u_{ \pm}(\mu)}{t}\right) \text { or to } \exp \left(-\frac{u_{ \pm}(\mu)}{T}\right)
$$

depending on which of the two mechanisms prevails: dimer tunneling through the barrier or the activation transitions. Since $L_{g}(\mu)$ and $u_{ \pm}$fall when $\mu$ approaches the endpoints $\mu_{ \pm}$of the devil's-staircase intervals [see Eqs. (15) and (19)], $\sigma_{\mathrm{LWG}}$ is bound to show pronounced splashes in vicinities of $\mu_{ \pm}$. These giant oscillations of $\sigma_{\text {LWG }}$ as a function of $\mu$ are not only of interest by themselves, but also can be an effective experimental instrument for investigating the super-slow (logarithmic) relaxation of a strongly nonequilibrium LWG state. At a fixed $\mu$ a proper way to observe the relaxation is to keep track of photoabsorbtion of low-intensity light. ${ }^{2)}$

Since the fluctuation energy barriers responsible for LWG resistance cover long intervals of the order of $L_{g}$ $\sim 1 / \lambda^{4}$, a noticeable deviation from Ohm's law is expected to arise even for low strengths $\mathcal{E}$ of the applied electric field. Namely, this takes place if $e^{*} \mathcal{E} L_{g}$ becomes comparable with the typical barrier height $u_{ \pm}$. The electric intensities that meet this condition, $\mathcal{E} \sim \lambda^{4} u_{ \pm}^{3} / e$, decline rapidly as $\lambda$ decreases. They are especially low in vicinities of the endpoints of the devil's-staircase intervals. It is remarkable that this nonlinear effect can be pronounced even though the LWG conductance is low.

Results obtained in Sec. 3 (see also the note at the end of Sec. 5) show that the length of space correlation in LWG $L_{g} Q$ is inversely proportional to the square of the typical energy of a random static perturbation, i.e., it behaves in the same way as the correlation length in continuous Wigner glass, ${ }^{12}$ wherein the inverse quadratic dependence takes place for any dimension $d \leqslant 3$. This raises the very interesting question of whether such an accordance between discrete (lattice) electron systems and continuous ones remains for $d>1$, and moreover, whether discrete electron systems with $d>1$ are unstable with respect to an arbitrarily weak random external perturbation. Our preliminary studies leads us to the conclusion that, owing to the phenomenon of the effective lowering of dimension mentioned in Sec. 1, the 2D modification of GWC is stable in this sense: at a given $\mu$ a random distortion of the host lattice breaks the long-range order of this system only if the disorder parameter exceeds some critical value, which vanishes at the endpoints of the devil'sstaircase intervals. This suggests that macroscopic behavior of a 2D electron lattice system on a weakly disordered host lattice has nothing in common with that of 2D Wigner glass.

We are going to carry out detailed studies of the above problems in the immediate future.

The authors are grateful to V.D. Natsik and L.A. Pastur for fruitful discussions.

## APPENDIX

To find the general expression for the relaxation time $\tau_{p}$ of a pair of dimers, it is convenient to enumerate the eigenenergies $E(\mathbf{l})$ in increasing order: $E_{i}=E\left(\mathbf{l}_{i}\right)<E_{i+1}$, $i$ $=1,2, \ldots$; energy $E_{1}$ is the least of $E(\mathbf{l})$. In these terms the kinetic Eq. (47) takes the form

$$
\begin{equation*}
d \rho(\tau) / d \tau=\hat{\nu} \rho(\tau) \tag{A1}
\end{equation*}
$$

where $\boldsymbol{\rho}=\left(\rho_{1}, \rho_{2}, \ldots\right), \rho_{i}(\tau) \equiv \rho\left(\mathbf{l}_{i}, \tau\right)$,

$$
\begin{equation*}
\hat{\nu} \rho(\tau)=\sum_{k \geqslant i} \nu_{i k} \rho_{k}(\tau), \tag{A2}
\end{equation*}
$$

and $\nu_{i k}$ is a triangular matrix:

$$
\nu_{i k}=\left\{\begin{array}{cc}
\nu\left(\mathbf{l}_{i}, \mathbf{l}_{k}\right), k>i ; & \nu_{i k}=0, k<i  \tag{A3}\\
-\nu\left(\mathbf{l}_{i}\right)-\sum_{i^{\prime}=1}^{i} \nu_{i^{\prime} i}, & k=i
\end{array}\right.
$$

The general solution of Eq. (A1) can be expressed in terms of eigenvectors $\mathbf{f}_{j}$ and $\mathbf{f}_{j}^{\prime}(j=1,2, \ldots)$ of the operator $\hat{\nu}$ and the conjugate operator $\hat{\nu}^{\prime}\left(\nu_{i k}^{\prime}=\nu_{k i}\right)$, respectively. They satisfy the equations

$$
\begin{equation*}
\hat{\nu} \mathbf{f}_{j}=\Lambda_{j} \mathbf{f}_{j}, \quad \hat{\nu}^{\prime} \mathbf{f}_{j}^{\prime}=\Lambda_{j} \mathbf{f}_{j}^{\prime}, \tag{A4}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda_{j}=\nu_{j j}=-\nu\left(\mathbf{l}_{j}\right)-\sum_{i=1}^{j} \nu_{i j}<0 \tag{A5}
\end{equation*}
$$

are the eigenvalues of the operators $\hat{\nu}$ and $\hat{\nu}^{\prime}$.
Taking into account that $\left\langle\mathbf{f}_{j}^{\prime} \mid \mathbf{f}_{j^{\prime}}\right\rangle=\delta_{j j^{\prime}}(\langle\mathbf{a} \mid \mathbf{b}\rangle$ means the scalar product $\sum_{i} a_{i} b_{i}$ here and below), from Eqs. (A1) and (A4) we obtain

$$
\begin{equation*}
\rho(\tau)=\sum_{j}\left\langle\mathbf{f}_{j}^{\prime} \mid \rho_{0}\right\rangle \exp \left(\Lambda_{j} \tau\right) \mathbf{f}_{j} \tag{A6}
\end{equation*}
$$

where $\boldsymbol{\rho}_{0}=\boldsymbol{\rho}(0)$.
Since the $\Lambda_{j}$ are all negative, this expression tends asymptotically to

$$
\begin{equation*}
\rho(\tau)=\left\langle\mathbf{f}_{j *}^{\prime} \mid \rho_{0}\right\rangle \exp \left(\Lambda_{j *} \tau\right) \mathbf{f}_{j *} \tag{A7}
\end{equation*}
$$

as $\tau \rightarrow \infty$. Here $j^{*}$ is the number of the eigenvalue with the least modulus. [As follows from the reasoning after formula $(51), j^{*} \sim 1$. Hence, $\tau_{p}=1 /\left|\Lambda_{j^{*}}\right|$. This coincides with expression (51)].

As to the prefactor $\left\langle\mathbf{f}_{j *}^{\prime} \mid \boldsymbol{\rho}_{0}\right\rangle$, it is easy to show (in view of the triangular form of the matrix $\nu_{i k}$ ) that it is $\sim 1$ for all $\boldsymbol{\rho}_{0}$ of the form $\rho_{0 i}=\delta_{i i_{0}}$, except $i_{0}<j^{*}$. In the latter (very special) case the relaxation time is less than $1 /\left|\Lambda_{j *}\right|$, but its logarithm is of the same order of magnitude.
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#### Abstract

A static incommensurate structure on the surface of an elastic half space covered by a monolayer of another substance with different stiffness and a different equilibrium interatomic spacing is considered, and a system of one-dimensional nonlinear integro-differential equations describing such a structure is derived. In the case of an absolutely rigid monolayer (the opposite case from that usually considered in the Frenkel-Kontorova model: the limit of a soft monolayer on an absolutely rigid substrate) some new classes of periodic solutions of the Peierls equation for incommensurate surface structures are found which differ substantially from those known previously. An approximate description of the structure of nonuniform surface states is obtained for a stiff monolayer with a low compliance on a soft half space and for a soft monolayer on a stiff half space with a low compliance, i.e., the approximate dependence of the period of these structures on the incommensurability parameter (the difference of the lattice periods of the half space and monolayer) and their stiffnesses is found. The results obtained permit a qualitative description of the transformation of incommensurate surface structures in the whole range of the aforementioned parameters. © 2005 American Institute of Physics. [DOI: 10.1063/1.2001642]


There has been a shift of focus in the physics of nonlinear phenomena to the topic of nonlinear excitations (and, in particular, solitons) in real physical systems with (for example) the finite size of the sample and the low dimensionality and discreteness of the system taken into account. Taking these circumstances and also nonlinear effects into account is essential for studying the surface of a crystal covered with a thin film of another substance. The presence of the surface and film leads to the existence of a great diversity of surface waves, which, when nonlinearity is taken into account, are "upgraded" into nonlinear shear and Rayleigh waves and also into the corresponding localized surface waves-dynamical solitons. ${ }^{1,2}$ On the other hand, the nonlinearity of the interaction of a film coating with the substrate (half space) leads to the possibility of existence of localized excitations of another type-topological solitons or "surface dislocations." If the equilibrium interatomic distances between atoms of the substrate and atoms of the film (adatom layer) are different, then the existence of a periodic structure of surface dislocations, corresponding to the minimum energy of the system, is possible. Since the period of such a structure is, generally speaking, incommensurate with the substrate period, these structures are called incommensurate surface structures. ${ }^{3}$ A well-known example of an incommensurate surface structure is the structure of Ga atoms on the surface of silicon. ${ }^{4}$ Moreover, an incommensurate surface structure can form on both an ideal (without the film coating) surface of a crystal, e.g., gold, when the charge state of the surface atoms differs from that for atoms in the bulk. ${ }^{5}$ Usually incommensurate surface structures are investigated theo-
retically in the simplest case of an absolutely rigid substrate, where it is described in the framework of the FrenkelKontorova (FK) model, i.e., the sine-Gordon equation, ${ }^{6}$ and the corresponding analytical solution for it is well known. ${ }^{7}$ Taking the compliance of the elastic half space into account leads to a substantial complication of the problem, and it is therefore usually treated in the limit when the stiffness of the substrate is much greater than that of the film or of the surface layer of atoms. ${ }^{8-11}$ Obviously this is not always valid. Therefore, in the present paper the problem is formulated in the general case of an arbitrary relationship between the stiffnesses of the elastic half space and the monolayer film on its surface, and it is solved exactly in the limit opposite to that considered previously, i.e., when the stiffness of the monolayer film is much greater than that of the substrate half space.

## 1. STATEMENT OF THE MODEL

Because of the complexity of the problem, we start by restricting discussion to the simplest "scalar model," in which the displacement of atoms of both the substrate and the adatom layer is allowed in only one direction in the plane of the surface (for definiteness, in the direction of the $X$ axis), along which the incommensurate structure will arise. The $Z$ axis is chosen in the direction perpendicular to the surface, and the elastic half space corresponds to the region $z>0$ (see Fig. 1).

Furthermore, as usual, ${ }^{8-11}$ both the interaction of the surface atoms with each other and the interaction of the atoms of the half space are taken into account in the harmonic


FIG. 1. Geometry of the problem.
approximation, while the interaction between atoms of the monolayer and substrate is assumed to be substantially nonlinear. The key point is that the equilibrium interatomic distance $a$ in the material of the half space in the absence of the film is assumed to be unequal to the equilibrium distance $b$ in the monolayer without the substrate. We introduce the coordinates of the atoms of the half space $X_{n m}$ and atoms of the monolayer $\widetilde{X}_{s}$ in such a way that in the ground state in the absence of interaction between the monolayer and substrate $X_{n m}^{(0)}=(a n, a m)$ and $\widetilde{X}_{s}^{(0)}=b s$, respectively. (The indices $n$ and $m$ enumerate the atoms along the $X$ and $Z$ axes).

In this case the energy of the deformed monolayer and deformed half space have the form

$$
\begin{align*}
& E_{s}=\sum_{s} \frac{\alpha}{2}\left(\widetilde{X}_{s}-\tilde{X}_{s-1}-b\right)^{2},  \tag{1}\\
& E_{b}=\sum_{n m} \frac{\beta}{2}\left[\left(X_{n m}-X_{n-1, m}-a\right)^{2}+\left(X_{n m}-X_{n, m-1}\right)^{2}\right], \tag{2}
\end{align*}
$$

where $\alpha$ and $\beta$ are the corresponding elastic constants (the elastic half space is assumed isotropic). It is more complicated to write the interaction energy of a deformed monolayer with a deformed substrate (see, e.g., Ref. 12). In the case of an absolutely rigid monolayer it is easy to show that under reasonable assumptions about the character of the pair interaction of a surface atom of the substrate with all of the atoms of the monolayer, this energy in the leading approximation will have the form

$$
\begin{equation*}
E_{\mathrm{int}}=U\left[1-\cos \frac{2 \pi}{b}\left(X_{n 0}-\widetilde{X}_{0}^{(0)}\right)\right] . \tag{3}
\end{equation*}
$$

In the case of a compressible monolayer expression (3) is "upgraded" to take into account the local deformation of the monolayer at the point at which the surface atom of the elastic half space is located-the period $b$ is renormalized (in the limit of an absolutely rigid half space it is replaced by $a$ ).

Below we shall use the long-wavelength approximation, assuming the coupling of the monolayer with the half space is weak: $U \ll \alpha b^{2}, \beta a^{2}$. It is convenient to chose a coordinate system tied to the undeformed lattice of the half space: an $\rightarrow x, a m \rightarrow z$, and to introduce the displacements in this coordinate system. Here $X_{n m}=\left(a n+w_{n m}, a m\right) \rightarrow(a n$ $+w(x, z), a m)$ and $\tilde{X}_{s}=a s+u_{s} \rightarrow b s+u(x)+x(a-b) / a$.

The parameter $\xi=(a-b) / a$ that arises here, characterizing the difference of the interatomic spacings in the monolayer and substrate, will be called the incommensurability parameter (IP).

In the long-wavelength approximation expression (2) for the elastic energy of the half space is transformed in a natural way:

$$
\begin{equation*}
E_{b}=\frac{1}{a^{2}} \int_{-\infty}^{+\infty} d x \int_{0}^{+\infty} d z \frac{\beta a^{2}}{2}[\nabla w(x, z)]^{2} \tag{4}
\end{equation*}
$$

The expression (1) for the elastic energy of the monolayer in the long-wavelength approximation is transformed in the chosen coordinate system as

$$
\begin{equation*}
E_{s}=\frac{1}{a} \int_{-\infty}^{+\infty} d x \frac{\alpha a^{2}}{2}\left(u_{x}^{2}+2 u_{x} \xi\right) \tag{5}
\end{equation*}
$$

In this expression a subscript denotes spatial differentiation with respect to the coordinate $x$. Finally, expression (3) is transformed as

$$
\begin{equation*}
E_{\mathrm{int}}=\frac{1}{a} \int_{-\infty}^{+\infty} d x U\left\{1-\cos \frac{2 \pi}{b}\left(w_{0}-u\right)\right\}, \tag{6}
\end{equation*}
$$

where $w_{0}$ represents the displacements of the surface atoms of the half space (as we have said, in the case of a rigid substrate the substrate period $a$ must be taken as the period). In expression (6) only the mean displacement of the monolayer relative to the half space is taken into account. Taking the deformation of the monolayer into account leads to a replacement of the lattice constant $b$ of the monolayer by the quantity $b\left(1+u_{x}(x)\right)$. However, assuming all the deformations are small, we shall henceforth neglect these small corrections. If we introduce the displacements of the atoms of the monolayer from the equilibrium positions in the absence of interaction with the substrate $v(x)=u(x)+\xi x\left(\widetilde{X}_{s}=a s\right.$ $\left.+u_{s}=b s+v_{s}=b s+a s(a-b) / a+u_{s}\right)$, then we can write the elastic energy of the system in the following form:

$$
\begin{align*}
E= & \frac{1}{a} \int_{-\infty}^{+\infty} d x\left\{\frac{\alpha a^{2}}{2} v_{x}^{2}+U\left[1-\cos \frac{2 \pi}{b}\left(w_{0}-v+\xi x\right)\right]\right. \\
& \left.+\frac{1}{a} \int_{0}^{+\infty} d z \frac{\beta a^{2}}{2}(\nabla w)^{2}\right\} . \tag{7}
\end{align*}
$$

(A comparison of these formulas with the corresponding formulas in Refs. 4 and 11 shows that in the latter the expression written for the energy was not completely correct).

The total energy includes an additional kinetic energy, but below we shall consider only static configurations.

## 2. EQUATIONS DESCRIBING STATIC INCOMMENSURATE STRUCTURES

Expression (7) for the total energy also implies equations for the deformations in the monolayer and half space:

$$
\begin{equation*}
\sin \frac{2 \pi}{b}\left(w_{0}-v+\xi x\right)=-\frac{\alpha a^{2} b}{2 \pi U} v_{x x} \tag{8}
\end{equation*}
$$

$$
\begin{equation*}
\Delta_{2} w=0 . \tag{9}
\end{equation*}
$$

The latter equation should be supplemented the boundary condition

$$
\begin{equation*}
\left.w_{z}\right|_{z=0}=-\frac{2 \pi U}{\beta b a} \sin \left(w_{0}-v+\xi x\right) . \tag{10}
\end{equation*}
$$

Laplace's Eq. (9) is easily solved in a half space with a plane boundary, ${ }^{13}$ and the relation between the different components of the deformations at the boundary

$$
\begin{equation*}
\left.w_{z}\right|_{z=0}=\left.H w_{x}\right|_{z=0}, \tag{11}
\end{equation*}
$$

where the Hilbert transform $H$ is defined as

$$
H f(x)=\frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{d p}{p-x} f(p)
$$

Thus the final closed system of two-dimensional equations is

$$
\begin{align*}
& \sin \frac{2 \pi}{b}\left(w_{0}-v+\xi x\right)=-\frac{\alpha a^{2} b}{2 \pi U} v_{x x}  \tag{12}\\
& \sin \frac{2 \pi}{b}\left(w_{0}-v+\xi x\right)=-\frac{\beta b a}{2 \pi U} H w_{0 x} . \tag{13}
\end{align*}
$$

We recall that in the case of a rigid substrate $b$ is replaced by $a$ in the last two formulas. System (12), (13) is a system of nonlinear (but one-dimensional!) integrodifferential equations, and its solution is a complicated mathematical problem. Therefore we should focus on illustrative cases in which it is possible to obtain asymptotic expressions for the solutions of the system (12), (13) that correspond to incommensurate structures.

## 3. SOFT MONOLAYER ON THE SURFACE OF A RIGID HALF SPACE

Let us start by discussing the case of a soft monolayer on the surface of a rigid half space, which in the limit of an absolutely rigid substrate goes over to the FK model. It is convenient to introduce the relative displacements of the atoms of the monolayer and substrate

$$
\begin{equation*}
\psi=\frac{2 \pi}{a}\left(w_{0}-v+\xi x\right)=\frac{2 \pi}{a}\left(w_{0}-u\right) \tag{14}
\end{equation*}
$$

and to rewrite system (12), (13) in the form

$$
\begin{align*}
& \sin \psi=\frac{\alpha}{U}\left(\frac{a^{2}}{2 \pi}\right)^{2} \frac{1}{a} u_{x x},  \tag{15}\\
& \psi_{x}=\frac{2 \pi}{a}\left(a \frac{\alpha}{\beta} H u_{x x}-u_{x}\right),  \tag{16}\\
& w_{0_{x}}=a \frac{\alpha}{\beta} H u_{x x} . \tag{17}
\end{align*}
$$

In the case of a rigid half space the displacements of the surface atoms of the half space are substantially smaller than the displacements of the atoms of the monolayer in the incommensurate structure, i.e., $w_{0}<u \approx-a \psi / 2 \pi$. Here Eq. (15) reduces to the following:

$$
\begin{equation*}
\sin \psi=\frac{\alpha}{U}\left(\frac{a^{2}}{2 \pi}\right)^{2} \psi_{x x}+\frac{\alpha^{2}}{U \beta} a\left(\frac{a^{2}}{2 \pi}\right)^{2} H \psi_{x x x} \tag{18}
\end{equation*}
$$

Since in the incommensurate structure $\sin \psi \sim \psi \sim 1$, it follows from (18) that

$$
a \frac{\partial}{\partial x} \sim \frac{2 \pi}{a} \sqrt{\frac{U}{\alpha}} \ll 1
$$

(The last strong inequality is necessary to permit making the long-wavelength approximation, within which all of our discussion above is valid.) Then it follows from relation (17) that $w_{0} \sim a \alpha u_{x} / \beta$ (it must be taken into account that the Hilbert transformation does not lead to a change of the spatial scale). Consequently, the condition $w_{0} \ll-a \psi / 2 \pi$ reduces to the following inequality:

$$
\begin{equation*}
\frac{\sqrt{U \alpha}}{\beta} \frac{2 \pi}{a}=\varepsilon \ll 1 \tag{19}
\end{equation*}
$$

In the limit considered, $\varepsilon$ plays the role of a small parameter serving as a measure of the degree to which the case of a compliant but stiff substrate differs from the case of an absolutely rigid half space.

1. In the case of an absolutely rigid substrate ( $\beta=\infty$ or $\varepsilon=0$ ) the problem of the incommensurate structure reduces to the FK model. If we introduce the dimensionless coordinate

$$
\begin{equation*}
\kappa=x \sqrt{\frac{U}{\alpha}}\left(\frac{2 \pi}{a^{2}}\right) \tag{20}
\end{equation*}
$$

then Eq. (18) reduces to the static reduction of the sineGordon equation:

$$
\begin{equation*}
\sin \psi=\psi_{\kappa \kappa} . \tag{21}
\end{equation*}
$$

The solution of Eq. (21) for an incommensurate structure is well known (see Ref. 7):

$$
\begin{equation*}
\psi_{0}=\pi+2 \mathrm{am}\left(\frac{\kappa}{k}, k\right), \tag{22}
\end{equation*}
$$

where $\operatorname{am}(z, k)$ is a Jacobi elliptic function and $k$ is the modulus of the elliptic function. Solution (22) describes a periodic chain of " $2 \pi$-kinks" (surface dislocations) with a distance between them of $L_{0}=2 k K(k) \sqrt{\alpha / U}\left(a^{2} / 2 \pi\right)$, where $K(k)$ is the complete elliptic integral of the first kind, and its modulus $k$ depends on the incommensurability parameter $\xi$. Such a solution corresponds to a nonzero mean deformation in the monolayer at a finite (for one period of the incommensurate structure) energy of the system. Then the relative displacements $\psi$ correspond to the displacements in the monolayer, and the total energy of the system consists only of the energy of the monolayer and the energy of its coupling with the substrate. This energy becomes smaller than the energy of the undeformed monolayer (with $\psi=0$ ), $E_{*}$ $=(\alpha / 2) a \xi_{*}^{2} L_{0}$, which is the energy with respect to which the energy of the deformed adatom layer is usually measured [in our notation $\xi=\xi_{*}=(4 / \pi a) \sqrt{U / \alpha}$; see Ref. 14]. At the critical point the period of the incommensurate structure $L_{0}$ $=\infty$.
2. In the case of a compliant but stiff substrate the situation changes: the equation and solution must be written to higher accuracy. We shall take into account the main corrections of order $\varepsilon$ to the equations and solutions. On the righthand side of Eq. (18) it is necessary to take the small second term into account and, in terms of the dimensionless coordinate $\kappa$ it takes the form $\psi_{\kappa \kappa}+\varepsilon H \psi_{\text {ккк }}$.

The solution of Eq. (18) must also be written to higher accuracy; it can be represented in the form

$$
\begin{equation*}
\psi=\psi_{0}-\varepsilon H \psi_{0_{\kappa}} \tag{23}
\end{equation*}
$$

For finding the total energy of the incommensurate structure using expression (23) for $\psi$, one must calculate the displacements $u$ in the monolayer and $w$ in the substrate. In the limit under consideration $w_{0} \ll u$ for the displacements of the atoms of the monolayer we have $u \approx-b \psi_{0} / 2 \pi$ (or $v \approx \xi x$ $\left.-b \psi_{0} / 2 \pi\right)$. As one can show, the corrections to the displacements of the atoms of the monolayer are small, of order $\varepsilon^{2}$. It is more complicated to find the displacements in the compliant substrate. From Eq. (17), which can be rewritten approximately (to order $\varepsilon^{2}$ ) in the form $w_{0_{\kappa}}=\varepsilon H u_{\kappa \kappa}=$ $-\varepsilon a \psi_{0_{\kappa \kappa}} / 2 \pi$, it follows that

$$
\begin{equation*}
w_{0}=-\varepsilon \frac{a}{2 \pi} H \psi_{0_{\kappa}}+C \kappa, \tag{24}
\end{equation*}
$$

where $C$ is a constant of integration, which, as follows from the condition that the energy of the half space be finite over the length of the period of the incommensurate structure $L_{0}$, is equal to zero. Unfortunately, an expression for $w_{0}$ in explicit form cannot be found, but one can represent it in the form of the following series:

$$
\begin{align*}
w_{0} & =-\varepsilon \frac{2 a}{k K(k)} \sum_{s=1}^{\infty} \frac{q^{s}}{1+q^{2 s}} \sin \left(\frac{\pi \kappa}{k K(k)} s\right) \\
& =\sum_{s=1}^{\infty} C_{s}(k) \sin \left(\frac{2 \pi s}{L_{0}} x\right), \tag{25}
\end{align*}
$$

where $q=\exp \left(-\pi K^{\prime}(k) / K(k)\right)$ is the Jacobi parameter, and $K^{\prime}(k)=K\left(\sqrt{1-k^{2}}\right)$.

The solution for the displacements in the whole volume of the substrate half space in this case has the form

$$
\begin{equation*}
w(x, z)=\sum_{s=1}^{\infty} C_{s}(k) \exp \left(-\frac{2 \pi s}{L_{0}} z\right) \sin \left(\frac{2 \pi s}{L_{0}} s\right) . \tag{26}
\end{equation*}
$$

Substituting expression (26) into formula (4) for the energy of the half space, we obtain the energy of the half space per period of the incommensurate structure:

$$
E_{b}^{\left(L_{0}\right)}=\frac{\pi \beta}{2} \sum_{s=1}^{\infty} s C_{s}^{2}(k)
$$

or

$$
\begin{align*}
E_{b}^{\left(L_{0}\right)} & =\varepsilon^{2} \beta \frac{\pi a^{2}}{2 k^{2} K^{2}(k)} \sum_{s=1}^{\infty} \frac{s}{\cosh ^{2} \mu(k) s}, \quad \mu(k) \\
& =\pi \frac{K^{\prime}(k)}{K(k)} . \tag{27}
\end{align*}
$$

As will be shown below, in the limit of high stiffness of the substrate $(\beta \gg \alpha)$, near the critical value of the IP the period of the structure takes large values $\left(L_{0} \gg a\right)$ and the modulus $k$ is close to 1 . Then, as is seen from Eq. (27), $\mu(k) \ll 1$, and the sum over $s$ in formula (27) can be replaced by an integral. As a result, we obtain the following dependence of the energy of the half space (per period of the
incommensurate structure) on the modulus of the elliptic function and, hence, on the period of the structure:

$$
\begin{align*}
E_{b}^{\left(L_{0}\right)}= & \varepsilon^{2} \beta \frac{\pi a^{2}}{2 k^{2} K^{2}(k)} \int_{1}^{\infty} \frac{s d s}{\cosh ^{2} \mu(k) s}=\varepsilon^{2} \beta \frac{\pi a^{2}}{2 k^{2} K^{2}(k)} \\
& \times \frac{1}{\mu^{2}(k)}[\ln 2-\mu(k) \tanh \mu(k)+\ln \cosh \mu(k)] . \tag{28}
\end{align*}
$$

The energy of the deformed monolayer and of its interaction with the substrate is easily found: using expression (23) for $\psi$ and the coupling $u \approx-b \psi / 2 \pi$, we obtain the relation $\cos \psi=\cos \psi_{0}+\varepsilon \sin \psi_{0} H \psi_{0_{\kappa}}$, and, after substituting the corresponding expressions into formulas (5) and (6), we find

$$
\begin{align*}
E_{\mathrm{int}}^{\left(L_{0}\right)}= & \varepsilon \beta a^{2} \frac{1}{\pi^{2}}\left(E(k) k-\pi\left(1+k^{2}\right) K^{2}(k)\right) \\
& -\varepsilon^{2} \beta a^{2} 4 \pi \frac{1}{k^{2} K^{2}(k)} \sum_{s=1}^{\infty} \frac{q^{2 s}}{\left(1+q^{2 s}\right)^{2}},  \tag{29}\\
E_{s}^{\left(L_{0}\right)}= & \varepsilon \beta a^{2} \frac{1}{\pi^{2}} \frac{E(k)}{k}-\alpha a^{2} \xi+\frac{\alpha}{2} a \xi^{2} L_{0} . \tag{30}
\end{align*}
$$

In formula (30) we have omitted small terms of order $\varepsilon^{2} \alpha a^{2}$, which for a high substrate stiffness $(\beta \gg \alpha)$ are substantially smaller than the small corrections $\left(\sim \varepsilon^{2} \beta a^{2}\right)$ in formulas (28) and (29). As was pointed out above, for a high substrate stiffness the sum over $s$ in formula (29) can be replaced by an integral, and as a result one can obtain the following dependence of the energy $E_{\mathrm{in}}^{\left(L_{0}\right)}$ on the modulus of the elliptic function:

$$
\begin{align*}
E_{\mathrm{int}}^{\left(L_{0}\right)}= & \varepsilon \beta a^{2} \frac{1}{\pi^{2}}\left[E(k) k-\pi\left(1+k^{2}\right) K^{2}(k)\right] \\
& -\varepsilon^{2} \beta \frac{4 \pi a^{2}}{k^{2} K^{2}(k)} \int_{1}^{\infty} \frac{q^{2 s}}{\left(1+q^{2 s}\right)^{2}} d s \\
= & \varepsilon \beta a^{2} \frac{1}{\pi^{2}}\left[E(k) k-\pi\left(1+k^{2}\right) K^{2}(k)\right] \\
& -\varepsilon^{2} \beta a^{2} \frac{1-\tanh \mu}{k^{2} K(k) K^{\prime}(k)} . \tag{31}
\end{align*}
$$

The final expression for the total energy density in the incommensurate state can be rewritten in the form

$$
\begin{align*}
E_{\mathrm{tot}}^{\left(L_{0}\right)} \frac{a}{L_{0}}= & U\left\{\left[2\left(\frac{2 E(k)}{k^{2} K(k)}-\frac{1-k^{2}}{k}\right)-\sqrt{\frac{\alpha}{U}} \pi \frac{(a-b)}{k K(k)}\right]\right. \\
& -\varepsilon\left[2 \pi^{2} \frac{1-\tanh \mu}{k^{3} K^{2}(k) K^{\prime}(k)}\right. \\
& \left.\left.-\pi \frac{(\ln 2-\mu \tanh \mu+\ln \cosh \mu)}{k^{3} K(k) K^{\prime 2}(k)}\right]\right\}+\frac{\alpha}{2} a^{2} \xi^{2} . \tag{32}
\end{align*}
$$

The term in the first square brackets and the last term of this expression coincide with the known result for the energy of an incommensurate structure in the FK model (absolutely rigid substrate). The term in the second set of square brackets


FIG. 2. Dependence of the energy density in the incommensurate structure, $\varepsilon_{\text {tot }}^{\left(L_{0}\right)}=E_{\text {tot }}^{\left(L_{0}\right)} / L_{0}$ on the modulus of the elliptic amplitude for the case $\alpha=1$, $\beta=50, U=0.1, a=1$. The energy density is measured from the energy density of the undeformed monolayer, $E_{*} / L_{0} ; b=0.3<b_{*}$ (dotted curve), $b=0.9>b_{*}$ (solid curve) (a). Dependence of the period of the incommensurate structure on the incommensurability parameter for an absolutely rigid and a compliant substrate; $\beta=50$ (dotted curve), $\beta=\infty$ (solid curve) (b).
$(\sim \varepsilon)$ is due to the compliance of the substrate. It is seen that in the limit $\beta \rightarrow \infty$ (absolutely rigid substrate) the result goes over to the expression known previously. ${ }^{14}$

However, for any finite value of $\beta$ in a narrow region of values of the icommensurability parameter near its critical value the correction to the energy due to the compliance of the substrate is no longer small, and the treatment of the problem in the framework of perturbation theory loses meaning. Thus we are unable to find the renormalized critical value of the IP. Outside that narrow region of the parameter $\xi$, however, the corrections to the energy are small, and one can find the modification of the incommensurate structure due to the compliance of the half space.

The dependence of the total energy density $\varepsilon_{\text {tot }}^{\left(L_{0}\right)}$ on the parameter $k$ at values of the IP greater than or smaller than the critical value is shown in Fig. 2a by the lower and upper curves, respectively. The minimum of the lower curve corresponds to the value of $k_{*}$ that determines the period of the incommensurate structure, $L_{0}=2 k_{*} K\left(k_{*}\right) \sqrt{\alpha / U}\left(a^{2} / 2 \pi\right)$. When the IP approaches the critical value this minimum is shifted to larger values of $k$, and the period of the incommensurate structure increases. However, as was pointed out above, in a narrow region near $\xi_{*}$ the perturbation theory used is inapplicable, and therefore the matter of whether an incommensurate structure arises at the critical point, with an infinite or finite period, remains an open question.

The dependence of the period of the incommensurate structure on the IP for an absolutely rigid and a compliant half space is shown in Fig. 2b. It is seen that taking the compliance of the substrate into account leads to an increase in the period of the incommensurate structure. For the values of the model parameters $\alpha, \beta, U$, and $a$ used in the figure a critical value of the IP equal to $\xi_{*} \approx 0.4$ is found numerically.

## 4. RIGID MONOLAYER ON THE SURFACE OF A SOFT HALF SPACE

In the case of a rigid monolayer on the surface of a soft half space the initial system of Eqs. (12) and (13) is conveniently rewritten in the form

$$
\begin{align*}
& \sin \psi=\frac{\beta}{U}\left(\frac{a b}{2 \pi}\right) H w_{0 x}  \tag{33}\\
& \psi_{x}=\frac{2 \pi}{b}\left(w_{0 x}+\frac{1}{a} \frac{\beta}{\alpha} H w_{0}-d+\xi\right),  \tag{34}\\
& u_{x}=-\frac{1}{a} \frac{\beta}{\alpha} H w_{0}+d-\xi \tag{35}
\end{align*}
$$

Equation (35) and the integration constant $d$, which will be determined below, arise after a single integration of Eq. (17).

In the case of a rigid monolayer the displacements of the surface atoms of the half space are substantially larger than the displacements of the atoms of the monolayer in the incommensurate structure, i.e., $v \ll w_{0} \approx b \psi_{0} / 2 \pi-\xi x$. Then Eq. (33) can be reduced approximately to the following equation containing only the function $\psi$ :

$$
\begin{equation*}
\sin \psi=\frac{1}{a} \frac{\beta}{U}\left(\frac{a b}{2 \pi}\right)^{2} H \psi_{x}+\delta\left\{\psi-2 \pi \xi \frac{x}{b}\right\} \tag{36}
\end{equation*}
$$

where $\delta=\left(\beta^{2} / \alpha U\right)\left(b^{2} /(2 \pi)^{2}\right)$.
Since $\sin \psi \sim \psi \sim 1$, it follows from (36) that

$$
a \frac{\partial}{\partial x} \sim \frac{(2 \pi)^{2}}{a b^{2}} \frac{U}{\beta} \ll 1
$$

(The last strong inequality is necessary to permit making the long-wavelength approximation, within which all of our discussion is valid.) Then it follows from relation (17) that $w_{0}$ $\sim a \alpha u_{x} / \beta$ (it must be taken into consideration that the Hilbert transformation does not lead to a change of the spatial scale). Consequently, the condition $v \ll w_{0}$ reduces to the following inequality:

$$
\begin{equation*}
\delta \ll 1 \tag{37}
\end{equation*}
$$

In the limit under consideration (the stiffness of the monolayer is much greater than the stiffness of the substrate half space) the parameter $\delta$ plays the role of a small parameter, a measure of the degree to which the case of a compliant but stiff monolayer differs from the case of an absolutely rigid film. It is seen that the first corrections in the small parameter $\delta$ are taken into account in Eq. (36) (the second term on the right-hand side).

1. In the case of an absolutely rigid monolayer ( $\alpha=\infty$, $\delta=0$ ) Eq. (36) reduces to a well-known equation that arises in the Peierls model for a dislocation in a two-dimensional elastic system:

$$
\begin{equation*}
\sin \psi=H \psi_{\tilde{\kappa}}, \quad \widetilde{\kappa}=x \frac{U}{\beta} \frac{1}{a}\left(\frac{2 \pi}{b}\right)^{2}=\frac{x}{\lambda}, \tag{38}
\end{equation*}
$$

where $\lambda=(\beta / U) a(b / 2 \pi)^{2}$ is the characteristic width of a surface dislocation. The exact solutions of the Peierls equation for an isolated dislocation and for a pair of dislocations of different sign are well known: ${ }^{15,16}$

$$
\begin{equation*}
\psi_{1}=2 \arctan \widetilde{\kappa}-\pi, \quad \psi_{2} \approx 2 \arctan \left[\frac{2 l}{\widetilde{\kappa}^{2}-l^{2}}\right]+\frac{1}{l} \tag{39}
\end{equation*}
$$

where $l$ is the distance between dislocations in the limit of low shear stress (in the limit of large size of the dislocation pair).

We have found two new classes of exact periodic solutions of the Peierls equation, which have the forms

$$
\begin{align*}
& \psi_{0}=2 \arctan \left[\frac{1}{f} \tan (g \widetilde{\kappa})\right]-\pi \\
& \text { where } g=\frac{f}{1-f^{2}}, \quad 0<f<1 ;  \tag{40}\\
& \psi_{0}^{\prime}=\pi-2 \arctan [f \sin (\widetilde{g} \widetilde{\kappa})], \quad \text { where } \widetilde{g}=\frac{f}{\left(1+f^{2}\right)^{1 / 2}} \tag{41}
\end{align*}
$$

Solution (40) describes an incommensurate structure, i.e., a periodic chain of " $2 \pi$-kinks" (dislocations on the surface of a half space against the background of a "compensating" average deformation) with a distance between them $L_{0}$ $=\pi / g$ and is a generalization of the Peierls solution for a dislocation in a two-dimensional crystal to the case of a periodic chain of bulk dislocations. Solution (40) is parametrized by the value of $f$ (or by the period $L_{0}$ ), which is determined by the IP $\xi$. Solution (41) describes a periodic system of dislocations of different sign with a distance between them of $2 \pi / \widetilde{g}$ and in a certain sense generalizes the Nabarro solution. This solution is apparently unstable in the case of the incommensurate structures under consideration and will not be discussed further.

In the case when an incommensurate structure described by solution (40) arises, the displacements on the surface of the substrate are equal to

$$
\begin{equation*}
w_{0}=\frac{b}{2 \pi} \psi_{0}-\xi x=\sum_{k=1}^{\infty} b_{k} \sin \left[\left(2 \pi / \lambda L_{0}\right) x\right]-b / 2 \tag{42}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{k}=\left(-\frac{b}{\pi}+L_{0} \lambda \frac{a-b}{b} \frac{1}{\pi}\right) \frac{(-1)^{k}}{k}+\frac{\tilde{q}^{k}}{k} \frac{b}{\pi}, \quad \widetilde{q}=\frac{1-f}{1+f} \tag{43}
\end{equation*}
$$

The term $-\xi x$ in Eq. (42) corresponds to a "compensating" deformation, in the presence of which the energy of the system (per period of the incommensurate structure) remains finite. Expression (42) is the boundary condition for the twodimensional Eq. (9) describing the displacement in the substrate. At the indicated displacements on the surface of the half space the displacements in the volume are written in the form


FIG. 3. Dependence of the energy density of the system in the incommensurate structure on the incommensurability parameter for the case $a=1, \alpha$ $=\infty, \beta=0.1, U=0.01$.

$$
\begin{equation*}
w=\sum_{k=1}^{\infty} b_{k} \exp \left[\left(-2 \pi / L_{0} \lambda\right) k z\right] \sin \left[\left(2 \pi / L_{0} \lambda\right) x\right]-b / 2 \tag{44}
\end{equation*}
$$

In this case the total energy of the substrate per period of the incommensurate structure is equal to

$$
\begin{equation*}
E_{b}=\frac{\beta}{2} \pi \sum_{k=1}^{\infty} b_{k}^{2} k=\frac{\beta}{2} \frac{b^{2}}{\pi} \ln \left[\frac{(1+f)^{2}}{4 f}\right] . \tag{45}
\end{equation*}
$$

This energy is finite only under the condition of zero average deformation (this corresponds to periodicity of the function $w_{0}$ ). This condition determines a unique value of the parameter $f=f_{0}$ and, consequently, the dependence of the period of the incommensurate structure $L_{0}$ on the IP $\xi$ :

$$
\begin{align*}
& f_{0}=\sqrt{\left(L_{0} / 2 \pi\right)^{2}+1}-L_{0} / 2 \pi \\
& L_{0}=\frac{1}{\xi(1-\xi)} \frac{U}{\beta} \frac{(2 \pi)^{2}}{a^{2}}=\frac{L_{0}^{*}}{1-\xi}, \tag{46}
\end{align*}
$$

where $L_{0}^{*}$ is the asymptotic value of the period of the incommensurate structure for $\xi \rightarrow 0$.

The energy of interaction of the monolayer with the substrate is determined solely by the function $\psi$ and is equal to

$$
\begin{equation*}
E_{\mathrm{int}}=\frac{U}{a} \frac{2 f_{0}}{f_{0}+1} L_{0} \lambda . \tag{47}
\end{equation*}
$$

The expression for the total energy of the system (per period of the incommensurate structure) is

$$
\begin{equation*}
E_{\mathrm{tot}}^{(L)}=U \frac{\lambda}{a}\left\{\frac{2 f_{0}}{f_{0}+1}+\frac{2 f_{0}}{1-f_{0}^{2}} \ln \left[\frac{\left(1+f_{0}\right)^{2}}{4 f_{0}}\right]\right\} L_{0} . \tag{48}
\end{equation*}
$$

The dependence of the energy density on the IP is given by formula (48). In the limit of small $\xi$ its asymptotic expression is of the form

$$
\frac{E_{\mathrm{tot}}^{(L)}}{L}=\varepsilon_{\mathrm{tot}}^{(0)}=\beta \frac{a^{2}}{2 \pi} \frac{1}{L_{0}^{*}}\left[1+\ln \left(\frac{L_{0}^{*}}{4 \pi}\right)\right] .
$$

The corresponding energy density (per unit length) as a function of the IP is shown in Fig. 3.

This dependence found has meaning at not too large values of the IP $\xi$, for which the long-wavelength approximation holds. In the uniform state, in which the elastic half space is
not deformed, a surface structure arises which is due to the out-of-register positions of the atoms of the monolayer and substrate and which has the period $b / \xi$. The energy per unit length of the "uniform state" is equal to $U / a$ and does not depend on the IP. In the particular case of the parameter values chosen in Fig. 3 this energy is equal to $U / a=0.01$ and exceeds the energy of the incommensurate structure.

The dependence of the period of the incommensurate structure on the IP is given by formula (46) and for small values of $\xi$ has the asymptotic form

$$
L_{0} \approx L_{0}^{*}=\frac{1}{\xi} \frac{U}{\beta}\left(\frac{2 \pi}{a}\right)^{2} \sim \frac{1}{\xi}
$$

Thus the qualitative difference of the limiting case under consideration from the case of an absolutely rigid substrate consists in the absence of a nonzero critical value of the IP: an incommensurate structure with an infinite period $L_{0}$ and with zero energy arises for $\xi=0$.
2. In the case of a stiff (weakly compliant but not absolutely rigid) monolayer the situation changes: in Eq. (36) it is necessary to keep the second term on the right-hand side $(\sim \delta)$, and the solution of that equation should be written to higher accuracy. Let us take the main (of the order of $\delta$ ) corrections to the solution into account. In terms of the dimensionless coordinate $\widetilde{\kappa}$ the right-hand side of the equation takes the form $H \psi_{\tilde{\kappa}}+\delta(\psi-2 \pi \xi \lambda \tilde{\kappa} / b)$. The solution of Eq. (36) should also be written to higher accuracy and can be put in the form

$$
\begin{equation*}
\psi=\psi_{0}+\delta \frac{2 \pi}{b} H\left[\int d \widetilde{\kappa}\left(\frac{b}{2 \pi} \psi_{0}-\xi \lambda \widetilde{\kappa}\right)\right] \tag{49}
\end{equation*}
$$

where $\psi_{0}$ is the solution (40) of Eq. (39) in the limit of an absolutely rigid monolayer; the function $\psi(x)$ can be represented in the form a sum of a purely periodic function and a linearly increasing part, equal to $\bar{\psi}=2 \pi x / L$. The relation between the period $L$ of the function $\psi$ and the period $L_{0}$ of the function $\psi_{0}$ will be given below. To find the total energy of the incommensurate structure one must calculate the displacements $v$ in the monolayer and $w$ in the substrate using expression (49) for $\psi$. In the limit under consideration the displacements in the monolayer are small: $v \ll w_{0}$, and for the displacements on the surface of the substrate formula (34), with solution (49) substituted into it, gives $w_{0}$ $=b \psi_{0} / 2 \pi+(d-\xi) x-b / 2$ [in terms of the constant $d$, which is determined from the condition that the average deformation in the substrate is equal to zero and in the limit of an absolutely rigid monolayer is equal to zero, Eqs. (34), (35)]. It is a more complicated problem to find the displacements in the monolayer. From Eq. (35), which can be rewritten approximately in the form $v_{\tilde{\kappa}}=-\delta H w_{0}+d \lambda$, it follows that

$$
v=-\delta H \int d \widetilde{\kappa}\left[(b / 2 \pi) \psi_{0}+(d-\xi) \lambda \widetilde{\kappa}-b / 2\right]+d \lambda \widetilde{\kappa}
$$

Taking into account that the average deformation on the substrate surface is equal to zero (the displacements $w_{0}$ are strictly periodic), which is dictated by the requirement that the energy of the system in a given configuration be finite, one can, by averaging Eq. (34), determine the value of the constant $d: d=\xi-b / L \lambda$ [in the limit of an absolutely rigid film we have $d=0$, and we arrive at the dependence $L$


FIG. 4. Displacements in the monolayer and on the surface of the substrate for the case $a=1, b=0.6, \alpha=1, U=0.01, \beta=0.1$.
$=b /(\xi \lambda)$ found above $]$. The final expressions for the displacements in the substrate and in the monolayer have the form

$$
\begin{align*}
w & =\sum_{k=1}^{\infty} \frac{b}{\pi} \frac{\widetilde{q}^{k}}{k} \sin \left(k \frac{2 \pi}{L \lambda} x\right) \exp \left(-k \frac{2 \pi}{L \lambda} z\right)-b / 2 \\
v & =-\frac{1-f^{2}}{f} \frac{b}{2 \pi} \delta \sum_{k=1}^{\infty} \frac{\tilde{q}^{k}}{k^{2}} \sin \left(k \frac{2 \pi}{L \lambda} x\right)+(\xi-b / L \lambda) x, \tag{50}
\end{align*}
$$

where $\widetilde{q}$ is a function, defined above, of the parameter $f$, which is a function of the period of the incommensurate structure. Profiles of the displacements on the surface of the substrate and in the monolayer are presented in Fig. 4.

For the displacements in the substrate and monolayer found above, the corresponding energies per period of the incommensurate structure have the form

$$
\begin{align*}
& E_{b}=\frac{\beta}{2} \pi \sum_{k=1}^{\infty}\left(\frac{b}{\pi} \frac{\tilde{q}^{k}}{k}\right)^{2} k=\frac{\beta}{2} \frac{b^{2}}{\pi} \ln \left[\frac{(1+f)^{2}}{4 f}\right],  \tag{51}\\
& E_{s}=\delta \frac{L \lambda}{a} U \operatorname{Li}_{2}\left(\bar{q}^{2}\right) L \lambda+\frac{\alpha}{2} a d^{2} L \lambda, \tag{52}
\end{align*}
$$

where $\mathrm{Li}_{2}(q)$ is the polylogarithm of degree two. For finding the energy of interaction of the substrate with the monolayer we use expression (49) for the relation between the functions $\psi$ and $\psi_{0}$ :

$$
\cos \psi=\cos \psi_{0}-\sin \psi_{0} \delta \frac{2 \pi}{b} H\left[\int d x\left(\frac{b}{2 \pi} \psi_{0}-\xi x\right)\right]
$$

from which we get

$$
\begin{equation*}
E_{\mathrm{int}}=\frac{U}{a} \frac{2 f}{f+1} L \lambda-\delta \frac{2 L \lambda}{a} U \mathrm{Li}_{2}\left(\widetilde{q}^{2}\right) L \lambda . \tag{53}
\end{equation*}
$$

The complete expression for the energy of the system in the incommensurate state (per period of the incommensurate structure) has the form

$$
\begin{align*}
E_{\text {tot }}^{(L)}= & \frac{2 U}{a}\left\{\frac{f}{f+1}+\frac{f}{1-f^{2}} \ln \left[\frac{(1+f)^{2}}{4 f}\right]-\frac{\delta}{2} \mathrm{Li}_{2}\left(\widetilde{q}^{2}\right)\right. \\
& \left.+\frac{\alpha}{2} \frac{a^{2}}{2 U}\left(\xi-\frac{b}{L \lambda}\right)^{2}\right\} L \lambda . \tag{54}
\end{align*}
$$



FIG. 5. Energy density of the system as a function of the parameter $f$ (the period of the incommensurate structure) in the incommensurate state for the parameter values $\alpha=1, \beta=0.1, U=0.01, a=1, b=0.80<b_{*}$ (dashed curve), $b=0.99>b_{*}$ (solid curve) (a). The period of the incommensurate structure as a function of the interatomic spacing $b$ in the case of an absolutely rigid and a compliant monolayer for the parameters values $\beta=0.1$, $U=0.01, a=1 ; \alpha=\infty$ (solid curve), $\alpha=30$ (dashed curve) (b).

In the limit of an absolutely rigid monolayer $(\alpha \rightarrow \infty \Rightarrow f$ $\rightarrow f_{0}, L \rightarrow L_{0}$ ) this expression goes over to the previously obtained formula (48).

It can be shown that for any finite value of the parameter $\alpha$ in a narrow region of values of the IP near its critical value the correction to the energy due to the compliance of the monolayer is not small, and a perturbation theory treatment of the problem loses meaning. Thus in the framework of this theory one cannot find the critical value of the IP. However, outside that narrow region of the parameter $\xi$ the corrections to the energy are small, and one can find the modification to the incommensurate structure due to the compliance of the film coating.

The corresponding energy density is shown in Fig. 5a for two values of the IP: larger than and smaller than the critical value. At a value $\xi<\xi_{*}$ the minimum of the function $\varepsilon_{\mathrm{tot}}^{(L)}(f)$ at the point $f_{*}$ determines the period of the structure that arises: $L \sim\left(1-f_{*}^{2}\right) / f_{*}$. For the parameters used in Fig. 5a, the critical value of the IP is close to $\xi_{*} \approx 0.03$.

The condition that the corrections to the energy due to the compliance of the monolayer be small determines the interval of admissible values of the IP $\xi$; in that interval the following inequality is satisfied:

$$
\frac{\delta}{2} \frac{1-f_{0}^{2}}{f_{0}} \ln \frac{\left(1+f_{0}\right)^{2}}{4 f_{0}}=\tilde{\mu} \ll 1
$$

$$
\xi \rightarrow 0 \Rightarrow \tilde{\mu} \sim \delta \frac{L_{0}^{*}}{2 \pi} \ln \left[\frac{L_{0}^{*}}{4 \pi}\right],
$$

and then the following analytical expression is valid:

$$
\begin{equation*}
L=L_{0}(1+\tilde{\mu}), \quad f=f_{0}\left(1-\frac{\tilde{\mu}}{\sqrt{1+\left(a^{2}(1-\xi) \xi \beta / U\right)^{2}}}\right) . \tag{55}
\end{equation*}
$$

It is seen from formula (55) that taking the compliance of the elastic monolayer into account causes an increase in the period of the incommensurate structure that arises $\left(L>L_{0}\right)$, which is demonstrated in Fig. 5b. Finally, the dependence of the energy density of the incommensurate structure on the parameter $f$ in Fig. 5a (actually, the dependence on the IP) can be written approximately in the following analytical form:

$$
\begin{align*}
E_{\mathrm{tot}}^{(L)}= & U \frac{\lambda}{a}\left\{\frac{2 f_{0}}{1+f_{0}}+\frac{2 f_{0}}{1-f_{0}^{2}} \ln \frac{\left(1+f_{0}\right)^{2}}{4 f_{0}}-\delta\left[\operatorname{Li}_{2}\left(\frac{1-f_{0}}{1+f_{0}}\right)^{2}\right.\right. \\
& \left.\left.+\frac{1}{2} \ln ^{2} \frac{\left(1+f_{0}\right)^{2}}{4 f_{0}}\right]\right\} L_{0} . \tag{56}
\end{align*}
$$

In the limit of an absolutely rigid monolayer $(\delta=0)$ this expression goes over to formula (48). In the case of small values of the IP the asymptotic dependence of the energy density on the IP, determined by formula (56), has the form

$$
\varepsilon_{\mathrm{tot}}=\varepsilon_{\mathrm{tot}}^{(0)}-\delta \frac{\beta a^{2}}{24}\left[1+\frac{3}{\pi^{2}} \ln ^{2}\left(\frac{L_{0}^{*}}{4 \pi}\right)\right]
$$

## 5. CONCLUSION

In this paper we have considered the possible incommensurate structures arising near the surface of an elastic half space covered by a monolayer of a substance with a different interatomic spacing from the bulk, over a wide range of values of the stiffness of the half space and of the monolayer coating and of the difference of the interatomic spacings.

1. In the framework of a simple scalar model we derived a system of effective one-dimensional nonlinear integrodifferential equations for the static incommensurate surface structures which in the limits of absolutely rigid substrate and absolutely rigid monolayer describes the well-known Frenkel-Kontorova and Peierls models.
2. In the limit of an absolutely rigid monolayer (the Peierls model) we found new classes of exact solutions of the Peierls equation for an incommensurate structure. These solutions describe a periodic system of surface dislocations with a "compensating" average deformation of opposite sign (with zero average deformation of the half space).
3. With a weak compliance of the monolayer taken into account in the framework of perturbation theory in a small parameter (the ratio of the stiffness of the substrate to the stiffness of the monolayer) we found the corrections to the structure of the inhomogeneous surface state. In addition to the periodic surface structure of the substrate (with zero average deformation) there appears a small deformation of the monolayer with a nonzero average.
4. In the opposite case of a stiff (but having a finite compliance) half space with a soft monoatomic coating we
found approximate solutions that in the limit of an absolutely rigid half space go over to the previously known results. When a weak compliance of the half space is taken into account, the periodic system of dislocations in the monolayer is accompanied by a weak (with zero average) deformation of the half space.

Thus in a whole range of values of the ratio $\beta / \alpha$ of the stiffnesses of the half space and monolayer and of the incommensurability parameter $\xi$ (the difference of their interatomic spacings) in different cases we have found exact, quantitative, and qualitative expressions for the form of the incommensurate surface structures, i.e., the dependence of the period of these structures on the indicated parameters: $L$ $=L(\alpha / \beta, \xi)$.
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#### Abstract

The nonlinear dynamics of a chain of four coupled anharmonic oscillators with alternating frequency parameters is investigated. This system is treated as an elementary fragment of a discrete modulated nonlinear medium, in particular, a medium of magnetic and elastic nanoclusters and coupled optical waveguides. The stationary monochromatic oscillations of the system are investigated analytically and numerically, and a complete classification of them is carried out. The bifurcation diagram for such a system is obtained: the spectral dependences of the oscillation frequencies on the integral of the number of states are found. A detailed investigation of the bifurcation process for the appearance of an excitation which is an analog of the gap soliton in a finite-size modulated medium is carried out. © 2005 American Institute of Physics. [DOI: 10.1063/1.2001645]


## 1. INTRODUCTION

Recently a great deal of attention in condensed matter physics is being devoted to the study of nonlinear selflocalized excitations. Their fundamental role in the description of nonlinear phenomena follows directly from the results of the mathematical theory of solitons. This theory treats solitons and breathers as a qualitatively new basis of fundamental nonlinear excitations. ${ }^{1,2}$

However, in real microscopic media, when such physical factors as the discreteness and finite size of the system and dispersion and dissipation are taken into account, the properties of such nonlinear excitations can be altered significantly. This has been confirmed by the results of intensive numerical investigations of the nonlinear dynamics of discrete systems with a complex internal structure. ${ }^{3-5}$

The difficulties of the analytical description of the properties of nonlinear excitations in essentially discrete systems are due to the fact that the number of integrable models in this case is extremely small. It is well known that in the approximation of weak nonlinearity the problem of nonlinear localization for a wide range of applications can be discussed in the framework of the nonintegrable discrete nonlinear Schrödinger equation (DNSE). ${ }^{4,6}$ Such an equation arises, e.g., in the description of nonlinear properties of a superlattice-in models of photonic and phononic crystals. ${ }^{7,8}$ It is straightforward to show that solitons of the breather type in systems with distributed parameters have analogs in the DNSE system with two degrees of freedom. Thus the physical cause of the localization of excitations in nonlinear systems, i.e., the existence of solitons, can be understood from consideration of an extremely simple model of two coupled anharmonic oscillators. ${ }^{9,10}$ For interpretation of morecomplex objects and phenomena of nonlinear dynamics one
must consider finite-size dynamical systems with a large number of degrees of freedom. ${ }^{2,11}$

Such a situation arises in systems with a complex internal structure, in particular, in finite-size modulated media. Examples of such systems are diatomic atom clusters on the surface of a crystal ${ }^{12}$ and alternating superstructuresfragments of complex superlattices of photonic and phononic crystals. Such two-dimensional models arise in nonlinear optics, where they correspond to finite sets of nonlinear waveguides with alternating values of the frequency parameters. ${ }^{8}$ Among electronic systems examples of onedimensional objects with alternating charge structure that admit the existence of solitons and quantum breathers are MX chains. ${ }^{13}$

In low-temperature physics magnetic molecular nanoclusters are examples of finite-size modulated systems. ${ }^{14-16}$ The total number of spins in such systems is small. A typical example of a magnetic molecule closed into a ring is the compound $\mathrm{Mn}_{6} \mathrm{R}_{6}$ (Ref. 16), in which the magnetic ions Mn with spin $5 / 2$ alternate with ions of the radicals $R$ having spin $1 / 2$. Transitions in a magnetic field between states of the magnetic molecule with different values of the total spin are essentially quantum phenomena. However, the basic properties of the linear oscillation spectra of magnetic molecules and their weakly nonlinear oscillations about the ground state can be treated in the framework of the classical finitesize modulated DNSE model with a subsequent quasiclassical quantization of the spectrum of those oscillations.

A feature of the spectrum of linear excitations of a modulated system is the presence of a frequency gap in which linear oscillations are forbidden. In a nonlinear modulated medium the existence of so-called gap solitons, with frequencies lying in the gap of the spectrum of linear waves, is possible. The existence of gap (Bragg) solitons was first
predicted theoretically in Refs. 17 and 18 in a study of the propagation of nonlinear waves in optical media with a modulated index of refraction. The simplest crystal structure that admits the existence of gap solitons is a diatomic chain with alternating masses of the atoms. ${ }^{19-21}$ Since in the case of modulated nonlinear structures there are practically no integrable models, the first order of business is to study the simplest finite-size fragments of these systems which reflect the basic properties of modulated media, their qualitative analysis, and the numerical simulation of their dynamics.

In the present article, for the purpose of understanding the nature of the gap solitons and the causes of their formation and transformation with changing frequency we study the dynamics of a fragment of an anharmonic diatomic chain of four particles in the framework of the DNSE model. In such a system it is quite simple to investigate the monochromatic oscillations corresponding to stationary states of the nonlinear system and to carry out a complete classification of them, in particular, to find analogs of the gap and "out-ofgap" solitons. We obtain the quasi-classical spectra of nonlinear single-frequency oscillations, and we investigate in detail the bifurcation mechanism of formation of the analog of a gap soliton and the features of its transformation to an analog of the out-of-gap soliton at the lower boundary of the gap of linear excitations.

## 2. FORMULATION OF THE MODEL

We consider a system of four coupled anharmonic oscillations with alternating frequency parameters. For simplicity we assume cyclic boundary conditions, i.e., we close the chain into a ring. The Hamiltonian of such an extremely simple modulated system can be written in the form:

$$
\begin{equation*}
\mathcal{H}=\sum_{i=1}^{4}\left\{\widetilde{\omega}_{0}^{(i)}\left|\psi_{i}\right|^{2}-\frac{1}{2}\left|\psi_{i}\right|^{4}+\varepsilon\left|\psi_{i}-\psi_{i-1}\right|^{2}\right\}, \tag{1}
\end{equation*}
$$

where $\psi_{0}=\psi_{4}$ and $\widetilde{\omega}_{0}^{(1)}=\widetilde{\omega}_{0}^{(3)}, \widetilde{\omega}_{0}^{(2)}=\widetilde{\omega}_{0}^{(4)}$. Such a system describes, for example, an "elementary" fragment of a magnetic molecule of four spins with easy-axis anisotropy. Here the complex functions $\psi_{i}$ are related to the components of the spin as follows: $\psi_{i}=S_{i}^{x}+i S_{i}^{y}$. The parameters $\widetilde{\omega}_{0}^{(1,2)}$ correspond to the eigenfrequencies of the linear oscillations of two sorts of oscillators, and the constant $\varepsilon$ characterizes the interaction of the particles with each other.

The dynamical equations corresponding to Hamiltonian (1) for these oscillations have the form

$$
\begin{equation*}
i \psi_{i}-\omega_{0}^{(i)} \psi_{i}+\left|\psi_{i}\right|^{2} \psi_{i}+\varepsilon\left(\psi_{i+1}+\psi_{i-1}\right)=0 \tag{2}
\end{equation*}
$$

where we have introduced the notation $\omega_{0}^{(i)}=\widetilde{\omega}_{0}^{(i)}+2 \varepsilon$.
We note that Eq. (2) has an additional integral of motion besides an the total energy $E$ of the system, viz., the number of quasiclassical states:

$$
\begin{equation*}
N=\sum_{i=1}^{4}\left|\psi_{i}\right|^{2} . \tag{3}
\end{equation*}
$$

This quantity corresponds to an adiabatic invariant of the system and in the case of quasi-classical quantization it determines the number of quantum states with energies less than $E$.

The system of Eq. (2) has monochromatic solutions of the form

$$
\begin{equation*}
\psi_{i}=\varphi_{i} \exp (-i \omega t), \quad i=1,2,3,4 \tag{4}
\end{equation*}
$$

which describe nonlinear stationary oscillations characterized by a single parameter-the frequency $\omega$. We consider only real amplitudes $\varphi_{i}$. After substitution of expression (4) into system (2) we obtain a system of nonlinear algebraic equations

$$
\begin{equation*}
\left(\omega-\omega_{0}^{(i)}\right) \varphi_{i}+\varphi_{i}^{3}+\varepsilon\left(\varphi_{i+1}+\varphi_{i-1}\right)=0 \tag{5}
\end{equation*}
$$

The difference of the frequencies of the oscillations is characterized by the parameter $\gamma=\omega_{0}^{(2)} / \omega_{0}^{(1)}$. Below we shall denote $\omega_{0}^{(1)}$ as $\omega_{0}$ and $\omega_{0}^{(2)}=\gamma \omega_{0}$, and without loss of generality we can set the parameter $\varepsilon$ equal to unity. For definiteness we shall assume $\gamma \geqslant 1$. The limit $\gamma \rightarrow 1$ corresponds to a uniform chain. For the case of a uniform chain $(\gamma=1)$ the corresponding problem of monochromatic oscillations was formulated and solved completely in Ref. 5.

In the linear limit the spectrum of eigenfrequencies of the system consists of four values corresponding to in-phase oscillations with frequency $\omega_{1}=\Omega_{+}-\sqrt{\Omega_{-}^{2}+4}$, where $\Omega_{ \pm}$ $=\omega_{0}(1 \pm \gamma) / 2$, antiphase oscillations with frequency $\omega_{4}$ $=\Omega_{+}+\sqrt{\Omega_{-}^{2}+4}$, and two antiphase oscillations in each of the "sublattices," with frequencies $\omega_{2}=\omega_{0}^{(1)}$ and $\omega_{3}$ $=\omega_{0}^{(2)}$. These oscillations correspond to the standard notation $(\uparrow \uparrow \uparrow \uparrow),(\uparrow \downarrow \uparrow \downarrow),(\uparrow 0 \downarrow 0)$, and $(0 \uparrow 0 \downarrow)$. The length and direction of the arrows characterize the relative amplitude and phase of the oscillations of the particle. The zeros correspond to nonmoving particles.

With increasing number of particles in the chain the number of frequencies in the spectrum will grow, and the new frequencies will occupy the frequency intervals $\left(\omega_{1}, \omega_{2}\right)$ and $\left(\omega_{3}, \omega_{4}\right)$. Here two zones of the spectrum are formed, with a gap between frequencies $\omega_{2}$ and $\omega_{3}$. Thus the values of the frequencies $\omega_{2}$ and $\omega_{3}$ play the role of the boundaries of a gap in the spectrum of linear excitations.

In the nonlinear case the frequencies of monochromatic oscillations depend on the amplitude and, hence, on the energy of the system and the number-of-states integral $N: \omega_{i}$ $=\omega_{i}(N)$. For nonlinear oscillations it would be natural to use as the spectral characteristic the dependence of the total energy on the integral $N: E=E(N)$, which is in fact the quasi-classical spectrum of the system. It is not hard to show that for single-frequency solutions the important relation $\omega$ $=d E / d N$ is satisfied. Therefore, in this paper we consider the spectral density $\omega=\omega(N)$ for a given oscillation, which also uniquely determines the dependence $E=E(N)$, as the basic characteristic of the nonlinear oscillations.

## 3. ANALYTICAL RESULTS

The initial system of nonlinear Eq. (2) cannot be integrated completely, since for the given problem the criterion of integrability is not met (the number of independent integrals is only equal to half of the total number of equations). Nevertheless, the system of algebraic Eq. (5) admits a substantial reduction to the two-particle problem. As a result, certain solutions, in particular the principal nonlinear oscillations corresponding to the boundaries of the "nonlinear" gap can be found exactly.

Indeed, by adding and subtracting equations of the system (5) in pairs for the 1st and 3rd and 2nd and 4th particles,
changing to the new variables $\varphi_{1}-\varphi_{3}=u, \varphi_{1}+\varphi_{3}=\nu, \varphi_{2}$ $-\varphi_{4}=x$, and $\varphi_{2}+\varphi_{4}=z$, and introducing the notation $A$ $=\omega_{0}-\omega$ and $B=\gamma \omega_{0}-\omega$, we obtain a system of nonlinear algebraic equations for the differences and sums of the amplitudes of the oscillations of the oscillators:

$$
\begin{align*}
& u\left[4 A-\left(3 \nu^{2}+u^{2}\right)\right]=0 \\
& x\left[4 B-\left(3 z^{2}+x^{2}\right)\right]=0 \\
& \nu\left[4 A-\left(3 u^{2}+v^{2}\right)\right]-8 z=0 \\
& z\left(4 B-\left(3 x^{2}+z^{2}\right)\right)-8 \nu=0 \tag{6}
\end{align*}
$$

The system of Eqs. (6) clearly decomposes into four independent systems of equations:

Case (I): $u=0, x=0$,

$$
\begin{equation*}
\nu\left(4 A-\nu^{2}\right)-8 z=0, \quad z\left(4 B-z^{2}\right)-8 \nu=0 \tag{7}
\end{equation*}
$$

Case (II): $u=0, x^{2}=4 B-3 z^{2}$,

$$
\begin{equation*}
\nu\left(4 A-\nu^{2}\right)-8 z=0, \quad z\left(z^{2}-B\right)-\nu=0 \tag{8}
\end{equation*}
$$

Case (III): $x=0, u^{2}=4 A-3 \nu^{2}$,

$$
\begin{equation*}
z\left(4 B-z^{2}\right)-8 \nu=0, \quad \nu\left(\nu^{2}-A\right)-z=0 . \tag{9}
\end{equation*}
$$

Case (IV): $u^{2}=4 A-3 \nu^{2}, x^{2}=4 B-3 z^{2}$,

$$
\begin{equation*}
z\left(z^{2}-B\right)-\nu=0, \quad \nu\left(\nu^{2}-A\right)-z=0 \tag{10}
\end{equation*}
$$

Thus the initial problem for four particles actually reduces to four independent problems for two coupled nonlinear oscillators, and the whole frequency spectrum for the amplitudes of nonlinear monochromatic oscillations of the system (5) is composed of four sets of spectral curves $\omega_{i}$ $=\omega_{i}(N)$, corresponding to the cases (I)-(IV). We note that the system of equations for the amplitudes $\nu$ and $z$ in the general case can have up to 9 real solutions (one trivial solution $\nu=z=0$ and four pairs of solutions differing only in sign). This permits the assertion that in the stated problem for a given type of monochromatic oscillations there are 19 nontrivial spectral curves $\omega_{i}(N)$.

The principal nonlinear oscillations of the system are in-phase and antiphase oscillations and also oscillations corresponding to the boundaries of the "nonlinear" gap of the spectrum. For the in-phase and antiphase nonlinear oscillations $\varphi_{1}=\varphi_{3}$ and $\varphi_{2}=\varphi_{4}$, and the problem of finding the corresponding solutions therefore requires consideration of case (I).

Using the connection between the amplitudes of the oscillations and the integral $N \equiv n / 2=\left(\nu^{2}+z^{2}\right) / 2$, one can obtain expressions for $\nu^{2}$ and $z^{2}$ :

$$
\nu^{2}=\frac{n(\beta-n)}{\alpha+\beta-2 n}, \quad z^{2}=\frac{n(\alpha-n)}{\alpha+\beta-2 n},
$$

where $\alpha=4 A, \beta=4 B$. Substituting the expressions obtained into the equation $\left(A-\nu^{2}\right)\left(B-z^{2}\right)=64$, which follows from system (7), we arrive at a fourth-order equation for $n$ :

$$
\begin{equation*}
n^{4}-3 C n^{3}+D n^{2}-F n+G=0 \tag{11}
\end{equation*}
$$

Here we have introduced the notation $C=\alpha+\beta, D=\alpha \beta$ $+3 C^{2}-256, F=C\left(2 \alpha \beta+C^{2}-256\right), G=C^{2}(\alpha \beta-64)$.

The roots of Eq. (11) are the functions $n(\omega)$, which can be inverted to give the functions $\omega_{i}(N)$ and, most importantly, the spectral curves corresponding to the in-phase and antiphase oscillations of the particles.

Case (II) contains the exact solution $\nu=z=0$ corresponding to the upper boundary of the "nonlinear" gap $(0 \uparrow 0 \downarrow)$, which in terms of the amplitudes of the oscillations of the oscillators has the form $(0, \sqrt{B}, 0,-\sqrt{B})$. The spectral dependence for this boundary of the gap is easily found in explicit form: $\omega_{3}(N)=\gamma \omega_{0}-N / 2$.

The exact solution corresponding to the lower boundary of the gap ( $\uparrow 0 \downarrow 0$ ) is contained in case (III) and has the form ( $\sqrt{A}, 0,-\sqrt{A}, 0$ ). This corresponds to the spectral dependence $\omega_{2}(N)=\omega_{0}-N / 2$.

In case (IV) there is yet another exact solution, corresponding to an oscillation of the type $(\uparrow \uparrow \downarrow \downarrow)$. The amplitudes of the oscillations of the particles for this solution are equal to $(\sqrt{A}, \sqrt{B},-\sqrt{A},-\sqrt{B})$. The spectral density corresponding to this solution is also obtained in explicit form: $\omega_{b}(N)=\omega_{0}(1+\gamma) / 2-N / 4$. It is split off in the manner of a bifurcation from the upper boundary of the gap at a frequency $\omega_{*}=\omega_{0}$.

Moreover, it can be shown that all of the points of the bifurcations from the branches of the boundary of the "nonlinear" gap can be found exactly. For this we write solutions close to the solution $(0, \sqrt{B}, 0,-\sqrt{B})$ in the following form: $\varphi_{1}=\psi_{1}, \quad \varphi_{2}=\sqrt{B}+\psi_{2}, \quad \varphi_{3}=\psi_{3}, \quad \varphi_{4}=-\sqrt{B}+\psi_{4}$, where $\psi_{i}<1$. Substituting the expressions for the functions $\varphi_{1}, \varphi_{2}$, $\varphi_{3}$, and $\varphi_{4}$ into the initial system of Eq. (5), we obtain the following linearized system for the small corrections $\psi_{i}$ :

$$
\begin{align*}
& \left(\omega-\omega_{0}\right) \psi_{1}+\left(\psi_{2}+\psi_{4}\right)=0 \\
& 2\left(\gamma \omega_{0}-\omega\right) \psi_{2}+\left(\psi_{1}+\psi_{3}\right)=0 \\
& \left(\omega-\omega_{0}\right) \psi_{3}+\left(\psi_{2}+\psi_{4}\right)=0 \\
& 2\left(\gamma \omega_{0}-\omega\right) \psi_{4}+\left(\psi_{1}+\psi_{3}\right)=0 \tag{12}
\end{align*}
$$

Equating the determinant of the matrix of coefficients of the system (12) to zero, we arrive at an equation for the bifurcation frequencies:

$$
\begin{equation*}
\left(\gamma \omega_{0}-\omega\right)\left(\omega_{0}-\omega\right)\left[\left(\omega-\omega_{0}\right)\left(\gamma \omega_{0}-\omega\right)-2\right]=0 \tag{13}
\end{equation*}
$$

The solution $\omega=\gamma \omega_{0}$ is trivial. The solution with $\omega_{*}$ $=\omega_{0}$, as we have said, corresponds to the splitting off of the exact solution $(\sqrt{A}, \sqrt{B},-\sqrt{A},-\sqrt{B})$. Finally, the two roots

$$
\begin{equation*}
\omega_{1,2}=\frac{1}{2}\left(\omega_{0}(1+\gamma) \pm \sqrt{\omega_{0}^{2}(1-\gamma)^{2}-8}\right) \tag{14}
\end{equation*}
$$

arise only above a certain critical value $\gamma_{c}=1+2 \sqrt{2} / \omega_{0}$. As an analysis shows, the spectral curves $\omega_{i}(N)$ corresponding to these two bifurcation solutions behave in an extremely nontrivial way with increasing $N$. One of these curves goes into the region of the nonlinear gap, while the other splits off as an ordinary bifurcation but then, with increasing $N$, both functions lie outside the gap and terminate at their intersection point at a certain value $N_{c}$. When the parameter $\gamma$ reaches a threshold value $\gamma_{*}$ this point becomes a quadracritical point (at which four solutions come together), and from that point on there exist two infinite intersecting lines of the analog of the gap soliton and an ordinary primary


FIG. 1. Dependence of the bifurcation frequencies (upper branches of the hyperbolas) on the parameter $\gamma$ for analogs of gap solitons in systems of coupled anharmonic oscillators of two sorts: for 4 particles-curve 1 ; for 8 particles-curve 2 ; for 12 particles-curve 3.
bifurcation dependence split off from the upper boundary of the gap.

Thus, starting at the value $\gamma_{*}=1.750$ the upper boundary of hyperbola 1 in Fig. 1 corresponds to bifurcation points of the analog of the gap soliton, the spectral dependence of which with increasing $\gamma$ occupies a larger and larger place in the gap region. It is interesting to note that all of the points of bifurcation from the upper boundary of the "nonlinear" gap for systems of $8,12,16$ and any other multiple of four are found in explicit form. Figure 1 also gives the curves of the bifurcation frequencies for analogs of the gap solitons for the cases of 8 and 12 particles. It is seen that the critical and threshold values $\gamma_{c}$ and $\gamma_{*}$ fall off rather rapidly with increasing number of particles, and for an infinite system they go to zero.

In conclusion we note that since equations of the fourth order in $\omega$ are obtained for the bifurcation frequencies in the case of four particles, the spectral curves of the nonlinear oscillations can exhibit not more than four bifurcation points. One is readily convinced that bifurcations are absent on the lines of antiphase oscillations and on the lower boundary of the gap.

## 4. RESULTS OF A NUMERICAL CALCULATION

Since the system of nonlinear algebraic Eq. (5) obtained above cannot be completely solved analytically, numerical methods were used. The calculation was done using the Maple 8 software package. For a specified value of the parameter $\omega_{0}=4$, all of the real solutions of the system of Eqs. (7)-(10) were found and, hence, the solutions of system (5) for a fixed value of the parameter $\gamma$ and arbitrary $\omega$. As a result, for the given value of $\omega$ we obtained a set of solutions $\varphi_{i}^{(j)}$, where the index $i$ enumerates particles and $j$ enumerates solutions. For each $j$ th solution of the system (5) at a specified value of the frequency the value of the number of states of the system (3), which is an integral of the motion, was calculated. Thus, the spectral characteristics of the system were obtained: the dependences of the oscillation frequencies $\omega$ on the integral $N$.


FIG. 2. Bifurcation diagram of single-frequency solutions for systems of four coupled anharmonic oscillators for $\gamma=1.025$.

Numerical integration of the equations was done for a wide range of values of the parameter $\gamma$. The main results are shown in Figs. 2, 3, and 4 for $\gamma=1.025, \gamma=1.76$, and $\gamma$ $=20$.

The features of the bifurcation pattern for the functions $\omega=\omega(N)$ in the case of a small difference of the eigenfrequencies of the particles (for $\gamma=1.025$ ) are presented in Fig. 2.

First of all we see that in the modulated chain the spectrum of linear excitations has a gap. The presence of particles of two different eigenfrequencies leads to lifting of the degeneracy for oscillations of the form $(\uparrow 0 \downarrow 0)$. For $\gamma$ close to unity the gap is narrow, but it widens rather rapidly with increasing $\gamma_{-}$. As we mentioned in the previous Section, the solution $(\sqrt{A}, \sqrt{B},-\sqrt{A},-\sqrt{B})$ splits off from the upper boundary of the gap at small $N$ at a frequency equal to $\omega_{0}$. Another solution splits off from the solution formed for $N$ $\approx 4$. Now, however, unlike the case of the uniform chain, a subsequent bifurcation does not arise on the line of the new solution, and a lifting of the degeneracy occurs with the appearance of solutions (4) and (5), which form the "parabola" 2. As will be seen later on, the position of this "parabola" varies rapidly with increasing $\gamma$.

In the case of a uniform chain a twofold degenerate dependence for oscillations with strong localization at one particle splits off in a bifurcation manner from the dependence for in-phase oscillations at a finite value of $N$. In the case of different particles this bifurcation splits and the degeneracy is lifted with the formation of solutions (1) and (2) (this is analogous to the lifting of the degeneracy in a system of two oscillators with different masses). Now a line 3 , which corresponds to an analog of the localized solution centered between particles in the uniform chain, splits off from line 2. Yet another bifurcation point is found on the line of the inphase oscillations at $\omega$ close to zero. Upon a small increase of the parameter $\gamma$ a coalescence of this primary bifurcation and branch 2 occurs at a point $\gamma_{*}=1.05$, with the formation
of "parabola" 1 . After the joining of the branches, "parabola" $l$ begins to shift into the region of the nonlinear gap.

To describe the order of the positions of the spectral curves in the vicinity of $N=10, \omega \approx-1$, let us fix the value of the frequency and follow the appearance of the curves as $N$ increases. The line of in-phase oscillations passes most closely to solution (3), and then come the lower and upper boundaries of the "nonlinear" gap. The left branch of the "parabola" 3 situated to the right of the line of the upper boundary of the gap and is inclined at the same angle to the $N$ axis. Farther to the right, the primary bifurcation from the line of in-phase oscillations occurs, and next to it is a bifurcation formed on the left branch of "parabola" 3 .

Finally, we address the appearance of "parabolas" 4 and 5 as a result of the lifting of the degeneracy in the modulated chain. It is "parabola" 4 that with growth of the parameter $\gamma$ takes part in the formation of the analog of the gap soliton.

As in an infinite modulated medium, an analog of the gap soliton in a chain with a small number of particles should correspond to a solution whose frequency lies in the region of the "nonlinear" gap. Such a solution actually arises with growth of the parameter $\gamma$, and this occurs in a threshold manner after the parameter $\gamma$ reaches a critical value $\gamma_{c}=1.707$. We note that with increasing $\gamma$ the relative size of the gap increases, and the main bifurcations on the line of in-phase oscillations and the upper boundary of the gap shift to smaller $N$. At the same time, the bifurcation "parabolas" 1 and 2 shift to the region of negative frequencies, penetrating into the gap region, and the sharp apex of "parabola" 4 approaches the upper boundary of the gap as the critical value $\gamma_{c}$ is approached. The bifurcation diagram of abovethreshold values of the parameter $\gamma$ and in the immediate vicinity of $\gamma_{c}$ is presented in Fig. 3 for $\gamma=1.76$. The inset shows the point of creation of the analog of the gap soliton. After the parameter $\gamma$ reaches the critical value $\gamma_{c}=1.707$, two bifurcation points appear on the line of the upper boundary. The subsequent evolution of the solutions created at these bifurcation points occurs very specifically and in complete agreement with the description of this process in the previous Section for $\gamma$ just less than the threshold value $\gamma_{*}$ $=1.750$, having the form shown in the inset of Fig. 3. At a value $\gamma=1.76$ we see in Fig. 3 that instead of the sharpended "parabola" 4 there already exists a branch corresponding to the gap solution $S$ and a branch of the ordinary primary bifurcation II. The first splits off and passes into the gap, then leaves the gap and crosses the horizontal axis at $N \approx 18.7$. The second dependence splits off upward from the boundary of the gap and behaves as a typical primary bifurcation. We note that if we follow the change of $\gamma$, moving from the region of large values to the region of small values of this parameter, then the vanishing of the branch of gap solitons occurs at the moment when its bifurcation point approaches the point of the primary bifurcation and it culminates in the formation of a "parabola," which then moves out into the region of negative values.

Finally, we note that "parabolas" 3 and 5 no longer show up on the bifurcation diagram, since they move ever deeper into the region of negative frequencies.

With increasing $\gamma$ the gap increases strongly, and the bifurcation point of the gap solution approaches the weakly


FIG. 3. Bifurcation diagram of single-frequency solutions for $\gamma=1.76$ (the inset shows the moment of creation of the analog of the gap soliton at a value just below the critical, $\gamma=1.749<\gamma_{c}=1.750$ ).
nonlinear limit and corresponds to a frequency close to $\gamma \omega_{0}$. In this limit at small values of $N$ there are two qualitatively very similar bifurcation patterns at low and high frequencies. This actually corresponds to the case of oscillations of atoms with substantially different masses, i.e., there are two almost independently oscillating systems of nonlinear oscillators with renormalized effective couplings. Both on the line of the upper boundary of the gap and on the line of the in-phase oscillations there are bifurcations of creation of quasi-soliton states by the scenario described by Ovchinnikov. ${ }^{9}$ But the main effect, which becomes obvious in the limit of large $\gamma$, is the transformation of the analog of the gap soliton into an out-of-gap soliton. It occurs at a frequency close to the lower edge of the spectrum of linear oscillations, as can be seen on the bifurcation diagram in Fig. 4. The only lines that remain on it are those that fall into the region of the "nonlinear" gap and the curve for the oscillation $(\sqrt{A}, \sqrt{B},-\sqrt{A},-\sqrt{B})$. The line of the analog of the gap soliton is split off from the


FIG. 4. Bifurcation diagram of single-frequency solutions at $\gamma=20$. The solution corresponding to the gap soliton is transformed into an out-of-gap soliton near the lower edge of the spectrum of linear waves.
upper boundary of the gap, reaches the frequency $\omega_{0}$, and is continuously transformed into the line of the out-of-gap soliton. We recall that in an infinite system the out-of-gap soliton corresponds to localized oscillations of the atoms of one sort and nonlocalized oscillations of the atoms of the other sort. Anomalous changes of the relationships of the amplitudes are also traced in the finite-size system investigated here.

It should be stressed that in the case $\gamma \gg 1$ many of the characteristic features of the spectral curves of the system studied-simple and double primary bifurcations, secondary bifurcations, branching points, etc.-repeat the most essential elements of the dynamics of an anharmonic chain with a large number of degrees of freedom. ${ }^{20}$ The appearance of a gap soliton and its transformation into an out-of-gap soliton in the investigated fragment of a modulated medium and in a system of large size occur according to an identical scenario. The presence of a larger number of degrees of freedom leads to filling of the regions below and above the "nonlinear" gap by frequency dependences, while the bifurcation pattern in the gap remains qualitatively the same.

From the standpoint of application of the results to magnetic molecules and systems of nonlinear optical waveguides with a small number of elements we note that the solutions found for four oscillators not only demonstrate the basic regularities of the formation of quasi-soliton states but are also part of the solutions for systems consisting of $8,12,16$, etc., oscillators. It seems to us that it should be possible to excite quasi-soliton states (including gap solitons) by resonance methods in magnetic and elastic nanoclusters and optical waveguides. It should be kept in mind that the in-phase oscillations corresponding to quasi-soliton states and which are the discrete analogs of breathers in a finite-size system have the lowest energy for a fixed number of states. Indeed, the quasi-classical spectra of all the oscillations found are easily reproduced from the calculated dependences $\omega_{i}$ $=\omega_{i}(N)$. Mainly these are originally quadratically growing functions that reach a maximum at points where the frequency goes to zero, after which they fall off with increasing amplitudes of the oscillations (with increasing integral $N$ ). However, it should be noted that, unlike the infinite and continuous systems of the nonlinear Schrödinger equation, the question of stability of the quasi-soliton states of the discrete nonlinear Schrödinger equation cannot be solved solely on the basis of an analysis of quasi-classical spectra, and it requires a special investigation. ${ }^{22}$

## CONCLUSIONS

In summary, in a modulated finite-size nonlinear system the spectrum of single-frequency stationary states includes principal nonlinear oscillations and oscillations split off from the principal oscillations as a result of primary and secondary bifurcations, and also oscillations arising in pairs at finite values of the excitation energy (or integral $N$ ). The main results of our study of the stationary nonlinear oscillations of such a system can be summarized in the following statements.

1. We have obtained the complete bifurcation diagram of monochromatic solutions in a system of four oscillators and have carried out a general classification of their spectral
curves $\omega_{i}=\omega_{i}(N)$ for an arbitrary relationship of the frequency characteristics of two sorts of oscillators.
2. We have described effects due to the modulated character of the system: the formation of a gap, the appearance of bifurcations and splitting (doubling) bifurcation curves, the formation of autonomous pairs of solutions which correspond to "parabolic" spectral curves, and also other features characteristic for systems with defects.
3. We have investigated in detail the process of formation of the solution that is the analog of the gap soliton in a distributed modulated medium. We have found the critical value $\gamma_{c}$ (the critical ratio of eigenfrequencies of the oscillators) above which the gap solutions of the soliton type exist.
4. We have shown that at large gap sizes the existence region of such a solution is large; it arises in a bifurcation manner, similarly to the quasi-soliton state split off from the branch of uniform oscillations. At a value of the frequency close to the lower edge of the gap of linear oscillations, an analog of the gap soliton is transformed to an out-of-gap soliton. It is assumed that the quasi-soliton states, including the gap solitons, can be excited by resonance methods in magnetic and elastic nanoclusters and systems of optical waveguides.
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A simple interpretation is proposed for the series of magnetization jumps observed in twosublattice Ising antiferromagnets with single-ion anisotropy of the easy-plane type in a longitudinal external field. © 2005 American Institute of Physics. [DOI: 10.1063/1.2001647]

In recent years a large number of experimental and theoretical papers have appeared in which the low-temperature properties, phase diagrams, heat capacity, and magnetic susceptibility of nickel-containing antiferromagnetic systems (nickelates) ${ }^{1-11}$ are actively discussed. The compounds studied include $\mathrm{Ni}\left(\mathrm{C}_{2} \mathrm{H}_{8} \mathrm{~N}_{2}\right)_{2} \mathrm{NO}_{2}\left(\mathrm{ClO}_{4}\right)$ (Ref. 12), $\mathrm{Ni}\left(\mathrm{C}_{2} \mathrm{H}_{8} \mathrm{~N}_{2}\right)_{2} \mathrm{Ni}(\mathrm{CN})_{4}$ (Ref. 13), $\mathrm{Ni}\left(\mathrm{C}_{11} \mathrm{H}_{10} \mathrm{~N}_{2} \mathrm{O}\right)_{2} \mathrm{Ni}(\mathrm{CN})_{4}$ (Ref. 13), $\mathrm{Ni}\left(\mathrm{C}_{10} \mathrm{H}_{8} \mathrm{~N}_{2}\right)_{2} \mathrm{Ni}\left(\mathrm{CN}_{4}\right) \mathrm{H}_{2} \mathrm{O}$ (Ref. 14), and other 1D compounds (Ref. 15). A feature of these compounds observed experimentally (see, e.g., Refs. 9 and 10) is a jumplike dependence of the magnetization on the external magnetic field.

Such behavior of the magnetization is now considered to be due to the low dimensionality of the magnetic properties of these compounds, which is reflected in the peculiar character of their spectrum. It is known that this spectrum, even in isotropic (Heisenberg) chains with integer spin $S$, has a gap (the so-called Holstein gap) ${ }^{16}$ which alters the lowtemperature behavior of the thermodynamic characteristics of 1D magnetic objects. Because of the well-developed fluctuations, their description requires more-exact methods than the phenomenological (quasiclassical) approach that is widely used in the theory of magnetism or the dimensionsensitive random phase approximation. ${ }^{17}$ Therefore, the theoretical papers employ such methods as the transfer matrix, ${ }^{8}$ Monte Carlo, ${ }^{18}$ and renormalization group ${ }^{19}$ methods, numerical methods, ${ }^{20}$ the integrable $\mathrm{SU}(3)$ model (for $S=1$ ), ${ }^{21}$ and others.

The most interesting feature of the magnetization of the (strictly speaking, quasi-)1D compounds mentioned above is, as we have said, its steplike character and, accordingly, the presence of a pronounced plateau on the field curves of the magnetization, which demonstrate a close to zero value of the static magnetic susceptibility. Such behavior has long been known for ferromagnets with a large contribution from the spin-orbit motion or, equivalently, a high (stronger than the exchange) single-ion anisotropy ${ }^{22}$ (see also the review ${ }^{23}$ ). In the compounds listed above, however, the single-ion anisotropy, though large, does not exceed the exchange inter-
action constant. And, if the exchange were of the Heisenberg type, then it would be hard to believe that the behavior of these antiferromagnetic systems in an external magnetic field would be conventional-the collapse of the magnetic moments of the sublattices at a finite value of the susceptibility. ${ }^{23,24}$

The goal of this Brief Communication is to study the spectral dependences of a simple model from which it follows that the field behavior of the magnetization (and, hence, of the susceptibility) observed in the substances listed ${ }^{1-11}$ is not due to their low dimensionality but to the Ising character of the spin-spin exchange interaction. In particular, we shall show that the process of magnetization of a two-sublattice Ising antiferromagnet with single-ion anisotropy occurs in the form of a sequence of quantum metamagnetic phase transitions, as a result of which the two-sublattice antiferromagnetic system is converted to a ferromagnetic system. Here the problem in the self-consistent field approximation is solved trivially as in the case of ferrosystems ${ }^{22}$ and no restriction $S=1$ is required (although such a situation is realized in the nickelates).

We write the Hamiltonian of the model spin antiferromagnetic Ising system in the form

$$
\begin{equation*}
\hat{H}=\frac{1}{2} \sum_{\mathbf{n}_{\alpha} \mathbf{m}_{\beta}} I_{\mathbf{n}_{\alpha} \mathbf{m}_{\beta}} S_{\mathbf{n}_{\alpha}}^{Z} S_{\mathbf{m}_{\beta}}^{Z}+D \sum_{\mathbf{n}_{\alpha}}\left(S_{\mathbf{n}_{\alpha}}^{Z}\right)^{2}-h \sum_{\mathbf{n}_{\alpha}} S_{\mathbf{n}_{\alpha}}^{Z}, \tag{1}
\end{equation*}
$$

where $I_{\mathbf{n}_{\alpha} \mathbf{m}_{\beta}}$ are the constants of the exchange interaction between ions whose positions are specified by the vectors $\mathbf{n}_{\alpha}$ and $\mathbf{m}_{\beta}$, and the indices $\alpha, \beta=1,2$ enumerate the magnetic sublattices, $S_{\mathbf{n}_{\alpha}}^{Z}$ are spin projection operators, $D$ is the singleion anisotropy parameter, and $h=\mu_{B} g H$ is the magnetic field written in energy units ( $\mu_{B}$ is the Bohr magneton and $g$ is the $g$ factor).

In the general case operator (1) would be supplemented by single-ion anisotropy terms of higher order and also by "transverse" exchange of the type $I_{\mathbf{n}_{\alpha} \mathbf{m}_{\beta}}^{\perp}\left(S_{\mathbf{n}_{\alpha}}^{X} S_{\mathbf{m}_{\beta}}^{X}+S_{\mathbf{n}_{\alpha}}^{Y} S_{\mathbf{m}_{\beta}}^{Y}\right)$, which we shall ignore in this paper. Taking the anisotropic terms into account in the case of Ising exchange does not
present any particular difficulty. As to the transverse projections of the spin operators, with increasing $I_{\mathbf{n}_{\alpha} \mathbf{m}_{\beta}}^{\perp}$ a change of the ground state can occur, and the problem becomes difficult to study.

Below we shall restrict consideration in (1) to the exchange interactions of nearest neighbors only, and we shall denote the intersublattice exchange $(\alpha \neq \beta)$ by $I$ and the intrasublattice exchange by $J$; according to the idea of the model the first should be antiferromagnetic, $I>0$, while the constants $D$ and $J$ can in principle be positive or negative. If they have the positive sign (in other words, are antiferromagnetic) the value of the intrasublattice exchange should be much less than $I$ in order for the ground state of the model to be consistent with its two-sublattice nature. Moreover, for such a sign of $J$ the influence of magnetic field can lead to additional "generation" of sublattices ${ }^{25}$ (see also Ref. 26), and this possibility will also be ignored below.

In the self-consistent field approximation used (and also under the assumption that the magnetic state of the system is uniform) the energy of system (1) per magnetic cell (for simplicity we consider only the case $T=0$ ) is

$$
\begin{equation*}
E_{j}=-I S(S-j)+(D+J)\left[S^{2}+(S-j)^{2}\right]-h j, \tag{2}
\end{equation*}
$$

where we have taken into account that the value of the spin of the magnetic sublattice directed along the field (for definiteness we call this the first sublattice) is equal to $S$. It does not vary but remains constant, while the spin of the other (second) sublattice, initially directed counter to the field, can in the ground (lowest) state be equal to $-(S-j)$; here $j$, as is easily seen, takes on values from 0 (the ground state for $h=0)$ to $2 S$ at high fields. In Eq. (2) it is assumed that the parameters $I$ and $J$ include the number of nearest neighbors creating the exchange field.

With increasing field the energy of the ground state of the first sublattice remains unchanged, while the levels of the second begin to cross, so that the ground state successively becomes the state with projection $-(S-j)$. Using Eq. (2) it is easy to write the difference of the values of the energies of two states when the values of the spin of the second sublattice differ by unity:

$$
\begin{equation*}
E_{j}-E_{j-1}=2 I S-(D+J)(2 S-2 j+1)-h . \tag{3}
\end{equation*}
$$

We note that for $J<0, D<0$ the contribution of the second term in Eq. (3) is positive and decreasing with increase of $j$. This means that for such signs of the constants the system upon the introduction of $h$ undergoes only one transition, when the spin of the second sublattice, equal to $S$ and directed counter to the field, makes a jumplike transition to a state in which it has the same spin value $S$ in the direction along the field. In other words, in an Ising system with an easy-axis character of the single-ion anisotropy and a ferromagnetic sign of $J$ there can be only one metamagnetic transition. Its features were analyzed in Ref. 27.

For $J>0$ and $D>0$ the contribution of the same term in (3) is already negative, and it increases with increasing $j$. Consequently, in such an antiferromagnetic system one has a succession of ground states crossing into place, or a sequence of quantum phase transitions, as a consequence of which the spin projection of the second sublattice undergoes jumps, each time changing by unity.

In the framework of the assumptions made in writing the Hamiltonian (1), we find the critical fields $h_{\text {cr }}^{(j)}$ of these magnetization jumps for the case of a relatively small single-ion anisotropy [more precisely, for $D<I S /(2 S-1)-J$ ]. Expressions for the $h_{\text {cr }}^{(j)}$ are determined from the obvious equality $E_{j}=E_{j-1}$, the use of which gives

$$
\begin{equation*}
h_{\mathrm{cr}}^{(j)}=I S-(D+J)(2 S-2 j+1), \quad j \neq 0 . \tag{4}
\end{equation*}
$$

It follows directly from (4) that for fields $h_{\text {cr }}^{(j)}<h$ $<h_{\mathrm{cr}}^{(j+1)}$, as for $h<h_{\mathrm{cr}}^{(1)}$, the value of the magnetization of the Ising antiferromagnetic will be constant, and for $T=0$ it is equal to $j$. In other words, the field curves of the magnetization $m(h)$ have a plateau. The difference between the fields of two successive metamagnetic phase transitions depends on neither $I$ nor $j$ :

$$
\begin{equation*}
\Delta h=h_{\mathrm{cr}}^{(j+1)}-h_{\mathrm{cr}}^{(j)}=2(D+J) \tag{5}
\end{equation*}
$$

At the same time, the value of $h_{\mathrm{cr}}^{(1)}$ depends on $I: h_{\mathrm{cr}}^{(1)}=I S$ $-(D+J)(2 S-1)$. Interestingly, for $J=D=0$ the model becomes degenerate, for at all possible values of $j$ the critical fields are equal: $h_{\mathrm{cr}}^{(j)}=I S$, and, as we see, does not depend on $j$.

We emphasize that for the above-described sequence of quantum metamagnetic phase transitions from the initial (antiferromagnetic) phase to the final (ferromagnetic) phase, the ions before and after the transition are found in the same single-ion state, which, regardless of the influence of the crystalline field, is determined by the exchange interaction. However, in the process of transition the ions of the 2nd sublattice change their single-ion state (passing through a state with zero spin projection on the axis of quantization), and that is the main cause of the sequence of metamagnetic phase transitions, for which the difference (5) is independent of $I$.

As an illustration let us consider the simplest case of a two-sublattice Ising antiferromagnet with single-ion anisotropy. In this case $S=1$, and from (2) it is easy to write the energy of the three possible states

$$
\begin{align*}
E_{0}= & -I+2(D+J) ; \quad E_{1}(h)=(D+J)-h ; \quad E_{2}(h)=I \\
& +2(D+J)-2 h . \tag{6}
\end{align*}
$$

Figure 1a shows plots of the variation of the energy (6) with $h$ for $J=D=0$. It is seen that $E_{1}(h)$ and $E_{2}(h)$ cross the value $E_{0}$ at a single point, which corresponds to the aforementioned degeneracy of the model and, accordingly, to the only possible metamagnetic transition.

Figure 1 b shows the same $E_{1}(h)$ and $E_{2}(h)$ curves at negative values of $J$ and $D$, or $J+D<0$. Here the straight line $E_{2}(h)$ crosses with the energy $E_{0}$ before the lines $E_{1}(h)$ does, i.e., for such signs and values of the parameters only one metamagnetic transition is possible, and two plateaus are observed on the $m(h)$ curve. The fields at which $E_{1}(h)$ and $E_{2}(h)$ cross $E_{0}$ are: $h_{1}=I-D-J, h_{2}=I$, and, naturally, $h_{1}>h_{2}$.

The case when $J>0$ and $D>0$, or $J+D>0$, is shown in Fig. 1c. Now the energy $E_{1}(h)$ first crosses the straight line $E_{0}$, preceding the corresponding crossing for the $E_{2}(h)$ curve. In other words, at these values of the parameters we


FIG. 1. Field dependence of the energies $E_{1}(h)$ (dashed line) and $E_{2}(h)$ (dotted-and-dashed line) according to expressions (6) for $D+J=0$ (a), $D$ $+J<0$ (b), and $D+J>0$ (c). The solid line corresponds to the ground state energy $E_{0}$ in the absence of field.
have $h_{1}<h_{2}$, and two metamagnetic transitions will occur in the system, and, accordingly, three plateaus will form on the $m(h)$ curve.

As a result, the behavior of an Ising antiferromagnet with $S=1$ obtained at $T=0$ corresponds completely to that observed in low-temperature experiments. ${ }^{1-11}$ The approximation used thus shows that $\Delta h$ [see Eq. (5)] is independent of the space dimension of the system, being completely determined by the value of the single-ion anisotropy (this last is also evident from the experiment), where for all temperatures in the region $T<D(<I)$ one has to good accuracy $\Delta h$ $\approx 2 D$. Raising the temperature to values $T \sim D$ and then up to $T \sim I$ will undoubtedly lead to a smoothing of the jumps, but in the high-temperature region the metamagnetic transition in the model studied should maintain its jumplike character. Here it must be kept in mind that in the case of finite temperatures the self-consistent problem of determining the energy spectrum and the mean magnetization will include all the one-ion levels, leading to a transcendental system of equations. That case requires separate consideration.

In conclusion, it should be noted that at large values of $D[D>I S /(2 S-1)-J]$ the "equidistant" character of the critical fields (5) found above no longer obtains. In particu-
lar, for $D \gtrdot I, J$ the ground state of the magnet changes. For example, for $S=1$ the ground state of the ions become the state with spin projection equal to zero. If so, the crystal is a Van Vleck paramagnet, though one with an antiferromagnetic exchange between ions. The influence of the magnetic field then leads to the inducing of a magnetically ordered state in such a crystal, ${ }^{22,23}$ which for $T=0$ occurs in two jumps. This also takes place for half-integer spins and, for example, for $S=3 / 2$ at large $D$ the projections of the spins of the two sublattices in the ground state are equal to $\pm 1 / 2$. The turning on of the field first leads to a jump (by unity) in the projection of the spin of the second sublattice, while the projection of the spin of the first sublattice remains unchanged. Here the single-ion spin states are also unchanged, and for that reason this transition is considered metamagnetic. Then, with increasing field, two more jumps will happen, for which the projections of the spins of the two sublattices will progressively increase, and they will make a transition to another (higher-lying) single-ion state. However these will not be metamagnetic phase transitions but fieldinduced magnetization occurring upon a change of the single-ion states. Therefore, depending on the relative values of the constants $D$ and $I$, one should distinguish the sequence of quantum metamagnetic transitions from the other quantum transitions that are also induced by the magnetic field but which are related to the change of the single-ion states.

We are grateful to S. M. Ryabchenko for calling our attention to Ref. 8, in which the problem of the appearance of a plateau on the field dependence of the magnetization of nickelates is discussed on the basis of a numerical calculation, and also to the referee for constructive comments.
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#### Abstract

An experimental study of the electrical response in ${ }^{4} \mathrm{He}$ in the temperature interval $1.5-T_{\lambda}$ is investigated experimentally by the torsion generator technique. It is shown that the motion of the normal component of He II, entrained by the wall of the torsion oscillator, causes dynamic polarization of the liquid. It is established that the induction potential is proportional to the square of the linear velocity of the oscillator wall. © 2005 American Institute of Physics. [DOI: 10.1063/1.2001649]


## INTRODUCTION

The possible link between the macroscopic superfluid motion and the electrical properties of the liquid is one of the little-studied problems of the physics of superfluid helium.

Recently it was established experimentally for the first time that the relative motion of the superfluid and normal components of He II in a wave of second sound is accompanied by the appearance of an electric induction (electric displacement). ${ }^{1}$ In essence what was observed is a charge wave process that takes place together with the well-known wave process of the second sound. This suggests that the presence of a heat flux in helium will somehow lead to a redistribution of the charged constituents of the helium atoms. It became clear that in the wave process of second sound not only the superfluid and normal components (their centers of inertia) engage in periodic countermotion but so do the centers of charge. It was also shown in Ref. 1 that such an effect is not observed in the propagation of first sound.

A characteristic feature of second sound is that the wave process is accompanied by oscillations of the temperature, which complicates the interpretation of experimental data. ${ }^{1}$

In this paper, which is a continuation and extension of Ref. 1, we use the torsion oscillator method, ${ }^{2}$ which is based on the fact that in the motion of a solid object in He II at a subcritical velocity, only the normal component is entrained into motion. Thus one can create relative motion of the superfluid and normal components without changing the temperature nor the normal and superfluid densities $\rho_{n}$ and $\rho_{s}$ and avoid the problems inherent to the thermal method of exciting motion.

## EXPERIMENTAL APPARATUS AND THE MEASUREMENT TECHNIQUE

The measurement unit was a torsion oscillator developed by the Reppy group ${ }^{2}$ for use with superfluid helium. This technique has aquitted itself well in studies of phase transitions in adsorbed helium films.

A diagram of the measurement unit is shown in Fig. 1. Chamber 1 was a brass cylinder with a height and a diameter of 10 mm . The inner walls of the chamber were polished to a mirror shine to diminish the surface losses. The chamber was suspended by a capillary 2 of length 12 mm , with outer and inner diameters of 0.8 and 0.5 mm , prepared from the needle of a medical syringe. An electrode 3 was passed through the bottom of the chamber; this electrode doubled as a lever for exciting torsional forces and a sensor for measuring the amplitude of the torsional displacements.

The essence of the technique can be summarized as follows. Chamber 1 , suspended on the elastic capillary, was set in torsional motion by an alternating force arising between capacitor plates (electrodes 3 and 4) as a result of the application of a train of pulses of known amplitude. The resonance frequency $\omega_{\text {res }}$ was determined by the torsional modulus $G$ of the capillary and the moment of inertia $I$ of the chamber $\left[\omega_{\text {res }}=(G / I)^{0.5}\right]$ and equalled 136 Hz at helium temperatures. The electrode 4 was rigidly fixed, and the torsion resonator can be "driven" to displacements small compared to the distance between electrodes 3 and 4. The amplitude of the small displacements (vibrations of the oscillator) was determined with the aid of a capacitive probe formed by electrodes 3, 5, and a 200 V battery. The motion of the electrode 3 alters the capacitance of the probe, and a potential proportional to the displacement of the oscillator, appears on electrode 5 . When the chamber is filled with helium, e.g., by depositing a film on its inner surface, the moment of inertia of the chamber changes. Below the $\lambda$ transition the superfluid component is not entrained by the oscillating wall of the chamber, and that leads to an additional variation of the moment of inertia. All of this can be observed from measurement of the resonance frequency.

An important characteristic of the torsion oscillator is its Q, which in the unfilled chamber is determined by the internal friction in the elastic suspension (capillary). In the filled chamber there is a also a contribution to the Q from processes occurring in the condensed helium.


FIG. 1. Block diagram of the apparatus for measuring the dynamic polarization of He II: 1 -chamber of the torsion oscillator, 2-rigid suspension of the oscillator and the filling capillary, 3-drive electrode-lever. Circuit A: 4-supply electrode, 5-electrode for measuring the amplitude of the displacement of the chamber, 6-preamplifier, 7-lock-in amplifier, 8-phase shifter, 9-zero-cross detector, 10-attenuator, 11 -generator, 12, 13switches, 14-oscilloscope. Circuit B: 15-electrode for registering the electric induction (electric displacement), 16-preamplifier, 17-lock-in amplifier, 18 -frequency doubler, 19 -frequency meter, $\mathrm{C}_{\text {cal }}$-calibrated capacitance intended for determination of the input capacitance $C_{i n}$.

The electrical circuit consists of measurement channels A and B.

Channel A is intended for the creation and registration of the mechanical torsional oscillations and is a closed circuit consisting of a preamplifier 6 , a lock-in amplifier 7 , a phase shifter 8 , a zero-cross detector 9 , and an attenuator 10 , all connected in series. The Reppy mechanical torsion resonator is connected into a feedback circuit. In the closed electronic/ mechanical circuit formed, a self-excited oscillatory process arises. The main advantage of this ring scheme is that it permits measurement of both the frequency and amplitude of the oscillations automatically, since it requires no additional adjustment for the influence of the processes occurring in the helium on the system parameters.

In such a scheme several regimes of operation of the torsion resonator can be realized: 1) a regime of forced oscillations from the external oscillator 11 (switch 12 is in the upper position); 2) an autogenerator regime (switch 12 is in the lower position); 3) a free damping regime (switch 13 is in the lower position); 4) a regime of stopping of the vibrating oscillator. For regime 4 it was sufficient to change the phase of the supply voltage by $180^{\circ}$ and at a certain instant to disconnect the supply (switch 13 was placed at the lower position at the time when the amplitude of the displacements had fallen to the level of noise). The shape of the signals, their phase, and the stopping time of the oscillator to come completely to rest were monitored by the oscilloscope 14 .

In channel B we upgraded the Reppy resonator: an additional electrode 15 for measuring the electric induction (electric displacement) was passed along the center of the chamber via the filling capillary; this electrode, together with the inner walls of chamber 1 , formed a capacitor for the measurement of the electric induction. An electrode of diameter 0.2 mm was mounted above the base of the suspension
without touching the walls of the capillary, and therefore it was not set in motion when the oscillator ran. Channel B was intended for measurement of the electrical response to the relative motion of the components of He II imparted by the oscillating wall of the chamber. Channel B consisted of a preamplifier 16 and a lock-in amplifier 17 . The use of the lock-in amplifier, the double shielding of the input leads, and automatic supply of the preamplifer made it possible to achieve a voltage sensitivity as good as $3 \times 10^{-9} \mathrm{~V}$ in a 1 Hz band or a sensitivity to the electric charge as good as $10^{-19} \mathrm{C}$. In such a case one can measure not only the dc and ac components of the signals of both circuits but also observe their phases and the phase difference.

Thus in the experiment a periodic force of excitation of oscillations of the oscillator (electrode 4) was imposed and the amplitude $A$ of the mechanical torsion oscillations of the chamber (electrode 5) and the electric induction (electrode 15) were measured. Knowing the amplitude of the oscillations of the wall of the chamber and the resonance frequency, we could calculate the velocity of the chamber wall $V$ $=L \omega_{\text {res }}$ and the acceleration $a=M \omega_{\text {res }}^{2}$. ( $L$ and $M$ are constants to be determined in the experiment.)

## EXPERIMENTAL RESULTS AND DISCUSSION

The experiments were conducted in the following manner. After the chamber was cooled to a temperature below 4.2 K the temperature dependence of the resonance frequency and amplitude of the oscillations of the chamber were measured (first for the empty chamber and then for the helium-filled chamber). Typical values of the linear velocity $V$ of the side wall of chamber $l$ were $10-700 \mu \mathrm{~m} / \mathrm{s}$. The Q of the oscillator was determined in two ways: from the amplitude of its oscillations under conditions of a constant driving force (regimes 1 and 2); from the damping time of the oscillations of the torsion resonator after the feedback was disconnected (regime 3). Below 2.6 K the Q of the unfilled chamber was over $10^{7}$.

The operation of the torsion generator was checked in experiments with unsaturated and saturated helium films and also with bulk liquid helium. In the experiment a periodic force was imposed, causing oscillations of the torsion generator, and the values of its resonance frequency and oscillation amplitude were registered. The temperature was varied in a stepwise manner with temperature stabilization, and in the course of time it was expected that equilibrium would be established. Since there was no porous material in the metal chamber 1 , in contrast to Ref. 2, for example, and the surface area was small, thermal equilibrium was established rapidly. Here it turned out that the shift of the frequency of the torsion generator in the presence of the saturated film was practically independent of temperature in the temperature interval $1.4-1.8 \mathrm{~K}$. When the temperature approached $T_{\lambda}$ the shift of the frequency decreased smoothly, and in the He II region it again was independent of temperature. This is direct evidence of a decrease of the contribution of helium to the moment of inertia of the oscillator below the temperature of the superfluid transition. At the $\lambda$ point a kink was observed in the frequency dependence. For the saturated film the value of $T_{\lambda}$ turned out to be equal to 2.18 K , as in the case of bulk helium. For the unsaturated films we could observe a slight


FIG. 2. Traces of the signal shape on the oscilloscope screen at temperatures of 2.3 and 2.0 K versus time: the upper curves are the amplitudes of the induction on electrode 15 ; the lower curves are the amplitudes of the oscillations of the oscillator (electrode 5).
shift of $T_{\lambda}$ to lower temperatures. The real sensitivity of the apparatus was sufficient to permit reliable observation of the change of the moment of inertia of a helium film $25 \AA$ thick and with a total area of $\sim 5 \mathrm{~cm}^{2}$.

Typical time traces from a cathode-ray oscilloscope, describing the oscillations of the cylindrical wall of the chamber 1 and the electric induction on electrode 15 , are presented in Fig. 2 for two temperature regions above and below $T_{\lambda}$. The analogous temperature data are presented in Fig. 3: Fig. 3a shows the temperature dependence of the amplitude of the oscillations of the torsion generator for three constant but different values of the driving force (channel A), and Fig. 3 b shows the temperature dependence of the electric induction arising below $T_{\lambda}$ (channel B).

It is seen that the amplitude of the oscillations of the torsion resonator behave somewhat differently from the frequency. The amplitude of the oscillations of the oscillator or the angle of rotation and, hence, its velocity vary strongly below $T_{\lambda}$. At the $\lambda$ point the signal suffers a kink, decreases, and then, after passing through a minimum at $1.9-2 \mathrm{~K}$ again rises to the level that it had below 2.2 K . This attests to the appearance of an additional channel of dissipation of mechanical energy below $T_{\lambda}$. It was established by special tests that the additional channel of dissipation is not due to an increase of or oscillations of the temperature to an accuracy of $1.7 \times 10^{-6} \mathrm{~K}$.

Thus the $\lambda$ transition was fixed from the kink on the frequency and amplitude dependences, and the $\omega_{\text {res }}(T)$ and


FIG. 3. Temperature dependence of the amplitude of the oscillations of the torsion oscillator (a) and of the electric induction (electric displacement) for three values of the pulses train on electrode 4 (b).
$A(T)$ curves obtained are qualitatively the same as in Ref. 2, where the measurements were made in a torsion oscillator filled with a porous materials whose surface was coated by a helium film.

The most important result of the experiment was that below $T_{\lambda}$ in the presence of the helium film or of the bulk liquid in the vessel an induced potential with one-sided modulation at double the frequency appears on electrode 15 (see Fig. 2a). For the saturated and unsaturated films the signal was observed in the entire interval of currents of the side wall of the cylinder, all the way up to $700 \mu \mathrm{~m} / \mathrm{s}$. Analogous behavior was observed for bulk helium, but only at frequencies of the cylinder wall of chamber 1 less than 30 $\mu \mathrm{m} / \mathrm{s}$. At higher amplitudes of oscillations (velocities) the induction signal was absent on account of the low values of the critical velocities of vortex formation in bulk helium. A film of superfluid helium has the advantage over bulk helium that the critical velocity of the motion in it is much higher than the frequencies realized in the present experiments. Above $T_{\lambda}$ the induction signal was not observed to an accuracy of $3 \times 10^{-9} \mathrm{~V}$ (see Fig. 2a, $T=2.3 \mathrm{~K}$ ). It is seen in Fig. 3a,b that the behavior of the induction in He II and the amplitudes of the oscillations of the oscillator and, hence, the dissipation, in the torsion resonator are correlated with each other. Furthermore, experiments with the unsaturated films showed that the amplitude of the signal induced on the electrode is proportional to the thickness of the film. This indicates the bulk character of the electrical phenomena.

Thus in the excitation of oscillations of the normal component relative to the superfluid component, as in the case of a second-sound wave, ${ }^{1}$ an electric induction, or, in other words, a dynamic polarization, arises in He II. The dynamic
polarization of He II leads to the appearance of charge on the capacitor plates which is registered in the experiments. We stress that the amplitude of the induction is maximum at points where the angular part of the acceleration of the torsion resonator is maximum. This follows from the phase shift between the signals of the two channels observed on the oscilloscope. In the second-sound resonator the induction signal is also maximum at the time of the maximum relative acceleration of the components. ${ }^{1}$

Let us point out several important differences between our experiments and those done in Ref. 1.

1. In our experiments the temperature and density of the components $\rho_{s}$ and $\rho_{n}$ remained constant, whereas in the case of second sound they varied.
2. In the torsion experiments the relative velocity vectors $\mathbf{V}=\left(\mathbf{V}_{n}-\mathbf{V}_{s}\right)$ and the electric polarization are perpendicular, while in the second-sound resonator they are parallel to each other.
3. In the second-sound resonator the normal and superfluid components of the helium periodically change their direction of motion, and accordingly the sign of the polarization changes. In the torsion experiments the angular and radial parts of the acceleration over a single period of the motion in the clockwise and counterclockwise directions turn out to be in the same direction. In this case the induced electric signal, which is alternating in time, does not charge polarity. This accounts for the doubling of the frequency of the induction signal.

The one-sided modulation of the induction signal increases as the temperature is lowered from the $\lambda$ point to $\sim 1.9 \mathrm{~K}$, where the signal is maximum (see Fig. 2a). We attribute this to the spontaneous appearance in the apparatus of circular circulating flows in the apparatus. In this case the value of the relative velocity $\mathbf{V}=\mathbf{V}_{n}-\mathbf{V}_{s}$ varies in magnitude during the motion of the resonator in the clockwise and counterclockwise directions. Apparently the forced oscillations of the chamber cause precession of the $z$ component of the angular momentum of the circulating superfluid flow, and with it the dynamic polarization vector (the $z$ axis coincides with the axis of the capillary).

The dependence of the electric induction on the velocity of oscillation of the oscillator is shown in Fig. 4. It is seen that the induced potential is proportional to the square of the linear velocity of the wall of the chamber 1 , i.e., to its centripetal acceleration. This attests to the direct relation of the acceleration (inertial force) and electric response of He II, or, in other words, one can say that a mechanoelectric effect is observed in the system.

An unexpected result was the difference of the values of the Q of the oscillator in He II as measured by different methods. When measured by the forced oscillation method (regimes 1, 2) it turned out to be lower than for $T>T_{\lambda}$, attesting to the appearance of additional losses in the region $T<T_{\lambda}$. If the feedback of the generator is disconnected and one measures the Q from the free stopping time, then it turns out to be higher (regime 3, the stopping took several minutes longer). This may indicate that precession of the angular momentum of the superfluid flow at the doubled frequency is damped, since part of the energy and momentum is expended on maintaining the oscillations of the oscillator, i.e., a para-


FIG. 4. Dependence of the induced potential on electrode 15 on the square of the velocity of the side wall of the chamber. The unfilled symbols are for a helium film, and the filled symbols are for bulk helium.
metric amplification of the oscillations of the oscillator occurs. Above the $\lambda$ point both methods give identical values of the Q . Control experiments with an empty chamber $l$ at a temperature of 1.4 K also gave identical values of the Q .

Evidence in favor of this assertion comes from the following experiment. As is known, one of the necessary conditions for the normal operation of the torsion generator is that not only the frequency but also the phase relations between the motion of the electrode 3 of the oscillator and the periodic force proportional to the square of the driving voltage must be obeyed. In the course of the experiments, after the stationary values of the measured quantities has been established, an artificial braking of the oscillator to a complete standstill occurred (regime 4). It turned out that after the chamber had stopped, the signal of the electric induction dried down to the noise level in several minutes, i.e., the normal component was stopped together with the wall, the temperature was constant to an accuracy of $10^{-5} \mathrm{~K}$, and the oscillations of the electric induction continued for some time more. This indicates the existence of precession of the circulating current and the noninvolvement of thermal effects.

Thus in this study we have observed for the first time a dynamic polarization of liquid helium in the absence of external electric field. As we know, the polarization of a dielectric in the absence of external electric field attests to charge ordering in it, since it is characterized by the appearance of a spontaneous electric moment, the formation of a domain. A measure of the order is the value of the ordered dipole moments of the particles per unit volume. At present the only thing known about the ordering in liquid helium is that it is characterized by the appearance of a spontaneous angular momentum below $T_{\lambda}$. From the results of the present study we can state with a high probability that below $T_{\lambda} \mathrm{He}$ II is characterized by two interrelated phenomena: dynamic polarization and a circulating flow. By analogy with dielectrics, in which a spontaneous moment is observed, in He II the dynamic polarization can be taken as a sign of ordering. And the forces leading to ordering in He II may be electric forces that compensate their inertial forces. In the presence of these two forces of different nature, He II becomes similar to a centrosymmetric domain. In experiments with the use of me-
chanical oscillations of an oscillator this domain was driven to precession and its evolution observed. This point of view is supported by experiments with bulk helium. As was shown for the bulk liquid, if the velocity of the side wall of the oscillator is above the critical $\left(V>V_{c}=\hbar / m R\right)$, the induction signal is absent, attesting to the vanishing of the ordering described above. Here $m$ is the mass of the helium atom, $R$ is the radius of the chamber, and $\hbar$ is Planck's constant.

We stress that the result obtained cannot be considered definitive proof but, in any case, is an indication that the coupling of the angular and electric moments is completely natural, although unexpected.

## CONCLUSION

In this paper we have shown that the periodic motion of the normal component entrained by the oscillations of the wall is also accompanied by the appearance of an electric charge on the capacitor plates, as in the case of second sound. ${ }^{1}$ The influence of the thickness of the superfluid film on the value of the induction indicates a direct dependence of the electrical effect on the volume of liquid. The relation established, $\Delta U \propto\left(V_{s}-V_{n}\right)^{2}$, attests to a connection between the forces of electrical origin and the inertial forces in liquid helium below $T_{\lambda}$, i.e., we are talking about the first observation of mechanoelectric effects in liquid helium.

The observation of this effect permits its use as a novel
and effective means of registering second sound and as a contactless method of measuring the velocity of the superfluid component.
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#### Abstract

A theory for the Shubnikov-de Haas oscillations in the diagonal conductivity $\sigma_{x x}$ of a 2D conductor is developed for the case when electron states within the broadened Landau levels are localized except for a narrow stripe in the center. The standard Shubnikov-de Haas oscillations take place only in the low-field region, which at higher magnetic fields crosses over into peaks. In the limit $\Omega \tau \gtrdot>1$ peaks in the $\sigma_{x x}$ became sharp and between them $\sigma_{x x} \rightarrow 0$ ( $\Omega$ is the cyclotron frequency, $\tau$ is the electron scattering time). The conductivity peaks display different temperature behavior with the decrease of temperature $T$ : a thermal activation regime, $\sigma_{x x} \propto \exp (-\Delta / T)$, which holds at higher temperatures, crosses over into the variable-rangehopping regime at lower temperatures with $\sigma_{x x} \propto 1 / T \exp \left(-\sqrt{T_{0} / T}\right)$ (the prefactor $1 / T$ is absent in the conductance). © 2005 American Institute of Physics. [DOI: 10.1063/1.2001651]


In spite of more than two decades of intensive experimental research and great theoretical effort, the quantum magnetic oscillations of the conductivity in 2D conductors still have some open questions. Even in the most studied case of the integer quantum Hall effect (IQHE) ${ }^{1}$ a complete picture is missing, in particular, concerning different regimes in temperature and magnetic field dependencies of the Hall, $\sigma_{x y}$, and longitudinal, $\sigma_{x x}$, conductivities. Although the origin of the quantized plateaus in the $\sigma_{x y}$ is well understood, ${ }^{2}$ the transitional regions between them, where localization and scaling ${ }^{3}$ play an important role, needs a deeper insight. The scaling properties of the diagonal conductivity $\sigma_{x x}$ in the variable-range hopping (VRH) regime of the IQHE were recently established experimentally at low temperatures down to $60 \mathrm{mK} .{ }^{4}$ To explain this universal scaling behavior as well as transitions between different regimes in the IQHE is a theoretical challenge. At the moment there is no coherent analytic description of the quantum magnetic oscillations of the diagonal conductivity $\sigma_{x x}$ which takes into account the localization effects at different temperature regimes in the IQHE. In particular, it is not clear so far why quantum oscillations in $\sigma_{x x}$ do survive in spite of the fact that most states within the broadened Landau levels (LL) are localized (i); why $\sigma_{x x} \rightarrow 0$ between the peaks in the limit $\Omega \tau \gtrdot 1$, if at low fields it displays a standard Shubnikov-de Haas (SdH) oscillations (ii); why, with decrease of temperature $T$, the peaks in $\sigma_{x x}$ display first a thermal activation behavior $\sigma_{x x} \propto \exp$ $(-\Delta / T)$, which then crosses over into the VRH regime at low temperatures with $\sigma_{x x} \propto 1 / T \exp \left(-\sqrt{T_{0} / T}\right)$ (iii); why the prefactor $1 / T$ is absent in the conductance (iv).

It is a well-established fact that localization in the IQHE picture plays a crucial role. On the other hand, nonzero conductivity is impossible without the extended states. It is believed that extended states lie within a narrow stripe at the center of the broadened LL and all the other states are localized. ${ }^{5}$ One can not give a simple physical picture for these localized states in general. At high fields the presence
of the localized states in the 2D conductor means that Landau orbits drift along the closed equipotential contours of the impurity potential.

At places where contours come close together electrons can tunnel from one contour to another, thereby providing a conductivity mechanism through the extended states. The diagonal conductivity $\sigma_{x x}$ and the Hall conductivity $\sigma_{x y}$ are closely related in the IQHE. The peaks in the $\sigma_{x x}$ are exactly at the same fields where $\sigma_{x y}$ transits from one plateau to another. An ideal picture of the IQHE at $T=0$ assumes that $\sigma_{x x}=0$ within the plateaus while the $\sigma_{x y}=n e^{2} / h$ is quantized ( $n$ is an integer). In real experiments $T \neq 0$ and $\sigma_{x x}$ $\neq 0$. In the low-field region $\sigma_{x x}$ displays the SdH oscillations, and the plateaus in $\sigma_{x y}$ are unresolved.

In this Letter we develop a theory for the magnetic quantum oscillations of the $\sigma_{x x}$ in 2D conductors with localization which explains properties (i)-(iv). The conductivity mechanism in this theory is due to the electron hopping between Landau orbits within the conducting plane. A similar mechanism for the conductivity due to the electron tunneling between Landau orbits from the neighboring layers was considered in Ref. 6 for the case of incoherent electron hopping across the layers in an organic conductor. This hopping mechanism remains in effect if the Landau orbits lie within the same conducting plane or belong to the different tunnelcoupled 2D conductors. The latter is important in view of recent observation of typical IQHE behavior in the tunneling conductance of a two coupled Hall bars reported in Ref. 7. The tunneling conductance in this experiment displays the same scaling features as those usually observed in the bulk Hall sample and, therefore, can not be explained by the tunneling between the two counterpropagating edge states. On the other hand, electron tunneling between Landau orbits from different Hall bars and within the same sample contribute equally to the total conductance. In view of that one can anticipate the standard IQHE behavior in the tunneling conductance observed in experiment. ${ }^{7}$

According to Ref. 6 the tunneling SdH conductivity can be written as a sum of the Boltzmann ( $\sigma_{B}$ ) and quantum $\left(\sigma_{Q}\right)$ terms: $\sigma_{x x}=\sigma_{B}+\sigma_{Q}$, where

$$
\begin{align*}
& \sigma_{B}=\sigma_{0} \int d \varepsilon \frac{d E}{\pi} g(\varepsilon) v_{x}^{2}(\varepsilon)\left(-\frac{\partial f}{\partial E}\right) \tau S[\lambda, \delta(E, \varepsilon)],  \tag{1}\\
& \sigma_{Q}=\sigma_{0} \int d \varepsilon \frac{d E}{\pi} g(\varepsilon) v_{x}^{2}(\varepsilon)\left(\frac{\partial f}{\partial E}\right) \frac{2 \pi}{\Omega} \frac{\partial}{\partial \lambda} S[\lambda, \delta(E, \varepsilon)] . \tag{2}
\end{align*}
$$

Here $\quad \lambda(E)=2 \pi / \Omega \tau, \quad \delta(E, \varepsilon)=2 \pi(E+\varepsilon) / \hbar \Omega, \quad \sigma_{0}$ $=e^{2} N_{L} / \hbar \Omega, N_{L}=\Phi / S \Phi_{0}$ is the electron density at the LL, $\Phi$ is the flux through a sample, $\Phi_{0}=\hbar c / 2 \pi e$, and

$$
\begin{equation*}
S(\lambda, \delta)=\sum_{p=-\infty}^{\infty}(-1)^{p} \mathrm{e}^{-|p| \lambda} \cos p \delta=\frac{\sinh \lambda}{\cosh \lambda+\cos \delta} . \tag{3}
\end{equation*}
$$

The variable $\varepsilon$ describes the LLs broadening by impurities with the density of states (DOS) $g(\varepsilon)$ :

$$
\begin{equation*}
E_{n}(\varepsilon)=\hbar \Omega(n+1 / 2)+\varepsilon . \tag{4}
\end{equation*}
$$

The electron velocity $v_{x}$ is related to the tunneling matrix elements by ${ }^{6}$

$$
\begin{equation*}
v_{x}(\varepsilon)=\frac{\left|t_{\varepsilon, \varepsilon}\right| R}{\hbar \sqrt{2}} \tag{5}
\end{equation*}
$$

where $R$ and $\hbar \sqrt{2} /\left|t_{\varepsilon, \varepsilon}\right|$ are respectively the distance and the time of tunneling. A strong point of the above equations is that we can learn much about $\sigma_{x x}(B, T)$ without resorting to specific models for the localization ( $B$ is the magnetic field). In any such model $g(\varepsilon)$ has a narrow band of delocalized states where $v_{x}(\varepsilon) \neq 0$. It is generally accepted ${ }^{5}$ that only one state, precisely at the $\operatorname{LL}(\varepsilon=0)$, is delocalized. For the localized states $v_{x}(\varepsilon)=0$. Thus, only one level, $\varepsilon=0$, or a narrow stripe of delocalized states, contribute in Eqs. (1), (2).

The scattering time $\tau$ in general is a model-dependent function of the energy which is inversely proportional to the scattering probability for the conducting (delocalized) electrons. The latter belong to a narrow stripe in $g(\varepsilon)$, while the rest of the electrons are localized and produce a reservoir of states stabilizing oscillations in $\tau$. Thus, we can put $\tau$ $=$ const in Eqs. (1), (2), which yield:

$$
\begin{align*}
& \sigma_{x x}=\sigma_{\tau} \int \frac{d E}{\pi}\left(-\frac{\partial f}{\partial E}\right)\left[G_{B}(\lambda, E)+G_{Q}(\lambda, E)\right],  \tag{6}\\
& G_{B}(\lambda, E)=S[\lambda, \Delta(E)],  \tag{7}\\
& G_{Q}(\lambda, E)=-\lambda \frac{\partial}{\partial \lambda} S[\lambda, \Delta(E)]=-\lambda \frac{1+\cosh \lambda \cos \Delta}{(\cosh \lambda+\cos \Delta)^{2}}, \tag{8}
\end{align*}
$$

where $\Delta(E)=2 \pi E / \hbar \Omega$ and

$$
\begin{equation*}
\sigma_{\tau}=\frac{e^{2} N_{L} \tau\left\langle v_{x}^{2}\right\rangle}{\hbar \Omega} \tag{9}
\end{equation*}
$$

The average of the velocity squared is given by

$$
\begin{equation*}
\left\langle v_{x}^{2}\right\rangle=\frac{R^{2}}{2 \hbar^{2}} \int_{\varepsilon_{\min }}^{\varepsilon_{\max }} d \varepsilon g(\varepsilon)\left|t_{\varepsilon, \varepsilon}\right|^{2} \tag{10}
\end{equation*}
$$



FIG. 1. The Boltzmann $G_{B}=S(\lambda, 2 \pi X)$ (a) and the quantum $G_{Q}=$ $-\lambda \partial S(\lambda, 2 \pi X) / \partial \lambda$ (b) contributions to the conductivity $\sigma_{x x}$ in Eq. (6), and their sum $G_{x x}=G_{B}+G_{Q}$ (c). $X=E / \hbar \Omega, \lambda=0.3$.

The integral in (10) is taken within the narrow stripe of delocalized states. The functions $G_{B}(\lambda, E)$ and $G_{Q}(\lambda, E)$ are sharply peaked at $E=E_{n}$ and between the LLs they nearly compensate each other, as shown in Fig. 1. This demonstrates clearly that the Boltzmann term alone, $G_{B}(\lambda, E)$, is insufficient for the correct description, and only by taking account of the quantum term, $G_{Q}(\lambda, E)$, can one explain why $\sigma_{x x}$ tends to zero between the peaks in the IQHE. The width of peaks in Fig. 1 on the energy scale is of the order of $\hbar / \tau$. If $T \gg \hbar / \tau$, then the peaked function $-\partial f / \partial E$ is broader than the $G_{x x}(\lambda, E)=G_{B}(\lambda, E)+G_{Q}(\lambda, E)$, and we can approximate $G_{x x}(\lambda, E)$ in Eq. (6) by

$$
\begin{equation*}
G_{x x}(\lambda, E) \approx \frac{2}{\pi} \sum_{n=-\infty}^{\infty} \frac{\eta}{(n+1 / 2-E / \hbar \Omega)^{2}+\eta^{2}} \tag{11}
\end{equation*}
$$

where $\eta=\lambda / 2 \pi$. For $\eta \ll 1$ Eq. (11) can be easily proved analytically with the help of the identity ${ }^{2}$

$$
\begin{equation*}
\frac{1}{\pi} \sum_{p=-\infty}^{\infty} \frac{\eta}{(n+a)^{2}+\eta^{2}}=\frac{\sinh 2 \pi \eta}{\cosh 2 \pi \eta-\cos 2 \pi a} \tag{12}
\end{equation*}
$$

Thus, for high temperatures, $T \gg / \tau$, we have


FIG. 2. The conductivity $\sigma_{x x}$ [see Eq. (13)] in units of $\sigma_{\tau}$ as a function of $X=\hbar \Omega$. Conventional energy units in which $T=0.2$ and $E_{F}=10$ are adopted.

$$
\begin{equation*}
\sigma_{x x}(B) \approx \sigma_{\tau} \frac{\hbar \Omega}{4 \pi T} \sum_{n} \cosh ^{-2}\left(\frac{E_{n}-\mu}{T}\right) \tag{13}
\end{equation*}
$$

This sharply-peaked function of $\hbar \Omega$ is shown in Fig. 2. The same function describes the quantum magnetic oscillations of the ultrasound absorption in metals. ${ }^{8}$ The temperature dependence of the peaks in $\sigma_{x x}(B)$ for different temperatures is plotted in Fig. 3.

Under the condition $\hbar \Omega / T \geqslant 1$, the conductivity $\sigma_{x x}$ at the maxima (i.e., when $E_{n}=\mu$ ) is given by $\sigma_{x x}$ $=\sigma_{\tau} \hbar \Omega / 4 \pi T$. At the minima (i.e., when the chemical potential $\mu$ falls between the LL) the conductivity $\sigma_{x x}$ is exponentially small:

$$
\sigma_{x x}=\sigma_{\tau} \frac{\hbar \Omega}{4 \pi T} \exp \left(-\frac{\hbar \Omega-E_{0}}{T}\right)
$$

( $E_{0}$ is a position of $\mu$ between the LL). Such an activation dependence is well established for $\sigma_{x x}(T)$ in the IQHE regime. ${ }^{5}$ At lower temperatures, $T \ll \hbar / \tau$, one can approximate $-\partial f / \partial E$ by $\delta(E-\mu)$, to obtain

$$
\begin{equation*}
\sigma_{x x} \approx \sigma_{\tau}\left(G_{B}[\lambda, \Delta(\mu)]+G_{Q}[\lambda, \Delta(\mu)]\right) \tag{14}
\end{equation*}
$$

The conductivity $\sigma_{x x}$ in (14) is a sharply peaked function of $\Delta(\mu)=2 \pi \mu / \hbar \Omega$, as shown in Fig. 1. The Boltzmann and the quantum terms in Eq. (14) nearly compensate each other between the peaks, which in the limit $\eta \rightarrow 0$ become the narrow Lorentzians of Eq. (11). The temperature dependence of $\sigma_{x x}$ at $T \ll \hbar / \tau$ in Eq. (14) comes only from the part due to the VRH mechanism, $\sigma_{\tau}$. The VRH concept in the IQHE problem is now well established. ${ }^{4,9}$ It was introduced in Ref.


FIG. 3. The same as in Fig. 2 for three different temperatures, $T=0.2,0.25$, and 0.3 (from top to bottom).

10 and well describes the scaling properties of the peaks in the $\sigma_{x x}$ within the plateau-to-plateau transition region. The diagonal and the Hall conductivities in this region are related by the "semicircle" law. ${ }^{11}$ In samples with mobilities $\sim 10^{6} \mathrm{~cm}^{2} /(\mathrm{V} \cdot \mathrm{s})$ at a few tens of mK the best experimental fit yields: ${ }^{4}$

$$
\begin{equation*}
\sigma_{\tau}=\frac{A}{T} \exp \left(-\sqrt{T_{0} / T}\right) \tag{15}
\end{equation*}
$$

The above equation describes the well-known Mott hopping conductivity ${ }^{12}$ in which the square root $\sqrt{T_{0} / T}$ in the exponent means that the system is one-dimensional. For two and three dimensions there should be $\left(T_{0} / T\right)^{\alpha}$ with $\alpha=1 / 3$ and $1 / 4$, respectively. Since the system in question is twodimensional, the authors of the Ref. 10 derived Eq. (15) with $\alpha=1 / 2$, assuming a strong Coulomb interaction between electrons. In that case the temperature $T_{0}=C e^{2} /(4 \pi \epsilon \xi)$ is proportional to the Coulomb energy at the localization length $\xi(\nu), \epsilon$ is the dielectric constant, and $C \sim 1$. Numerous experiments and calculations testify in favor of a universal (i.e., independent of the Landau-level index) critical behavior of the localization length $\xi(\nu) \propto\left|\nu-\nu_{c}\right|^{-\gamma}$ near the LLs. ${ }^{2,3,5}$ Here $\nu=N \Phi_{0} / B$ is the filling factor, $\nu_{c}$ is the critical filling factor, and $\gamma \approx 2.35$ is a universal critical exponent. The diverging of $\xi(\nu)$ at $\nu_{c}$ means that this is a critical point for the transition from the dielectric to the conducting state.

The explanation of the $\alpha=1 / 2$ in Eq. (15) by the Coulomb interaction is inconsistent, at least for the case of IQHE, which is known to be a free-electron phenomenon. The coherence length as well is calculated for free electrons without the Coulomb interaction. Also, this approach meets with some difficulties in the experimental interpretations, like, for example, a divergence of the dielectric constant at the critical point. ${ }^{13}$

On the other hand, in our approach Eq. (15) directly follows from (9) and (10). In the spirit of the VRH concept, we can estimate $\left|t_{\varepsilon, \varepsilon}\right|^{2}$ as a quantity proportional to the electron hopping probability between the two 1D closed equipotential contours at which the Landau orbits are localized. If $R$ is a hopping distance, then

$$
\begin{equation*}
\left|t_{\varepsilon, \varepsilon}\right|^{2} \propto \exp \left[-\left(\frac{1}{R N(0) T}+\frac{2 R}{\xi}\right)\right] \tag{16}
\end{equation*}
$$

In this equation we take into account the thermal activation that assists the tunneling if the initial and final levels are separated in energy by a stripe of the order of $1 / R N(0)$. Here $N(0)$ is some one-dimensional DOS at closed equipotential contours averaged over a random potential and taken near the Fermi level. The optimal hopping distance is $R=\sqrt{\xi / 2 N(0) T}$, and Eqs. (10), (16) yield $\left\langle v_{x}^{2}\right\rangle$ $\propto 1 / T \exp \left(-\sqrt{T_{0} / T}\right)$. Therefore, in view of Eq. (9) and the fact that $T_{0}=8 / N(0) \xi$, we arrive at the VRH conductivity (15). In fact, the quantity $T_{0}$ is a fitting parameter which can be found only from experiment. The quantity $N(0)$ determines the average energy separation (or the gap) between the initial an final states in the electron hopping. In the case when the Coulomb repulsion between electrons plays a dominant role this gap can can be estimated as $C e^{2} /(4 \pi \varepsilon R)$, which yields $T_{0}=C e^{2} /(4 \pi \varepsilon \xi)$, as in Ref. 10. By taking an effective DOS in the form $1 / N_{\text {eff }}=1 / N(0)$
$+C e^{2} /(4 \pi \epsilon)$ one can qualitatively take account of the Coulomb effect in the Mott hopping mechanism. We see that the resulting VRH conductivity is the same as without the Coulomb interaction, with the only difference being that $N(0)$ $\rightarrow N_{\text {eff }}$ in the DOS, which is unimportant since the DOS is a fitting parameter. In the IQHE regime the Coulomb interaction does not play a significant role and can be discarded without causing any change in the shape of the hopping conductivity given by Eq. (15).

The VRH concept based on this equation was originally applied to the problem of the conductivity peak broadening $\Delta \nu$ in Ref. 10. It was shown that the temperature, current, and frequency dependences of $\Delta \nu$ can be well described within this paradigm. Here we derived a prefactor $A / T$ which has also been observed in $\sigma_{x x}(T) .{ }^{4,9}$ However, it should be noted that the prefactor $A / T$ is absent in the experiments in which a conductance was measured. ${ }^{14,15}$ The difference is because the conductivity in Eqs. (1), (2) is proportional to $v_{x}^{2} \propto R^{2} \propto 1 / T$. The conductance $\sigma_{x x}^{c}(T) \propto\left(e^{2} / \hbar\right)\left|t_{\varepsilon, \varepsilon}\right|^{2}$ and has no factor $R^{2} \propto 1 / T$. Therefore, at the same conditions as in Eq. (14) the conductance is

$$
\begin{align*}
& \sigma_{x x}^{c} \approx \sigma_{\tau}^{c}\left(G_{B}[\lambda, \Delta(\mu)]+G_{Q}[\lambda, \Delta(\mu)]\right),  \tag{17}\\
& \sigma_{\tau}^{c}=A_{c} \exp \left(-\sqrt{T_{0} / T}\right) . \tag{18}
\end{align*}
$$

Since $T_{0} \propto 1 / \xi \propto\left|\nu-\nu_{c}\right|^{\gamma}$, the function $\sigma_{\tau}^{c}(\nu)$ has a fixed maximum value $\sigma_{\tau}^{c}=A_{c}$ at $\nu=\nu_{c}$ for different temperatures. This remarkable property of the conductance is firmly established in the VRH regime at low temperatures. ${ }^{11,14,15}$

So far we have assumed that the chemical potential is constant. In 2D conductors $\mu(B)$ is an oscillating function ${ }^{14}$ satisfying the equation: ${ }^{6}$

$$
\begin{equation*}
\mu=E_{F} \pm \frac{\hbar \Omega}{\pi} \arctan \left[\frac{\sin (2 \pi \mu / \hbar \Omega)}{\mathrm{e}^{\nu}+\cos (2 \pi \mu / \hbar \Omega)}\right] . \tag{19}
\end{equation*}
$$

The sign ( - ) here stands for the direct and $(+)$ for the inverse sawtooth. The amplitude of these oscillations is of the order of $\hbar \Omega$, which is small compared to the Fermi energy $E_{F}$. It was shown in Ref. 6 that in a quasi-2D layered conductor the peaks in the magnetic conductivity across the layers are split in the case when $\mu(B)$ is an inverse sawtooth function. The very same effect holds for $\sigma_{x x}$, as is shown in Fig. 4, which displays $\sigma_{x x}(B)$ according to Eq. (14) with $\mu(B)$ given by Eq. (19). We also take account of the spinsplitting which is easy to incorporate by the substitution $\mu$ $\rightarrow \mu \pm \mu_{e} B$ into the right-hand side of Eq. (19) and average it over two spin configurations ( $\mu_{e}$ is the magnetic moment of the electron). The spin-splitting parameter $s=2 \pi \mu_{e} B / \hbar \Omega$ can be rewritten in terms of the $g$ factor and ratio of the effective mass to the electron mass, $s=\pi g m^{*} / m$. In GaAs $g \approx 0.44$ and $m * / m \approx 0.068$, which yield $s \approx 0.093$. This value gives a pronounced splitting in the peaks in Fig. 4a, but it is much less noticeable in Fig. 4 b for $\mu(B)$. The shape of peaks in the absence of splitting $(s=0)$ is shown in Fig. 4c. The origin of correlations between the shapes of the functions $\sigma_{x x}(B)$ and $\mu(B)$ is the same as in layered conductors. ${ }^{6}$

In conclusion, we suggested a model of the hopping conductivity which describes different regimes in the diagonal conductivity $\sigma_{x x}$, stated above in (i)-(iv). It explains why the square-root exponent (corresponding to a 1D system) ap-


FIG. 4. The conductivity $\sigma_{x x}(X)$ given by Eq. (14) (a) in which the chemical potential $\mu(X)$ oscillates as in panel (b) [a direct sawtooth, see Eq. (17) and text]. The choice of units is the same as in Fig. 2. The spin-splitting parameter $s=0.093, E_{F}=10, \nu=0.06$, and $X=\hbar \Omega$. In panel (c) $s=0$.
pears in the VRH conductivity $\sigma_{x x}$ of a 2D system. The tunneling-conductance oscillations in two coupled Hall bars observed in Ref. 7 display a standard IQHE behavior, which cannot be understood as a tunneling between two counterpropagating edge states. The puzzle resolves naturally in our model. A Hall line tunnel junction couples Landau orbits across the junction, but this does not change the hopping mechanism of the model, which remains basically the same as in the bulk of the sample. It is also worthy of note that the peak-split shape in Fig. 4a is typical for IQHE conductors with high electron mobility. The quantum term (2) in the $\sigma_{x x}$ plays an important role in our theory. This term is of the same origin as that in the conductivity across the layers in organic conductors. ${ }^{6,17,18}$ The principal new point of the model is that Eqs. (1) and (2) incorporate localization into the description. The approach is open for more-specific models of localization, such as models for the levitation of extended states. ${ }^{19}$ This effect would be considered within the above model elsewhere.
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