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It is shown that unstable hydrodynamic vortices can form inside subcritical domains in the nor-
mal component of a supersaturated decomposing 3He– 4He solution. A mechanism for the en-
trainment of the superfluid component by the normal component of the 3He– 4He solution into
“rigid-body” rotation due to Hall–Vinen–Bekarevich–Khalatnikov forces in the equations of two-
fluid hydrodynamics, which leads to the creation of quantized vortices, is considered. An in-
crease of the average density of quantized vortices can increase the rate of heterogeneous decom-
position of the 3He– 4He solution. © 2005 American Institute of Physics.
�DOI: 10.1063/1.2126941�
I. INTRODUCTION

It was shown in Ref. 1 that in the process of decompo-
sition of a supersaturated superfluid solution of the quantum
fluids 3He and 4He, classical hydrodynamic vortices can be
nucleated inside subcritical nuclei �domains of decomposi-
tion� in the normal component, with an azimuthal velocity
component distributed linearly with respect to the radius of
the vortex, vn��r , t�=�n�t�r, which corresponds to “rigid-
body” rotation of the liquid with an angular velocity �n�t�
that increases with time. Such vortices develop under the
influence of convective and Coriolis forces arising because
of convergent radial flows with a velocity vn�r , t�=−�n�t�r.
These flows compensate the efflux of the light fraction of the
separated solution �the isotope 3He� from the volume under
conditions of chemical and dynamic equilibrium of the do-
mains of decomposition with the surrounding supersaturated
�metastable� solution 3He– 4He. The process of decomposi-
tion of the solution can be described with the aid of a volume
sink −q�t� and a vertical flow of 3He atoms with a velocity
vz. Therefore, an effective equation of continuity with a vol-
ume sink holds within a cylindrical domain:1,2

���n + �s�
�t

+ div��nvn + �svs� = − q�t� . �1�

Here �n ,�s and vn ,vs are the densities and hydrodynamic
velocities of the normal and superfluid components, respec-
tively. The liquid will henceforth be assumed incompress-
ible.

In Ref. 1 it was assumed that there is complete entrain-
ment of the superfluid component by the normal component,
i.e., the hydrodynamic velocity of the superfluid component
vs=vn, and, in particular, for “rigid-body” rotation of the
liquid vs�=vn�=�nr.

At first glance this contradicts the quantum nature of the
superfluid velocity, which is described by the gradient of the
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phase ��s of the macroscopic superfluid order parameter vs

= �� /m4���s�2��s �where m4 is the mass of a 4He atom, and
��s� is the modulus of the order parameter�. In that case curl
vs�0, so that the “rigid-body” rotation of the superfluid
component as a whole is impossible. However, if the angular
velocity of rotation of the superfluid liquid �s exceeds a
minimum critical value �c1= �� /m2R0

2�ln�R0 /a0� �where R0

is the radius of the vessel and a0 is the radius of the normal
core of a quantized vortex�, then quantized vortices will be
created in the volume, the normal cores of which have a
finite vorticity curl vs�0. For a sufficiently large number of
quantized vortices the mean value of this vorticity �0=2�s.
In this case the quantized vortices form a regular triangular
lattice with a mean vortex density nv=�0 /� �where �
=2	� /m4 is the quantum of circulation of the velocity�.

In the present paper we consider in more detail the
mechanism of entrainment of the superfluid component by
the rotating normal component due to the Hall–Vinen–
Bekarevic–Khalatnikov �HVBK� tensor forces at a nonzero
initial vorticity. It is shown that the superfluid component is
entrained into an accelerated “rigid-body” rotation, which in
turn can lead to growth of the rate of decomposition of the
supersaturated 3He– 4He solution.

II. FORCES OF ENTRAINMENT OF THE SUPERFLUID
COMPONENT OF A 3He– 4He SOLUTION

We consider the equations of two-fluid hydrodynamics3

including the macroscopic coupling forces, calculated in
Refs. 4–6, that arise in the presence of quantized vortices in
a superfluid component with a certain spatially uniform
mean vorticity � �0:
0
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Here B and B� are the Vinen–Hall coefficients, �s and �n are
the densities of the superfluid and normal components, �
=�n+�s, ps= P�s /� and pn= P�n /� are the partial pressures,
P is the total pressure, g is the acceleration of gravity, and �n

is the coefficient of kinematic viscosity of the normal com-
ponent.

We note that the system of equations �2� and �3� was
obtained for describing the motion of the normal and super-
fluid components of the quantum liquid 4He. We consider a
temperature region in which the normal component consists
mainly of the 3He impurity and the superfluid component is
exclusively 4He �see Ref. 1�, and we assume that the HVBK
equations are applicable.

In a supersaturated 3He– 4He solution the process of
spontaneous nucleation of the domains of decomposition be-
gins with the formation of 3He microdrops, which float to the
surface of the solution in the field of gravity. Thus the pres-
ence of the 3He impurity gives rise to a volume sink �see the
continuity equation �1�� and to vertically ascending flows in
the domain of decomposition, making possible a hydrody-
namic instability of the “rigid-body” rotation within the do-
mains of decomposition.

We consider the process of decomposition of the
3He– 4He electron within a subcritical nucleus �domain of
decomposition� in the form of a cylinder of radius R0. For an
axially symmetric flow under the condition that �0 is parallel
to the z axis, Eqs. �2� and �3� take the following form in
cylindrical coordinates:
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Here it is assumed that inside a domain of decomposition
one can neglect the dependences of the azimuthal and radial
velocities on z and of the axial velocity on r. Here the effects
of the convective and Coriolis forces due to the existence of
radial flows of the normal and superfluid components and the
influence of a downward directed force of gravity are taken
into account.

If the coordinate dependence of the hydrodynamic ve-
locities of the normal component is chosen in the form of
functions linear in r and z:

nr�r,t� = − �n�t�r, n��r,t� = �n�t�r, nz�z,t� = �n�t�z ,

�10�

then on the right-hand sides of Eqs. �7�–�9� the terms with
the coefficient �n, which describe the effect of the bulk vis-
cosity �for an incompressible fluid�, are identically equal to
zero.

The radial, azimuthal, and axial velocities of the super-
fluid component will also be sought in the form

sr�r,t� = − �s�t�r, s��r,t� = �s�t�r, sz�z,t� = �s�t�z .

�11�

Here, as we have said, the parameter �0 has the meaning of
the mean vorticity of the superfluid component curl vs,
which is equal to twice the angular velocity �s. The latter is
related to the mean vortex density nv in a regular triangular
vortex lattice by the relation nv=2�s /�.

As a result, with relations �10� and �11� taken into ac-
count, we obtain the following system of first-order nonlin-
ear differential equations for determination of the functions
�n,s�t�, �n,s�t�, �n,s�t� and the pressure P�r ,z , t�:

��̇s + �s
2�z = −

1

�

�P

�z
− g +

�n

�
��n − �s�2z , �12�
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In Eqs. �14�–�17� a time-dependent mean macroscopic angu-
lar velocity �s�t� is used in the expressions for the HVBK
forces instead of the mean initial vorticity �0. Furthermore, it
is necessary to satisfy the continuity equation �1�, which for
the given velocity profiles can be written in the form

�n��n − 2�n� + �s��s − 2�s� = − q . �18�

Knowing the time dependence of �n,s, �n,s, �n,s, q, we
can use equations �13� and �14� to find the dependence of the
pressure P on the coordinates r, z and time t. With this in
mind, we eliminate the pressure from the system of equa-
tions �12�–�18�, which then takes the form
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III. ACCELERATION OF THE “RIGID-BODY” ROTATION OF
THE SUPERFLUID AND NORMAL COMPONENTS IN A
REGIME OF “EXPLOSIVE” INSTABILITY

We shall show that for q=0 the system of equations
�12�–�18� has an exact self-consistent solution of the nonlin-
ear “explosive” instability type, when all the velocity com-
ponents vary in time by the law ��t0− t�−1 and reach for-
mally infinite values after a finite time interval.
With allowance for the continuity equation, we shall
seek the time dependence of the parameters that determine
the profiles of the hydrodynamic velocities of the normal and
superfluid components in the form
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t0 − t
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As a result, we obtain a system of nonlinear algebraic
equations for finding the unknown constants bn,s, an,s and the
pressure P�r ,z , t�:
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Solving the system of equations �25�–�30�, we find a
solution corresponding to the regime of complete entrain-
ment of the superfluid component by the normal component:

bs = bn =
1

2
, an = as = 1, t0 = �−1�0� , �31�

P�r,z,t� = P�0,0,t� − �gz −
�z2

�t0 − t�2 +
5

8

�r2

�t0 − t�2 . �32�

Thus the development of hydrodynamic classical vorti-
ces inside the subcritical domains of the decomposing
3He– 4He solution leads to complete entrainment of the su-
perfluid component by the normal component on account of
an increase of the density of quantized vortices, which bring
about a coupling of these components. However, this regime
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of “explosive” acceleration of the “rigid-body” rotation is
realized only when the initial vorticities of the superfluid and
normal components are equal.

In the case when the superfluid component is initially
motionless and does not contain quantized vortices, so that
�s�0�=�s�0�=0, the system of equations �12�–�17� in the
absence of vertical flows ��n=�s=0� for q=2�n�n�0 re-
duces to

−
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d�n

dt
− 2�n�n = 0. �35�

Equation �34� with �33� taken into account, under the
condition �=�n+�s takes the form

d�n�t�
dt

− 2�n
2�t� = 0 �36�

and coincides with Eq. �35� if one sets �n�t�=�n�t�. Then the
solution of the nonlinear equations �35� and �36� takes the
form

�n�t� = �n�t� =
�n�0�

1 − 2�n�0�t
, �37�

which corresponds to an “explosive” instability with a sin-
gularity in time at t= �2�n�0��−1 under the condition that the
volume sink strength q�t�=2�n�n�t� also grows according to
the law ��1−2�n�0�t�−1.

However, at a certain time t= t1, where t1 is determined
by the condition

�n�t1� =
�n�0�

1 − 2�n�0�t1
= �c1, �38�

quantized vortices begin to be created in the superfluid com-
ponent. As a result, coupling of the superfluid and normal
components arises on account of the HVBK forces, so that in
the approximation linear in �s and �s Eqs. �20� and �21�
assume the form
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d�s

dt
=

�n

�
�B + B���n�s. �40�

From Eq. �40� we find the averaged time dependence of
the angular velocity of the superfluid component:
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Then Eq. �39� has a general solution of the form �for t� t
1
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�42�

As we see, �s�t1�=0, and for t→ �2�n�0��−1 both compo-
nents of the superfluid velocity �41� and �42� are also in-
creasing functions in the regime of the “explosive” instabil-
ity. Hence it follows that the superfluid component is
entrained into an accelerated “rigid-body” rotation of the
normal component. Here a sharp growth of the mean veloc-
ity of the quantized vortices occurs, which should lead to
growth of the rate of heterogeneous decomposition of the
supersaturated 3He– 4He solution as a result of the trapping
of 3He atoms by the normal cores of the quantized vortices.7

In accordance with what we have said above, the char-
acteristic time for development of the “explosive” instability
is equal in order of magnitude to ��n�0��−1, where �n�0� is
the initial angular velocity of rotation. Thus there should
exist a relation between the rate of heterogeneous decompo-
sition of the solution and the angular velocity of rotation of
the vessel in which it is found. We stress that the volume sink
strength q�t�=2�n�n�t� should depend on time in an “explo-
sive” manner, which corresponds to an increase of the rate of
formation of 3He microdrops and, hence, to acceleration of
the rate of decomposition.

Estimates show that in a vessel of radius R0�1–5 cm
the comparatively slow rotation of the Earth ��
�10−4 rad/s� will be sufficient for practically instantaneous
�t1=0; see Eq. �38�� attainment of the critical angular veloc-
ity �c1= �� /m4R0

2�ln�R0 /a0�. For a quantitative analysis to
determine the characteristic rates of heterogeneous decompo-
sition of a supersaturated 3He– 4He solution in the general
case it will be necessary to have numerical values of the
coefficients B and B� and the initial vorticity 2�n�0�.

In closing, the authors thank E. Ya. Rudavskii for helpful
discussions.
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It is shown that the condensate of a Bose gas of neutral atoms has electrical properties that are
reflected in the dynamics of the condensate and do not reduce to a trivial polarization of the
atomic gases in an external electric field. The concept of an isotropic atomic quadrupole moment
whose distribution creates a distribution of the macroscopic electric potential ��� in a system of
neutral atoms is used. The nonuniform distribution of atoms that arises in a sound wave, for ex-
ample, will produce an electric field whose behavior is determined by the dynamics of ���.
© 2005 American Institute of Physics. �DOI: 10.1063/1.2126942�
We consider the Bose condensate of a neutral gas whose
atoms are found in a ground state of the S type and therefore
have no intrinsic dipole moments. The electric potential out-
side such an atom is zero. Inside the atom, however, there
exists an intra-atomic electric potential produced mainly by
the positively charged nucleus. Its value is not hard to find,
and the macroscopic sense is easily understood in the con-
ceptual framework of classical electrodynamics. To estimate
this potential we investigate a model distribution of the elec-
tric potential inside the atom. In the long-wavelength ap-
proximation such a potential is characterized by its mean
value. We use a simple model of an atom in an S state,
assuming the electrons are distributed uniformly on a sphere
of radius a with a total charge −Z�e�. The mean electrostatic
potential inside such an atomic sphere of volume V0

=4�a3 /3 is equal to �0=3Z�e� / �2a�. Consequently, the atom
produces a potential which in the macroscopic description is
equal to

��x� = �0V0��x − x0� , �1�

where x0 is the coordinate of the center of mass of the atom.
A rigorous derivation of relation �1� is easily given for

a specified degree of approximation. Let � be the electric
potential of the atom according to Poisson’s equation
��=−4��el �� is the Laplacian operator�, where �el is the
charge density in the atom:

�el�x� = �e��Z��x − x0� − ��x − x0��; �2�

and ��x� is the density of the electron distribution in the
atom.

The calculation is conveniently done in the k represen-
tation, introducing the Fourier components of the potential
and the charge density:

�k =� ��x�e−ik·xdV, �k = �e��Z − �k�e−ik·x0.

These components are connected by a relation that derives in
an obvious way from Poisson’s equation, and therefore

k2� = 4�� = 4��e��Z − � �e−ik·x0. �3�
k k k
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As we want to obtain closed formulas, we shall assume
that the distribution of electric charge Z in the atom is de-
scribed by the square modulus of the wave function of the S
state of the electron in the hydrogen atom:

��x − x0� = ���x − x0�� =
Z

�a3 exp	−
2�x − x0�

a

 ,

where a is the Bohr radius. Then the Fourier component will
be equal to

�k =
Z

�1 + �2�2 , � =
ak

2
. �4�

Substituting Eq. �4� into �3�, we obtain

�k = �Z�e�a2	 1

1 + �2 +
1

�1 + �2�2
e−ik·x0. �5�

The product ea2 has dimensions of a quadrupole moment,
and in Ref. 1 the quantity q=−Z�e�a2 is called the isotropic
quadrupole moment �IQM� of the atom. In the long-
wavelength approximation �ak�1� relation �5� reduces to

�k = 2�Z�e�a2e−ik·x0. �6�

It is clear that the Fourier transform �6� in the coordinate
representation corresponds to the Fermi potential2

��x� = − 2�q��x − x0� , �7�

which, up to differences of notation, agrees with the potential
�1� obtained by qualitative estimates. It can be assumed that
this justifies the use of formula �1� or �7� in long-wavelength
calculations. However, let us continue the calculation to ob-
tain a more accurate explicit expression for the function
��x�.

Using the comparatively simple form of the Fourier
transform �5�, we calculate the potential itself:

��x� =
1

�2��3 �� eik·x d3k =
Z�e�

r
	1 +

r

a

e−2r/a, �8�

where the coordinate is measured from the nucleus of the
atom: r= �x−x0�. The trustworthiness of formula �8� is con-
firmed by the reasonable behavior of the potential in the
limiting cases r�a and r	a. It describes a highly localized
© 2005 American Institute of Physics
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distribution of the potential, which in the long-wavelength
approximation can be characterized completely as delta-
function-like. Indeed, the total potential �8� over the whole
volume is equal to

� ��x�dV = 2�Z�e�a2,

which allows us to write the potential in the form �7�.
Thus, an electric field that decays rapidly with distance

arises around a neutral atom:

E = 2�q grad ��x − x0� .

Each atom creates a localized electric field that re-
sembles a dilatation center in the theory of elasticity, with a
total vector �E� equal to zero but with a nonzero “longitudi-
nal moment” �x ·E��0. In the simple atomic model used this
field arises on the sphere of radius a where the electric
double layer separating the interior part of the atom �having
potential �0� and the exterior part of the space �where the
potential is equal to zero� is concentrated. This field is di-
rected along the radius, i.e., it is normal to the aforemen-
tioned sphere, forming an “electric hedgehog.” Assuming the
thickness of the double layer is equal to a, we obtain the
value of the electric field at the atom:

E0 = �0/a = − 3Z�e�/�2a2� = 2�q/�aV0� .

The system of atoms creates a distribution of the electric
potential

��x� = 2�q n�x�, n�x� = �



� �x − x
� , �9�

where x
, the coordinate of the 
th atom, is summed over all
atoms in the system, and n�x� is the microscopically defined
atomic density distribution.

It should be noted that the formulas obtained above are
not specific to atoms of a Bose condensate; in the long-
wavelength approximation they describe the classical electri-
cal properties of any almost ideal gas. Nevertheless, let us
calculate the mean values of the electrical characteristics in
some given state of the condensate, describing its ground
state or some weakly excited stationary state. In a coherent
condensate state the atoms form a single ordered structure
characterized by the wave function

��x
� = ��x1,x2,x3, . . . � . �10�

The mean density of atoms in the state under consideration is

�n�x�� = �



�����x − x
���� = �



��
�x��2, �11�

where we have introduced a single-particle density

��
�x
��2 =� ���. . . ,x, . . . ��2 �
�


dV.

In an almost ideal Bose gas one can describe the weakly
excited long-wavelength states using an approximation of the
mean field type, assuming that all the atoms are found in the
same single-particle quantum state, the wave function of
which, � �x �=� �x � �for all 
�, satisfies the Gross–

 
 0 

Pitaevski� equation.3 Such an approximation is usually used
in finding the Bogolyubov spectrum for weakly excited
states of the condensate.

In writing Eq. �11� it is understood that the density of
atoms in the condensate can be a function of the coordinates,
but one that varies substantially only over distances large
compared to the interatomic distances. It is in such a way
that the possibility of describing the excitations of the con-
densate is treated in the theory of superfluidity.3

The mean electric potential is obtained by averaging �9�
over the positions of the centers of mass of all the atoms, i.e.,
over the state described by the function �10�:

��� = ������� = − 2�q�



��
�x��2 = − 2�q�n�x�� , �12�

and is described by the mean density of atoms.
Since practically all the atoms in the Bose condensate

are found in a state with p=0, they feel the averaged poten-
tial �12�. The potential ��� stands as an independent charac-
teristic that determines the distribution of the isotropic quad-
rupole moment. It can be assumed that the presence of the
field ��� is a manifestation of the “long-range order” inherent
to the condensate state of a Bose gas.

The interaction of a neutral atom with the electric field in
the approximation linear in the field has the form �Uint

= �1/2�q��, where q is the IQM of the atom and � is the
Laplacian operator. This formula can be used to find the
energy of the pairwise electric interaction of two neutral at-
oms:

U�x1 − x2� = − 2�q2���x1 − x2� , �13�

the Fourier component of which is equal to

Uk = �q2k2. �14�

However, interaction �13�, which is the long-wavelength
limit of the direct Coulomb interaction, does not exhaust the
description of the possible interactions of atoms in the con-
densate. First, in formula �13� and in all the previous papers
it has been assumed that the distribution of electrons is
“hard” and is not deformed under a contact interaction. How-
ever, there is a strong additional interaction of atoms due to
the deformation of the electron shells where the atoms come
together and which has a k-independent Fourier component
�recall that we are analyzing the case �ak�2�1�; this interac-
tion is taken into account primarily in the calculation of the
Bogolyubov spectrum of oscillations of the condensate and
in the formulation of the Gross–Pitaevski� equations.3 Sec-
ond, an analysis of this atomic contact interaction in Ref. 4
led to the conclusion that the finite size a of the atom should
be taken into account in the formula for the pair interaction
energy U�x�=U0��x�. In spherical coordinates this can be
done by assuming that r	a and taking the interaction energy
in the form U�x�=U0 / �4�a2���r−a�. As a result, the Fourier
component Uk, besides the constant part U0, takes on an
additional correction having order of magnitude �ak�2 com-
parable with expression �14� but with the opposite sign to
�14�. Therefore the pair interaction energy of neutral atoms
in the long-wavelength approximation should be written in
the form
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U�x� = U0��x� + U1a2���x� , �15�

where the parameter U1 is of order of magnitude U0, but its
value and the sign can be investigated only as a result of a
microscopic calculation. Nevertheless, formulas �7� and �12�
are sufficient for description of the electrical phenomena in
the condensate, since the electric effect is very small, and the
distribution of atoms in the system can be obtained and de-
scribed without taking this effect into account.

In the spatially nonuniform case, when n0 depends on
the coordinates �to the degree indicated above�, there arises a
mean electric field

E = 2�q grad n0. �16�

We note that both the electric potential and field and the
distribution of electric charge are directly proportional to the
mean density of distribution of atomic IQMs in the gas, i.e.,
the quantity

Q = q�n�x�� .

However, according to the electrodynamics of continuous
media, a nonuniform distribution of the density of quadru-
pole moments even in the absence of electric field gives rise
to polarization of the gas with a polarization vector

P = −
1

2
grad Q . �17�

A formula equivalent to this expression was used in Ref. 5
with reference to Ref. 6 in a discussion of the polarization of
a quantum liquid.

We note that the electric field and polarization vector
created by the nonuniformity of Q are such that they do not
create an electric displacement vector in the gas:

D = E + 4�P = 0.

This result reflects the absence of free external charges in the
gas. Consequently, the low-frequency dynamics of the gas
under study cannot give rise to long-wavelength transverse
oscillations of the electric field. However, it has been shown
that the nonuniformity of the distribution of atoms in the gas
gives rise to a longitudinal electric field and a longitudinal
polarization of the gas.

A controllable nonuniformity of the density in a Bose
gas is most easily created in the propagation of first sound,
the amplitude of which is determined by oscillations of the
pressure p in the gas. In that case, at low temperatures we
have

�� = −
2�q

ms2 �p =
2Z��e�a2

ms2 �p , �18�

where m is the mass of an atom and s is the speed of sound.
The excitation of an electric field by the pressure gradient in
the sound wave is naturally called dynamic electrostriction.
It was mentioned above that formulas �7� and �12� are

not specific to the atoms of a Bose condensate, and in the
long-wavelength approximation they describe the electrical
properties of any atoms. In particular, formula �18� should
describe the electric field in a dielectric quantum fluid, e.g.,
He II. However, the meaning, value, and even the sign of the
parameter q in Eq. �18� can differ. The point is that in writing
the basic formulas it was assumed that the electron distribu-
tion n�x−x0� in the atom under study depends only on the
intra-atomic electron interactions—the other atoms are far
away. In a liquid such an assumption is incorrect—the mu-
tual electric polarization of neighboring atoms substantially
deforms the electron shells, and the electron density becomes
different. In a first approximation in the polarization effect
the mean dipole moment of each atom remains zero. How-
ever, in the next approximation, that in which the usual van
der Waals forces are calculated �see Ref. 2�, a nonzero effect
arises which is proportional to the mean square fluctuations
of the induced dipole moments, and an additional term pro-
portional to �ak�2 appears in the expansion �4�. As a result,
relation �16� takes the form

E = −
2Z��e�

ms2 grad�l0
2 p� , �19�

where the parameter l0
2 �which, of course, depends on the

state of the system� becomes a phenomenological parameter
of the model, the value of which must be determined by a
comparison of formula �19� with the experimentally mea-
sured electric field in the neutral liquid. Consequently, it is of
interest to make an experimental observation of electric os-
cillations upon the passage of first sound in liquid helium
under approximately the same conditions as those for the
observation of electric effects in superfluid helium upon the
passage of second sound.7
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The second derivatives of the current-voltage characteristics of heterocontacts between a film of
MgB2 and counterelectrodes of pure metals �Cu, Ag, Au, Be� are investigated by the method of
point-contact �PC� spectroscopy. The PC spectra are studied in the normal �T�Tc� and supercon-
ducting �T�Tc� states along the direction of the c axis. In the normal state the spectra have a
feature in the energy interval �20–30 mV in the form of a broad peak or a smeared kink. It is
conjectured that the low-frequency modes of the phonon spectrum are also responsible for the
high value of the superconducting transition temperature in MgB2. In the superconducting state
the spectral features become N-shaped in the region of the low-frequency peak. © 2005 Ameri-
can Institute of Physics. �DOI: 10.1063/1.2126943�
INTRODUCTION

The superconducting properties of magnesium dibro-
mide MgB2 were discovered only a few years ago.1 MgB2

has the highest superconducting transition temperature of all
the known s–p metals and alloys: Tc�39 K. Like the other
dibromides, MgB2 has a hexagonal structure containing
graphite-like layers of boron atoms separated by magnesium
layers with the hexagonal close-packed �hcp� arrangement.
The manganese atoms are positioned at the centers of hexa-
gons formed by boron, so that the bond between the atoms in
the boron layers is more significant than that between the
atoms in the magnesium layers. The unusual two-band char-
acter of the electron structure is of interest for different
groups of investigators doing detailed studies of this com-
pound. MgB2 presents a rare example of a highly anisotropic
superconductor with two energy gaps, with values of 2.5 and
7.0 meV. It is important to note that both gaps vanish at the
same critical transition temperature �38–40 K. The exis-
tence of two superconducting energy gaps is confirmed by
the experimental data obtained using tunneling2 and
point-contact3,4 �PC� spectroscopy.

The electronic structure of MgB2 consists of two groups
of bands: pairs of anisotropic quasi-two-dimensional �2D� �
bands with a strong electron-phonon interaction and pairs of
practically isotropic three-dimensional �3D� � bands with a
weak electron-phonon interaction, which are formed by the
local pxy and pz orbitals of boron. In accordance with the
theoretical models, the � and � bands are weakly coupled to
each other and have different dynamical and topological
properties. The role of the pxy orbitals of boron in the trans-
port and thermodynamic properties of MgB2 is extremely
important. Between the � and � bands there is weak cou-
pling. The value of the electron-phonon interaction �EPI� pa-
rameter � for the � band, according to Ref. 5, reaches 2–3.
The structure of the � band is such that in the �A direction
the Fermi energy of the hole carriers is �0.5–0.6 eV. It is
1063-777X/2005/31�10�/5/$26.00 842
supposed6 that the low Fermi velocity leads to a significant
nonadiabatic correction to Tc.

The phonon dispersion curves determined7 by inelastic
x-ray scattering indicate a peak at 75 meV in the �A direc-
tion with E2g symmetry. According to theoretical estimates,
the optical phonons corresponding to the E2g vibrational
modes of the graphite-like layers of boron atoms play the
dominant role in the mechanism of superconductivity. It is
assumed that the high value of the critical temperature is due
to the interaction of E2g phonon mode, which corresponds to
antiparallel vibrations of the atoms in the boron planes, and
the conduction electrons of the � band.

The phonon structure of c-oriented films and single crys-
tals of MgB2 has been investigated8–10 by the method of PC
spectroscopy. The PC spectra in the superconducting state
exhibit structure in the region of phonon energies
�30–100 meV that is in good agreement with the data from
inelastic neutron scattering, tunneling spectroscopy, and the-
oretical calculations. It was noted9 that this structure van-
ishes upon transition to the normal state �T�Tc�. The inten-
sity of the observed phonon structure increases with
increasing value of the small interval ��, which suggests that
it can be attributed to the superconducting energy gap in the
� band. The asymptotic expressions obtained in Ref. 11 for
the nonlinear conduction of tunnel, ballistic, and diffusive
contacts in the case eV�� are in qualitative and quantitative
agreement with measurements of the phonon structure in the
PC spectra for MgB2. It is shown that the shape of the
dV /dI�V� characteristics of the different forms of point con-
stants �ballistic, tunneling, diffusive� are practically identical
at biases below 80 meV. It was noted10 that if the supercon-
ducting gap corresponding to the � band is equal to
2.5 meV, then the PC spectra will have a kink at
�20–30 meV in addition to features in the 60–70 meV re-
gion.

As a rule, in investigations of the phonon spectrum of a
superconductor by the method of PC spectroscopy the point
© 2005 American Institute of Physics
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contacts are selected for study by the criteria of maximal
intensities of the superconducting parameters �such as, e.g.,
the amplitude of the minima on the first derivative of the
current-voltage �I–V� characteristic, dV /dI�V�, of the point
contact, which reflect the superconducting gap, and the value
of the excess current�. In that case, however, it becomes hard
to separate the observed features into spectral ones, due to
backscattering of the electrons with the emission of phonons
�as in the normal state� and those caused by nonlinear energy
dependence of the superconducting gap, and, hence, of the
excess current.11 The intensity of the features due to the de-
pendence of the superconducting energy gap can be much
greater than the phonon spectral features. We also note that
the spectral peaks are transformed to N-shaped when the
ballistic regime is destroyed and the thermal regime is
approached.12 In addition, there exist features due to the de-
struction of the superconducting current paths or the appear-
ance of additional scattering centers in the point contacts.
The energy position and intensity of these features change
upon changes in the temperature of the experiment or in
strong magnetic fields. We note that the narrowing of the
phonon features will have a different form depending on
which of the currents through the point contact is
dominant—the direct or tunneling conductance—and also on
the regime of electron transport through the contact, and for
this reason it is hard to determine. As we have said, in spite
of the fact that a number of features whose energy positions
are in good agreement with those of the phonon features are
present in the superconducting state, upon the transition of
the superconductor to the normal state at a temperature
above Tc the second derivative of the I–V characteristic of
such point contacts often exhibits no spectral nonlinearity.13

The phonon spectrum at low temperatures in the normal state
cannot be studied because high enough magnetic fields are
not available �in our experiments the magnetic field was lim-
ited to a value of �4 T�.

SPECIFICS OF THE EXPERIMENT

In this paper we report a study of the phonon structure of
the superconductor MgB2 by the method of PC spectroscopy
with the use of different counterelectrodes. PC spectroscopy
permits obtaining direct experimental data on the EPI of the
point contact, which can be used for choosing better-founded
theoretical models describing the interaction of the electron
and phonon subsystems. The method consists in the study of
the nonlinearity of the I–V characteristics of metallic �non-
tunnel� contacts with a characteristic size smaller than the
inelastic mean free path of the electron at temperature T and
voltage V: lin�T ,eV�. According to the theory,14 the second
derivative of the I–V characteristic, in the case of a ballistic
regime of electron transport between electrodes with strongly
different Fermi velocities, is directly proportional to the PC
spectral function of the EPI of the metal with the lower
Fermi velocity vF. The function gPC���=	PC

2 ���F��� is
close in structure to the well-known Eliashberg function,
where 	PC

2 ��� is the square of the EPI matrix element aver-
aged over the Fermi surface, and F��� is the phonon density
of states. The second derivative of the I–V characteristic,
which is proportional to the second harmonic of the modu-
lating voltage V �V�, at liquid helium temperature is equal to:
2
d2V

dI2 

d�ln R�

dV
=

4ed

3�vF
	PC

2 ���F���h�=eV.

In the model of a clean aperture, the diameter of the
contact is related to R0 ���, its normal-state resistance at
zero voltage, by the Sharvin formula:

d = � 16

3�

�

R0
�1/2

�
30

R0
1/2 �nm� .

In a study of heterocontacts the intensity of the partial
contribution of MgB2 to the PC spectrum of the heterocon-
tact should, according to the theory,15 be larger, since the
value of the Fermi velocity of MgB2 is lower �vF

�105 m/s� than the Fermi velocity of the counterelectrode
�vF�106 m/s�. The intensity of the PC spectrum is propor-
tional to �d / �vF�e�, where �e is the inelastic relaxation time.
It should be noted that the relative intensity of the PC spectra
is not determined uniquely by the resistance of the contact,
since the relation between the elastic mean free path and the
process remains unknown to us.

The objects of study were MgB2 films of thickness
�100 nm, oriented with the c axis perpendicular to the
substrate.8,9,11,16 The resistivity of MgB2 at 40 K was around
1 �� · cm, and the ratio of the resistance at room temperature
to the residual resistance was 2.2. The measurements con-
sisted in registration of the first �dV /dI�V�
V1�V�� and sec-
ond �d2V /dI2�V�
Vc�V�� harmonics of the harmonics of a
small modulating signal by the method of synchronous de-
tection.

To eliminate the influence of superconductivity on the
spectral features of MgB2 the point contacts were created in
the normal state of MgB2 at a temperature of 30 K in a
magnetic field of 4 T. The absence of any features on the
second derivatives of the I–V characteristics of the point
contacts at zero voltage �Fig. 1� served as confirmation of the
normal state. However, under these conditions the tempera-
ture smearing is more than 10 meV, making it hard to esti-
mate the EPI parameter �:

� = 2	
0

�

gPC���
d�

�
.

As counterelectrodes we used several pure metals with
different Debye temperatures �namely Cu, Ag, Au, and Be�.
The absence of low-frequency phonons in the Be spectrum
was a clear indication that the phonon features that we ob-
served were due to MgB2 �see below�.

The selection criterion of the PCs found in the normal
state was the presence of a spectral feature on the second
derivative of the I–V characteristic of the contact at voltages
of 20–30 meV �Fig. 1�. It is known that an important factor
determining the quality of a point contact in the supercon-
ducting state is the presence of gap minima on the first de-
rivative of the I–V characteristic, which we can observe only
at low temperatures �T�Tc�. In spite of the fact that the
superconducting characteristics did not figure into the selec-
tion of the point contacts, their presence at low temperatures
a posteriori attested to the high quality of the contacts �see,
e.g., Fig. 2�. Since MgB2 has two gaps, which are associated
with the different directions of the crystallographic axes, the
values of these gaps can be used to assess the orientation of
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the axis of the PC. A nominally point contact was created in
the direction of the c axis of a MgB2 film characterized by a
small gap ��. As is seen in Fig. 2, the gap minima on the
first derivative of the I–V characteristic of the PCs studied
corresponds to a small gap. It may be concluded from what

FIG. 1. PC spectrum of the point contacts. MgB2–Cu; V1,0=4.72 mV, T
=28 K, R0=670 m �1�; V1,0=6.2 mV, T=31 K, R0=53 � �2� �a�.
MgB2–Ag: V1,0=7.24 mV, T=28 K, R0=82 � �1�; V1,0=7.02 mV, T
=30 K, R0=105 � �2� �b�. MgB2–Au: V1,0=2.62 mV, T=40 K, R0=58 �
�1�; V1,0=2.36 mV, T=40 K, R0=60 � �2� �c�. MgB2–Be: V1,0=7.93 mV,
T=28 K, R0=32 � �1�; V1,0=4.7 mV, T=33 K, R0=92 � �2� �d�. The mag-
netic field H=4 T for all the PCs. Shown for comparison at positive bias are
the spectra of the counterelectrodes, arbitrarily shifted along the vertical
axis.

FIG. 2. The first derivatives of the I–V characteristic at T=4.2 K, H=0 T,
corresponding to the MgB2–Ag and MgB2–Au heterocontacts characterized
in Fig. 1.
we have said that the observed spectral feature is associated
with the direction of the c axis of close to it.

RESULTS

Figure 1 shows the PC spectra of MgB2–N heterocon-
tacts �N is a normal metal� which exhibit features in the form
a single broad peak or a smeared kink in the energy interval
20–30 meV; the energy positions of these features are inde-
pendent of the counterelectrodes used. Also shown in Fig. 1
are the PC spectra of these counterelectrodes at helium tem-
peratures, taken from an atlas17 �for clarity the spectra have
been shifted arbitrarily relative to the zero of the vertical
axis�. It is obvious that it would be more correct to use the
spectra of the counterelectrodes at the same temperatures as
for the spectra of the heterocontacts. However, the thermal
smearing leads to only a slight upward shift of the energies
of the main maxima that is unimportant in the present study.
It is important to note that even in the case of a nonballistic
regime of electron transport the energy position of the main
maxima of the counterelectrodes is shifted to higher energies
by only 9% in the thermal regime.18

The observed low-frequency feature on the PC spectra
corresponds to the spectral regime, since the value of the
resistance of the contacts lies in an interval of 30–105 � �for
example, the value of the resistance for a MgB2–Ag hetero-
contact �see curve 1 in Fig. 1� is 82 ��. For realization of the
spectral regime the size of the contact must be less than the
electron mean free path, which corresponds to a resistance
value of more than 10 �. This follows from the estimates of
the ratio of the diameter of the contact to the mean free path
of the electron in the review.13 According to the Sharvin
formula, for �
4.9�10−12 � · cm2 and a resistance R
�10 � both in the direction of the c axis and in the ab
plane, the characteristic size d of the contact in the ballistic
regime is �7 nm. Then lab=70 nm and lc=18 nm. If the PC
contains contaminants and the mean free path is small, then
Maxwell’s formula d= /R is applicable. In that case the
value of d is 0.7 and 2.6 nm for the ab plane and the direc-
tion of the c axis, respectively. Further confirmation of the
spectral regime also comes from the fact that when the tem-
perature is raised to 70 K, the maximum at �20–30 meV is
smeared out while maintaining its position on the energy
axis.

The spectra at T=30 K in a magnetic field of 4 T do not
carry any information about the superconducting character-
istics of MgB2. It is important to note, however, that the PC
region undergoes a transition to the superconducting state
upon a slight decrease in temperature �by 1–2 K�, attesting
to the superconducting modification of MgB2 under the con-
tact. Upon further decrease of the temperature a portion of
the current passing through the PC is transported through
superconducting regions. In that case the features due to su-
perconductivity increase significantly.

Figure 3a shows the PC spectra of MgB2–Ag in the
normal �T=30 K, H=4 T; curve 1� and superconducting
�curves 2, 3� states. It can be seen that lowering the tempera-
ture leads to the appearance of a peak in the PC spectrum
near zero voltage which is due to Andreev reflection at the
NS boundary, and a number of features in the phonon region
of frequencies, 30–90 meV. Curve 2 demonstrates the PC
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spectrum at an intermediate temperature �T=20 K, H=4 T�,
on which at V→0 one observes a transformation of the low-
frequency phonon feature into two smeared downward steps
at energies of �16 and 28 meV ��126 and 228 cm−1�
against the background of the nonlinearity due to the super-
conductivity. Upon further decrease of temperature the pho-
non features become N-shaped on account of the deviation
from the ballistic regime �curve 3�. The energy position of
the N-shaped features has only an approximate correspon-
dence with the position of the phonon peaks on the energy
axis. In Fig. 3b we show for comparison the Raman scatter-
ing spectrum taken from Ref. 19. The relationship between
the scales of the abscissas for those spectra and the PC spec-
trum is 1 meV=8.065 cm−1. It is seen that the energy posi-
tion of the low-frequency spectral features on curve 3 in Fig.
3a is in good agreement with the experimental data from the
Raman spectroscopy �vertical lines in Fig. 3a and 3b�. The
authors of Ref. 19 mention that the observed features are not
due to nonlinearity of the superconducting gap and they are
observed to temperatures exceeding the value of Tc for MgB2

�see the curves for T=25, 55, and 295 K in Fig. 3b�. In Ref.
20 the PC spectra measured in the normal state �T=3−K,
H=7 T� are presented; on those spectra, together with fea-
tures in the region 15–35 mV, one observes a pronounced
peak at 60 mV and two broadened peaks at 80 and 90 mV.

A comparison with the spectrum of the phonon density
of states obtained by inelastic neutron scattering21 shows
that, starting at eV�20 mV the spectrum exhibits a rise cor-
responding to the position of the low-frequency PC peak that
we observed. It is possible that the absence of clear low-

FIG. 3. PC spectra of a MgB2–Ag heterocontact: normal state, R=42 � �1�;
T=20 K, V1,0=2.23 mV, the superconducting state �2,3�; the zero of curve 2
is shifted upward along the vertical �a�. The Raman scattering spectra of
MgB2 �Ref. 19� �b�.
frequency features in the spectrum of the neutron density of
states is due to their low intensity and the strong anisotropy
of the EPI in MgB2, which leads to an increase of the spec-
tral function of the EPI in that energy interval.

It should be noted that the order-of-magnitude more in-
tense peaks in the 60 and 70 meV region are absent on prac-
tically all the PC spectra at 4.2 K; this is because the MgB2

films are oriented with the c axis perpendicular to the
substrate.8–10 However, in spite of the fact that the MgB2 film
has a c orientation, the PC spectra in the normal state typi-
cally have, in addition to the kink, a strongly smeared peak
in the energy region 50–70 meV �this peak is not discussed
in the present paper�. This may be indicative of a possible
slight deviation of the direction of the current flow from the
c axis, since, as was shown in Ref. 10, high-frequency fea-
tures are characteristic for the ab plane.

Because of the complexity of the compound, the small
value of the mean free path, and also the significant technical
difficulties in making point contacts, it is not possible at
present to obtain intensity PC spectra corresponding to the
model of a clean aperture for determining the important in-
tegrated EPI parameter �. However, we hope that more-
perfect samples will in the future permit one to make point
contacts of better quality and to overcome the difficulty of
determining �.

CONCLUSION

We have investigated the PC spectra of MgB2 with a
low-frequency spectral feature whose energy position is in-
dependent of the counterelectrodes used. We assume that the
spectral peak that we have observed on the PC spectra of
MgB2 in the normal state is due to low-frequency modes of
the phonon spectrum in the direction of the c axis or close to
it. These low-frequency models of the phonon spectrum may
play a significant role in the mechanism of superconductivity
of magnesium diboride.
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The transition from the model of a long Josephson junction of variable width to the model of a
junction with a coordinate-dependent Josephson current amplitude is effected through a coordi-
nate transformation. This establishes the correspondence between the classes of Josephson junc-
tions of variable width and quasi-one-dimensional junctions with a variable thickness of the bar-
rier layer. It is shown that for a junction of exponentially varying width the barrier layer of the
equivalent quasi-one-dimensional junction has a distributed resistive inhomogeneity that acts as
an attractor for magnetic flux vortices. The curve of the critical current versus magnetic field for
a Josephson junction with a resistive microinhomogeneity is constructed with the aid of a nu-
merical simulation, and a comparison is made with the critical curve of a junction of exponen-
tially varying width. The possibility of replacing a distributed inhomogeneity in a Josephson
junction by a local inhomogeneity at the end of the junction is thereby demonstrated; this can
have certain advantages from a technological point of view. © 2005 American Institute of Phys-
ics. �DOI: 10.1063/1.2128072�
I. INTRODUCTION

An interesting research topic in the physics of Josephson
junctions �JJs� and one that has received intensive develop-
ment in recent years is the influence of a potential due to an
external field or to the geometry on the motion of vortices in
long junctions. As examples one can cite the study of the
potential created by a spatial variation of the radial compo-
nent of the magnetic field in an annular junction1 and of a
field-induced saw-tooth potential in the same annular
junction2 and the study of the fluxon qubit in a modified
annular �heart-shaped� geometry.3 Potentials produced by
spatial variation of the width of the junction, corresponding
to a force acting on the fluxon in the direction of narrowing,
were studied in Refs. 4–12. Unidirectional motion of fluxons
has a certain advantage in the design of oscillators based on
the motion of fluxons.13–15 In particular, an exponential
variation of the junction width provides better impedance
matching with an output load4 and allows one to avoid the
chaotic regimes inherent to rectangular junctions. The struc-
ture and stability of static magnetic flux vortices and the
corresponding critical curves in long JJs of exponentially
varying width were investigated in Refs. 4, 8, 11, and 12.

In this paper it is shown that effects arising in a junction
of variable width also take place for JJs whose barrier layer
contains a resistive inhomogeneity. The critical curves—
critical current versus magnetic field—are constructed nu-
merically for long JJs of exponentially varying width and
rectangular junctions with a localized resistive inhomogene-
1063-777X/2005/31�10�/5/$26.00 847
ity. From a technological standpoint JJs with a resistive in-
homogeneity can be preferable in some cases.

II. COORDINATE TRANSFORMATION

We consider a long JJ whose dimension along the y axis
�width� is a smooth function W�x� on the interval x� �0,L�.
Here L is the length of the junction �all of the quantities used
are rendered dimensionless in the standard way16�. We as-
sume that

max W�x�
x��0,L�

� L .

We introduce the shape function ��x� of the junction
with the aid of the relation

��x� = −
Wx�x�
W�x�

. �1�

Here and below a subscript is used to denote differentiation
with respect to the corresponding independent variable. The
case Wx�x��0 corresponds to a rectangular junction. Then
the boundary-value problem for the static magnetic flux ��x�
in such a JJ is written in the form

− �xx + ��x��x + sin � + g�x� = 0, �2a�

�x�0� = h0, �x�L� = hL. �2b�

The concrete expressions for q�x�, h0, and hL depend, in
particular, on the means of injection of the external current �.
For junctions with an overlapping geometry, as are consid-
© 2005 American Institute of Physics



848 Low Temp. Phys. 31 �10�, October 2005 Semerdzhieva et al.
ered below, the base current ��x� flows through the whole
junction. Consequently, g�x�=��x�−�hB, h0=hB, hL=hB �hB

is the external magnetic field, which is directed along the y
axis in the plane of the barrier layer�. The term −�hB is due
to the variable width of the junction. Neglecting surface ef-
fects, one can to a first approximation set ��x�=const. A
derivation of Eq. �2a� in the general case is given in Ref. 5.

Let us consider an ordinary change of spatial coordinate:

� = v�x� , �3�

where the variable �� �0, l�, and the right-hand side is a
solution of the boundary-value problem

− vxx + ��x�vx = 0, �4a�

v�0� = 0, min
x��0,L�

vx�x� = 1. �4b�

The parameters L and l are connected by the relation l
=v�L�. The first boundary condition in �4b� matches up the
initial points of the intervals of variation of the variables x
and �, while the second serves for normalization �see below�.

In the new independent variable the boundary condition
�2� takes the form

− ��� + jD���sin � + j��� = 0, �5a�

���0� = H0, ���l� = HL. �5b�

Here u��� is the inverse function of v�x�. Here jD���
�u�

2��� and j����u�
2���g�u����, and also

H0 � u��0�h0, HL � u��l�hL.

From a formal standpoint Eq. �5a� describes the mag-
netic flux distribution in a one-dimensional JJ with a variable
amplitude of the Josephson current, jD���. Such a junction is
inhomogeneous17—the thickness of its barrier layer varies
along the length as d����u�

−2���. The term j��� is a current
that varies along the junction, generated by variation of the
geometry, external magnetic field, and external current.

Thus the transformation �3� and �4� establishes a relation
between a JJ of variable width and a “one-dimensional”
junction having a thickness of the insulating layer that varies
along the junction. For brevity we shall speak of x junctions
and � junctions.

For junctions of exponentially diminishing width �re-
ferred to below as EJJs�, which were considered in Refs. 8–11,
we have �=const�0. Then W�x�=W0 exp�−�x�, where W0

is the width of the JJ at the x=0 end. In this case the trans-
formation �3� takes the form

� =
1

�
�e�x − 1� .

Then for the right-hand boundary of the � junction we find
l= �e�L−1� /��L, i.e., the � junction is longer than the cor-
responding x junction.

In the particular case considered, a change of the nor-
malized amplitude of the Josephson current of the � junction
jD��� � u�
2��� �

1

�1 + ���2 �6�

can occur as a result of a barrier-layer thickness that varies
smoothly along the junction. Here the amplitude is maximum
�and the barrier-layer thickness minimum� at the left end of
the junction �see the second condition in Eq. �4b�� and mini-
mum �maximum, respectively� at the right end. Thus a resis-
tive inhomogeneity is an attractor17 for magnetic flux distri-
butions in the junction, drawing the latter toward the right
end, as has been observed experimentally4 and confirmed by
numerical simulation.4,11,12

III. MODELS OF A JUNCTION WITH A RESISTIVE
INHOMOGENEITY

It is of interest to investigate the possibility of replacing
an inhomogeneity distributed over the whole length of the
junction by an inhomogeneity localized near the right end.
The simplest choice is a point inhomogeneity of “strength”
��0 at the right end of the junction. In that case17

jD�x� = 1 − �	�x − L� .

Here 	�x� is the Dirac delta function. A JJ with such an
inhomogeneity will be denoted below as 	JJ. For �=0 the
junction is homogeneous. The corresponding boundary-value
problem in the case of overlapping geometry is described in
the form �x� �0,L��

− �xx + sin � + � = 0, �7a�

�x�0� = hB, �x�L� + � sin ��L� = hB. �7b�

We note that independently of the junction geometry the
presence of a point inhomogeneity at the right end leads to
nonlinear boundary conditions.

Another example of an inhomogeneity that will be con-
sidered below is the model of a junction �IJJ� in the form of
a narrow rectangular well of width 
�L and depth 1−�:

jD�x� = 1 − �1 − ����x + 
 − L� .

Here ��x� is the Heaviside step function. The parameter �
�0 specifies the fraction of the Josephson current through
the inhomogeneity. We note that the inhomogeneity of the
barrier layer represents a microresistor only for �1. In par-
ticular, if �=0 the Josephson current is absent on the seg-
ment �L−
 ,L�. The choice �=1 means that the thickness of
the barrier layer of the junction is constant, and the ampli-
tude jD�x�=1 for �� �0,L�. For ��1 the inhomogeneity is a
microshort that repels magnetic flux vortices.17

The corresponding boundary-value problem for the mag-
netic flux ��x� in the case of overlapping geometry is written
in the form

− �xx + jD�x�sin � + � = 0, �8a�

�x�0� = hB, �x�L� = hB. �8b�

In a numerical simulation of the magnetic-field depen-
dence of the critical current, transitions from the supercon-
ducting to the resistive regime are interpreted mathematically
as bifurcations of the magnetic flux in the junction upon
variation of the parameters.17 For studying the stability, each
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solution ��x� of the boundary-value problems �7� and �8� is
associated to a regular Sturm–Liouville �S-L� problem with a
potential that depends on the concrete solution �see the de-
tails in Refs. 17–19�. The S-L eigenvalue problems allow one
to assess the stability or instability of ��x�. The boundary
conditions are determined by the choice of model. In particu-
lar, for model �7� with a point inhomogeneity the S-L prob-
lem takes the form

− �xx + q�x�� = �� , �9a�

�x�0� = 0, �x�L� + � cos ��L���L� = 0, �9b�

where the potential is determined by the expression q�x�
=cos ��x�.

For model �8� with a rectangular inhomogeneity the S-L
problem is

− �xx + q�x�� = �� , �10a�

�x�0� = 0, �x�L� = 0. �10b�

In the case under study the potential q�x�
= jD�x�cos ��x�.

The wave function ��x� must satisfy the normalization
condition

�
0

L

�2�x�dx − 1 = 0. �11�

We note that problems �9� and �10� have a discrete non-
degenerate spectrum bounded from below. In addition, since
the solutions of the boundary-value problems �7� and �9�
depend smoothly on the parameters hB and �, the eigenval-
ues and eigenfunctions of equations �9� and �10� also depend
on these parameters. Let �min�hB ,�� be the minimum eigen-
value corresponding to a certain distribution ��x�. The point
with coordinates hB and � on the �hB ,�� plane is called17 a
bifurcation point of ��x� if the following condition holds:

�min�hB,�� = 0. �12�

The bifurcation curve of any magnetic flux distribution
in a junction is the geometric locus of bifurcation points of a
concrete vortex, corresponding to pairs �hB ,�� for which Eq.
�12� holds.

In view of the fact that for specified hB and � the
boundary-value problems �7� and �9�, as a rule, have more
than one solution, the critical curve of the junction as a
whole is constructed as the envelope of bifurcation curves
for different solutions. In other words, the critical curve of
the junction consists of pieces of the bifurcation curves cor-
responding to different distributions with the highest critical
current � for the given field hB.

For calculation of relation �12� we used the method pro-
posed in Ref. 18: the system of equations �7� and �10� �re-
spectively Eq. �8� and �10�� at fixed � and field hB �and
current �� is solved as a nonlinear eigenvalue problem with
the spectral parameter � �respectively, hB�. This method of
seeking bifurcation points and its generalization was used in
Ref. 19 for solving a wide class of physical problems.
IV. NUMERICAL RESULTS

Let us compare the results of numerical simulations for
constructing the critical curves for the model of a JJ in an
overlapping geometry with an exponentially varying width
and a model with an inhomogeneity on the right end.

Figure 1 shows the “bifurcation” distributions of the
magnetic field �x�x� for the main fluxon �1 along the jucn-
tion for three JJ models �EJJ, IJJ, and 	JJ� for �min=10−4,
i.e., before the destruction of the fluxon by the current �. The
corresponding distributions of the Josephson current
jD�x�sin � in the JJ are presented in Fig. 2.

We note the good qualitative agreement of the curves.
Their quantitative difference is observed predominantly in
the region where the amplitude of the Josephson current is
minimum; this is due to the form of the inhomogeneity �at-
tractor�.

Figure 3 demonstrates the critical curves of the form
�12� corresponding to stable solutions of the boundary-value
problems �2� and �8�. The solid curves correspond to distri-
butions of the magnetic flux for the model of a JJ with a
width that varies by an exponential law �EJJ� with a coeffi-
cient �=0.07, the dashed curves are for models of an inho-
mogeneous JJ with a finite rectangular inhomogeneity �IJJ�
with parameters 
=0.7, �=0.1. Each critical curve reflects a
certain closed figure on the �hB ,�� plane, the currents hB

=hmin and hB=hmax are the lower and upper critical magnetic
fields for the vortex under study. We note that because of the

FIG. 1. The magnetic field of the fluxon �1 for three models of the
inhomogeneity.

FIG. 2. Distribution of the Josephson current for three models of the
inhomogeneity.
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presence of an additional “geometric” current ���x�x�−hB�
in the EJJ model the critical value of the current � corre-
sponding to the two indicated values of hB is nonzero.

A numerical simulation shows that, unlike a JJ with a
resistive inhomogeneity within the segment �0,L� �Refs. 18
and 19�, in a junction with an inhomogeneity at the end, even
for rather large values of hB �the solutions were checked
numerically to hB=10� there are no stable mixed fluxon-
antifluxon vortices contributing to the critical curve. There-
fore the critical curves of the junction as a whole consist only
of segments of the critical curves for a Meissner �M� distri-
bution and “pure” n-fluxon vortices �n, n=1,2 , . . .. The
maxima of the critical curves fall off monotonically with
increasing field hB �in junctions with an internal inhomoge-
neity the maxima of the critical curves fall off nonmonotoni-
cally because of the stabilizing influence19 of the inhomoge-
neity on the mixed fluxon-antifluxon vortex pairs�.

Let us illustrate the process of vortex destruction �the
transition to an unstable state� upon variation of the current �
for the case of the IJJ model. In a field hB=1 at a current
��0, two stable distributions of magnetic flux can exist in
the model: M and �1. As the current increases, the main
fluxon �1 is destroyed first �the critical current for it is
�cr��1��0.062�, and then the Meissner distribution. Thus
for hB=1 the critical current of the junction �cr=�cr�M�
�0.597. For hB=1.9 the boundary-value problem �8� has
three stable solutions—M, �1, and �2, which occur in the
following succession with increasing �: �2→M→�1. The

FIG. 4. Critical curves of the current versus magnetic field for three model
inhomogeneities.

FIG. 3. Bifurcation curves for a JJ of variable width and a JJ with a rect-
angular inhomogeneity.
critical current of the junction in this case is �cr=�cr��1�
�0.157. Analogously, for hB=2.2 we have �cr=�cr��2�
�0.092.

The critical curves of the current versus magnetic field
for the three JJ models discussed above are exhibited in Fig.
4. The dot-and-dash line corresponds to the model of a JJ
with a point inhomogeneity ��=0.2� on the right end �	JJ�.
Note the good qualitative agreement of the critical curves for
the three models. For values of hB that are not too high, the
leftward displacement of the critical curves of the individual
vortices by the “geometric” current in the EJJ model has
only a weak influence on the behavior of the critical curve of
the junction as a whole.

We note that variation of the parameters of a rectangular
inhomogeneity �of width 
 and depth �� has a weak influ-
ence on the numerical results, i.e., the boundary-value prob-
lem �8� is structurally stable upon variation of those two
parameters. This assertion is illustrated in Fig. 5, which
shows the dependence �12� for the main fluxon �1 at �cr

�0, �=0.1 and values of 
=0.5 and 
=1. Analogously, Fig.
6 shows the dependence �12� for the main fluxon �1 for
�cr�0, 
=0.7 and parameter values �=0.1 and �=0.8.

V. CONCLUSION

In this paper we have shown that every JJ of variable
width can be placed in correspondence with a quasi-one-
dimensional junction with a variable thickness of the barrier
layer. In the case of junctions whose width varies by an
exponential law, the barrier layer of the corresponding quasi-

FIG. 5. Influence of the parameter 
 on the bifurcation curve of �1.

FIG. 6. Influence of the parameter � on the bifurcation curve of �1.
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one-dimensional JJ contains a resistive inhomogeneity dis-
tributed along the junction and acting as an attractor for mag-
netic flux vortices.

The curves of the critical current versus magnetic field
obtained from the numerical simulation demonstrate that
such an inhomogeneity can be replaced by a local inhomo-
geneity at the end of the JJ, which may have certain advan-
tages from a technological point of view.
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Comparative studies of the transport properties—resistance, magnetoresistance, and Hall
effect—of Er/Sc multilayer structures and erbium films prepared by the same deposition technol-
ogy are carried out for the first time. Those properties of the structures are modified substantially
in comparison with those of elemental erbium. The magnetoresistance of the samples is “giant,”
although it cannot compete in absolute magnitude with the values for superlattices based on d
ferromagnetic materials. In the region of helium temperatures the Hall coefficient in the
multilayer systems is more than an order of magnitude greater than at room temperature. It fol-
lows from the data for the Hall coefficient and magnetoresistance in that temperature region that
the zero-field magnetization of the f structure is greater than the magnetization of the bulk f ma-
terial in the ferromagnetic state. The conductance of the Er/Sc multilayer structure at T�20 K is
lower than at helium temperatures. The features mentioned are described in terms of a
temperature-induced rearrangement of the magnetic ordering of the erbium layers in the Er/Sc
structures. © 2005 American Institute of Physics. �DOI: 10.1063/1.2128073�
Despite many years of effort there is still no complete
understanding of how the concept of an exchange interaction
due to correlation of the electron spins is compatible with the
behavior of the kinetic characteristics of metals, which basi-
cally conforms to a description in terms of the simple ap-
proximations of band theory. However, progress in the tech-
nology of epitaxial film growth,1 primarily films of transition
d metals and rare-earth magnetic materials, have permitted a
close approach to the experimental study of this problem, in
particular, to the investigation of the role of exchange inter-
action mechanisms in establishing some magnetic structure
or other and the manifestation of such an interaction, if it
occurs, in the character of the electronic conductivity. Stud-
ies of multilayer systems with magnetic layers alternating
with spacer layers of various nonmagnetic materials, metallic
or nonmetallic,2,3 grown by the aforementioned technology
have revealed the novel possibility of artificially varying the
magnetic characteristics of systems and observing the un-
usual, often contradictory, relationship of these characteris-
tics to the behavior of the electron transport. For example, in
multilayer systems of the FM/NM/FM type, where the ferro-
magnetic �FM� material is a transition d metal, a “giant”
negative magnetoresistance is observed �up to 150% in
Fe/Cr structures�,4–6 which is explained as a manifestation
of an oscillatory exchange coupling through the nonmagnetic
�NM� spacers. At the same time, a magnetoresistance �MR�
of the same sign and of comparable magnitude ��20% � has
been observed in a nonlayered magnetically inhomogeneous
material,7 and in multilayers in which the magnetic phases
are rare-earth f metals �for which, unlike d metals, the mag-
netism and transport can be reasonably attributed to different
groups of charge carriers� a positive MR�30% has been
observed.8 In studying the features of the transport properties
1063-777X/2005/31�10�/6/$26.00 852
of magnetic systems it is customary to rely on the well-tried
concept of spin-dependent scattering of conduction electrons
in the theory of the Ruderman–Kittel–Kasuya–Yosida
�RKKY� indirect exchange interaction,9–11 the experimental
justification of which continues to be extremely topical, es-
pecially for rare-earth ferromagnets.

The fact that there are no reasons for the appearance of
direct magnetic coupling between atoms in rare-earth metals
makes them interesting objects for studying the nature of the
magnetic ordering as such and, in particular, as constituents
of multilayer superlattices. At the same time, there have been
very few studies of superlattices based on rare earths, and
those have been mainly devoted to their magnetic properties
without reference to their transport characteristics �excep-
tions are Refs. 8 and 12, for systems with Dy, Gd, and Nd�.

In this paper we present the results of the first investiga-
tion of the magnetotransport properties of Er/Sc multilayer
structures in combination with the results for Er prepared by
the same deposition technology as the multilayers by the
method of magnetron sputtering in an Ar atmosphere.

Figure 1 shows a diagram of the arrangement and nomi-
nal thicknesses of the deposited layers in the structures stud-
ied. The number of Er/Sc bilayers in each structure is also
indicated. Mica was used as the substrates for the multistruc-
tures, while the polycrystalline Er sample, 920 Å thick, was
deposited on sitall �pyroceramic�. In sample No. 2 the bilay-
ers in the growth direction c consisted of one Sc monolayer
and three Er monolayers. Sample No. 3 contained two
blocks—an upper block of 19 bilayers �two monolayers of
Sc and five monolayers of Er� and a lower block of 20 bi-
layers �two monolayers of Sc and three monolayers of Er�.
The total volume of Er in the systems studied was not less
than twice that of Sc, so that it was possible to compare the
© 2005 American Institute of Physics
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transport properties of bulk erbium �sample No. 1� and the
systems with discrete layers of nonmagnetic scandium inter-
calated in the matrix of magnetic erbium �samples Nos. 2
and 3�.

The samples were deposited in the branched configura-
tion shown in Fig. 1 for measurements of the resistance and
Hall emf in the region O–O� by the standard 4-probe tech-
nique. A dc measuring current I from 10−2 to 1 mA was
passed in the film plane along O–O�. Electrical connection to
the samples was achieved by clamping plates of platinum
foil to contact areas a-d, a�-d�.

It is known that the lattice constants of Er and Sc differ
by 6% along the c axis and by 8% along the a axis, which
obviously precludes obtaining superlattices with a single-
crystal character over the whole volume of the sample, al-
though in the samples studied the layers of magnetic Er and
nonmagnetic Sc form a quasiperiodic structure. The values
of the room-temperature resistivity �Er and �Sc obtained for a
parallel connection scheme turned out, in the case of sample
No. 2, to be comparable to the known values for polycrys-
talline materials13 ��100 �� · cm and �60 �� · cm, respec-
tively�, while for sample No. 3 they were several times
smaller ��20 �� · cm and �10 �� · cm, respectively�, as for
very pure materials.14 The resistivity �Er estimated from the
measurements for sample No. 1 was close to the value indi-
cated above for the high-resistivity sample No. 2. Since the
growth of these artificial superlattices can be regarded as the
insertion of a foreign material �Sc� into an initially homoge-
neous material �Er�, and the creation of such a defect struc-
ture generally speaking cannot in itself improve the conduc-
tivity of the system, the difference in the conductance of two
samples obtained by the same technology already points to
causes other than simple scattering on defects for the change
in character of the transport in the structures studied, even in
zero magnetic field.

Figure 2 shows the temperature behavior of the resis-
tance relative to its value at room temperature for samples
Nos. 2 and 3. The character of the anomalies of this behavior
in the structures studied and the temperature regions where
they are manifested correlate with the known features of the
temperature dependence of the resistance of elemental er-
bium. It has been established that such features are due to a

FIG. 1. Arrangement and thickness of the layers in the structures
investigated.
rearrangement of the magnetic structure of erbium, i.e., to
transitions from the paramagnetic state to an antiferromag-
netic state �temperature �2� and further to a ferromagnetic
state �at �1� as the temperature is lowered.14–18 The tempera-
ture �3 corresponds to a rearrangement of the structure in the
antiferromagnetic region from a sinusoidal to a cycloidal
phase.16,17

The connection between the changes in character of the
transport and the changes of the magnetic structure should be
manifested most clearly when an external magnetic field,
even a very weak one, is applied, since the magnetic energy
required for the formation of a nonzero magnetization is low,
and in certain materials there is even a partial spontaneous
magnetization in the absence of external field. Figures 3–8
show the results of measurements of the MR and Hall effect
in our samples at fields up to 7 kOe.

Figure 3 shows a three-dimensional projection of the
temperature dependence of the transverse MR of erbium
�sample No. 1�, i.e., the relative change of the resistance

FIG. 2. Temperature dependence of the resistance of the O–O� region of
samples Nos. 2 and 3, relative to the resistance at T=240 K �No. 2� and
280 K �No. 3�. The arrows indicate the characteristic temperatures of the
magnetic phase transitions in elemental Er: �1�20 K; �2�84 K; �3

�54 K.

FIG. 3. Temperature-field curves of the magnetoresistance of the erbium
film.
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�RH�H ,T� /R0�T�= �RH�T�−R0�T�� /R0�T�, for external mag-
netic fields varying from 500 Oe to 7 kOe and temperatures
from 4.6 to 80 K in comparison to the resistance at zero field
�in the geometry H �c�. It is seen immediately that the change
of the MR first, is intimately related to the characteristic
temperatures of magnetic ordering in erbium �indicated in
Fig. 2�, and, second, in the region below �3 it is negative,
corresponding to an increase of the conductance. In the tem-
perature region 10–50 K the MR undergoes a strong change
at fields of only about 1 kOe ���R /R�T=23.5 K���−1% �,
after which it varies weakly with magnetic field. We note that
this accords with the small value given in Ref. 19 for the
magnetization saturation field corresponding the to ferro-
magnetic ordering of erbium.

Figure 4 shows the temperature dependence of the MR
of erbium over a wider temperature interval—from helium to
room temperatures—for a field value of 7 kOe; the character
of this curve is typical for other fields in the interval
0.4–7 kOe. From a comparison of this curve with the tem-
perature behavior of the MR of a multilayer sample, also

FIG. 4. Temperature dependence of the magnetoresistance of erbium and of
an Er/Sc multilayer system. The inset shows the resistance of the system as
a function of temperature in the absence of magnetic field and in a field of
7 kOe.

FIG. 5. Transverse magnetoresistance of erbium and of an Er/Sc system
versus the magnetic field: 1,2,3—MR of erbium at 20, 41, and 4.6 K, re-
spectively; 4—MR of the Er/Sc system at 4.6 K. Curves 1 and 2 are dis-
placed along the vertical by +1%.
shown in the figure, it follows that the character of this be-
havior in the Er/Sc structures is substantially different: the
MR is positive and decreases with decreasing temperature
from a value of +4% at 300 K down to 0 at �23.5 K, where
it changes sign. The values of the parameter �	, which de-
termines the efficiency of the magnetic field, did not exceed
10−4–10−3 in the whole range of temperatures and fields both
in the case of erbium and for multilayer structures. Such
values correspond to the low-field regime, in which the
variation of the usual MR ���xx /�0� cannot exceed a fraction
of a percent. Thus we can consider the value of the positive
MR of the Er/Sc structure observed in the interval
50–250 K to be “giant.” Attempts to explain the appearance
of a positive MR, e.g., by the possibility that the degree of
specularity of the reflection at the interfaces is decreased by
a transverse magnetic field, as was proposed in Ref. 8, are
unfounded, especially in our case, when the MR does not
increase with decreasing temperature, as in the Dy/Sc
superlattice,8 but rather decreases. We shall show that there
are no other reasons for such unusual behavior of the MR

FIG. 6. Transverse �curves 1,3� and longitudinal �curve 2� MR of the Er/Sc
system versus magnetic field at temperatures above and below �1.

FIG. 7. Hall resistance of erbium �1� and of the Er/Sc multilayer structure
�2,3� as a function of magnetic field in comparison with its value for H
=7 kOe.
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except for changes of the magnetic structure of the Er/Sc
multilayer system in comparison with the magnetic structure
of bulk erbium.

Despite the fact that the influence of magnetic field on
the behavior of the transport properties of the systems under
study is substantially weaker than the influence of tempera-
ture, which brings about a rearrangement of the magnetic
structure, such a rearrangement should be reflected most
fully in the character of the field dependences, and that is
what our experiment shows.

Figure 5 shows the dependence of the MR on the mag-
netic field H for Er at 41, 20, and 4.6 K and for the Er/Sc
structure at 4.6 K, and Fig. 6 shows the dependence on H of
the transverse MR of the structure at temperatures of 37 and
4.6 K and of the longitudinal MR of the structure at T
=37 K �curves 1, 2 in Fig. 6�. Furthermore, at helium tem-
peratures 4.2–4.6 K the dependence of the MR of the system
on H has a inflection point at around 1.5 kOe �curve 4 in Fig.
5�, which is absent on the curve for erbium �curve 3�. This
last curve also shows no tendency toward saturation, as does
the dependence of the Hall coefficient of Er in the whole
field interval investigated at these same temperatures �Fig. 7,
curve 1�. In other words, the inflection point on the field
curve MR�H� for the multilayer structure arises at a lower
field than the field of complete saturation of the magnetic
moment in the erbium layers.19 A similar situation was en-
countered, in particular, in a study of the Co/Au system,
where anomalies in the behavior of the MR were also ob-
served at fields much less than the saturation field.20

It is natural to suppose that this disagreement may be
due to the spin-dependent nature of the scattering of conduc-
tion electrons by magnetically ordered layers. In that case the
contribution to the resistance from scattering by a pair of
magnetic layers separated by a nonmagnetic spacer becomes
dependent on the mutual orientation �parallel or antiparallel�
of the magnetization vectors at the boundaries of the
spacer.4,21,22 In particular, under otherwise equal conditions
for all the interfaces and under the usual assumption that the
orientation of the spin of a conduction electron antiparallel to
the moment of the magnetic layer �the so-called “minority”
�↓� orientation� corresponds to more efficient electron scat-
tering than the parallel �“majority” �↑�� orientation, the value

FIG. 8. Temperature dependence of the Hall resistance of the Er film and of
an Er/Sc structure.
of the conductivity and the corresponding sign of the MR in
the multilayer structure will depend on the ratio of the num-
ber of pairs of boundaries �the number of nonmagnetic lay-
ers� with the same or with a different mutual orientation of
the moments of the adjacent magnetic layers.

Most likely this ratio cannot in principle be equal to
unity, either by virtue of the smallness of the phase coher-
ence length of the moments with respect to the thickness of
the structure, as is apparently the case for our high-resistivity
samples, or because of the presence of more than one period
of the oscillatory exchange coupling,23 if such a case is real-
ized at all in systems with rare-earth magnetic metals.

We shall therefore assume that the negative sign of the
MR of the Er/Sc structure and the inflection point on its H
dependence in the region of helium temperatures reflect a
change of the orientation of the moments of a number of
magnetic layers of erbium at a rather low field in the direc-
tion toward establishment of a ferromagnetic orientation,
which in the case of a spin-dependent character of the scat-
tering of conduction electrons can lead to an increase of the
conductance of the multilayer structure as a whole. Here the
behavior of the Hall resistance with change in magnetic field
and the presence of a minimum on the Ryx�H� curve �Fig. 7�
attests to the existence of a remanent magnetization M0 of
the system in zero field and, accordingly, of a magnetization
component M0z perpendicular to the film ��c�, which varies
with temperature because of the temperature-dependent rear-
rangement of the magnetic structure, including in the region
of helium temperatures. The data in Fig. 7 can be used to
estimate the ratio of the remanent magnetizations of the
multilayer system Er/Sc in the “quasiferromagnetic” and
“quasiantiferromagnetic” temperature regimes from the val-
ues of the measured Hall voltage at H=0.

The measured Hall resistance for a magnetic system is
customarily written in the form

RH = Ryx =
Uyx

Ix
=

1

d
�R0Hz + Rs4
Mz� ,

R0 = �	
�

Hz
, Rs = C1� + C2�2, �1�

where d is the thickness of the sample, R0 and Rs are the
normal and anomalous Hall constants, respectively, Mz is the
transverse component of the magnetization, � is the resistiv-
ity, and C1 and C2 are constants. At low fields Mz depends
linearly on the field, and one can therefore write Mz=�zHz

+C3�0z ��0 is the susceptibility in the absence of magnetic
field�. It follows from Fig. 2 that the variation of � for er-
bium in the interval from 4.2 to 37 K does not exceed 2%.
Ultimately, the corresponding ratios of the Hall resistance at
H=0 from curves 1 �37 K� and 2 �4.6 K� for the multilayer
structure and curve 3 �4.6 K� for Er �Fig. 7�, according to
�1�, is

�RH=0�T � �1�
RH=0�T � �1�

�Er/Sc

=
�0�T � �1�
�0�T � �1�

� 2;

�RH=0
Er/Sc

RH=0
Er �

T��1

= ��0
Er/Sc

�0
Er �

T��1

= 6 – 14.
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Thus our data indicate that the conductance of the Er/Sc
system studied is extremely sensitive to rearrangement of the
magnetic structure even at comparatively low magnetic fields
of around 1 kOe, which is suggestive of incomplete ordering
of the magnetic moments of the layer in all the temperature
regions characteristic for the magnetic structures of elemen-
tal Er and of small values of the magnetic energy required
for reorientation of the moments in the erbium layers in the
multilayer samples. It is possible that this last circumstance
explains the positive MR of the structure �up to 4% at 300 K;
Fig. 4�: in the paramagnetic region of uncorrelated erbium
layers in the multilayer samples a magnetic field, by ordering
the moments in the Er layers and turning on the contribution
from scattering on the pair of interfaces of the nonmagnetic
layer, with antiparallel �though asymmetric in value� mo-
ments of the Er layers adjacent to these interfaces, causes an
increase of the resistance of the multilayer system as a
whole. With decreasing temperature and the transition to a
more ordered distribution of moments in the Er layers and at
the interfaces, the conductance of the Er/Sc structure grows
�see the inset in Fig. 4�, and that leads to vanishing of the
positive MR. That the observed temperature dependence of
the MR is unrelated to the dependence on the parameter �	
attests both to the estimate of that parameter given above and
the identical nature of the slopes of the R�T� curves for H
=0 and H�0 �inset to Fig. 4�.

The causes of the negative MR in the Er film
��R /R�max�−1% in a certain region of the nonferromag-
netic state �Fig. 4� is apparently due to inhomogeneity of the
structure of our film, in particular, to a specific distribution
and interaction of local magnetic moments in a magnetic
field.

The comparative data on the behavior of the conduc-
tance of the investigated Er/Sc structures and of a continu-
ous erbium film in the absence and presence of magnetic
field allows one to judge the following circumstances.

First, according to the Hall coefficient measurements the
magnetization of a multilayer system in the absence of field
is substantially nonzero and differs from the magnetization
of a continuous erbium film under the same conditions; this
must indicate that the very fact that interfaces are present
plays a role in the change of the transport characteristics of
the system in comparison with those of an nonlayered rare-
earth material. Second, in certain temperature regions these
changes are manifested anomalously, which indicates that
they are related to both the type of magnetic structure of the
f layers, which is temperature dependent, and to the charac-
ter of the distribution of the directions of the moments of
these layers in the system, which determines the value of the
total magnetic moment of the system as a whole. This means,
in particular, that in the case of a uniform distribution of
moments in each individual magnetic layer a change of the
total magnetic moment is possible only upon the establish-
ment of a distribution of orientations of the moments of the
magnetic f layers at the interfaces with the nonmagnetic lay-
ers of the multilayer system which does not average out.

In turn, because of the weak �or completely absent� di-
rect exchange interaction of the 4f layers in rare-earth met-
als, the orientation of the moments at the interfaces can be
reflected in the character of the conductance of the Er/Sc
structure through a spin-dependent coupling with the con-
duction electrons of the nonmagnetic scandium spacers,
whereas in elemental erbium such a coupling can be realized
only through the f–s spin-orbit interaction at the ions. The
idea of a spin-dependent mechanism of interaction of the
magnetic layers of the system leads immediately to depen-
dence of the scattering efficiency at the interface on the mu-
tual orientation of the electron spin in the nonmagnetic layer
and the moment in the f layer. Under otherwise equal con-
ditions a large change of conductance is given by the anti-
parallel and not by the parallel orientation of the moments on
opposite interfaces of the nonmagnetic layer: the value of the
MR is larger in the antiferromagnetic region than in the fer-
romagnetic region.

The overall trend of the Hall resistance Ryx in the
multilayer system with temperature in the ingerval
4.2–300 K �Fig. 8� demonstrates anomalously large changes
of this characteristic in the region where the rearrangement
of the magnetic structure from antiferromagnetic to ferro-
magnetic occurs. The character of these changes corresponds
to second-order phase transitions.

Thus we have made the first comparative studies of the
transport properties—the resistance, MR, and Hall effect—of
Er/Sc multilayer structures and elemental erbium, prepared
by the same deposition technology. The indicated properties
of the multilayer systems are modified substantially in com-
parison with those same properties of elemental erbium. The
MR becomes “giant,” although in absolute magnitude it can-
not compete with the values realized in superlattices based
on the d ferromagnetic materials Fe and Co.

In the region of helium temperatures the Hall coefficient
in the Er/Sc system reaches values more than an order of
magnitude greater than the value at room temperature. It is
found that the features of the transport and Hall coefficient in
the investigated multilayer systems are correlated with the
concepts of a temperature-dependent rearrangement of the
magnetic ordering of the erbium layers and a spin-dependent
mechanism of scattering of the conduction electrons.

Without invoking the magnetic measurements it is
shown that the magnetization of the f structure in zero field
is higher than the remanent magnetization of the f material in
the ferromagnetic state, while the conductance of the Er/Sc
structure in the proposed region of the antiferromagnetic
state of the erbium layers is lower than the conductance in
the ferromagnetic state of the same layers.
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A. N. Stetsenko and V. V. Zorchenko �National Technical
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It is shown that the colossal changes of the dielectric constant and electric polarization observed
in DyMn2O5 and TbMnO3 in magnetic fields of the order of a few tesla can occur in ferroelec-
tromagnets in which the temperatures of the ferroelectric and magnetic transitions are close and
the values of the electric polarization are small. The appearance of electric polarization in the
commensurate magnetic phase of TbMnO3 and the change of its orientation in a magnetic field
are interpreted as being the result of a renormalization of the ferroelectric energy by the magne-
toelectric interaction. The existence of a weak ferromagnetic moment along the c axis in the
commensurate phase of TbMnO3 is predicted. © 2005 American Institute of Physics.
�DOI: 10.1063/1.2128074�
The magnetoelectric �ME� effect, i.e., the inducing of an
electric polarization by a magnetic field and of a magnetic
moment by an electric field, is usually weak on account of
the weakness of the ME interactions. Appreciable values of
the ME effect can be expected only in magnetically ordered
�anti�ferroelectrics �ferroelectromagnets� with close tempera-
tures of the magnetic and ferroelectric transitions.1 For ex-
ample, in nickel-iodine boracite, where the temperatures of
the magnetic and ferroelectric �FE� transitions coincide, a
change of the dielectric constant of the order of 30% in a
magnetic field has been observed.2 This change is small,
however, in compounds with very different transition tem-
peratures, such as BiMnO3.3 A giant change of the dielectric
constant in a magnetic field of the order of a few tesla has
recently been observed in certain rhombic ferroelectric
ferromagnets.4,5 In antiferromagnetic DyMn2O5 the change
of the dielectric constant in a magnetic field H=7 T was of
the order of 100%. A giant change of the electric polarization
in a magnetic field of the order of a several tesla was
observed5 in TbMnO3. This effect was also accompanied by
a slight ��10% � change of the dielectric constant. No theo-
retical interpretation of the experimental results was offered
in those papers. The discovery of giant changes of the dielec-
tric constant and electric polarization in comparatively low
magnetic fields in the ferroelectromagnets TbMnO3 and
DyMn2O5 means that there is a real possibility of effective
magnetic control of the FE state.

In this paper an interpretation of the possibility of giant
changes of the dielectric constant and electric polarization in
a magnetic field is proposed on the basis of general phenom-
enological concepts. The FE phase transitions observed in
TbMnO3 are considered to be the result of a renormalization
of the FE constants by the magnetoelectric interaction.

The possibility of colossal changes of the dielectric con-
stant in a magnetic field �the magnetodielectric effect4� can
be easily understood from general considerations. We write
the thermodynamic potential of an isotropic FE–AF with
close temperatures of the ferroelectric FE and antiferromag-
netic AF transitions in the form of an expansion to terms no
1063-777X/2005/31�10�/4/$26.00 858
higher than fourth order in the antiferromagnetic vector L,
polarization P, and magnetization M:

� =
a0

2
L2 +

u

4
L4 +

�

2
M2 − MH +

�

2
L2M2 +

b0

2
P2 +

c

4
P4

− PE +
�0

2
L2P2 +

�

2
M2P2. �1�

Here E�H� is the electric �magnetic� field, and the terms with
coefficients � and �0 are the ME energy. The fourth-order
term in the magnetization is dropped, since we are consider-
ing an AF transition. By minimizing � �1� with respect to L,
M, and P and keeping terms not higher than first order in the
ME interaction, we find that the dielectric susceptibility X
=�P /�E���2� /�P2�−1.

For the FE state we have the expression

X−1 = 2cP2 = 2�b + �M2�, b = − b0 + �0a0u−1,

� = − � + ��0u−1,

M = H�� + �L2�−1, b + �M2 � 0, � � 0, c � 0, u � 0,

b = ���0 − T� � 0, �2�

where �0 is the Curie temperature in the absence of mag-
netic field.

In the paraelectric phase we have

X−1 = − b − �M2, b + �M2 	 0. �3�

The Curie temperature is shifted in a magnetic field:

� = �0 + ��−1M2. �4�

The sign of the shift depends on the sign of the ME constant
�. Usually the shift of the Curie temperature in magnetic
field is small, ��−�0�= ���M2 /cP0

2�0�
�0, where P0�0� is
the spontaneous electric polarization at T=0.

However, the spontaneous electric polarization not only
can grow with decreasing temperature but can also be a non-
monotonic function as a result of the interaction with other
© 2005 American Institute of Physics
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subsystems of the crystal. These interactions renormalize the
FE constant b0 �2�, and, as a result of the renormalization, the
constant b, i.e., P0, can be a nonmonotonic function of tem-
perature. If the constant b is small �i.e., the electric polariza-
tion is small� and the constants b and � are of different sign,
then the condition b+�M2=0 can be satisfied at not very
high magnetic fields. In that case the ME interaction induces
a FE phase transition and the dielectric constant �=1+4�X
undergoes a giant �of the order of 100%� change in the mag-
netic field, as at a proper FE transition. Indeed, the two crys-
tals studied4,5 both have a small electric polarization P
�10−4 C·m−2 �in comparison, e.g., P�10−1 C·m−2 in
BaTiO3�.

In orthorhombic DyMn2O5 a series of phase transitions
which are close in temperature is observed: an AF transition
at T=TN, a FE transition at �	TN, and an AF transition
from the commensurate to an incommensurate magnetic state
at TN� 	�. Below � the spontaneous polarization initially
grows and then decreases significantly, changing sign near
TN� �Ref. 4�. The Curie temperature � in a magnetic field
directed along the a axis decreases ��	0�, while for the
field direction along the b axis it increases ���0� �see Fig. 2
of Ref. 4�. Consequently, the effect of magnetic field on the
electric polarization depends on its direction: P increases for
the direction of H along the a axis and decreases if H is
parallel to the b axis. In sum, near TN� a giant change of the
dielectric constant �=1+4�X occurs in a magnetic field di-
rected along the a axis. A magnetic field directed along the b
axis, on the contrary, suppresses the dielectric anomaly.4

It follows from Eq. �2� that an anomalous value of � can
occur in a magnetic field Hc,

Hc =�− b

�
Xm

−1, �5�

where Xm is the magnetic susceptibility. The value of the
critical field Hc decreases with increasing Xm. That is why
the colossal ME effect is observed in not too high magnetic
fields in those crystals where the FE and AF transition tem-
peratures are close.4,5

Thus the observation of a giant ME effect in experimen-
tally accessible magnetic fields is possible in crystals for
which: 1� the spontaneous electric polarization is small; 2�
the temperatures of the magnetic and ferro�antiferro�electric
transitions are close; 3� the constants b and � are of opposite
sign.

In the orthorhombic manganate TbMnO3 �space group
Pbnm� an electric polarization arises along the c axis at the
transition from the sinusoidally modulated AF phase to the
commensurate one.5 In the commensurate AF phase a mag-
netic field of a few tesla induces a switching of the electric
polarization from the c axis to the a axis. The authors of Ref.
5 assumed that the reorientation of the polarization is a con-
sequence of a reorientation of the magnetic moments of the
Tb3+ ions.5 The giant change of the electric polarization
�P�6�10−4 C·m−2� P� is accompanied by only a slight
�10%� change of �c.

An interpretation of the observed FE transitions in
TbMnO3 in a magnetic field is proposed below in which the
terbium ions are found in the paramagnetic state and the
magnetic ordering is created by the Mn3+ ions.
According to Ref. 6, the long-period sinusoidal AF or-
dering at T	41 K is the result of distortion and orbital or-
dering. The Mn3+ spins are directed along the b axis.7 The
observed magnetic anomalies near the temperatures �7 K
and �27 K are due to ordering of the terbium and manga-
nese spins, respectively. The anomaly at Tl�27 K corre-
sponds to the transition between the commensurate and in-
commensurate AF phases. Simultaneously with the AF
ordering below Tl an electric polarization appears along the
Z�c� axis. The dielectric constant �c has a distinct anomaly
near Tl.

5 The maximum value of the electric polarization is
small, Pz�8�10−4 C·m−2. The authors of Ref. 5 consider
the FE transition to be an improper transition, the primary
order parameter of which is a distortion mode.

The unit cell of TbMnO3 contains four Mn3+ ions and
four Tb3 ions in the following positions:

Mn3+: 1�1/2,0,0�, 2�1/2,0,1/2�, 3�0,1/2,1/2�,

4�0,1/2,0� ,

Tb3+: 5�x,y,1/4�, 6�x̄, ȳ,3/4�, 7�x + 1/2,− y

+ 1/2,3/4�,8�− x + 1/2,y + 1/2,1/4� .

The magnetic state is denoted by the symbols G�g�, C�c�,
and M�m� for the the Mn ions �capital letters� and Tb ions
�lower-case letters�,8 where

A = M1 − M2 − M3 + M4,

G = M1 − M2 + M3 − M4,

C = M1 + M2 − M3 − M4,

g = M5 − M6 − M7 + M8,

a = M5 − M6 + M7 − M8,

c = M5 + M6 − M7 − M8,

M = 	
1

4

Mn, m = 	
5

8

Mn. �6�

The transformations of the magnetic vectors �6�, of P, and of
the strain tensor uik under the operations of the symmetry
elements of the space group Pbnm are presented in Table I.

Let us consider the states in the temperature interval
T�	T	Tl �T� is the temperature of the magnetic ordering of
the terbium ions�, where the terbium subsystem is paramag-
netic. The spins of the Mn3+ ions are directed along the b
axis, i.e., Ay is nonzero. Simultaneously with Ay an electric
polarization Pz appears. It can be supposed that the magnetic
ordering of the Mn3+ ions induces a ferroelectric transition
on account of the Jahn-Teller distortion, by analogy with
RMn2O5.4,9 Since the value of Pz is small, the FE transition
is improper. In this case, for example, the energy of the crys-
tal can contain a term in the first power of the electric polar-
ization. It is seen from Table I that invariants containing the
first power of the polarization and the distortion tensor do
not appear in the energy. The terms of the first power in Pz

and quadratic in the magnetic moments in the absence of
magnetic field in the state A are the following: P A g ,
y z y y
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PzAyax. Since gy =ax=0 �the terbium subsystem is not or-
dered�, there must be some other mechanism for the appear-
ance of Pz below the temperature Tl. In this paper it is pro-
posed that an electric polarization Pz= Pc�0 arises below Tl

as a consequence of the magnetoelectric renormalization of
the FE constant b0 by the ME interaction term �0Pz

2Ay
2 �1�.

This term contains an interaction of the electric polarization
with the magnetic moments both through the exchange and
anisotropic magnetic forces and through the distortion uii

�Ay
2. We then have �see Eq. �2��: b0=b0c�0, b=bc=−b0

−�0cAy
2�0, �0c	0. Satisfaction of the condition bc�0

means that the ME and FE energies should be quantities of
the same order.

The presence of the invariant MzAy in the energy �see
Table I� means that the commensurate magnetic phase below
Tl is a weak ferromagnet. This conclusion is confirmed by
the absence of any noticeable anomalies of the magnetization
at high fields in the temperature region under study �Fig. 3e
of Ref. 5�. In the exchange approximation, with only nearest
neighbors �NN� taken into account one can set

A � 0, g � 0, G = C = c = a = 0,

M1 = M4, M2 = M3, M5 = M8,

M6 = M7, Ay = 2�M1 − M2�y .

The presence of the invariants PzAygy, mzAy, and mzMz in the
energy indicates that the subsystem of Mn ions magnetically
biases the subsystem of Tb ions and that the appearance of
Pz induces the appearance of antiferromagnetic ordering of
the terbium spins along the Y axis. The presence of the an-
isotropic relativistic invariants AyGx and MzGx in the energy
indicates that the spin structure is actually slightly noncol-
linear �the so-called “three-dimensional cross”�. In the fol-
lowing qualitative treatment we shall limit consideration to
the NN approximation. The FM–FE state, in which Ay, Mz,
Pz, and gy are nonzero in the absence of magnetic field, will
be referred to below as state I.

A magnetic field alters the electric polarization Pz and
the dielectric constant �c �see Eqs. �2� and �3��. In the
paraelectric phase �T�Tl� the constants −bc=b0c�0, −�c

=� . The constant � �0, since � decreases with magnetic

TABLE I. Irreducible representations of the group Pbnm.
c c c
field �Fig. 2a of Ref. 5�. The temperature of the FE transition
decreases in magnetic field �Fig. 2a of Ref. 5�, i.e., the con-
stant �c=�0cu

−1�−�c	0. The negative sign of �c means
that Pz decreases with increasing magnetic field, as is ob-
served experimentally �Fig. 2c of Ref. 5�.

In state I the dielectric constant �c grows in a magnetic
field �Fig. 3a of Ref. 5�. Indeed, from Eq. �2� we have

�c = �c�H� − �c�0� = −
�cM

2

2bc�bc + �cM
2�

� 0. �7�

The change of �c in low fields is small.
The dielectric constant �xx=�a along the a axis does not

have anomalies at Tl, i.e., Px=0�ba	0�. The value of �a

increases in magnetic field �Fig. 3b of Ref. 5�, i.e., the ME
constant �a�0. It follows from Eq. �3� that

�a = �a�H� − �a�0� =
�aM2

ba�ba + �aM2�
� 0,

M 	 Ma = �− ba/�a�1/2. �8�

The quantities ���� have an anomaly �a sharp peak� if
b+�M2=0 �see Eqs. �7� and �8��. This condition means that
the ME and FE energies are equal. If the constant � is inde-
pendent of temperature, then b−1M2 is also unchanging with
temperature. The quantity b−1 is proportional to the dielectric
constant, which, according to the experimental data �Fig. 1d
of Ref. 5�, is indeed independent of temperature along the a
and c directions below Tl. Thus the values of Ma,c corre-
sponding to the maxima of �a,c in fields Ha,c=Ma,cXm

−1 �5�
should also be unchanging with temperature. The experimen-
tal data �Figs. 3a,b in Ref. 5� are as follows: 1� T=9 K, Ha

�Hc�5 T; 2� T=12 K, Ha�Hc�6 T; 3� T=15 K, Ha

�Hc�7 T; 4� T=18 K, Ha�Hc�8 T. Indeed, according to
the experimental data �Fig. 3e of Ref. 5� the magnetic mo-
ment is the same in all these cases, Mk
3.2�B per formula
unit. This confirms the idea of an effective renormalization
of the FE energy by the ME interaction. The value of Mk is
the same for �a and �c, i.e., Mk is that value of the magnetic
moment upon the reaching of which a phase transition occurs
in the crystal. The unit cell of TbMnO3, with a volume Vc

=2.3�10−22 cm3, contains four formula units, i.e., the criti-
cal magnetic moment density M0k=4MkVc

−1. The values of
the constants ba and bc can be found from the permittivity
data �Fig. 1d of Ref. 5�, bc=0.2, ba=−0.5. Thus we have the
relations

bc

ba
=

�c

�a
, ��c� =

bc

M0k
2 � 6.10−7 c.g.s e.s.u.,

�a � 1.5 · 10−6 c.g.s e.s.u.. �9�

In a magnetic field directed along the Y axis additional
invariants quadratic in the magnetic moments appear in the
energy:

MyAz,myAz,PzMygz,Pzmygz,PxMygx,Pxmygx.

The appearance of the invariant MyAz means that a state in
which A is perpendicular to H can exist �state II�. The tran-
sition from state I to state II under the influence of magnetic
field is a rotation of A from the Y axis toward the Z axis.
After the spin reorientation at the field H=H the electric
sf
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polarization along the Z axis produced by Ay vanishes. How-
ever, since the ME constant �a�0, an electric polarization
along the X axis appears if the magnetic field H�Ha:

Px = Xm��a/ca�1/2�H2 − Ha
2. �10�

State II has nonzero A=Az, M =My, and P= Px �Ay =Mz= Pz

=0�. The dielectric susceptibility along the a axis is deter-
mined by expression �2�, where b=ba	0, �=�a�0. If H
=0, then Xa�0�= �−ba�−1. Consequently, the value of f
= ��a�H�−�a�0�� /�a�0� is

f =
2M2 − 3Ma

2

2�ba − 4���M2 − Ma
2�

, H � Ha. �11�

The function �11� is positive for Ha	H	 �3/2�1/2Ha and
negative for H� �3/2�1/2Ha. This behavioral tendency of the
function f and also the quadratic dependence of �a �8� on H
at low magnetic field is seen on the experimental curves �Fig.
3d of Ref. 5�. However, a quantitative comparison with the
experimental data is complicated by the hysteresis of the
field curves of � and P. The phase transition from state I to
state II is a first-order transition. Apparently the spin reori-
entation field Hsf, the field Hc at which Pz vanishes, and the
field Ha at which Px appears are not very different. The tem-
perature dependence of the fields Ha and Hc is determined by
the magnetic susceptibility Xm, which increases significantly
below 18 K as the ordering temperature of the Tb3+ spins is
approached �Fig. 1b of Ref. 5�. Therefore, the value of the
transition field increases with increasing temperature, as is
observed experimentally �Fig. 4 of Ref. 5�. Although the
first-order character of the phase transition is clearly ob-
served in the FE subsystem, the magnetic moment does not
have visible anomalies far from TN� �Fig. 3e of Ref. 5�, since
the FE energy is small compared to the magnetic energy. In
the case considered, the ME and FE energies are of the same
order. Therefore the ME interaction has a significant effect
on the FE state and a weak effect on the magnetic state. The
appearance of Px�0, because of the existence of the invari-
ants PxMygx and Pxmygx, gives rise to a component gx, i.e.,
the antiferromagnetic vector of the terbium ions is reoriented
toward the X axis.
Thus the phenomenological treatment presented has
shown the possibility of colossal changes of the electric po-
larization and dielectric constant at not very high magnetic
fields as a result of a renormalization mechanism in the case
when the electric polarization is small and the FE and ME
energies are of the same order. The renormalization hypoth-
esis is qualitatively confirmed by the experimental data in the
ferroelectromagnets TbMnO3 and DyMn2O5. The existence
of a weak ferromagnetic moment along the Z axis in
TbMnO3 in the commensurate magnetic phase is predicted.
It is assumed �contrary to the hypothesis made by the authors
of Ref. 5� that at high magnetic field the spin reorientation of
the Mn3+ ions �and not the Tb3+ ions� occurs first, and then
an electric polarization appears along the X axis and the re-
orientation of the magnetic moments of Tb3+ occurs.
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The electron paramagnetic resonance �EPR� spectrum of KTb�WO4�2 is investigated in the fre-
quency range 14–120 GHz and magnetic field range 0–70 kOe at helium temperature. The ob-
served triplet structure of the spectrum is interpreted as a manifestation of resonance in three-site
clusters. On this basis a value of the g factor �g�13.3� and an estimate of the gap ���1 K� are
obtained for the quasi-doublet ion Tb3+ in the crystalline field of KTb�WO4�2, and the param-
eters of the dipole �Id�1.6 K� and exchange �Iex�0.9 K� AFM interactions of the nearest neigh-
bors in the chains are determined for the corresponding singlet magnet model. A first-order struc-
tural phase transition, induced by an external magnetic field lying in the basal plane of the
crystal, is observed. © 2005 American Institute of Physics. �DOI: 10.1063/1.2128075�
I. INTRODUCTION

Alkali-rare-earth double molybdates and tungstates have
been actively studied for a long time. Many compounds of
this class are characterized by a strong magnetic anisotropy
of the rare-earth ions, a low local symmetry, and a pro-
nounced chain structure of the positions occupied by them.
The electronic spectrum of rare-earth ions in the crystalline
field usually has low-lying excited levels, and that leads to
the possibility of reorganization of the corresponding elec-
tronic states both by an external magnetic field and by dis-
placements of the ions. This is responsible, in particular, for
the magnetic-field-induced structural phase transitions ob-
served in various compounds of this class.1–7 In the case of
non-Kramers rare-earth ions the lowest electronic levels of-
ten form a quasi-doublet with a gap � of the order of 1 K,
well separated from the rest of the spectrum. The magnetic
dipole and exchange interactions in these compounds are of
this same order of magnitude. Therefore, singlet and exci-
tonic types of magnets can be realized in these compounds
�in the second case the interactions are insufficient to induce
magnetic order suppressed by the gap �; Refs. 8 and 9�. In
the non-Kramers case the contribution to the magnetic prop-
erties of the crystal from the higher-lying excitations of the
rare-earth ions are also unusual.8 All of these circumstances
lend great interest to the study of such systems. Here it is
possible to study a number of topical questions in solid state
physics in a comparatively simple situation. Among such
topics are the interaction of electronic excitations with lattice
vibrations �the Jahn–Teller effect, polaron effects, etc.�,
structural phase transitions taking place by unusual scenarios
�incommensurability, strong fluctuations�, and nonlinear re-
gimes of microwave energy absorption, which are compara-
tively easy to achieve here because of the long relaxation
times of the elementary excitations.10,11

One member of this family of compounds that has prac-
tically escaped study is KTb�WO4�2, which contains the
rare-earth ion Tb3+ �7F6� with an odd number of electrons.
The goal of the present study was to investigate its magnetic
properties by the EPR method over a wide range of frequen-
1063-777X/2005/31�10�/10/$26.00 862
cies and magnetic fields: to determine the main parameters of
the EPR absorption spectrum and to obtain information
about the crystalline field and the character and values of the
interactions between low-lying electronic excitations. It is of
interest to explore the possibilities of inducing a structural
phase transition in this compound by an external magnetic
field, as has been observed in the molybdates.1–7

II. DESCRIPTION OF THE EXPERIMENT

The KTb�WO4�2 single crystals were grown by sponta-
neous crystallization from the flux.12 The samples grown
were bulk crystals with good natural faceting. There have
been no results reported on x-ray analysis of this crystal,
although the isostructural compound KY�WO4�2 was studied
in Ref. 13. We have used the data obtained by V. H. Baumer
�Institute of Single Crystals of the National Academy of Sci-
ences of Ukraine� for KTb�WO4�2, which will be published
in a separate paper along with the results on the static mag-
netic properties of this crystal. For the resonance measure-
ments we used a standard direct-gain radio spectrometer with
a set of cavities for different frequencies.

To understand the geometric aspects of the experiment
we use the main structural data �obtained at room tempera-
ture�. The symmetry of the KTb�WO4�2 crystal is mono-
clinic, with space group C2/c �C2h

6 �. The parameters of its
unit cell are a=10.653 Å, b=10.402 Å, c=7.573 Å, �
=130.76°. It contains 4 formula units and consists of two
primitive cells. The Tb ions are located on the C2 rotation
axes, parallel to the b axis of the crystal. They form a chain
extending along the �101� direction perpendicular to that
axis, with a nearest distance between ions r�4.07 Å and
small opposed displacements of neighboring ions from that
straight line in the direction of the b axis by ±0.0216b �cor-
responding to a deviation of the chain links from the direc-
tion of the chain by an angle �� ±6.3°�. Adjacent ions of the
chains belong to one primitive cell and are connected by a
center of inversion. An orthogonal coordinate system �x ,y ,z�
tied to the crystal is chosen so that z �b, y � �101�; then the
angle between the c axis of the crystal and the x axis is
© 2005 American Institute of Physics



Low Temp. Phys. 31 �10�, October 2005 Dergachev et al. 863
�4.4°. The samples placed in the cavity had an irregular
shape, elongated predominantly in the direction perpendicu-
lar to the C2 axis, with typical dimensions �1�1�2 mm.

Measurements of the resonance absorption of the Tb3+

ion in KTb�WO4�2 were carried out in the frequency range
14–120 GHz at helium temperature. Cylindrical and rectan-
gular cavities of the appropriate frequency range were used,
with a device for rotating the sample about an axis perpen-
dicular to the direction of the static external magnetic field H
�the angle was measured to an accuracy of ±1°�. The polar-
ization of the high-frequency magnetic field h at the sample
was predominantly parallel to the axis of rotation. The mag-
netic field was produced by a superconducting solenoid with
a maximum field of 75 kOe.

Preliminary measurements revealed the presence of reso-
nance absorption in the frequency range used. A typical spec-
trum is shown in Fig. 1. The first problem was to establish
the value and direction of the maximum spectroscopic split-
ting. In accordance with the local symmetry of the Tb3+ ion,
this direction should either coincide with the C2 axis or lie in
the basal plane �if structural phase transitions have not oc-
curred on cooling the sample to helium temperature�. With
this goal a sample oriented beforehand by an x-ray method
was placed in the cavity in such a way that the field H was
parallel to the C2 axis. The absorption spectrum observed in
this field direction in the frequency range 75–120 GHz �Fig.
1� contains three intense absorption peaks, which were situ-
ated approximately equidistantly with a mean distance be-
tween resonance fields of �2.8±0.3 kOe. The widths of the
peaks were approximately equal and lay in the range
2–2.5 kOe, varying slightly with frequency. The ratio of
their intensities can be roughly estimated as 4:2:1 in order of
decreasing resonance field. We shall number these compo-
nents in that same order �the 1st, 2nd, and 3rd peaks�. Figure
2 shows the corresponding frequency-field curves. To within
the accuracy of determination of the resonance fields they lie
along three straight lines with a g factor of �13.3±0.2. For
the third line �corresponding to the 3rd peak� the slope of the
linear part at the higher fields, from which the g factor for the
non-Kramers doublets must be determined, cannot be esti-
mated reliably; however, in connection with the interpreta-
tion offered below we adopted the value given above for it
also.

FIG. 1. Form of the EPR absorption spectrum of the Tb3+ ion in
KTb�WO4�2 at T=4.2 K.
The frequency-field curves in a wider frequency interval
were also obtained for other directions of H, making an
angle � with the C2 axis in the interval 45° ���60°. Such
orientations are the most likely to reveal possible additional
resonances. The results showed that in all cases the shape of
the lines and their behavior in the frequency interval
75–120 GHz are similar to the case H �C2, and no new ab-
sorption peaks were detected �Fig. 3�. Figure 4 shows typical
frequency-field curves over a wide range of frequencies for
the angle �=45°. It is seen that in the low field region the
distances between components of the spectrum begin to vary
in a complex manner. Upon extrapolation to zero field the
presence of two initial splittings for the 2nd and 3rd peaks
can be seen, which can be estimated roughly as 20±4 GHz
and 75±4 GHz and 1±0.2 K and 3.6±0.2 K, respectively.
The behavior of the 1st peak at low fields is more compli-
cated. Its frequency-field curve probably has a minimum at a
frequency below 14 GHz ��0.7 K�, at which a weak dou-
bling of the corresponding maximum was observed.

We did not make special measurements of the intensity
of the resonance absorption peaks in this study, but their ratio
for the three components of the spectrum can be discerned
qualitatively. The ratio 4:2:1 holds for all of the directions of
the field H discussed above for frequencies ��50 GHz. At
lower frequencies, however, the intensities of the 1st and 2nd
maxima begin to equalize, and at �	41 GHz the 2nd peak
becomes the more intense �Fig. 3�. On the other hand, in-
creasing the temperature from 4.2 to 36 K also leads to a
change of the ratio of the absorption intensity in favor of the
2nd peak. Further increasing the temperature to 58 K causes
a broadening of the peaks, so that a single broad maximum is
observed at a position corresponding to the central compo-
nent of the spectrum �Fig. 5�. Of course, on the whole the
integrated intensity of the absorption falls off with increasing
temperature.

In the third series of measurements we investigated the
dependence of the resonance field on its orientation in a
specified plane at a fixed frequency of 76.33 GHz �optimal
for the cavity used�. The dependences obtained in different

FIG. 2. Frequency-field curves of the absorption spectrum of the Tb3+ ion in
KTb�WO4�2 along the direction of the maximum g factor �the b axis�. The
straight lines are the asymptotes of these plots at large values of the field.
The size of the symbols corresponds approximately to the error in the de-
termination of the position of the maximum of the absorption line.
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planes had a similar form in the whole angular interval ex-
cept in the very close vicinity of the basal plane. Figure 6
shows the dependence of the spectrum on the field direction
in a plane lying at an angle �0�45° to the C2 axis and
intersecting the basal plane approximately along the c axis of
the crystal. The maximum g factor in that plane is equal to
g�=9.5. Upon a deviation from the direction b� correspond-
ing to this g factor by an angle 
 in the interval 0° �

�75° a broadening of the maxima and an increase in the
distance between them is observed �at the given frequency
only the two high-field peaks, the 1st and 2nd, can be seen;
they are presented in the figure�. At 
=75° the width of the
peaks reaches values �H=3.5 kOe, and the distance between
them is �H�4 kOe. However, upon further increase in the
angle 
 from 75° to 87°, these values decrease substantially
and become noticeably smaller than for H �b�. It is also seen
in Fig. 6 that the isolated structure of each peak is preserved
in the whole interval of angle from 0° to 87°, and no signs of
their “crossing” are observed, as could occur in the case of
two misoriented centers. Figure 7 shows the dependence of
the resonance field on the angle in this interval for the 1st
and 2nd absorption peaks. We note that on each curve taken
at the higher frequency �104.87 GHz� the 3rd absorption
peak is also observed; at angles �75° it also begins to rap-

FIG. 3. Form of the EPR absorption spectrum of the Tb3+ ion at T=4.2 K at
different frequencies. The external magnetic field was oriented at an angle of
45° to the magnetic axis of the crystal in the bc plane. The narrow line is the
DPPH reference signal.
idly approach the central peak while strongly narrowing in
width.

Further increase of the angle above 87° was done with a
smaller step �from 1° to approximately 0.2°�. In this region
of angles, which corresponds to the minimum value of the g
factor, the following feature is observed in the absorption
spectrum. In the interval 87° �
�89.5° �the upper bound-
ary is tentative on account of the low accuracy of the angle
setting� the lines rapidly come together, and their width be-
comes less than 300 Oe. At the upper limit of this angular
interval in a field Hc�40 kOe a jump in intensity occurs at

FIG. 4. Frequency-field curves of the absorption spectrum of the Tb3+ ion in
KTb�WO4�2 at an angle of 45° to the magnetic axis of the crystal in the bc
plane. The size of the symbols corresponds approximately to the value of the
error of determination of the position of the maxima of the absorption lines.

FIG. 5. Form of the EPR absorption spectrum in KTb�WO4�2 for different
temperatures at a frequency �=77.7 GHz. �The integrated intensities of the
lines decrease with increasing temperature. The lines have been plotted with
different magnifications in the figure.�
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the high-field edge of the 1st absorption peak. As the field is
increased further, the intensity, as a rule, continues to grow
strongly. However, the line shape of this absorption at high
fields could not be investigated because of possible damage
to the shaft of the rotating device or destruction of the
sample as a result of the large torque �this sometimes occurs
together with or immediately after the jump of the absorption
intensity�. When the field was decreased a small hysteresis of
the absorption was observed, with �H�250 Oe. Such be-
havior of the spectrum most likely indicates the presence of
a first-order phase transition. Indeed, the absorption line
shape at fields corresponding to the phase transition and
nearby regions is very sensitive to the angle between the
field and the basal plane �which we could not control to a
sufficient degree of accuracy� and to the orientation of the
field H in the basal plane. Apparently there is substantial
influence of the defect structure of the sample and the degree
of its “clamping” when glued. Further studies are needed to
investigate the complex dependence of the phase transition
picture on these factors. Figure 8 shows examples of the
spectra recorded in the phase transition region, taken at dif-

FIG. 6. Transformation of the form of the EPR absorption spectrum in
KTb�WO4�2 in the range of angles 0°–89.5°. The plane of rotation of the
magnetic field lies at an angle of �45° to the b axis and intersects the basal
plane along the c axis of the crystal; b� is the direction of the maximum g
factor in that plane; �=76.33 GHz, T=4.2 K. The narrow line is the DPPH
reference signal.
ferent temperatures at a deviation of the field from the basal
plane of less than 20� �such an accuracy was achieved by
rotating the field in a plane making an angle of �20° with
the basal plane�.

FIG. 7. Angular dependence of the EPR absorption spectrum corresponding
to Fig. 6. The solid and dashed curves are theoretical calculations; the points
are experimental results.

FIG. 8. EPR absorption line shape in the region of the first-order phase
transition for different temperatures �the deviation of the field from the basal
plane is less than 20 �. The narrow line is the DPPH reference signal.
�
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III. DISCUSSION

Let us discuss some questions pertaining the experimen-
tal results obtained: the nature of the triplet structure of the
spectrum, the possibility of its model description, and esti-
mation of the corresponding parameters; the low-frequency
features of the spectrum; the features of the spectrum near
the basal plane; the field-induced phase transition. We shall
address these questions in that order.

Triplet structure of the spectrum. Model

An isolated quasi-doublet of a non-Kramers magnetic
ion in the crystalline field gives one resonance absorption
peak in the EPR spectrum, and the dependence of the reso-
nance frequency � on the value and direction of the external
static magnetic field H is determined by the formula8

2�� = � = ��2 + �B
2�g · H�2 = ��2 + �B

2g2H2 cos2 � .

�1�

Here � is the value of the energy gap between states �0 and
�1 of the quasi-doublet �without loss of generality we as-
sume that upon time inversion �0→�0, �1→�1�, and the
vector g �equal to twice the magnetic dipole moment of the
transition in Bohr magnetons� is equal to

g � g01 = − 2igJ��0,J�1� , �2�

where J is the total angular momentum operator of the f
electrons of the rare-earth ion, ��,�� is the scalar product, gJ

is the Lande factor �in the given case gJ=3/2�, � is the angle
between directions of the vectors H and g, and i=�−1.

Let us discuss the possible causes of the observation of
the triplet structure of the EPR line in the experiments de-
scribed above. It cannot be explained by the presence of ions
with different directions of the g vectors, since the primitive
cell contains two Tb3+ ions connected by a center of inver-
sion. The symmetry could be broken if one admits the pos-
sibility that a structural phase transition occurs as the tem-
perature is lowered from room to helium temperature.
However, the behavior of the absorption maxima on rotation
of the crystal in different planes does not reveal the charac-
teristic signs of the presence of different centers. We there-
fore rule out that possibility. It is important to note that the
linear part of the frequency-field curve of the 1st �high-field�
absorption peak�Fig. 2� clearly does not extrapolate to the
origin of coordinates, as it should according to formula �1�.
This fact cannot be explained in the model of a magnetic
center in the crystalline field with one quasi-doublet of elec-
tronic states. It is necessary either to invoke a larger number
of electronic levels of the rare-earth ion or to take into ac-
count the influence of the interaction of the electronic exci-
tations with each other or with displacements of the ions.
Similarly, we have been unable to explain the triplet shape of
the absorption line by assuming a quasi-degeneracy greater
than two for the ground state of the magnetic ions. Even if a
number of improbable assumptions are made as to the struc-
ture of the corresponding states in order to achieve the right
absorption line shape in a field directed along the C2 axis,
then when the field deviates from that direction the behavior
of the absorption peaks will no longer correspond to that
observed in experiment �in particular, additional absorption
peaks should appear�. Nevertheless, we cannot rule out the
possible presence of low-lying states that for some reason are
not manifested in observable absorption.

In the presence of a single isolated doublet of electronic
states the possibility of formation of a triplet structure of the
EPR spectrum by magnetic dipole and exchange interactions
of the ions has been discussed by various authors.3,14–17

There the Ising character and quasi-one-dimensionality of
the interactions have been used. To apply that treatment to
our crystal requires a more accurate description of the situa-
tion that exists in this case, taking into account the structural
data and the results of our present measurements. To what we
have said about the structure of KTb�WO4�2 above we add
that the shortest distances between nearest Tb3+ ions of dif-
ferent chains are 7.57 and 6.07 Å for the same and adjacent
basal planes, respectively, while the shortest distance within
a chain is 4.07 Å. Therefore the interaction of each ion with
its nearest neighbors in the chain should be much stronger
than the other interactions, which corresponds to one of the
conditions necessary for the interpretation considered. As to
the second condition, the magnetic moment of the non-
Kramers ions with one quasi-doublet of states is always par-
allel to the vector g from Eq. �2� �Ising ions�. In a sufficiently
high external field ��� /�Bg ·H�2�1� a system of such ions
becomes practically Ising. Consequently, the prerequisites
for interpreting the absorption line shape in analogy with the
discussion of Refs. 3 and 14–17 are met. The corresponding
arguments are made below in a schematic form sufficient for
understanding their application to the given crystal; the finer
details can be found in the papers cited above.

First of all, it should be noted that if �B�g ·H���, then
Eq. �1� implies a linear dependence of the spectroscopic
splitting on the field, with a g factor g cos �. This corre-
sponds to the behavior of the middle absorption peak in Fig.
2 if it is assumed that the corresponding g vector is directed
along the C2 axis of the crystal, which is a local axis of
symmetry for the Tb3+ ion �this, in particular, means that the
states �0 and �1 of the doublet in Eq. �2� have the same
parity with respect to C2 rotations�. The magnitude of this
vector, which in this case determines the g factor of the
spectral splitting at high field, can be estimated as 	g	
�13.3±0.2 �see Fig. 2�. We assume that there are no other
relevant electronic states of the rare-earth ion in this absorp-
tion. Let m, with a single nonzero component mz, be the
restriction of the magnetic moment operator −�BgJJ of the
ion to the space generated by the doublet �0 ,�1,. The eigen-
states of the operator mz in this space have the form

�00 =
1
�2

��0 + i�1�, �01 = −
1
�2

��0 − i�1� , �3�

with eigenvalues −� ,� respectively, where

� =
1

2
�Bg 
� �

1

2
�Bg�, � = 6.65�B�g = 13.3�; �4�

and � is the maximum possible value of the magnetic mo-
ment of the ion, the “saturation moment,” if one is taking
into account only the states of the given doublet. As usual,8,9

we introduce for each ion f the “pseudospin” operators
Sf ,x ,Sf ,y ,Sf ,z, defining them in the basis �3� by the standard
matrix elements of the angular momentum operators with S
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=1/2, assuming Sz is diagonal and that ��00,Sz�00�=−1/2.
Then the Hamiltonian Hf of the crystalline field and Zeeman
interaction with the magnetic field and the magnetic moment
operator m f for the fth ion will have the form

H� f = �Sf ,x − H · m = �Sf ,x + �BH · gSf ,z,

m f = − �BgSf ,z = − 2�Sf ,z. �5�

We emphasize that the operators Sx,y,z are not components of
a vector, and the indices x ,y ,z in their notation do not refer
to the spatial axes—they serve only to indicate the form of
the matrix elements of these operators in the basis �3�. A
magnetic field leads to hybridization of the states �0 ,�1, so
that the eigenstates of the Hamiltonian �5� will be

�0� = �0 cos
�

2
+ i�1 sin

�

2
,

�1� = − �0 sin
�

2
+ i�1 cos

�

2
, tan � = �B�g · H�/� �6�

with the eigenvalues ±� /2 �1�. In fields �Bg ·H�� the pa-
rameter �� /2, and the wave functions �6� are close to
eigenstates �3� of the commuting operators of the magnetic
moment, Zeeman interaction, and Sz. It is in fields �Bg ·H
�� that the frequency-field curves in Fig. 2 pertain, and it is
for such values of the field that the following discussion
mainly relates �except for the low-frequency region of the
spectrum�.

The magnetic dipole and exchange interactions between
ions are expressed in terms of the operators mf ,z of the mag-
netic moment and are also diagonal in the basis of states �3�.
The total Hamiltonian of the system has the form

H� = � H� f + V, V =
1

2 � If ,gSf ,zSg,z,

I = Id + Iex, �7�

where the summation is over independently varying site in-
dices f ,g. Here the spin-spin interaction parameters I contain
dipole Id and exchange Iex contributions, and the values of Id

can be obtained from the interaction energy Wd of two mag-
netic moments:

Wd =
�m1 · m2�

r3 − 3
�m1 · r��m2 · r�

r5 , �8�

using the expression for m from �5�; r is the radius vector
connecting the moments. For nearest neighbors in the chain r
is almost orthogonal to the direction of the moments, making
an angle of  /2−� with them �see Sec. II�, and therefore �8�
leads to an antiferromagnetic �AFM� interaction, which for
r=4 Å corresponds to a value of Id equal to

Id =
4�2

r3 �1 − 3 sin2 ��, Id/kB � 1.6 K, �9�

where kB is Boltzmann’s constant. The energy parameter in
compounds of this type is usually of the same order. One can
therefore assume that for frequencies 75–120 GHz �corre-
sponding to excitation energies 3.8–6 K� the value of the
magnetic field is sufficient for the ground configuration of
the moments to be ferromagnetic, despite the AFM character
of the nearest-neighbor interaction.

At the measurement temperatures part of the magnetic
moments will be oriented counter to the field direction. An
ion that absorbs a quantum of the rf field is found in a state
with mz�=��0 �Hz�0�. In this case there are three differ-
ent types of states of the two neighbors nearest to it in the
chain.

In the first case both ions are in the ground state and
produce at the excited ion a localized dipole field Hd:

Hd =
Id

2�
� 1.8 kOe. �10�

Because of the AFM character, this interaction partially com-
pensates the external field; this corresponds to the highest-
lying and most intense maximum on the absorption line at
helium temperature.

In the second case both neighboring ions are excited and
produce a field of the same magnitude but in the opposite
direction, and that adds to the external field. This corre-
sponds to the 3rd maximum of the low-field resonance ab-
sorption of the lowest intensity because of the low probabil-
ity of such configurations at low temperatures �the mean
density of flipped magnetic moments is small�. In the third
case only one neighbor is excited, and the local fields from
neighboring ions therefore compensate each other. The
frequency-field curve of the corresponding maximum for
high fields is described by formula �1� and extrapolates to the
origin of coordinates �the 2nd peak, Fig. 2�. Since there are
two such configurations �the left or right neighbor is ex-
cited�, this mechanism is weaker than the first only at low
temperatures. At high temperatures the probabilities of the
different states equalize, and the fact that the number of con-
figurations with zero local field at the absorbing ion is twice
as large becomes important. Therefore the 2nd peak should
become more intense. Such a transformation of the intensi-
ties of the peaks was observed qualitatively in the experi-
ment �Fig. 5�. We note that with decreasing frequency, when
the Zeeman energy becomes less than the temperature, one
again has many excited states, and again the 2nd line be-
comes the more intense �Fig. 3�. However, at low frequen-
cies the presence of a gap does not permit one to use the
simple arguments and estimates given above, since in this
magnetic field region the difference from the Ising model
becomes substantial. Therefore the causes of the variation of
the intensity ratio here can be different.

The observed difference of the resonance fields for the
1st and 2nd peaks in the direction H �b �Fig. 2� is approxi-
mately Hl=2.8 kOe. The greater part of this quantity, accord-
ing to what we have said, can be attributed to the local dipole
field in the ground configuration of the neighboring moments
along the chain, Hd�1.8 kOe �Eq. �10��. The remaining part
can be ascribed to the AFM exchange interaction, assuming
Hex�1.0 kOe. This interaction is naturally assumed to be
nonzero only for nearest neighbors along the chain. The
given interpretation of the interval Hl between resonance
fields allows us to estimate the interaction parameter I of the
nearest ions in the chain:
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I/kB = 2Hl�/kB � 2.5 K, �11�

which is made up of the dipole parameter �9� and the ex-
change parameter

Iex/kB � 0.9 K. �12�

The possible local dipole fields from the remaining ions cor-
respond to the observed width of the peaks, and the demag-
netizing and Lorenz–Lorentz fields have no effect on the
interval between components. Furthermore, they are to a
large degree compensated in the samples used in the mea-
surements, so that the corresponding corrections lie within
the error limits of the measurements of the positions of the
absorption peaks.

Low-frequency dynamics. Estimate of the gap

In the low field region, where a reorganization of the
magnetic state occurs, as we have said, the interpretation of
the results is complicated considerably. The two initial split-
tings observed in the experiment are most likely due to the
existence of short-range order at H=0. It can be assumed that
this short-range order appears at least in clusters consisting
of the triples of neighboring magnetic ions of the chains
which were discussed above. The agreement of the
frequency-field curve of the 2nd absorption peak with for-
mula �1� to frequencies �30 GHz suggests that, because of
the rather high temperature, a high probability of configura-
tions of magnetic moments with zero local field at the ab-
sorbing ion is preserved even at H→0. One can then use
formula �1� all the way to zero field and make an estimate of
the value of the gap from the initial splitting of the 2nd peak,
which gives

�/kB � �1 ± 0.2�K. �13�

In the spectrum of the cluster indicated above, there is al-
ways a transition with an energy exactly equal to the gap
energy �, even when the dipole interaction of the end ions of
the cluster is taken into account. Importantly, the presence of
the gap leads to an additional repulsion of the energy levels
in comparison with the pure Ising model. A numerical calcu-
lation of the spectrum of the three-site cluster of the chain for
the parameters determined above and H=0 gives the follow-
ing energy levels �with the dipole interaction of the end ions
taken into account�:

1.90, 1.56; 0.45, 0.13; − 0.15, − 0.55; − 1.48,

− 1.86�K� . �14�

It is natural to assume that in reality in the paramagnetic state
of a singlet magnet only transitions genetically related to a
2� i,j 16�2 i,j
flip of the central moment of the cluster in the corresponding
Ising model are observed upon the adiabatic turning on of
the gap. It can be shown that they agree with the initial
splittings observed. The highest-frequency transitions in the
interval 3.76–3.04 K fall in the vicinity of the initial split-
ting of the 3rd absorption peak, the mean velocity corre-
sponds to the initial splitting for the second peak ��=1K�,
and the 1st maximum of the absorption line can presumably
be extrapolated into the third group of low-frequency transi-
tions �0.28–0.68 K�. Of course, the true resonance frequen-
cies should be found with the environment of the clusters at
the given temperature taken into account in a self-consistent
manner, with a determination of the relaxation times and
oscillator strengths of the corresponding excitations �for ex-
ample, in the Green’s function method for calculating the
dynamic susceptibility�. It would also be desirable to do a
more complete experimental study of the low-frequency dy-
namics of this crystal in the paramagnetic temperature re-
gion, since there the nontrivial properties inherent to a sin-
glet magnet8,9—collective states of the cluster—can be
realized.

Resonance absorption near the basal plane

Let us discuss the dependence of the positions of the
absorption peaks on the direction of the field. For the 2nd
peak formula �1� gives the dependence of the resonance field
on the angle at a fixed frequency:

H =
��2 − �2

�Bg cos �
. �16�

For the 1st peak the local field Hl � z shifts the resonance field
by an amount

�H =
Hl

cos �
. �17�

Both relations describe the behavior of the lines poorly for
angle ��80°, since they lead to unbounded growth of the
resonance fields and of the interval between them for �
→ /2 �the dashed curves in Fig. 7�. This indicates the ne-
cessity of taking into account the transverse magnetic mo-
ment, which arises on account of high-lying excited states
�� of the odd type in second-order perturbation theory. Here
the Hamiltonian �5� acquires additional terms, some of which
commute with the Hamiltonian of the crystalline field and
others with the Zeeman energy.8 The energy levels of the ion
take the form
E0 = �0 −
�

2
, E1 = �0 +

�

2
, �0 = −

1

4�
Gi,j

s hihj ,

� =��2 + �g · h�2 +
�

Ga hihj +
1

�Ga hihj�2 +
1

�Gi,jhihj�2, h � �BH . �18�

4�2
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Here a summation over repeated indices i , j is understood.
The three tensors appearing in this expression, Gs, Ga, and
G, are expressed by the formulas

Gi,j
s,a = �

�

1

��

�g0�
i g0�

i ± g1�
i g1�

j � ,

Gi,j = �
�

1

��

g0�
i g1�

j , �� =
��

�
, �19�

where �� is the energy separating the ground doublet from
the state � �we assume that �1���0�=���, and � is the
minimum distance to the group of states being taken into
account and is introduced for convenience in making esti-
mates �here ���1�. The vectors gk� �k=0,1 numbers the
states of the ground doublet� are determined by formula �2�
for the corresponding pairs of states.

In expression �18� the term of second order in the field
under the square-root sign corresponds to the appearance of a
transverse Van Vleck susceptibility. Analysis of the possible
magnitudes of the transverse g vectors shows that they es-
sentially cannot exceed six at a value of the g factor of the
given quasi-doublet equal to 13.3. The spectrum �18� can be
substantially anisotropic near the basal plane. For further es-
timates we restrict consideration to a certain direction. We
shall assume in accordance with the experimental situation
corresponding to Fig. 6 that the plane of rotation of the field
intersects the basal plane along the x axis, which practically
coincides with the c axis. In that case the components of the
G tensors are conveniently represented in the form �we drop
the index x�

	Gs	 = 2gs
2, 	G�	 = ga

2, 	G	 = g1
2. �20�

where gs, ga, and g1 have the typical values of transverse g
vectors. In this notation formula �18� for the chosen plane of
rotation of the field H takes the form �we assume for defi-
niteness that Ga�0�

E0 = �0 −
�

2
, E1 = �0 +

�

2
, �0 = −

gs
2

4�
hx

2,

� =��2 + g2hz
2 +

�ga
2

2�
hx

2 +
1

4�2
ga
4

4
+ g1

4�hx
4,

h = �BH . �21�

Here we have dropped terms corresponding to the y compo-
nents of the field H, since all of the transverse contributions
are substantial only in the close vicinity of the basal plane,
where the field is directed practically along the x axis. The
system of notation adopted for the parameters allows us to
stay within physically justified intervals of their values when
approximating the experimental data by these formulas.

From Eq. �21� we obtain the dependence of the reso-
nance field on the angle at a fixed frequency:

h =� 2��2 − �2�
q��� + �q2��� + p sin4 �

,

q��� = g2 cos2 � +
�

2�
ga

2 sin2 � ,
p =
�2 − �2

�2 
ga
4

4
+ g1

4� . �22�

This relation describes the behavior of the 2nd peak �Fig. 7�,
which corresponds to the absence of local field at the absorb-
ing ion �the angle �0 between the z axis and the plane of
rotation of the field is taken into account by the substitution
cos �=cos �0 cos 
; see Sec. II�. For estimating the position
of the 1st peak we replace the external field H in Eq. �21� by
H+Hl, after which the local field Hl is determined self-
consistently by the relations

Hl,z =
I

2�2 mz�, mz� = −
�E0

�Hz
=

1

2�
�B

2g2�Hz − Hl,z�; �23�
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1
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�B
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2�Hx − Hl,x�

+
1
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��B

2�ga
2

2�
�Hx − Hl,x� +

�B
4

2�2
ga
4

4
+ g1

4��Hx − Hl,x�3� .

�24�

In the first equations of the system �23� and �24� the local
field is calculated from the specified average values of the
magnetic moments m� in the ground state, which are deter-
mined by the second equation with the use of the expression
for E0 from �21�. Taking the transverse magnetization into
account leads to the situation that near the basal plane the
magnetic moment of the ion begins rapidly to change its
orientation and decrease in value. This leads to a sharp de-
crease of the local field and to the observed drawing together
of the lines. The main part of this effect is due to the de-
crease of the z component of the magnetic moment, which
varies from the large value � to zero. Therefore, for a quali-
tative estimate we set Hl,x=0 in the effective field acting on
the ion. In this approximation Eqs. �23� give

Hl,z = HzI/�I + �� . �25�

Here the resonance field for the first line is expressed by
formula �22� with g replaced by g� / �I+��. The theoretical
curves obtained are in qualitative agreement with the experi-
mental dependences �Fig. 7� for the following values of the
parameters:

� = 35K, ga = 5, g1 = 4.7�g = 13.3, I = 2.5 K,

� = 1 K, � = 76.33 GHz, �0 = 45 ° .

These values of the parameters correspond to the largest
value of the gap � for which we were able to construct a
realization of states with the corresponding g vectors. On the
side of low values the only limitation is the use of perturba-
tion theory, so that the corresponding results convey only
qualitatively the effects of the appearance of a transverse
magnetic moment. The transverse component of the local
field can be taken into account more exactly by a numerical
calculation for concrete values of the parameters, and that
will lead to splitting of the theoretical curves at �=90°. We
note that the absorption line shape depends strongly on the
direction in the basal plane. In particular, such anisotropy can
be introduced by a dipole interaction. When the external field
is rotated in the direction of the chains, the dipole interaction
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of the transverse Van Vleck moments becomes ferromag-
netic, which, in a narrow range of angles, leads first to the
merging and then to the opposite order of the lines. The
difference of the pictures of the absorption observed at
angles ��89° –90° may also be due to the aforementioned
anisotropy of the G tensors.

It should be noted that there can be a contribution to the
slowing of the growth of the resonance field from the mag-
netostriction due to the Zeeman interaction. In a certain in-
terval of angle the z component of the magnetic moment
remains close to maximal while the magnetic field has al-
ready acquired a large x component; this leads to a large
torque. This leads to hybridization of the wave functions of
the quasi-doublet with excited states of a different parity,
altering the direction of the g vector and possibly its value by
an amount proportional to the small value of the strain. Here
the magnetic moment also deviates slightly from the direc-
tion of the C2 axis, but for a given frequency as before it will
reach close to the saturation value. Such a mechanism might
to some degree explain the observed slowing of the growth
of the resonance field, but it will not lead to a decrease of the
distance between components of the doublet �see formula
�17��. It is important to emphasize the difference of the Van
Vleck mechanism for the appearance of a transverse mag-
netic moment, considered above, from the magnetostriction
effect that we are discussing now. The Van Vleck mechanism
�hybridization of the states of the ground quasi-doublet with
high-lying states by the magnetic field�, by breaking the in-
variance with respect to time inversion, leads to a fundamen-
tally different change of the wave functions of the ground
quasi-doublet �which is also small, as in the case of defor-
mations�. From such states a superposition with an arbitrary
direction of the magnetic moment can be formed. Of course,
here the value of the saturation moment is highly anisotropic
and in this case reaches a minimum for m��C2. Therefore,
obviously, it is the Van Vleck mechanism in the region of
angles extremely close to the basal plane that explains both
the drawing together and narrowing of the lines. These pa-
rameters of the spectrum are determined mainly by the mag-
netic dipole interactions, which become small because of a
decrease of the magnetic moment of the ions. It is important
to note that the described behavior of the magnetic moment
should lead to a sharp decrease of the torque in that range of
angles and, hence, of the corresponding magnetostrictive dis-
placements of the ions.

Field-induced phase transition

Turning now to a discussion of the phase transition, we
begin by noting that the temperature and Zeeman energy for
which the phase transition was observed are substantially
higher than the energy of interaction of the magnetic mo-
ments, and the latter can therefore be ignored in a discussion
of the nature of the phase transition. Apparently the interac-
tion of the electronic excitations in the doublet with the ionic
displacements is apparently also unimportant for the phase
transition in this case. It can be shown that for non-Kramers
ions an appreciable value of such interactions would lead to
a substantial transformation of the EPR line shape. There-
fore, the observed phase transition can be due only to the
Zeeman interaction, the magnetostriction, and the accompa-
nying optical displacements of the ions. It should be noted
that they occur only for field directions deviating from the
basal plane by less than 1°, which makes it difficult to study
their properties. From the foregoing discussion of the angular
dependence of the spectrum we can conclude that immedi-
ately prior to the phase transition �in lower fields� the crystal
has a small magnetic moment oriented in a direction close to
the basal plane, and is therefore not subjected to strong me-
chanical stresses. This fact is due not only to the Van Vleck
mechanism for the appearance of transverse magnetization
discussed above �which can play the main role at low tem-
peratures� but also to the temperature averaging over fluctua-
tions of the magnetic moment. Meanwhile, it can be asserted
that after the phase transition the magnetic moment of the
crystal is rotated from the field direction and again becomes
large, as was the case at angles ��80°, as is indicated by the
partial destruction of the mounting of the sample after the
phase transition. For brevity we shall call the low-field phase
transverse �relative to the C2 symmetry axis�, while the phase
arising after the phase transition will be called canted. An
important mechanism of stabilization of the transverse phase
is the strong dependence of the entropy on the orientation of
the magnetic field,8 which is manifested in the increase of the
transition field with increasing temperature seen in Fig. 8.
We note that, unlike the similar transition in KEr�MoO4�2, in
the high-temperature region a sharp decrease of the hyster-
esis with increasing temperature is not observed. Preliminary
estimates show that the mechanism of such a first-order tran-
sition can be due to the magnetostriction interaction. Here an
important role should be played by the softening of some
force constants of the lattice upon its deformation. Because
of this it becomes possible for a local minimum to appear in
the expression for the nonequilibrium free energy corre-
sponding to the canted phase. The suppression of the phase
transition by a firm gluing of the sample also points to a
substantial role of the external strain in the mechanism of the
phase transition. We shall not discuss the many features of
this transition, since we are not yet able to reproduce them
regularly in order to link them with certain conditions of the
experiment. Therefore rather than prematurely proposing a
specific model of this phase transition, we shall limit our-
selves to a discussion of the main factors that we consider
most essential for its nature.

IV. CONCLUSION

A study of the magnetic resonance spectrum of the crys-
tal KTb�WO4�2 in the frequency interval 14–120 GHz and
field range 0–70 kOe at helium temperature has shown that
the line shape of the absorption of energy from the micro-
wave field has a triplet structure. An interpretation using the
known ideas about the formation of such a structure by di-
pole and exchange interactions of the closest ions in the
chains has led us to the following conclusions.

1. A quasi-doublet is present in the lower part of the
spectrum of the Tb3+ ion in the crystalline field of this com-
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pound. The states of the doublet have the same parity with
respect to C2 rotations, corresponding to an orientation of the
magnetic dipole moment of its transition along the C2 axis of
the crystal �which is its Ising axis, magnetic axis, and the
direction of its maximum g factor�. The maximum value of
the g factor is g=13.3±0.2. The gap � is estimated as �
=1±0.2 K.

2. The magnetic subsystem of the crystal corresponding
to the aforementioned doublet can be described by a singlet-
singlet model with mainly AFM interactions. In the “pseu-
dospin” representation �S=1/2� the Ising AFM interaction
parameter of the nearest neighbors in the chain has a value
I�2.5 K, while the “transverse field” is determined by the
value of the gap ��1 K.

3. We believe that the spectrum of three-particle clusters
�in zero external field� is manifested in the low-frequency
dynamics of the system at a temperature several times
greater than the nearest-neighbor interaction energy; this is
of significant interest for further study.

4. The angular dependence of the spectrum demonstrates
a substantial role of the Van Vleck transverse �relative to the
C2 axis� magnetization in the formation of the EPR spectrum
in a transverse magnetic field. Hybridization of the states of
the ground doublet leads to states of opposite parity. The
presence of such states should be expected below 40 K. It is
assumed that this hybridization can be important in the
mechanism of the field-induced phase transition in the low-
temperature region.

5. The observed first-order phase transition depends
critically on the field direction, the deviation of which from
the basal plane should be less than 1°. We assume that this is
due to the magnetostrictive nature of that phase transition.
The main factors in the mechanism of the transition should
be: the magnetostriction due to the Zeeman interaction, the
strong dependence of the entropy on the magnetic field di-
rection, the softening of some of the force constants of the
lattice upon the deformation, and also the transverse Van

Vleck magnetic moment.
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An interpretation of the experimental data on the low-temperature conductivity and magnetic
susceptibility of mercury selenide containing donor impurities of transition elements is developed
on the basis of electron resonance scattering theory in the Friedel approach. Both existing data
and results obtained in the present study, for solid solutions of chromium, cobalt, and gado-
linium, are considered. The results of a fitting of the measured temperature dependence of the
electron mobility in HgSe:Cr crystals and concentration dependence of the Curie constant in the
impurity magnetic susceptibility of HgSe:Co crystals are analyzed to obtain quantitative confir-
mation of the idea that resonance donor levels of the impurities chromium and cobalt are present
in the conduction band of the respective crystals. The resonance level widths are determined and
are found to be an order of magnitude larger than those of iron. It is shown that the observed
concentration maximum of the electron mobility in mercury selenide containing gadolinium im-
purities can be explained on the basis of resonance scattering theory, although the existing data
are insufficient for justification of such an explanation of the origin of that maximum. © 2005
American Institute of Physics. �DOI: 10.1063/1.2128076�
INTRODUCTION

Impurities of transition elements in narrow-gap and gap-
less semiconductors can form resonance energy levels in the
conduction band of the host crystal. Electronic states with
energies near such levels are hybridized, i.e., they have an
electron density that contains both the uniform contribution
of the conducting states and a nonuniform part reflecting the
localization at the impurity centers. In low temperature limit
these levels are donor levels in the ground state, since the
electrons occupying them are unified with the system of con-
ductivity electrons of the host. A theoretical description of
the hybridization of the donor states can be given on the
basis of the quantum theory of resonance scattering. If an
impurity energy level corresponds to not to a resonance level
but to a bound state, then this means the absence of hybrid-
ization, and then the donor electrons appear in inelastic pro-
cesses of thermal ionization, while at low temperatures they
remain after the crystal is prepared. In such a case the impu-
rity levels belong to individual impurities and are either va-
cant or occupied, while the resonance level belongs to the
whole crystal and is filled to some fraction that corresponds
to the same electron density for all of the impurities.

Among the semiconductor materials in which the effects
of donor energy levels in the conduction band have been
observed, the gapless semiconductor mercury selenide con-
taining iron impurities is a well-known example. The main
effects among those mentioned—stabilization of the density
of conduction electrons when the Fermi energy reaches the
1063-777X/2005/31�10�/8/$26.00 872
donor level and a maximum of the electron mobility as a
function of the impurity concentration—have been studied in
detail. As was recently shown in Refs. 1 and 2, these effects
are predicted by resonance scattering theory. The available
experimental data are well described by this theory, are as
the data on the concentration dependence of the Curie con-
stant in the spin magnetic susceptibility of localized reso-
nance states.3 Previously other approaches have been used
for interpretation of the mobility maximum, in particular, the
Anderson model,4,5 in which the impurity energy levels are
also treated as resonance levels. However, there has been
especially widespread adoption of the concepts of the iron
ions in mercury selenide as donor impurities with bound
states. In a model based on those concepts6 it was assumed
that as the donor concentration is increased after the Fermi
energy reaches the energy of the impurity level there are both
impurities that do and impurities that do not give up an elec-
tron to the conduction band �Fe3+ and Fe2+ ions�. Under this
assumption the observed growth of the mobility is explained
by assuming that the positions of the ionized impurities �the
Fe3+ ions�, in spite of their low concentration, are in some
manner ordered. A discussion of the experimental data on the
basis of this model has been given in a number of papers,
which have been reviewed in Refs. 7 and 8. However, the
initial assumptions of this model are hard to justify, since
they reduce to the requirement of the complete absence of
hybridization of the donor impurity energy level with states
of the conduction band. A bound state is fundamentally dif-
© 2005 American Institute of Physics
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ferent from a hybridized state, and even a little �in some
respect or other� hybridization with the conduction band is
incompatible with the existence in the ground state of ion-
ized and un-ionized levels with the same energy. The choice
of the bound-state model by a number of authors for inter-
preting effects due to the influence of iron impurities on the
electron mobility in mercury selenide, one supposes, was a
reflection of the existing ideas that the growth of the mobility
with increasing impurity concentration cannot be explained
on the basis of resonance scattering theory. It was shown in
Refs. 1 and 2 on the basis of the approach developed by
Friedel9 for donor states that those ideas are wrong, and the
observed regularities can indeed be explained simply with
the aid of resonance scattering theory �and thereby with hy-
bridization taken into account�. On the other hand, an experi-
ment was recently done to test directly the applicability of
the bound-state model for iron ions in mercury selenide.10 An
analysis of the concentration dependence of the x-ray absorp-
tion spectra on iron ions established that the observed depen-
dence differs substantially from that predicted by the bound-
state model and corresponds to significant hybridization of
the impurity states with the conduction band. Thus studies of
mercury selenide containing iron impurities have shown the
possibility and desirability of applying electron resonance
scattering theory for the description of effects in which the
energy levels of transition-element donor impurities are
manifested in the properties of the electron system.

The present paper is devoted to an analysis of the experi-
mental data on the electron mobility and magnetic suscepti-
bility of mercury selenide containing impurities of chro-
mium, cobalt, and gadolinium. The observed relationships
attesting to the existence of resonance donor states in these
systems are discussed on the basis of the theory developed in
Refs. 1 and 2. It should be noted here that for the systems
with chromium and cobalt there is a large body of data that
has been published in Refs. 11–19. Together with those data
we shall discuss our new results on the temperature depen-
dence of the electron mobility in systems containing chro-
mium and the concentration dependence of the Curie con-
stant in the spin susceptibility of the resonance state on
cobalt impurities. As to the mercury selenide with gado-
linium impurity, we have apparently obtained the first data
on the concentration maximum of the mobility and we shall
discuss its nature only tentatively, demonstrating the capa-
bilities of the theory while at the same time keeping in mind
that further studies will be needed to reach any justified con-
clusions.

MAIN RESULTS OF THE THEORY OF RESONANCE
SCATTERING EFFECTS

Let us start by listing the theoretical results that we have
used for describing the experimental data.

1. Consider the states of electrons with energies � in the
conduction band of a semiconductor crystal. We denote the
density of states of the conduction electrons with a given
energy by ge���. Suppose we have donor impurity centers
with concentration ni. If the donor states are bound, then the
electrons are found in the energy levels of the impurities and
pass into the conduction band in inelastic ionization pro-
cesses. Consider another situation, when the donor energy
level is found in the conduction band above the level of
filling of the other donors by electrons and there is a certain
narrow energy interval corresponding to it in which the im-
purity states are hybridized with states of the conduction
band. This means that to each state in this energy interval
there corresponds both a delocalized part of the electron den-
sity, describing the free motion, and a localized part concen-
trated near the impurity centers. In this case the impurity
energy level does not have the same meaning as for a bound
state but it represents a resonance energy for the scattering of
a conduction electron. A rigorous description of such a situ-
ation is given by the quantum theory of resonance scattering.
In the framework of that theory one obtains the following
expression for the electron density of states g��� in the reso-
nance interval:

g��� = ge��� + nigi��� . �1�

The second term describes the contribution of the localized
electron density and is nonzero only in the interval �r−�
����r+� around the resonance energy �r. The parameter
� and the complete expression for gi��� are determined in
Ref. 1. The integral of the function gi��� over the whole
resonance interval is equal to �, the number of localized
states that can be occupied by electrons at one impurity cen-
ter:

� =� d� gi��� . �2�

The value of � is assumed equal to the number of donor
electrons from each impurity, so that nd=�ni is the density of
donor electrons. By this condition the resonance scattering
center is defined as a donor impurity that gives up � electrons
to the general collective, which is distributed over the states
of the conduction band and hybridized states. We note that
the number � is specified by Eq. �2�, starting from the filling
of the states in the impurity atom, and generally speaking
does not coincide with the degree of degeneracy of the reso-
nance level which is used in scattering theory. This noncoin-
cidence, which is important in the present study, was ignored
in Ref. 1 in order to simplify the theoretical derivations, and
a complete formulation is given in Ref. 20. Based on the
existing ideas, we assume that the impurities of certain tran-
sition elements �e.g., iron and cobalt� can to a first approxi-
mation have the same resonance energies and differ specifi-
cally by the degree of occupation �valence� �. For a
resonance level of iron impurities, according to the existing
data, it is customary to take �=1.

One can use formula �1� to find the Fermi energy of the
donor electrons. However, it must be taken into account that
the crystal can contain not only the electrons from the donors
under consideration but also native electrons with a density
n0e and Fermi energy �0. Then to determine the total Fermi
energy �F one must find the number of occupied states by
integrating the right-hand side of Eq. �1� from �0 to �F and
then equate the expression obtained to the donor electron
density nd determined above. If the Fermi energy is less than
�r−�, then it is determined by the simple equation

ne��F� = n0e + nd, �F � �r − � , �3�

where ne�� f� is the density of conduction electrons. With
increasing donor concentration, after the resonance interval
is reached, Eq. 3 is replaced by the following:



874 Low Temp. Phys. 31 �10�, October 2005 Okulov et al.
ndz��F� + ne��F� − n0e = nd, �F � �r − � , �4�

where z��� is the relative occupation of the localized states,
determined as the integral of the function gi��� /�. Equation
�2� reduces to the form z��r+��=1, so that it follows from
Eq. �4� that the Fermi energy cannot reach the upper bound-
ary of the resonance interval �r+� at a nonzero density of
conduction electrons. This fact is obvious, since complete
occupation of the localized states corresponds to the absence
of donor electrons. Thus, with increasing impurity concen-
tration the value of the Fermi energy stabilizes in a narrow
interval near the resonance energy; this is the well-known
“snagging” effect. The conduction electron density also sta-
bilizes in the interval from ne��r−�� to ne��r+��. In calcu-
lating the Fermi energy one can take ne��F��ne��r� and in-
troduce the constant n0=ne��r�=n0e, so that Eq. �4� becomes

z��F� = 1 − n0/nd. �5�

This equation has a simple meaning and requires the
coincidence of two expressions for the spectrum occupation
of the localized states in the ground state. The resonance
value of the density nd corresponds to equality of the relative
occupations of the localized and delocalized states and is
equal to 2n0. In the vicinity of the resonance one can obtain
a simple formula for the Fermi energy using the expression
for z��� given in Ref. 1:

z��� =
1

2
+

1

�
arctan��� − �r�/�� + �1

2
−

1

�
arctan��/���

��� − �r�/� , �6�

where � is the resonance width, which is much less than the
width of the resonance interval �. This formula has the form

�F = �r + � cot��n0/nd� . �7�

It is valid when the difference �F−�r does not exceed �
in order of magnitude.

Near the boundary of the resonance interval the differ-
ence �r+�−�F is proportional to ��n0 /nd�. The dependence
of the conduction electron density on nd corresponding to
formula �7� is obtained as follows:

ne��F� � n0�1 + ��F − �r�/�e�

= n0�1 + ��/�e�cot��n0/nd�� . �8�

The first expression here is a series expansion around the
resonance energy, the parameter �e being much greater than
�.

2. Let us now discuss the concentration dependence of
the electron mobility in the ground state, first on the basis of
perturbation theory �the Born approximation� for scattering
on a charged impurity. If the Fermi energy is found in the
resonance interval, then a substantial role is played by scat-
tering on charged donor impurities. Its contribution to the
mobility in the first Born approximation is inversely propor-
tional to the square of the effective charge of the impurity. It
is not hard to see that the value of that charge is proportional
to 1−z��F�=n0 /nd, the fraction of the total charge of the
conduction electrons due to an individual impurity. With in-
creasing impurity concentration the effective charge of an
individual impurity falls off, and scattering on neutral impu-
rities, which can be described by an additive contribution to
the scattering probability, becomes important. Thus the con-
centration dependence of the mobility is described by the
formula

	 = 	0��n0/nd��
 + ��n0/nd�2�−1, �9�

where 	0 is independent of concentration, the constant 

describes the contribution of scattering on neutral impurities,
and the coefficient � is introduced to simplify the form of the
subsequential generalization. This formula, which is valid at
small n0 /nd and 
, describes the concentration maximum of
the mobility. It was for just such an explanation that it was
introduced in Ref. 21, where it was demonstrated on the
basis of scattering theory that it is possible for the mobility to
increase with increasing impurity concentration. According
to the widely held belief, resonance scattering actually does
lead to a decrease of mobility, but at lower impurity concen-
trations, when perturbation theory is inapplicable for calcu-
lating the scattering probability. In such a case the following
formula for the mobility is valid:

	 = 	0��n0/nd��
 + sin2��n0/nd��−1, �10�

the derivation of which is given in Ref. 1. It looks like the
result of a simple generalization of formula �9� and goes over
to it when the argument of the sine is small. The mobility is
minimum for the resonance concentration of nd, equal to 2n0.
However, the concentration minimum of the mobility is
strongly smeared, and under real conditions it is hard to
separate out from the nonresonance behavior. With increase
impurity concentration above the resonance the mobility in-
creases and then falls, approaching a value 	0n0 /nd
 which
corresponds to scattering on nonresonance impurities. The
maximum that arises is well manifested by virtue of the
smallness of 
, which is a natural property of nonresonance
impurities.

3. Let us give the formulas describing the temperature
dependence of the electron mobility for the case when the
Fermi energy is found in the resonance interval. We consider
the region of comparatively low temperatures, where the
temperature dependence of the Fermi energy �the chemical
potential�, which is determined on a much larger scale than
the resonance parameters, is unimportant. Then the
temperature-dependent electron mobility 	�T� in the pres-
ence of resonance scattering is described by the formula

	�T� = 	0��n0/nd� � d��− f�����	
 + sin2��z��� − ��
−1,

�11�

where f���� is the derivative of the Fermi function, � is the
phase, which reflects the role of the difference of the trans-
port scattering cross section from the total one, the function
z��� is given by formula �6�, and the limits of integration
�r±� are determined by the resonance interval. It is easy to
see the simple relationship of formula �11� to formula �10�,
which for T=0 pertains to the case of a small difference �F

−�r, when Eq. �7� is valid and the phase � can be neglected.
In these same approximations formula �11� can be trans-
formed to

	�T� = 	 �x/
� � dE�− f��E���1 − F−1�E,x�� , �12�
0
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x =
�n0

nd
; f��E� =

1

T

exp�E/T�
�exp�E/T� + 1�2 ,

F�E,x� = 1 + 
 + 
�E/� + cot x�2.

The limits of integration can be assumed equal to ±�,
but one must bear in mind the restriction that arose in ob-
taining the integrand under the assumptions that the tempera-
ture �measured in energy units� is not large compared to �.
Expression �12� has a comparatively transparent form and
shows that the mobility 	�T� varies weakly at low tempera-
tures up to a certain boundary value and then falls off with
further increase in temperature. The scale of the boundary
temperature is determined by the value of � and also de-
pends on the relationship between x2 and 
, on account of
the concentration maximum of the mobility at
x2�
.

4. Localization of the electron density in resonance do-
nor states leads to the existence of a strongly temperature-
dependent contribution �d to the spin magnetic susceptibility.
As a starting point for its description one can use the well-
known formula for the electron spin susceptibility which
contains the density of states nigi���=ndz����. We consider a
region of relatively high temperatures T� but where the
condition of strong degeneracy T��F still holds. A simple
formula for the susceptibility in this region, in neglect of the
contribution of the exchange interaction of the electrons, has
the form1,3

�d = 	e
2�ni − n0�/T . �13�

This formula pertains to the case of a single electron at a
donor resonance level ��=1� and is valid for small z��F�, i.e.,
at impurity concentrations close to n0 if in this formula we
take the effective magnetic moment 	e equal to the Bohr
magneton 	B, we obtain an expression for the spin suscepti-
bility of �ni−n0� atoms with a single valence electron in the
case of zero spin of the ion core. In Ref. 3 it was proposed to
take the spin of the ion core into account phenomenologi-
cally with the aid of a suitably formulated expression for 	e

2.
The result of such an approach can be obtained even without
the simplifying assumption of small ni−n0. For this one
should generalize Eq. �5� to the case of finite temperatures
and find the correction linear in the temperature to the Fermi
energy. The expression for the magnetic susceptibility �d of
resonance donor states obtained with this correction taken
into account describes the concentration dependence in the
case when the set of resonance states does not have an in-
trinsic magnetic moment. In this case the contribution of the
resonance states to the susceptibility remains constant as the
concentration increases, and the contribution of the ion cores
is dominant. In the more relevant case the resonance states
do have a localized moment, and in the limit of high concen-
trations its contribution to the susceptibility, together with
the contribution �i0 of the ion cores, forms an expression for
the susceptibility that corresponds to a set of impurity spins
with occupied donor shells. For this case the formula for the
total spin susceptibility �i of the donor impurities at concen-
trations substantially higher than the resonance concentration
has the form

�i = �i0 + �d = �	i0
2 n0 + 	i

2�nd − n0��/T . �14�
If we introduce the spins corresponding to the magnetic
moments 	i0 and 	i of the ion core and of an impurity ion
with an occupied resonance level, respectively, then we ob-
tain from this formula an expression for the Curie constant
C=�iT:

C = a�Si0�nd + a�Si��nd − n0� , �15�

where a�S�=4	B
2S�S+1� /3k, and k is Boltzmann’s constant.

This expression was used in Refs. 3 and 21. As a resonance
scattering effect it reflects the donor character of the mag-
netic impurity, which leads to dependence on the energy of
the resonance level �the value of n0� and on the degree of its
occupation �the differences of the values of the spins Si0 and
Si�.

Thus the set of resonance effects mentioned above in-
cludes four such effects: the approach of the conduction elec-
tron density to a constant value with increasing donor con-
centration, a concentration maximum of the electron
mobility, and certain anomalies of the temperature depen-
dence of the electron mobility and concentration dependence
of the Curie constant. These theoretical predictions were
adopted by us as a basis for interpreting the experimental
data on the electron mobility and magnetic susceptibility ob-
tained for mercury selenide containing transition-element
impurities.

GENERAL DISCUSSION OF THE EXPERIMENTAL
ARRANGEMENTS

The theoretical results presented above were used for
interpretation of experimental data on the manifestations of
resonance donor impurities of transition elements in the elec-
tron mobility and magnetic susceptibility of a semiconductor
with an isotropic dispersion relation of the conduction elec-
trons. As we mentioned in the Introduction, our goal was to
investigate systems based on mercury selenide, in which the
approximation of an isotropic spectrum is applicable. An
analysis of the data obtained on crystals containing iron im-
purities was given in Refs. 2 and 3. For these well-studied
systems the applicability of the theory developed could be
reliably established, and by approximating the experimental
dependences by the theoretical one we were able to deter-
mine the parameters characterizing the resonance scattering.
In systems containing other impurities the situation is much
more complicated. It is scarcely possible to state with com-
plete certainty that for any of them the problems of the very
existence and the position of the resonance energy level have
been solved. There are practically no quantitative data on the
resonance parameters. In connection with this in the initial
stage of applying the theory to such systems we have at-
tempted to analyze on a quantitative level only those experi-
mental dependences that appear suitable for such an analysis
at the given time. But we must first stress the following.
According to the existing ideas, transition-element impurities
in gapless semiconductors form d-type electron energy levels
near the edge of the conduction band. If we regard it as
established for the systems under study that such a donor
energy level exists in the conduction band, then the experi-
mental data can be explained on a qualitative level without
any contradictions by the theory set forth above. This can
also be said for the data which we obtained on systems con-
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taining chromium and cobalt in experiments carried out as a
continuation of previous studies for which the results were
published in Refs. 11–13. However, we deem it advisable to
focus attention on establishing the very existence of reso-
nances as the main problem that needs to be solved. The
conclusions and estimates given in the papers cited are
largely of a qualitative character, since they were obtained in
the absence of the necessary quantitative information and
without comparison to the theoretical predictions. Essentially
the available data on the first resonance effect—the transition
to stabilization of the donor electron density—are still too
indefinite. The data are likewise insufficient to conclude that
a concentration maximum of the electron mobility exists in
systems containing cobalt and chromium. The concentration
dependence of the Curie constant has apparently escaped
study. In such a situation it is advisable to adopt the line of
attack described above, as we have done.

TEMPERATURE DEPENDENCE OF THE ELECTRON
MOBILITY IN MERCURY SELENIDE CONTAINING
CHROMIUM IMPURITIES

Relevant data on the properties of mercury selenide con-
taining chromium impurities for the problem addressed here
are given in Refs. 11 and 18. We shall not discuss here the
existing results on the Shubnikov–de Haas oscillations and
the electron paramagnetic resonance, since they require a
separate investigation, and we shall also omit a discussion of
the structural aspects of the properties of such systems. In
considering the results on the electronic properties we should
note once again that in crystals containing chromium impu-
rities it has not been possible to observe any dependence of
the density of conduction electrons on the impurity concen-
tration. The measured electron density in the samples studied
is practically the same within the error limits of its determi-
nation, so that the donor character of chromium impurities in
it is not directly manifested. The concentration dependence
of the electron mobility has shown evidence of the presence
of a maximum: an anomalously elevated value of the mobil-
ity was observed for one or two compositions, but a set of
data sufficient for quantitative approximation has not be ob-
tained. In the temperature dependence of the magnetic sus-
ceptibility of systems containing chromium impurities in the
relevant concentration interval an impurity contribution has
not been reliably distinguished. At the same time, the char-
acter of the temperature dependence of the electron mobility
is similar to that observed in systems containing iron impu-
rities. Therefore, after an analysis of the existing data we
chose to use the temperature dependence of the mobility for
quantitative fitting of the theoretical results. The experimen-
tal work was essentially a continuation of the research re-
ported in Ref. 11. Here careful measurements were made in a
large volume, and therefore certain data have been refined
and corrected. The samples were prepared by the same tech-
nique. The measurements of the electrical resistance and Hall
coefficient were made on a Quantum Design PPMS-9 unit at
the Magnetometry Center of the Institute of Metal Physics of
the Urals Branch of the Russian Academy of Sciences. The
results for the temperature dependence of the Hall mobility
in samples of three compositions in the interval from 2 to
140 K are presented in Fig. 1. A comparison of these results
with the data of Ref. 22 on the temperature dependence of
the resistivity of mercury selenide suggests that the features
observed in this temperature interval are due not to electron–
phonon scattering but to effects of electron–impurity scatter-
ing. The temperature dependence of the electron mobility
obtained in Ref. 22 for crystals with uncontrolled impurities
and with a substantially different number of conduction elec-
trons was similar to that obtained by us. We interpret our
results on the basis of the assumption that the chromium
impurities have a donor character and that a corresponding
resonance level exists in the conduction band of mercury
selenide. Since the mobility at an impurity concentration of
1�1019 cm−3 turned out to be higher than at smaller and
larger concentrations, that composition can be assumed to
correspond to the vicinity of the mobility maximum. In this
conjecture we assume that the compositions with impurity
concentrations of 1�1019 cm−3 and 1�1018 cm−3 belong to
the resonance interval and that the combination for these
concentrations is described by formula �12�. The curves ob-
tained by fitting the two temperature dependences of the Hall
mobilities according to this formula are also given in Fig. 1.
Such a fitting allowed us to find the values of the resonance
parameters rather unambiguously, with an error of not more
than 10%.

The value obtained for the width of the resonance energy
level of the chromium impurity, �=90 K, is an order of mag-
nitude larger than for the iron impurity. Accordingly, the ap-
plicability of formula �12� �the fitting curves� is restricted to
temperatures not much over 100 K.

We also note that the agreement of the fitted curve with
the experimental dependence at a concentration of 1
�1019 cm−3 can be improved with allowance for the tem-
perature correction to the Fermi energy �chemical potential�,
but for simplicity this was skipped without introducing sub-
stantial error in the parameters determined.

The fitting gives a value of the parameter x=�n0 /�ni

close to 0.1 at a concentration ni=1�1018 cm−3. Here the
measured value of the conduction electron density ne��F� is
close to 1�1018 cm−3 in a wide interval of impurity concen-
trations �1018−1021 cm−3�, while the concentration n ac-

FIG. 1. Temperature dependence of the electron mobility in mercury se-
lenide containing chromium impurities at different concentrations
ni , cm−3 :1�1018 �1�, 1�1019 �2�, 1�1020 �3�. The fitted curves are plotted
according to formula �12� with the parameters �=90 K, n0 /�=4
�1016 cm−3 , 
=0.001, 	0=0.7�104 cm2/ �V·s�.
0e
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cording to estimates is several times 1017 cm−3. Thus one can
assume that in the crystals studied the concentration n0 is
equal in order of magnitude to 1017 cm−3, the energy of the
donor level is close to the Fermi energy of the native elec-
trons, and, according to an estimate from the concentration
ne��F�, equals 0.07 eV. The ionization state � of the donors
could not be determined reliably but is probably equal to 2 or
3.

The value obtain for the parameter 
 turned out to be
more than an order of magnitude lower than that found for
the iron impurities. This is reflected in the wider concentra-
tion interval in which resonance scattering of conduction
electrons on chromium impurities plays a role, the lower
value of the maximum mobility, and the comparatively large
values of the nonresonance mobility. Figure 2 shows the
curve describing the predicted concentration maximum of
the electron mobility as a function for x at the value of 

obtained. Besides the values used in the fitting, the point
corresponding to the mobility at an impurity concentration of
1020 cm−3 also falls on this curve.

On the whole, the proposed quantitative interpretation of
the temperature dependence of the electron mobility of mer-
cury selenide crystals containing chromium impurities con-
firmed the possible existence of a resonance energy level of
chromium donors and permitted determination of the main
resonance parameters.

CONCENTRATION DEPENDENCE OF THE CURIE
CONSTANTS IN THE MAGNETIC SUSCEPTIBILITY OF
MERCURY SELENIDE CHARACTERIZING COBALT
IMPURITIES

The electron mobility in mercury selenide crystals con-
taining cobalt impurities was investigated in Refs. 12, 13, 15,
and 19. The temperature dependence of the mobility ob-
tained in Ref. 15 has the same form as in the systems con-
taining iron and chromium, and it could be approximated by
a theoretical curve in the same way as described above for
the system with chromium if pronounced growth of the mo-
bility with increasing impurity concentration were observed
in a certain interval. In the existing data one can discern

FIG. 2. Relative electron mobility in mercury selenide containing chromium
impurities as a function of the relative inverse concentration of impurities
�the parameter x�, calculated using the parameters obtained by the fitting of
the curves in Fig. 1, at a temperature of 4 K. The points denote the values of
the mobility belonging to the curves in Fig. 1.
some evidence of nonmonotonic behavior �presumably a
maximum� in the dependence of the mobility on the impurity
concentration. However, within the actual error limits for the
concentration there is at present scarcely any reliable basis
for concluding the observation of a growth of the mobility
with increasing concentration in the system containing co-
balt. In the systems with chromium data have been obtained
for the concentrations between which growth of the mobility
is observed within the error limits. Those data were used for
the matched fitting and determination of the resonance pa-
rameters. For the system with cobalt such a fitting to the
existing dependences for systems with cobalt gives value of
the parameters that are less justified, since they were ob-
tained in the absence of a matching element for the different
dependences which is known to belong to the resonance re-
gion. Furthermore, one should note the results of Ref. 19, in
which on the basis of an analysis of the data on the depen-
dence of the electron density on pressure at a cobalt concen-
tration of 5�1018 cm−3 it was shown that such a concentra-
tion most likely does not belong to the resonance region.
Nevertheless there are insufficient grounds to assert that
there is no resonance level of the cobalt impurities. It is
therefore advisable to extract the existing information about
the resonance from the observed dependences under the as-
sumption that it does exist. Then one can assume that the
estimate of the width of a possible resonance level as a quan-
tity of the order of 100 K is valid, and the concentration n0,
according to the data on the Hall coefficient and the concen-
tration of uncontrolled donors can be assumed to lie in the
interval �0.5−1.5��1018 cm−3. Further substantial progress
in obtaining data on a possible resonance state in systems
containing cobalt can be achieved in an analysis of the tem-
perature dependence of the magnetic susceptibility, which is
completely analogous to that observed in systems with iron
�Fig. 3�. After separating out the paramagnetic impurity con-
tribution we performed a fitting of the obtained concentration
dependence of the Curie constant in this distribution accord-
ing to formula �15�. We considered different variants of the
singly and doubly ionized donor impurities ��=1 and �=2�.
In the first case it is assumed that the spin of the ion core is

FIG. 3. Temperature dependence of the magnetic susceptibility of mercury
selenide containing cobalt for different concentrations ni , cm−3 :7
�1018 cm−3 �1�; 5�1019 �2�; 2�1020 �3�.
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equal to 5/2, and then one would expect that the spin of the
un-ionized impurity is close to 2. For double ionization and
the same spin of the core the expected spin of the impurity
ion is close to 3/2. According to the results obtained, a vari-
ant of double ionization at a concentration n0 close to 1.5
�1018 cm−3 is considerably more probable. This last variant
is of interest primarily because it agrees with the data for
systems with iron impurities in the framework of the ideas
mentioned above, according to which the positions of the
energy levels of the iron and cobalt impurity ions in the
given host crystal differ little, i.e., the difference of these
impurities consists mainly in the degree of occupation of the
donor levels. The significantly greater width of the resonant
donor level for the cobalt impurities can be explained by the
fact that in our treatment it includes the splitting in the crys-
talline field, since the two donor electrons belong to two
nearby resonance levels, and we are treating the set of levels
as one. The conclusion that the data for systems with iron
and cobalt are in agreement in the given sense, although it is
still in need of serious additional confirmation, can serve as
an important starting point for subsequent studies.

CONCENTRATION MAXIMUM OF THE ELECTRON MOBILITY
IN MERCURY SELENIDE CONTAINING GADOLINIUM
IMPURITIES

Experimental data on the concentration dependence of
the electron mobility in mercury selenide containing gado-
linium impurities are given in Ref. 23, together with some
other results of research on the electronic properties and
atomic structure of the system mentioned. In the concentra-
tion interval of interest to us, the concentration dependence
of the mobility shown in Fig. 4 has a pronounced maximum.
At the level of study that has now been attained one can seek
other mechanisms for such an anomaly. We have adopted an
interpretation of the maximum based on the assumption that
a resonance level of gadolinium exists in the conduction
band of the mercury selenide crystal. The concentration
maximum is then described by formula �10�. The result of
the corresponding fitting is shown by the solid curve in Fig.
4. The parameter values obtained are completely realistic,

FIG. 4. Dependence of the electron mobility in mercury selenide containing
gadolinium impurities on the relative inverse concentration of the impurities
�the parameter x=�n0 /�ni�; experimental �points� and theoretical �solid
curve according to formula �9��.
although of course one cannot state with complete certainty
that the resonance level actually exists. Additional serious
experimental confirmation of this interpretation and its ad-
vantages over other possible interpretations is still needed.
Nevertheless, it can be assumed that a concrete argument on
the qualitative level has been obtained.

Thus we have shown that the concentration maximum of
the mobility observed in mercury selenide containing gado-
linium impurities can be described by a formula obtained in
the framework of resonance scattering theory. However, the
experimental results are as yet insufficient to justify of the
possibility of applying this theory to the given system.

RESULTS AND CONCLUSIONS

1. We have shown that the experimental data obtained on
mercury selenide crystals containing chromium and co-
balt impurities are in agreement with the idea that reso-
nance donor energy levels of the transition-element impu-
rities exist in these crystals. This conclusion is reached on
the basis of a quantitative theoretical interpretation of the
temperature dependence of the electron mobility and the
concentration dependence of the Curie constant.

2. As a result of a detailed fitting of the temperature depen-
dence of the electron mobility predicted by the resonance
scattering theory to the experimental data, we have deter-
mined the limiting concentration of donor electrons and
the parameters that determine the position of the concen-
tration maximum of the mobility in mercury selenide
crystals containing chromium impurities.

3. In an analysis of the observed concentration dependence
of the Curie constant in the impurity spin magnetic sus-
ceptibility of mercury selenide crystals containing cobalt
impurities on the basis of the idea that a resonance donor
level exists, we have determined the possible limiting val-
ues of the concentration of donor electrons and the spin of
the impurity. We have established that the experimental
data can be explained by assuming that the position of the
resonance level of iron and cobalt donor impurities are
approximately the same, with allowance for their single
and double donor ionization, respectively.

4. We have shown that the observed concentration maxi-
mum of the electron mobility in mercury selenide crystals
containing gadolinium impurities can be explained on the
basis of resonance scattering theory with reasonable val-
ues of the resonance parameters.

This study was supported by the Russian Foundation for
Basic Research, Grant No. 03-02-16246.
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A high, narrow, interlayer differential-tunnelling-conductance peak is observed at low tempera-
tures in semiconductor heterostructures with two close-lying electron layers. This peak is the
consequence of the interlayer phase coherence established in the system by Bose condensation of
interlayer excitons, i.e., pairs of an electron and a hole belonging to the different layers. It is
shown that increasing the temperature smoothes out the tunnelling-conductance peak by increas-
ing the interlayer-voltage fluctuations. The temperature dependence obtained for the peak height
agrees with experiment. © 2005 American Institute of Physics. �DOI: 10.1063/1.2126944�
I. INTRODUCTION

There has been great interest in recent years in semicon-
ductor heterostructures consisting of close-lying quantum
wells each of which contains an almost two-dimensional
layer of electrons. When placed in a strong perpendicular
magnetic field, these systems demonstrate a number of un-
usual properties for the total fill factor of the Landau levels,
�T=�1+�2=1.1,2 In particular, in low-temperature regions
�T�50 mK�, the dependence of the differential-tunneling
conductance on the interlayer voltage, GT�V�, has a high,
narrow symmetric peak with a maximum at V=0. A tempera-
ture increase is accompanied by a rapid decrease of the peak
height, and the peak becomes virtually indistinguishable at
T�200 mK.

The GT�V� peak is observed only for fairly small dis-
tances between the layers, when the Coulomb interaction of
the carriers from the different layers becomes substantial.
The appearance of the GT�V� peak is explained by the tran-
sition of the two-layer system into a state with interlayer
phase coherence. The wave function of a coherent state is
antisymmetric relative to exchanges of the electron coordi-
nates �see, for example, Ref. 3 and the literature cited
therein�. Such a wave function minimizes the interaction en-
ergy of the electrons from the different layers, since the con-
figuration probability decreases when two electrons are close
to each other. In other words, a correlation hole is located
opposite each electron in the other layer. As a consequence,
the tunneling of an electron from one layer to another is not
blocked by the Coulomb repulsion from the electrons of the
other layer, and this in the last analysis results in the GT�V�
peak.

A state with interlayer phase coherence can also be re-
garded as a state that results from the pairing of electrons
from one layer with holes from the other layer.4,5 A complex
order parameter can be introduced for such a phase-coherent
n–p system. It was recently shown6 that the tunneling prop-
erties of two-layer systems observed in Refs. 1 and 2 can be
explained by the specific dynamics of the phase of the order
parameter. In particular, the GT�V� peak is associated with
the transition of the system from a state with fixed phase at
1063-777X/2005/31�10�/4/$26.00 880
low voltages �V�Vc� to a state in which the phase mono-
tonically varies with time �for V�Vc� �see Section II�. The
half-width of the Vc peak is proportional to the modulus of
the matrix element of the interlayer tunneling, �T12�, while its
height is independent of �T12�. Thus, for weak tunneling, the
GT�V� peak is high and narrow.

In our opinion, it is this small width of the GT�V� peak
that causes its strong suppression by thermal fluctuations of
the interlayer voltage even at fairly low temperatures T
�eVc� �T12�, where e is the absolute magnitude of the elec-
tronic charge, while the temperature is measured in energy
units. Below we give a quantitative description of this effect.

II. EQUATION OF THE DYNAMICS OF A PHASE-COHERENT
n–p SYSTEM AND TUNNELING CONDUCTANCE AT
T=0

We shall describe the behavior of a phase-coherent n–p
system by the dynamic equation for the order parameter ob-
tained in Ref. 7 for the gapless case. We believe that this
equation, which is analogous to the nonsteady-state
Ginzburg–Landau equation, can be used to analyze the dy-
namics of the experimentally studied1,2 phase-coherent two-
layer systems �see the discussion of this question in Ref. 6�.

In a two-layer n–p system, the complex order parameter
�= ���exp�i�� is proportional to the mean ��1�r , t��2

+�r , t��,
where �k

+ ��k� is the electron-creation �annihilation� operator
in layer k. In the one-dimensional case of interest to us, the
dynamic equation has the following form ��=1�:

−
d�

dt
+ ieV� + �A − B���2�� +

T12

	

= 0. �1�

The coefficients A and B in this equation are the coefficients
of the steady-state Ginzburg–Landau equation. For the gap-
less case, A�T�= �2�2 /3�
i�Tc

2−T2�, B=4m
i /3M.7 Here 
i is
the elastic scattering time of the carriers, T is the tempera-
ture, Tc is the critical temperature, M =m1+m2 is the mass of
an electron-hole pair, m=m1m2 /M is the reduced mass of the
pair, and 	 is the dimensionless Coulomb interaction
constant.5 The complex matrix element of the tunneling is
T = �T �exp�i��.
12 12

© 2005 American Institute of Physics
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On the assumption that the tunneling is fairly weak, its
influence on the value of the order parameter can be ne-
glected, and it can be assumed that ��� is determined by the
steady-state Ginzburg–Landau equation with T12=0. In this
case, the dynamics of the system are described by the imagi-
nary part of Eq. �1�, which constitutes the equation for the
phase of the order parameter. It can be written as

̇ − eV + eVc sin  = 0, �2�

where =�−�, while Vc= �T12� / �e	
����.
In the approximation for the interlayer tunneling current

that is linear in T12, the following expression is obtained in
Ref. 7:

I = Ic sin  . �3�

Here Ic=4eN�0��T12����S /	, where N�0�=m /� is the density
of states at the Fermi surface, and S is the area of the n–p
transition.

When �V��Vc, Eq. �2� has steady-state solution 
=arcsin V /Vc, the substitution of which in Eq. �3� gives a
tunneling current proportional to the interlayer voltage: I
=G0V. We should point out that the characteristic tunneling
conductance

G0 = Ic /Vc = 4e2N�0�
���2S �4�

is independent of the matrix element of the interlayer tunnel-
ing �T12�.

When �V��Vc, phase  monotonically varies with time,
while the tunneling current oscillates with frequency �

=e	V2−Vc
2.6 The mean value of the tunneling current is

given by

I = G0��V� − 	V2 − Vc
2�sign V . �5�

We get from this that, when �V��Vc, the differential tunnel-
ing conductance is

GT�V� = − G0��V��V2 − Vc
2�−1/2 − 1� . �6�

Equations �4� and �6� determine the GT�V� dependence at
temperature T=0. In this limit, GT�V� has a constant positive
value G0 in the voltage region �V��Vc, discontinuities at
�V�=Vc, and, being negative, tends to zero when �V� grows
without limit.

III. THE EFFECT OF THERMAL FLUCTUATIONS

Conductance GT�V� already depends on temperature be-
cause the temperature-dependent modulus of the order pa-
rameter enters into it through G0. However, we assume that
the strong temperature suppression of the GT�V� peak ob-
served in Refs. 1 and 2 is chiefly caused by the small width
of this peak �
6 �V�, as a consequence of which thermal
fluctuations of the voltage substantially smooth out the peak
even at the extremely low temperatures of the experiment
�T�0.1 K�.

Under the action of voltage noise, the voltage between
the layers of the n–p system has a fluctuational component
Vf�t�. Provided that eV�T, the voltage noise is thermal and
is determined by the following correlation properties:

�Vf�t�� = 0, �Vf�t�Vf�t��� = 2TG0
−1��t − t�� . �7�
The Langevin equation for phase �t� is the equation of
motion for a Brownian particle in a viscous medium:

̇ − � + sin  = ��t� , �8�

where this equation describes the situation in which a peri-
odic �in the coordinate� force sin , a constant force v, and a
random force ��t� act on a particle with “coordinate” . Note
that the time in Eq. �8� is measured in units of �eVc�−1, while
the voltage and the random force are normalized to Vc: v
=V /Vc, ��t�=Vf�t� /Vc. Here the correlator ���t���t���
=2�T /EJ���t− t��, where EJ= Ic /e determines the energy
stored in the n–p contact: the given value of phase  corre-
sponds to the contact energy E��=EJ�1−cos �.

From the Langevin equation, Eq. �8�, the Smoluchowski
diffusion equation for the probability density �� , t� follows:

��

�t
=

�

�
�� du

d
+ 


�

�
��,t�� , �9�

where function u��=−v+1−cos  determines the “poten-
tial relief” of the diffusion problem, while the dimensionless
temperature 
=T /EJ has the meaning of the diffusion coef-
ficient. It is obvious that Eq. �9� is a continuity equation
whose right-hand side is �to within the sign� the divergence
of the probability flux. For the steady-state random process
considered by us, the probability flux

w = −
du

d
� − 


d�

d
�10�

is independent of . In this case, Eq. �10� with periodic
boundary conditions ��0�=��2�� and normalization condi-
tion �0

2����d=1 completely determines the probability
distribution ��� and the probability flux w.

It is convenient to write a solution of Eq. �10� that is
periodic in  as follows:8,9

��� =
w




exp�− u��/
�
1 − exp�− 2��/
��

2�+

d� exp�u���/
� .

�11�

Substituting Eq. �11� into the normalization condition gives
for the probability flux the expression

w =



4�
�1 − exp�− 2��/
��S0

−1��,
� . �12�

Here we have used the notation

Sn��,
� = �
0

�

d� �� exp�− 2��/
�I0�2



sin � ,

where I0�x� is the modified Bessel function of zeroth order.
The averaging of the Langevin equation, Eq. �8�, gives �̇�
=−�du /d�. From this, using the definition of probability
flux and the periodicity of ���, we get

�̇� = 2�w . �13�

Substituting Eq. �13� into the Langevin equation averaged
over fluctuations leads to the simple expression
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i = � − 2�w��� �14�

for the normalized mean tunneling current i= �I� / Ic= �sin �.
Equation �14� is the volt-ampere response �VAR� of the
n–p contact, smoothed by the thermal fluctuations. The fam-
ily of VARs for various values of parameter 
 is shown in
Fig. 1.

The normalized differential-tunneling conductance
gT�v ,
��GT�v ,
� /G0 is given by

gT��,
� = 1 − � exp�− 2��/
�S0
−1��,
�

− �1 − exp�− 2��/
��S1��,
�S0
−2��,
� . �15�

The differential-tunneling-conductance curves smoothed by
fluctuations are shown in Fig. 2 as a function of voltage. It
can be seen that the fluctuations substantially reduce the
height of the tunneling-conductance peak. The temperature
dependence of the normalized peak height g0�
��gT�0,
�,
which is given by

FIG. 1. Family of normalized VARs �v=V /Vc, i= �I� / Ic� of two-layer n–p
systems for various values of dimensionless temperature 
: 0.01 �1�, 0.1 �2�,
1 �3� �
=T /EJ�. The dashed curve shows the VAR at low temperature.

FIG. 2. Family of curves of normalized tunnel conductance gT �Eq. �15�� as
a function of voltage for the following values of dimensionless temperature

: 0.01 �1�, 0.1 �2�, 1 �3�.
g0�
� = 1 − �S0
−1�0,
� , �16�

is shown in Fig. 3 by a dashed curve.

IV. DISCUSSION OF THE RESULTS AND COMPARISON
WITH EXPERIMENT

Turning to the analogy with a Brownian particle in po-
tential u��, it can be immediately seen that, at temperatures

�1 and voltages v not too close to unity, the transition
probability of a particle from one potential minimum to an-
other is exponentially small. As a consequence, the mean
probability flux w makes a small contribution to the right-
hand side of Eq. �14�; hence, at low temperatures, the ther-
mal fluctuations have no effect on the VAR all the way to
voltages of v
1 �see Fig. 1�. The ohmic character of the
VAR at small 
 results in a plateau on the gT�v� dependence
�see Fig. 2�. Note that, for v�1, potential u�� has no
minima, and the particle �for v�1� almost freely slides
downward along the contour. In this case, 2�w
v and, ac-
cording to Eq. �14�, the mean current i is small.

In the low-voltage region, when the potential relief is a
curve with deep minima, particle-activation output from the
minimum has an appreciable probability only at sufficiently
high temperatures. As a consequence, all the VARs have the
same behavior when 
�1 �see Fig. 1�, and this results in a
pronounced low-temperature plateau of the differential-
tunneling-conductance peak �Fig. 3�. Such a plateau is
clearly visible on the experimental curves of Refs. 1 and 2.

Proceeding to a quantitative comparison of theory and
experiment, we should point out the following: The experi-
ment reported in Refs. 1 and 2 measured the temperature
dependence of two quantities, namely, the height and width
of the differential-tunneling-conductance peak. To correctly
compare the theoretical results obtained in Section III with
experiment, it should be kept in mind that their region of
applicability is limited by the condition that the fluctuations
must be thermal, i.e., eV�T. Such an inequality is satisfied
for all temperatures of the experiment for which the peak
height of the tunneling conductance was measured. Con-
versely, for the measurements of the temperature dependence

FIG. 3. Normalized peak height of differential-tunnelling conductance g0 vs
dimensionless temperature. The experimental points are taken from Ref. 2.
The dashed curve shows the g0�
� dependence, which is given by Eq. �16�,
while the solid curve is given by Eq. �17�.



Low Temp. Phys. 31 �10�, October 2005 A. I. Bezugly  883
of the peak width, the condition that the fluctuations must be
thermal breaks down in the entire temperature interval.

The temperature dependence of the differential-
tunneling-conductance peak given by Eq. �16� is compared
with experiment2 in Fig. 3. It can be seen in the figure that
satisfactory agreement of the theoretical �dashed� curve with
experiment is achieved by means of one adjustable param-
eter EJ �=83 mK�. It is assumed in this case that G0 is inde-
pendent of temperature. Such an approximation is justified
when the value of eVc that characterizes the peak width is
small by comparison with the critical temperature Tc. At the
same time, the agreement of theory and experiment can be
improved if the G0���T�� dependence is taken into consider-
ation. Actually, from the real part of Eq. �1�, neglecting the
contribution of the small term proportional to T12, it follows
that ���T� /��0��2=1−T2 /Tc

2. In this case, for the normalized
peak height, we get the expression

g0�
� = �1 − �S0
−1�0,
���1 − 
 2�EJ/Tc�2� . �17�

The curve given by Eq. �17� with Tc=0.24 K is indicated in
Fig. 3 by a solid curve. It can be seen that taking the tem-
perature dependence of G0 into account improves the agree-
ment of theory and experiment.

V. CONCLUSION

The effect of temperature on the differential-tunneling-
conductance peak of a two-layer electron-hole n–p system
has been considered. This peak is a consequence of the in-
terlayer phase coherence that arises spontaneously in an
n–p system as the temperature decreases. The extremely
small width of the peak �caused by the proportionality of Vc

to the modulus of the matrix element of the interlayer tun-
neling� results in strong smearing and suppression of the
thermal-fluctuation peak even for extremely low tempera-
tures T�eV .
c
The treatment is based on the dynamic equation obtained
earlier7 for the order parameter of n-p systems. The applica-
bility of this equation to the description of systems consisting
of two electron layers in a strong perpendicular magnetic
field1,2 is caused by a single mechanism for both systems—
the appearance of phase coherence, namely, Bose condensa-
tion of electron-hole pairs with spatially separated compo-
nents. As a result, the structure of the dynamic equation is
completely analogous for both types of systems �see, for ex-
ample, Ref. 10�. The role of the magnetic field in this case
mainly consists of strengthening the Coulomb attraction of
an electron and a hole.11

The author expresses gratitude to S. I. Shevchenko for
useful discussions.
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This paper discusses the thermal conduction of solid methane at temperatures below the phase-
transition temperature. An increase of the thermal conduction of the samples in time is detected
at temperatures below 5 K after rapid cooling. The observed effect is associated with the concen-
tration decrease of the T modification as a result of conversion. The characteristic time of the
nuclear-spin conversion of methane is determined in the 1.8–5-K temperature region. © 2005
American Institute of Physics. �DOI: 10.1063/1.2126945�
I. INTRODUCTION

The process of nuclear-spin conversion in solid methane
establishes the equilibrium distribution between the spin
modifications of the molecules �E, T, and A, with total
nuclear spins of I=0, 1, and 2, respectively�. At sufficiently
high temperatures, relaxation of the spin subsystem occurs
rapidly, and the distribution of the modifications differs little
from the equilibrium distribution. As the temperature de-
creases, the conversion rate slows down, and the distribution
of the modifications corresponding to the higher temperature
can be maintained in the system for a long time. The conver-
sion rate is determined by the interaction of the proton spins
and by the probability of transfer of conversion energy to the
methane lattice �to the phonon subsystem�. The distribution
of the molecules of solid methane over nuclear-spin modifi-
cations and the nuclear-spin conversion time at different tem-
peratures have been investigated in a number of experiments
using the data of NMR methods �see, for example, Refs.
1–3�, magnetic susceptibility,4 neutron scattering,5,6 heat-
capacity measurements,7 dilatometric measurements,8 and
also theoretically.9 The conversion process speeds up when a
krypton impurity is introduced into the pure methane.5,10,11 In
the partially ordered phase II of pure methane, where three-
fourths of the molecules are orientationally ordered and per-
form librational vibrations and one-fourth of the molecules
rotate almost freely, two characteristic relaxation times are
observed, which correspond to nuclear-spin conversion pro-
cesses in different sublattices. Nijman and Berlinsky9 esti-
mated the conversion rate at liquid-helium temperatures in
the different sublattices. The characteristic nuclear-spin con-
version times of almost freely rotating molecules, deter-
mined in various experimental papers, have rather large scat-
ter. We should point out that a paramagnetic impurity of O2,
usually present in methane, even in insignificant amounts,
has a strong influence on the conversion rate. Despite the
rather large amount of work devoted to this problem, the
conversion process in methane is still not clear.

The influence of conversion on thermal conductance was
detected in Ref. 12, but it was not investigated quantitatively.
The thermal conduction of solid methane strongly depends
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on the character of the orientational motion of the molecules.
Anomalous behavior of the thermal conductance is observed
in the partially ordered phase of CH4.12 The authors of this
article assumed that the low value of the thermal-conduction
maximum and the loss of the exponential dependence above
the temperature of the maximum are the result of the pres-
ence of a strong phonon-scattering mechanism, associated
with rotational excitation of the methane molecules. The
thermal conduction at 4.8 K both after rapid cooling from
25 K and after heating from 1.5 K was also measured for
this paper. The resulting thermal conductivities differed by
about 10%. The authors explained such behavior by the in-
fluence of nuclear-spin conversion on the thermal conduction
of methane.

The reason that the treatment of the behavior of the ther-
mal conduction of methane in phase II is so complex is that
the phonon scattering can depend on two types of rotational
excitations: weakly hindered rotors and librations. In the
temperature region below 5 K, the preferred �strongest�
phonon-scattering mechanism is phonon-rotation interaction,
since the energy spectrum of a CH4 rotor has several low-
lying energy levels, spaced not far from each other, which
can participate in resonance scattering of the phonons. The
three nuclear-spin modifications of CH4 can scatter phonons
independently of each other. The molecules of the T modifi-
cation of the almost freely rotating rotor are the strongest
source of phonon scattering at low temperatures,10 since they
can most efficiently absorb thermal phonons with an energy
equal to the energy difference ��E=12.4 K� between the
ground level and the first excited level of the spectrum of
rotational motion. We should point out that the concentration
of molecules of the T modification of methane decreases as
the temperature decreases, since, as a result of conversion,
the molecules of the T modification transform into the more
stable A modification. This process affects the thermal con-
ductance, since the number of scattering centers �molecules
of the T modification of methane� is reduced. Consequently,
when the methane sample is rapidly cooled, it is possible to
create a nonequilibrium distribution between the nuclear-spin
modifications, which will tend to equilibrium as a result of
© 2005 American Institute of Physics
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the nuclear-spin conversion process. In this process, the
number of molecules of the T modification will decrease, and
this must increase the thermal conductance. The relaxation of
the thermal conductance is thus directly associated with re-
laxation of the molecules of the T modification, tending to
thermodynamic equilibrium.

Experiments were carried out for this paper to observe
relaxation effects in the thermal conduction of solid methane
in the temperature region below 5 K. The relaxation effect
must be associated with the nuclear-spin distribution. The
investigation of the conversion effect in the thermal conduc-
tion of methane can give irrefutable evidence in favor of the
concept of the resonance nature of phonon scattering at ro-
tational states dependent on the spin states.10,13

II. EXPERIMENT

Measurements of the thermal conduction of four samples
of solid methane were made in the temperature interval
1.8–20 K. The chemical purity of the methane was 99.98%,
and the concentration of O2 impurity was below 0.01%. The
samples were grown from the liquid phase in a cylindrical
stainless steel ampule 38 mm long and 4.5 mm in internal
diameter. We should point out that the upper end of the am-
pule containing the sample has a gradient heater, the middle
part of the ampule has two resistance thermometers �upper
and lower, the distance between which is 20 mm�, while the
lower end is attached to a heat sink. The measurement cell is
described in Ref. 14. The growth rate of the samples was
0.07 mm/min, with a constant temperature gradient of
0.18 K/mm being maintained along the sample. When the
growth was complete, the samples were cooled to 30 K at a
rate of 0.15 K/min with the same gradient.

The thermal conduction measurements in the sample at
temperatures 1.8–20 K were made by a planar steady-state
method �the thermal potentiometer method�.

Measurements were first made of the temperature depen-
dence of the thermal conductivity, K�T�, corresponding to a
distribution of the CH4 molecules over the spin modifica-
tions close to thermodynamic equilibrium. The results of the
measurements of the thermal conductivity of methane are
shown in Fig. 1. The results of this paper in terms of the
position of the maximum and the behavior of the thermal
conductivity closely agree with the data of Ref. 12.

FIG. 1. Thermal conductivity of solid methane vs temperature.
Relaxation of the thermal conduction in a methane
sample was detected after rapid cooling from 7.1 to 2.6 K.
The sample was held for 1.5 h at a temperature of 7.1 K in a
state of thermal equilibrium, since the characteristic time of
nuclear-spin conversion at this temperature is about half an
hour �see below in Fig. 4�. The sample was then quickly �in
3 min� cooled to 2.6 K. The time dependence of the thermal
conductivity, K�t�, was measured at this temperature for
12 h. The mean time between measurements was about
18 min. The thermal conductivity increased with time. Fig-
ure 2 shows the time dependence of the thermal resistance of
the sample at 2.6 K. The curve in Fig. 2 is an exponential
dependence with a relaxation time of �=152 min. It is natu-
ral to assume that the observed relaxation of the thermal
resistance corresponds to a decrease with time of the number
of scattering centers.

The concentration variation of each modification with
time t �when the conversion rate is independent of the con-
centration of the modifications� can be written as

n�t� = neq + �n0 exp�− t/�� ,

where neq is the equilibrium concentration of the modifica-
tion, n0 is the concentration of the modification at the initial
instant, �n0=n0−neq is the difference of the concentrations
from the equilibrium value at the initial instant, and � is the
characteristic time of the nuclear-spin conversion. At con-
stant temperature, the thermal resistance of the crystal �when
it is determined by only one spin modification �the T
modification13�� depends on time as

W�t� = Weq + Wext exp�− t/�� ,

where Weq is the total thermal resistance for the equilibrium
distribution of the spin modifications �caused both by the
phonon-rotational scattering and by other mechanisms�, and
Wext is the additional resistance, associated with the nonequi-
librium concentration of the T modification at the inital in-
stant. Consequently, the characteristic nuclear-spin conver-
sion time can be determined from the time dependence of the
thermal resistance obtained after rapid cooling of the sample.
However, the measurement of the thermal conduction by the
thermal potentiometer method assumes that the sample
reaches the steady-state regime in two stages of the tempera-
ture measurement in the sample: with the gradient heater
turned on and without heating. The steady-state regime can

FIG. 2. Thermal resistance of solid methane vs time after rapid cooling.
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be completely reached in the methane sample only when the
nuclear-spin modifications of the equilibrium state are
reached. The thermal conductivity measurements were there-
fore carried out in the quasi-steady-state regime. The relative
variation of the thermal resistance in this case is small:
�Wext−Weq� /Weq=6% �Fig. 2�. For such an insignificant
change of the thermal resistance, the accuracy with which the
conversion time is determined is not very high.

To increase the accuracy with which the nuclear-spin
conversion time in the sample is determined, a temperature-
gradient relaxation method was proposed and implemented.
The relaxation of the temperature gradient is directly associ-
ated with the relaxation of the thermal conduction in the
sample. The essence of the method is as follows: After the
sample is quickly cooled to the measurement temperature,
the temperature gradient along the sample in time is recorded
in the constant-thermal-flux regime. The sample is initially
held in a state of thermal equilibrium at a temperature of
10 K for an hour with the gradient heater for the sample
switched on. The heater was switched on in order to create a
constant heat flux along the sample, directed from above
downward. The heater power was chosen so that the tem-
perature difference between the upper and lower thermom-
eters was about 0.3 K. The sample was then quickly cooled
�in 3–5 min� to a temperature of T�5 K, after which the
temperature of the lower thermometer was stabilized at a
constant heat flux along the sample. The temperature gradi-
ent was measured for 5–6 h, with the temperature of both
thermometers being recorded every 0.2 min. An exponential
decrease in time of the temperature difference between the
thermometers was observed. One of the experimental curves
��T�t�−�Teq� on a semilog scale is shown in Fig. 3 �the
temperature of the lower thermometer was T=2.3 K�. Here
�T�t� is the temperature difference between the upper and
the lower thermometers at time t, and �Teq is the same value
when the sample reaches complete thermal equilibrium. The
relaxation time of the sample was determined from the slope
of the curve. Figure 3 shows two exponential sections. The
first of them is associated with the establishment of the
quasi-steady-state regime in the sample �thermal relaxation�
and is characterized by relaxation time �state. At T=2.3 K,
�state=13 min. In our measurements, �state varied within the
limits 13–30 min. We assume that the second section is
characterized by the nuclear-spin conversion time �, since

FIG. 3. Value of �T−�T vs time for CH at T=2.3 K.
eq 4
only thermal relaxation was observed in control measure-
ments carried out on a sample of pure solid Kr similar to
those described above. The characteristic time �state in Kr
corresponded to the establishment of the steady-state regime
in the sample and was determined by its thermal diffusivity.

For methane at T=2.3 K, �=106 min. Similar behavior
of �T is observed in the temperature interval 1.8 K�T
�5 K. The relative variation of the quantity �T observed in
experiment is ��Text−�Teq� /�Teq=1.8 for T=2.3 K, where
�Text is the temperature difference at the initial instant. Table
I indicates the nuclear-spin conversion times � obtained in
experiment.

The results obtained in this paper qualitatively agree
with those that appear in the literature, obtained for the case
of a free rotator, although their magnitude is a little larger in

TABLE I. Characteristic relaxation times � obtained after rapid cooling,
using the method of relaxation of the temperature gradient in the sample.

FIG. 4. Dependence of � on inverse temperature. Comparison with literature
data: � our data, � data of Buchman et al.,3 � Colwell et al.,7 � Code and
Higinbotham,4 � Piott and McCormick,2 � Aleksandrovskii et al.8 The
curves show the theoretical calculations of Ref. 5: for a free rotator �1� and
for orientationally oriented molecules �2�.
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the given temperature region. In Fig. 4, the curves show the
calculation of the conversion rate � from the expression
taken from Ref. 5:

� = 1/� = A�1 + 2n̄k�E1�� + B exp�− C/T� ,

n̄k = �exp��k/kBT� − 1�−1,

where the first term in the expression is a result of the Bose
factor,9 and the second term includes the thermally activated
process; for the free rotator, E1=12.4 K is the energy of the
0→1 transitions, A=0.81 h−1, B=42.6 h−1, and C=19.3 K;
for ordered molecules, E1=1.7 K, A=0.024 h−1, B=447 h−1,
and C=44 K.5

At temperatures close to T=5 K, our data lie between
the data for a free rotator and for orientationally ordered
molecules.

Relaxation of the temperature gradient was also ob-
served after the sample was rapidly heated from
1.9 to 4–5 K. Unfortunately, the relaxation time could not
be determined, since the variation of the gradient was small.
An increase of the gradient with time was observed, and this
corresponded to an increase of the number of molecules of
the T modification of methane as a result of the inverse
nuclear-spin conversion process. The fact of inverse conver-
sion serves as an additional argument in favor of the concept
of thermal transport in pure methane according to which one
of the phonon-scattering mechanisms is resonance scattering
by rotational excitations of molecules of the T modification
of a weakly hindered rotor of solid CH4 in phase II.

The thermal conductivity of pure methane has thus been
measured in the temperature region 1.8–20 K. Relaxation of
the thermal conduction �increase of the thermal conduction�
is observed in the temperature region below 5 K after rapid
cooling of the sample from 7.1 K. The characteristic relax-
ation time has been determined in the temperature interval
1.8–5 K. It is concluded that the relaxation of the thermal
conduction is associated with a reduction of the number of
molecules of the T modification of a hindered rotor as a
result of the nuclear-spin conversion process.

The authors express gratitude to V. V. Dudkin for help in
making the measurements.
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This paper discusses the question of how the weak localization of the low-energy acoustic vibra-
tional mode, whose dispersion law has a large flat section, affects the propagation of sound and
heat in a nonideal chainlike crystal. Analytical expressions are obtained for the thermal-
conduction and sound-damping coefficients for the low-temperature region. The role of specific
interference processes of phonon scattering at phonon-density fluctuations close to defects under
conditions of weak interaction between the chains is analyzed. It is shown that, in the low-
frequency region, where the dispersion law of the vibrational mode under consideration mani-
fests quasi-one-dimensional properties, the renormalization of the thermal-conduction and sound-
damping coefficients can be revealed experimentally when the atomic concentration of defects is
c�5%. The nonstandard temperature dependence of the speed of sound is discussed. © 2005
American Institute of Physics. �DOI: 10.1063/1.2126946�
I. INTRODUCTION

Investigators have recently devoted significant attention
to systems with reduced dimension. References 1–3 dis-
cussed the possibility of weak localization of acoustic pho-
non modes in a nonideal chainlike crystal lattice and its ef-
fect on the low-temperature lattice coefficients of thermal
conduction and sound damping. Acoustic modes with dis-
placement vectors oriented parallel and perpendicular to
weakly bound chains have been specifically considered. Vi-
brational modes of the first type are longitudinally polarized
excitations, while modes of the second type are so-called
bending excitations.4–6 Such modes are detected in experi-
ments on inelastic neutron scattering in quasi-one-
dimensional single crystals of �TaSe4�2I and
�Ta1−xNbxSe4�2I.7,8 The given crystals are characterized by
appreciable anharmonism of the vibrations of the atoms in a
direction perpendicular to the chains at a temperature of
T�1 K.

An anomalous low-energy acoustic branch was detected
in the same crystals in the �� ,� ,0� direction and polarized
along the direction of the chains. It very rapidly flattens out
as wave vector k increases and remains in the flat regime in
a large part of the Brillouin zone with characteristic fre-
quency �0. It should be emphasized that the flat regime of the
dispersion curve for acoustic transverse phonons in a large
part of the Brillouin zone is insensitive to temperature and is
maintained from the lowest temperatures �T�1 K� all the
way to room temperatures. The presence of such an anoma-
lous vibrational mode has a substantial effect on the propa-
gation of heat and sound in the given compounds.9,10 We
should point out that the nature of the flat dispersion mode
has so far not been precisely established. It may simply have
a hybridization character �the optical branches corresponding
to interchain interaction and polarized along the z axis are
anomalously low�.
1063-777X/2005/31�10�/6/$26.00 888
The unusual behavior of the dispersion law of these
compounds reflects the fact that, beginning at some charac-
teristic frequency �0, the vibrations of the chains are inde-
pendent. However, the presence of weakly anharmonic inter-
action between the chains in this case remains in principle.
Because of the large phase volume of the one-dimensional
dynamic behavior, localization effects �multiple interference
on each chain�, which are inherent to low-dimension sys-
tems, become important.1–3,11,12 They would occur in a three-
dimensional system only for fairly strong disorder and have
been analyzed in Refs. 13–16.

The goal of this paper is to investigate the contribution
of localization corrections to the thermal conduction and
sound damping from an acoustic low-energy dispersion
curve with a large flat section. As far as models of disorder
are concerned, we shall restrict ourselves to the case of di-
agonal disorder. It is assumed that the vibrational excitations
are elastically scattered at point defects, as well as at each
other as a consequence of anharmonism. Moreover, the an-
harmonic damping is considered to be much less than the
impurity damping of the excitations.

II. SETTING UP THE PROBLEM

Let us consider a crystal with isolated impurity atoms.
We shall describe its dynamic properties by a standard
Hamiltonian, taking into account contributions of third- and
fourth-order anharmonism:

H = H + H + H = H + H , �1�
0 imp int � int

© 2005 American Institute of Physics
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where
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�� − �nn�
�0���.

Here H0 is the Hamiltonian of the unperturbed harmonic
atomic lattice, Himp is the perturbation caused by impurities
in the system, H� is the Hamiltonian of a harmonic nonideal
lattice, and Hint describes the dynamic anharmonic interionic
interaction. As usual, the quantities un

� and pn
� are the Carte-

sian components of the displacement and momentum opera-
tors of the nth atom; M and M0 are the masses of the atoms
of the impurity and ideal lattice, respectively �it is assumed
that the impurity is light; i.e., M �M0�; and �nn�, �nn�n�, and
�nn�n�n� are the matrix elements of the second-, third-, and
fourth-order force parameters. Index 0 denotes the param-
eters of the regular system. Factor cn equals zero if an atom
of the matrix is at node n and equals unity if a point defect is
at that node. The configuration mean 	cn
n equals the impu-
rity concentration c. For simplicity, we assume in what fol-
lows that the matrices of the force parameters are diagonal in
the Cartesian indices. To simplify the notation, we replace
the combination of nodal subscript n and Cartesian super-
script � by n. When carrying out specific calculations, we
assume the disorder to be diagonal; i.e., we regard the impu-
rities as isotopic defects. In this case, we draw no distinction
between �nn�n� and �

nn�n�
�0� , nor between �nn�n�n� and

�
nn�n�n�
�0� . We thus consider only the anharmonism of the ma-

trix and assume that it is weak. The results can be general-
ized to the case of off-diagonal disorder, when ��nn��0.

III. DESCRIPTION OF THE MODEL

We consider a simple dynamic model of a chainlike
crystal, whose lattice possesses tetragonal symmetry with pa-
rameters a, b of the unit cell. Here b is the parameter that
characterizes the distance between the atoms in a chain, and
a is the parameter that determines the distance between
chains. We assume that the effective force interaction be-
tween the atoms along the tetragonal axis z��� is substan-
tially stronger that the interaction in the base plane xy���.

Using the experimental data from inelastic neutron scat-
tering in Ref. 7 for the transverse flat-dispersion acoustic
mode propagating in the base plane and polarized along the z
axis, a very simple model dispersion law of the following
form was proposed:

�2�k� = �2�k�,k�� = � v�
2k�

2 + v�
2 k�

2 , 0 � k� � k�
0,

�2�k�� + v�
2 k�

2 , k�
0 � k� � k�

B.

�2�

Here ��k��=��kx ,ky���0 is the characteristic frequency,
whose value �0=�0 /2�0.1–0.2 THz varies as a function
of the propagation direction in the base plane and is almost
independent of temperature; v� is the speed of sound in the
base plane �v� �500 m/sec�; and v� is a speed very close to
the longitudinal speed of sound v33 in the direction of the
chain �v��v33=4260 m/sec�. The wave vector k�

0=�k�
B��

�0.3� fixes the transition from the “propagating” character
of this mode to the “nonpropagating” character for wave vec-
tors k� �k�

0.
Let us determine the function of the square density of

phonon states in the frequency interval 0��2��0
2. Accord-

ing to Eq. �2�, we have

g���2 =
1

N
�
k


��2 − �2�k�� =
a2b�

42v�
2v�

; �3�

i.e., the dependence has a quasi-three-dimensional character.
In the quasi-one-dimensional region of the spectrum �0

2

��2��max
2 , the density of states is expressed by

g��� = 2�g��2� =
�2

��

1
�1 − ��0/��2

. �4�

Thus, in the frequency interval of interest, the density-
of-states function g��� of the transverse flat-dispersion mode
weakly depends on frequency. When �0

2��2, it coincides
with the asymptotic value of the density-of-states function of
the longitudinal modes.1

We should point out that, by using Eqs. �3� and �4�,
function g��� is determined in the entire interval of low and
intermediate frequencies.

IV. DAMPING OF LOW-FREQUENCY SOUND

Sound propagation depends on the elasticity of the crys-
tal lattice. Its damping is determined by the imaginary part of
the polarization operator of a one-particle lattice Green’s
function. Let us introduce into consideration the one-particle
retarded Green’s function G+,17 assembled on the operators
of dynamic atomic displacements un:

Gnn�
+ �t − t�� = − i��t − t��	�un�t�,un��t���
 . �5�

Symbol 	 
 denotes statistical averaging with the Hamiltonian
H�. In the momentum representation, the Green’s function of
the jth polarization mode averaged over impurity configura-
tions is determined by

�G̃j
+�−1�k,�� = �Ḡj

+�−1�k,�� − � j�k,�� . �6�

Here Ḡj
+�k ,�� is the configuration-averaged retarded single-

particle Green’s function, corresponding to the total har-
monic Hamiltonian H�, and � j�k ,�� is the polarization op-
erator. In this case,
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Ḡj
+�k,�� = ��2 − � j

2�k� − i
�

�i
j����

−1

, �7�

where the lifetime for elastic processes is

�i
j��� = �

2
c�2�2gj����−1

, �8�

gj��� is the spectral partial density-of-states function of the
vibrational mode of the jth polarization, �= �M0−M� /M0,

and c is the concentration of isotopic defects �c�1�. Param-

N

eter c�2 determines the measure of the disorder.
To determine the temperature-dependent part of the

damping coefficient of low-frequency sound, it is necessary,
taking into account the anharmonic interaction of the
phonons, to find the imaginary part of the polarization opera-
tor � j of the single-frequency lattice Green’s function. It can
be shown that, in the approximation of cubic anharmonism
�see Refs. 2 and 19�,

Im � j = Im �1
j + Im �2

j , �9�
where
Im �1
j �k,�� =

�

T
�
k1

�k,k1+k/2,k1−k/2�k,k1+k/2,k1−k/2�
0

� d�1

2
n��1��n��1� + 1�Re�Ḡk1+k/2

+ ��1 − ��Ḡk1−k/2
− ��1�� ,

Im �2
j �k,�� =

�

T
�

k1,k2

�k,k1+k/2,k1−k/2�k,k1+k/2,k1−k/2�
0

� d�1

2
n��1��n��1� + 1�

�Re�Ḡk1+k/2
+ ��1 − ��Ḡk1−k/2

− ��1�Uk1,k2

j ��,�1�Ḡk2+k/2
+ ��1 − ��Ḡk2−k/2

− ��1�� .
Here n��� is the equilibrium Planck’s function of the phonon
distribution, while the diffusion vertex Uk1,k2

j �� ,�1�=Uj�k1

+k2 ;� ,�1�=Uj�q ;� ,�1� is the sum of the fan-type graphs
�see below�. The first term in Eq. �9� describes the correction
to the damping of phonons because of the standard anhar-
monic interaction between acoustic phonons in the presence
of defects. The second term appeared because of taking into
account the interaction of the acoustic mode with the two-
phonon coherent states, which determine the weak-
localization regime when the following conditions are satis-
fied:

qlj � 1, �� i
j � 1, �10�

where lj =v j�i
j is the free path of a phonon of jth polarization,

limited by elastic scattering at impurities. In writing Eq. �9�,
we carried out the first iteration in the Bethe-Salpeter equa-
tion for a two-frequency lattice Green’s function; i.e.,
Im � j�k ,�� as a result of the term Im �2

j �k ,�� includes only
the first diffusion correction.

Expressions were obtained in Ref. 1 for the vertex Uj in
the case of longitudinal and bending modes of the vibrations.
The contributions of these modes to the vertex Uj were con-
sidered independent in the calculations. Using the results of
Ref. 1, it can be shown that the expression for the vertex U
�we shall omit superscript j in what follows� in the region of
relatively low frequencies, where the vibrational spectrum
manifests quasi-one-dimensional properties when the trans-
verse dispersion is neglected, has the form

U�q;�1,�� =
2�1

2

�i
2��1�g��1�

1

D�
0 q�

2 − i� +
1

�N��1�

�11�

Here D�
0 =v�

2 ��1��i��1�, v�
2 =v�

�2�1−�0
2 /�1

2�, and �1��0.
Term 1/� in Eq. �11� takes into account the delocalization
role of the normal anharmonic processes. At low tempera-
tures, phonon scattering occurs mainly at impurities:
�i

−1��T���N
−1��T� ��T=kBT /� is the characteristic frequency

of the phonons�. However, the presence of phonon-phonon
scattering, as before, remains important. Taking the weak
anharmonic damping into account in the diffusion vertex can
radically alter the contribution of the localization corrections
in the damping of sound and thermal conduction. Let us give
the anharmonic interaction parameter �3 in the standard ap-
proximation:

�3�k,k1,k2� = − i	̃3��k���k1���k2� ,

	̃3 =
	3

�	�
2	��1/2 . �12�

Here 	�, 	��	��	��, and 	3 are the effective harmonic and
anharmonic force constants. Note that, in order of magni-
tude,

	̃3
2�max

	�
2	�

= 	̃3
2�max � 10

	u2

a2 = 10
A, �13�

where 	u2
 is the mean square of the atomic displacements,
�max��3��� is the maximum frequency in the acoustic spec-
trum, a is the characteristic interatomic distance, and 
A is
the anharmonicity parameter. Its value can be of the order of
10−1−10−2, but not 10−3 �see, for example, Ref. 10�.

The separate terms of the polarization operator that ap-
pear in Eq. �9�, taking Eq. �12� into account, are determined
as follows:

Im �1�k,�� = 2	̃3
2�2�k�

�

T
�
k1

�2�k1�n���k1��

��n���k �� + 1�� ���k �� , �14�
1 i 1
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Im �2�k,�� = 	̃3
2�2�k�

�

T
�

�0

�max d�1

2
g��1�n��1�

��n��1� + 1��
q

U�q;�1,�� . �15�

In obtaining Eqs. �14� and �15�, we neglected the small
terms k and q in the arguments of the Green’s function and
the anharmonic vertex �3. After this, the integration over
d�1 and the summation over q in Eq. �15� were factorized.

The sum in Eq. �14� diverges in the region of the limit-
ing low temperatures. It becomes finite if one takes into ac-
count the weak anharmonic damping of the thermal phonons
and the fact that they are scattered at the boundaries of the
sample. The sound-absorption mechanism described by Eq.
�14� is substantial in the intermediate temperature region,
where the scattering of thermal phonons is sensitive to
defects.18 The expression for Im �2 is valid in the frequency
interval �0����max, in which the dispersion law displays
quasi-one-dimensional behavior.

Let us consider sound whose frequency satisfies the con-
dition ��i�1. The temperature-dependent part of the sound-
damping coefficient, taking into account Eq. �9� can be writ-
ten as

���� = �1��� + �2��� =
Im �1���k�� + Im �2���k��

2��k�
,

�16�

assuming ����k�. Let us consider the situation in which
the standard anharmonic interaction of the thermal phonons
can be neglected in a nonideal crystal. Let us clarify under
what condition this is possible. If Im �1 is computed using
the spatial Fourier components of the Green’s functions of an
ideal lattice, we get for phonon damping �N

−1, as a conse-
quence of N processes in the zeroth approximation in the
anharmonic phonon interaction,

�N
−1 = 	̃3

2���2�k�
�0

2

��
3 exp�− ��0/kBT�

=
	G

2 �T�h
M0��a2�2�k�

�0
2

��
3 exp�− ��0/kBT� , �17�

	G�T� is the Grüneisen constant, and M0 is the mass of the
atom. Then, using Eq. �8�, the inequality �i

−1��N
−1 is satisfied

if

c�2 � 	G
2 �T�

���

M0v
2

�0
2

��
2 exp�− ��0/kBT� , �18�

and v is the mean speed of sound.
We should point out that the Grüneisen constant at low

temperatures for the vibrational mode under consideration
depends very substantially on the temperature and increases
as 	G�T��T−2 as temperature decreases. It is estimated to be
about 102 when T=1 K.9,10

A typical experiment on the absorption of sound has
been carried out at frequencies in the megahertz range. Tak-
ing Eq. �17� into consideration and using the experimental
data of Refs. 7–10 for the compound �Ta1−xNbxSe4�2I �M0

�10−25 kg, �� /2�1012 Hz, a�10 Å, T=4 K, 	G�20,
� /2�1011 Hz�, we get
0
�N
−1

�
� 10−2 �

��

, �19�

i.e., ��N�1. This inequality demonstrates a weak depen-
dence of the diffusion vertex of Eq. �11� on �N

−1. Let us esti-
mate how realistic is the contribution of the weak localiza-
tion effect to the sound damping. Let us compare �1 and �2.
Omitting the intermediate computations, in the approxima-
tion of the dominant phonons from Eqs. �14� and �15�, using
Eqs. �11�, �16�, and �19�, we have

�2

�1
=

1

8
� 1

2�i�
. �20�

Let us make a numerical estimate of Eq. �20� for T=4 K.
With c�2�10−2 and � /2=50 MHz, we get �1 /�2�0.16. It
can be concluded that the contribution of the weak localiza-
tion effect of the flat-dispersion acoustic vibrational mode to
the damping coefficient of sound in the low-temperature re-
gion becomes appreciable at an atomic defect concentration
of c�5%. Note that the damping mechanism for �2 can be
experimentally identified from the frequency dependence
�2��3/2.

V. TEMPERATURE DEPENDENCE OF THE SPEED OF
ULTRASOUND

Another characteristic associated with the propagation of
sound is its speed. Its temperature dependence is determined
by the real part of the polarization operator, corresponding to
the fourth-order dynamic anharmonic interion interaction
�the second term in the Hamiltonian Hint�. In first order of the
anharmonic perturbation theory, taking into account impurity
scattering,20–22 the polarization operator �4 corresponding to
four-phonon interaction processes is determined by

�4 = −
i

4�
k1

�k,−k1,k1,−k
4 �

0

� d�1

2
coth

�1

2T
�Ḡ+�k1,�1�

− Ḡ−�k1,�1�� . �21�

Let us assign the anharmonic vertex �4 in the standard ap-
proximation:

�k,−k1,k1,−k
4 = 	̃4�2�k��2�k1�; 	̃4 =

	4

	2
2 , �22�

where 	4 is the fourth-order effective anharmonic force con-
stant. Taking into account Eqs. �7� and �22�, after a number
of transformations, we get from Eq. �21� that

�4��,k� =
	̃4

8
�2�k��

0

�max

d��k1�g���k1����k1�

�coth
��k1�

2T
= �2�k���T� . �23�

In experiment, one usually measures the temperature de-
pendence of the relative variation of the speed of an ultra-
sound wave,
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v�T� − v�T0 = 0�
v�T0 = 0�

=
�v�T�

v
.

In lowest-order perturbation theory, in terms of the anhar-
monic interaction �4, the value of �v /v in terms of the
model dispersion law of Eq. �2� is determined by

�v
v

=
�v�

v�

=
�v�

v�

=
d��T�

dT
T

= −
Th

8Mv2�	G
2 �T�C�T� − U�T��	G

2 �T�
dT

� . �24�

here

C�T� =
1

T2�
0

�max

d�g����2n����n��� + 1� ,

U�T� =
1

2
�

0

�max

d�g���� coth
�

2T
,

�	̃4�T���max �
	G

2 �T�h
M�maxa

2 .

According to Eq. �24�, the total renormalization of the speed
of sound is determined by two terms. In considering the low-
temperature region in Eq. �24�, the behavior of the second
term is essential. It results in an increase �v /v as T in-
creases. However, its role becomes secondary at a certain
temperature �since 	G�T��const�, and the variation �v /v
will be determined chiefly by the first term in Eq. �24�. The
results of an experimental investigation of renormalization of
the speed of sound in quasi-one-dimensional systems are re-
flected in Ref. 10. They are evidence that there is a maxi-
mum in the temperature dependence of �v /v for the
�Ta1−xNbxSe4�2I system.

VI. LATTICE THERMAL CONDUCTION

Using the standard Kubo formula, let us determine the
static thermal-conductivity tensor ���� for the low-
temperature interval in which the free path is dictated by the
elastic scattering of phonons by defects. The case of a lay-
ered crystal is discussed in detail in Refs. 11 and 12.

In the case of a chainlike crystal, the lattice possesses
axial symmetry, and the tensor ���� has two principal values,
which we call �� and ��. They characterize the thermal con-
ductivity in the xy plane and along the z axis, respectively.
According to Ref. 1, in the one-dimensional approximation,
we have

���� =
1

NT2�
k

�2�k�n���k���n���k�� + 1�D������k��

�25�

�N is the number of lattice atoms per unit volume�. In Eq.
�25�, D��� denotes the diffusion-coefficient tensor, and � is
the Cartesian index. The quantity D �� � has the form
��� 1
D�����1� =
4

g��1�

� �
kk�

v��k�v���k����k���k��G2�k,k�;�1� .

�26�

We recall that the quantities ��k� and v=���k� /�k in
Eqs. �25� and �26� are the dispersion law and the group ve-
locity of the phonon mode with quasi-momentum k. The
spatial Fourier component of the two-particle Green’s func-
tion G2 is expressed in terms of the one-particle Green’s
functions:

G2�k,k�;�1� = lim
�→�

	Gkk�
+ ���Gkk�

− ��1 − ��
c, �27�

where the symbol 	. . .
c denotes averaging over the different
impurity configurations. In general �see Refs. 1, 20, 23, and
24�, in the momentum representation, the equation for G2 is
written in the form of the Bethe–Salpeter equation:

G2�k,k�;�1� = lim
�→�

�G̃k
+��1�G̃k�

− ��1 − ��

��
kk� + �
k1

U�k,k1;�1,��G2�k1,k�;�1,��� . �28�

We shall consider the role of the inverse coherent-scattering
processes �certain specific interference processes that appear
when phonons are scattered at fluctuations of the phonon
density of states close to defects�. As pointed out above, they
determine the weak localization regime, implemented when
inequalities �10� are satisfied. In the case of interest to us, the
vertex part of U that appears in Eq. �28� is determined by Eq.
�11�.

Let us determine the principal value of tensor D� when
inequalities �10� are satisfied. Using the representation for
the Green’s function in Eq. �7� and taking into account Eqs.
�26� and �28�, we have

D���1� = D�
0 ��1��1 −

�i
2��1�
2�1

2 �
q

U�q;�1�� . �29�

After substituting into Eq. �29� the expressions for the ver-
tex, Eq. �11�, in which the weak anharmonic interaction of
the thermal phonons �N processes� is taken into account, we
get an expression for D� in the form

D���1� = D�
0 ��1��1 −

1

8�2
��N

�i
� . �30�

We should emphasize that the deviation of D���1� from
D�

0 ��1� is associated with the effect of inverse coherent scat-
tering processes. It directly follows from a consideration of
Eq. �30� that the picture of phonon transport substantially
depends on the ratio of the elastic and inelastic relaxation
times. The representation for D���1� in the form of Eq. �30�
is valid in the temperature region for which inequality �18� is
satisfied, i.e., �−1��−1.
i N
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Let us estimate the value of �N /�i for two temperatures.
Let the disorder parameter be c�2�10−2. When T=1 K�	G

�102�, we get �N /�i�8, whereas, when T=4.2 K�	G�20�,
this quantity is about 10.

VII. CONCLUSION

This paper has analyzed how the weak localization of
the low-energy acoustic vibrational mode with a large flat
section affects the low-temperature lattice coefficients of
thermal conductivity and ultrasound damping in a nonideal,
anharmonic, strongly anisotropic, chainlike crystal lattice. It
has been established that, at a low impurity concentration,
the presence of a large phase volume of quasi-one-
dimensional dynamic behavior produces no substantial
changes in the propagation of sound and heat. According to
numerical estimates, in the case of thermal conduction, this
is associated with significant limitation of the elastic relax-
ation processes by inelastic relaxation processes: at liquid-
helium temperatures and an atomic concentration of defects
��1% �, the inequality �i��N is not rigorously satisfied.

It would be most informative to compare the experiment
results with the qualitative predictions of theory—the fre-
quency dependence of the damping coefficient of sound,
�2��3/2, associated with the effect considered above. How-
ever, such a frequency dependence was not observed experi-
mentally, apparently because of the inadequate disorder of
the actually existing weakly doped samples. Samples of
�Ta1−xNbxSe4�2I with x�0.2 are suitable for observing the
given frequency dependence, if the ultrasound frequency
used in the experiment is � /2�10 MHz. The behavior of
�v�T� /v can be qualitatively explained in a wide tempera-
ture region by the influence of fourth-order anharmonic pro-
cesses.

The contribution of localization effects to the propaga-
tion of sound and heat in �Ta1−xNbxSe4�2I systems can thus
be experimentally detected at atomic defect concentrations of
c�5%.
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port of the Russian Foundation for Basic Research �Grants
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The structural-phase aspects of the behavior of the critical current under load in the superconduc-
tive alloy Nb–48.5 wt% Ti are studied. It is shown that the optimum preliminary strain at T
=77 K with subsequent annealing suppresses the tendency of the � matrix of the alloy to un-
dergo phase transformations according to martensitic kinetics under uniaxial tension at T=4.2 K,
and this is manifested in the reduction of the critical-current degradation effect when loaded to �
=0.9�fr in a transverse magnetic field of H=5 T. The paper discusses possible critical-current
degradation mechanisms under mechanical loading in the niobium-titanium alloy, based on mod-
els of critical current flow in the � matrix reinforced with martensitic interlayers. © 2005 Ameri-
can Institute of Physics. �DOI: 10.1063/1.2126947�
Superconductive materials based on niobium-titanium
alloy and possessing a unique combination of electrophysical
and mechanical properties are being widely used in the cre-
ation of a number of superconductive magnetic systems. The
conditions that arise when superconductive magnetic sys-
tems are operated make it necessary to study the behavior of
the current-carrying characteristics of conductors made from
these alloys under mechanical stress. It is well known that a
reduction in the critical current density Jc �critical-current
degradation� is observed in niobium-titanium superconduct-
ors as a result of unidirectional tension. This phenomenon
usually has a reversible character and, according to existing
concepts, is a manifestation of pseudoelasticity effects, in
particular, a reversible martensitic transformation.1–4 The
implementation of these structural reconstructions is sensi-
tive to the defect concentration of the alloy and its phase
composition, the specifics of the formation of which largely
depend on the temperature conditions of the strain of the
alloy.

In this connection, the goal of this paper was to study
how the features of the structural-phase state of a Nb–Ti
alloy, formed as a result of strain by drawing at 77 K, affects
the value of the critical-current degradation.

THE MATERIAL AND THE EXPERIMENTAL TECHNIQUE

The starting material for the investigations was a single-
core wire superconductor made from the alloy Nb–
48.5 wt% Ti with a diameter of d = 1.5 mm, subjected to pre-
liminary multistage thermomechanical processing.5 To obtain
comparative data that reveals the role of the cryogenic strain
conditions, further drawing with d=1.5 mm was accom-
plished in two regimes: in a single stage, at 300 K to the final
diameter �df =0.27 mm�; and in two stages, in which part of
the strain to the final diameter was produced at 77 K ��77 is
the fraction of the strain at 77 K�, with subsequent strain at
300 K to the final diameter. After deformation by drawing,
1063-777X/2005/31�10�/4/$26.00 894
the wire samples were annealed at 670 K for 70 h for the
first regime and 10 h for the second regime, resulting in dif-
fusion decay of the � solid solution in the form of precipita-
tion of �-Ti particles, which provided the current-carrying
ability of the superconductor. The temperature-time param-
eters of the annealing of the samples was chosen, as shown
in Ref. 6, from considerations of optimizing the volume den-
sity of particles of the �-Ti phase.

Deformation by drawing at 77 K was carried out on the
apparatus described in Ref. 7. The substructural state of the
alloy was monitored by means of a transmission electron
microscope. Measurements of Jc under uniaxial tension were
made on a special apparatus8 both under load and after the
sample was unloaded in a transverse magnetic field of H
=5 T at 4.2 K. The critical field was determined from the
appearance of a potential difference of 1 �V on a sample
length of 1 cm. The error of determining Jc was 1%. The
quantity �Jc= ��Jc0−Jc� /Jc0�% was used as a parameter that
characterizes the critical-current degradation effect, where
Jc0 and Jc are the critical current densities before loading and
for stresses of �=0.9�fr, respectively ��fr is the fracture
strength of the alloy at 4.2 K�.

RESULTS AND DISCUSSION

Figure 1 shows the dependences of the reduced critical
current density Jc /Jc0 on the tensile stress for Nb–Ti alloy
samples that have undergone successive mechanical-thermal
processing using two regimes: in a single stage �deformation
by drawing at 300 K� and in two stages �deformation by
drawing at 77 K, �77 = 84%, and then at 300 K�.

It can be seen that the reduced critical current density
decreases monotonically as the stress increases and is re-
stored to its initial value when the sample is unloaded. It is
noteworthy that the stress �0 at which the critical-current
degradation begins �the conventional threshold of degrada-
© 2005 American Institute of Physics
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tion� is 600 MPa for the alloy undergoing the low-
temperature stage of strain, and only 250 MPa for the alloy
strained only at 300 K.

Figure 2 shows how parameter �Jc at �=0.9�fr depends
on the strain at the low-temperature stage of drawing. In the
interval 20–97%, the suppression effect of the critical-current
degradation has a pronounced minimum in the region of
�77=84% and varies from 23 to 12%. We should point out
that, for samples that undergo mechanical-thermal action by
single-stage strain at 300 K, the parameter �Jc is 22% when
�=0.9�fr.

As already pointed out, a structural factor of critical-
current degradation when niobium-titanium alloys are loaded
is the formation of a martensitic phase, and this is confirmed
by the data of Ref. 9, where lamellar inclusions of the mar-
tensitic phase were observed at 4.2 K �in situ� in the electron
microscope, disappearing after the load was removed. It is
well known10 that the dynamics of the implementation of the
processes of forming martensite are determined by the super-
position of the applied external stress and local internal
stresses, depending, in particular, on the state of the bound-
aries of the fragments of the � matrix, which varies as the
strain builds up. Consequently, it is natural to associate the
nonmonotonic character of �Jc��77� with the evolution of the
structural state of the material accompanying successive

FIG. 1. Reduced critical current density of alloy Nb–48.5 wt% Ti vs tensile
stress at 4.2 K in a field of 5 T: after deformation by drawing at 300 K to
the final diameter �1�; after accomplishing a fraction of the deformation by
drawing in liquid nitrogen ��77 = 84% �, with subsequent drawing at 300 K
to the final diameter �2�; after unloading the samples at each loading cycle
�3�.

FIG. 2. Critical-current degradation parameter of alloy Nb–48.5 wt% Ti in a
field of H=5 T vs the fraction of deformation by drawing in liquid nitrogen.
mechanical-thermal processing, the main stage in which is
deformation by drawing at 77 K.

The electron-microscope studies showed that the domi-
nant types of defect structure of the niobium-titanium alloy
after drawing at 77 K are dislocation-dislocation boundaries,
extending in the direction of the drawing, and dense clusters
of dislocations of a single type, connecting the sections of
these boundaries. These structural elements are the result of
the manifestation at large plastic strains of the collective in-
teraction of dislocations, the implementation of rotary modes
of plastic strain, and the partial annihilation of dislocations.
The gradual increase of the degree of cryogenic strain all the
way to �77=84% substantially changes the character of the
elastically stressed state of the material: The mean transverse
size of the subgrains decreases to about 490 Å, and the den-
sity of clusters of dislocations of the same sign increases,
causing a sharply inhomogeneous distribution of internal
stresses and constituting the sites of formation of transverse
strain boundaries �Fig. 3�.

The microdiffraction data that determine how the azi-
muthal component of the disorientation angle �i of the sub-
grains depends on �77 are noteworthy �Fig. 4�. The microdif-
fraction data are evidence that a wide spectrum of
disorientations has appeared. As the mean disorientation
angle �i increases all the way to the maximum value, groups
of fragments appear, some compensated and some uncom-
pensated with respect to disorientations; i.e., the degree of
disorientation of the subgrains can accumulate in the final
volume. This indicates that the internal stress distribution is
becoming more inhomogeneous. We should point out that the
contribution of the subsequent deformation by drawing at
300 K to df =0.27 mm has an insignificant effect on the evo-
lution of the structure of the alloy.

Annealing at 670 K after the alloy undergoes strain at
T=77 K corresponds to the first stage of recovery
�relaxation�.11 Redistribution of the dislocations both by slip
�including transverse slip� and by climb is observed in this
case, as well as by annihilation of part of the dislocations of
opposite sign. Moreover, part of the small-angle boundaries
break down without the formation of new ones. As can be
seen from Fig. 5a, the distance between the boundaries of the
fragments increases by a factor of 2, and the dislocations are
distributed more uniformly in the body of the fragments. It is

FIG. 3. Microstructure of alloy Nb–48.5 wt% Ti after drawing at 77 K
��77 = 84% �; accumulation of dislocations of the same kind �1� and of strain
boundaries �2�.
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well known that recovery processes occur more intensively,
the higher the defect concentration in the crystal lattice. In
the case under consideration, the defect concentration and
the corresponding level of the elastically stressed state are
maximized at a low-temperature strain of �77 in the region of
84%, and this significantly increases the completeness of the
thermally activated recovery processes. It should be pointed
out that, besides dislocation recovery, diffusion processes are
activated that implement phase transformations with precipi-
tation of �-Ti particles �Fig. 5b and 5c�. In this case, as
indicated earlier,6 the new formations are distributed fairly
uniformly and have highly coherent boundaries with the ma-
trix that do not possess long-range stresses. The decrease of
the concentration of point defects and the formation of a new
phase can thus be classified as the appearance of relaxation
processes.

The resulting data are evidence that the mechanical-
thermal processing setup used for this paper results in the
state of the crystal lattice of the alloy that is closest to equi-
librium and that significantly reduces the concentration of
potential nucleation sites of elastic martensitic formations
accompanying subsequent loading at 4.2 K.

A further increase of the degree of drawing ��77

�84% � at 77 K is accompanied by dynamic recovery ef-
fects: a certain increase of the transverse size of the sub-
grains, a transformation of the clusters of dislocations of the
same kind into boundaries of various capacities, and a de-
crease of the free-dislocation density, with the formation of
low-angle dislocation boundaries ��i=0.5−1.5° �; this, in

FIG. 4. Variation of disorientation angles between separate fragments of the
� phase of alloy Nb–48.5 wt% Ti vs deformation by drawing in liquid
nitrogen ��77 = 84% �.

FIG. 5. Structure of alloy Nb–48.5 wt% Ti after deformation by drawing ��
image �a�; microelectron-diffraction pattern �showing the diffraction spot

diffraction spot ḡ=101̄0 of �-Ti �c�.
particular, is reflected in a reduction of the mean value of �i

�Fig. 4�. In this case, as a result of annealing, the efficiency
of the thermally activated relaxation processes is reduced,
and microvolumes are maintained with an increased level of
local internal stresses of one origin or the other and serve as
the nucleation foci of martensite when the material is subse-
quently loaded at 4.2 K. Thus, conditions are again created
for the development of martensitic transformations �the sup-
pression effect of the critical-current degradation levels
out—see Fig. 2, right-hand branch�.

Let us compare the revealed structure-phase variations
of the alloy with the behavior of the experimental Jc /Jc0���
dependences. It can be seen from Fig. 1 that the critical
current-density degradation threshold in samples undergoing
the drawing stage at 77 K is greater than in samples de-
formed only at 300 K. Let us consider the main factors that
can result in a shift of the �0 value, assuming that �0��e,
where �e is the external elastic stress at which strain marten-
site arises in the material.3 The stresses in the region where
martensitic inclusions arise can be determined by means of

�0 � Ss + S0 + �T, �1�

where Ss, S0, and �T are the stresses caused, respectively, by
the force of surface tension, the force of dry friction, and the
difference of chemical potentials of the phases.10 We shall
qualitatively estimate the value of Ss as Ss�10−3G, where G
is the shear modulus. It is well known that the G values for
alloys undergoing diffusion phase transformations are mainly
determined by the variation of the chemical composition of
the solid solution.12 Variations of the defect structure have no
substantial effect on G in this case. According to Ref. 4, the
precipitation of titanium-containing phases when a � solid
solution decays must be accompanied by an increase of G. It
follows from the accumulated experimental data that S0 in-
creases as the defect concentration of the material and the
fraction of internal stresses increase and, from its upper limit,
we find S0��0.2, where �0.2 is the yield strength of the ma-
terial. The increase of parameters Ss and S0 must reduce the
tendency of the � phase to undergo low-temperature phase
transformations. We estimate the �T term as3

�T =
a

b
q

T − T0

T0
, �2�

% � in liquid nitrogen and final annealing at T=670K for 10 h: bright-field
which the dark-field image was photographed� �b�; and dark field at the
77=84
A at
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where a is the interplanar distance, b is the Burgers vector of
the transformation dislocation, q is the specific heat of the
phase transformation, and T0 is the phase-equilibrium tem-
perature, with T0�Tm, where Tm is the temperature at which
strain martensite appears, while T is the temperature of the
experiment �4.2 K�. Since increasing the niobium concentra-
tion in the � phase displaces the temperature region of the
martensitic reaction toward lower temperatures, the nucle-
ation process of martensite in the structure, obtained by cryo-
genic drawing, is suppressed. Consequently, the � phase be-
comes more stable against martensitic transformations at low
temperatures as the decay of the � solid solution with pre-
cipitation of the � phase becomes more intense.13 Our analy-
sis of Eq. �1� qualitatively explains the experimental fact that
the degradation threshold �0 is displaced toward larger val-
ues if the alloy is preprocessed at 77 K �Fig. 1�.

As is well known, in optimized Nb–Ti conductors, good
correlation is established between the substructure of the al-
loy, a high level of Jc, and the magnetic-flux pinning mecha-
nism. In this case, the pinning caused by magnetic interac-
tion of vortex filaments with ribbonlike precipitates of the
�-Ti phase can be considered dominant.13,14 The appearance
of strain martensite in the form of various oriented flat inter-
layers introduces significant changes into the effective struc-
ture of the pinning centers. The absence of systematic litera-
ture data on the parameters of the martensitic phase in
niobium-titanium alloys at the instant of loading makes it
hard to treat the experimental results in terms of critical-
current degradation.

Let us regard the interface of the martensitic phase as a
successive alternation of the sections of coherence that sepa-
rate the growth steps �regions of noncorrespondence� and
generate long-range elastic fields.15 Because of their mor-
phology, the phase interfaces represent strong obstacles for
transverse motion of the vortices. If the phase interface is
oriented parallel to a moving Lorenz force, the part of the
vortices fixed to its pinning potential acquire the possibility
of being displaced along this boundary. One cause that ini-
tiates dissipative motion of the localized vortices when Jc

	Jc0 can be that the elementary pinning force is reduced
because of the longitudinal lengthening of the core of the
vortex filament in the plane of a coherent boundary
segment.16,17 In this connection, the behavior of the Jc���
dependence will be determined by the development of a net-
work of favorably oriented martensitic boundaries, playing
the role of channels of preferred motion of the vortices.
Moreover, such interphase boundaries possess elevated fluc-
tuational mobility, caused by the local stress concentration.18

Consequently, thermally activated depinning of the vortices
can be the mechanism that controls the variation of Jc���. It
can thus be assumed that the preliminary mechanical-thermal
action used here, which reduces the mobility of the transfor-
mation dislocations, must suppress the critical-current degra-
dation process under the action of tensile stress.

CONCLUSIONS

1. The regime of drawing a conductor made from the

alloy Nb–48.5 wt% at 77 K has been optimized in the level
of strain ��77�, reducing the degradation effect of critical cur-
rent Jc under mechanical loading by a factor of 2 and in-
creasing the stress at which degradation begins by a factor of
2.5. It has been established that the optimum value of defor-
mation by drawing at 77 K��77 = 84% � corresponds to the
active development of the rotational mode of plastic strain in
the alloy, and this manifests itself in the maximization of the
azimuthal component of the disorientation angle �i of the
subgrains ��i max�8° �.

2. On the basis of the structural differences in the alloy
Nb–48.5 wt% after deformation by drawing at 77 K with
various values of �77 explained here, concepts have been
developed concerning how thermal relaxation processes af-
fect the completeness of the martensitic transformation with
subsequent stretching of the alloy at 4.2 K.

3. Possible critical-current degradation mechanisms have
been discussed, according to which the reduction of Jc can be
determined both by the dissipative motion of vortices more
weakly attached to coherent sections of the martensitic phase
boundaries and by the elevated fluctuational mobility of the
transformation dislocations, leading to thermally activated
depinning of the vortices.
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This paper discusses the regularities of the plastic strain of single crystals of solid solutions of
the Pb–In system at low and very low temperatures, 0.5 K�T�30 K. For Pb alloys with 5, 10,
and 20 at. % In, the temperature dependences of the yield strength, �0�T�, and of the increment
of the deforming stress, ���T�, are measured after a tenfold increase of the strain rate. Specific
features �anomalies� of these dependences are detected that do not correspond to concepts of
thermally activated motion of dislocations through impurity barriers. It is established that the
character of the anomalies substantially changes as the indium concentration varies from moder-
ate values �5 and 10 at. %� to high values �20 at. % �. The low-temperature plasticity anomaly of
moderately concentrated alloys is interpreted on the basis of the concepts of thermal-inertial and
quantum-inertial motion of dislocations through a system of single impurity atoms. In the case of
the highly concentrated alloy, the anomaly is interpreted in terms of a model of an inhomoge-
neous impurity distribution—the presence in the alloy of small clusters that create stronger barri-
ers for the motion of dislocations than do single impurity atoms. The high level of efficient de-
forming stresses under conditions of deep cooling results in a dynamic regime of dislocation
motion through the system of clusters and single impurities, with the yield strength �0 of the al-
loy being determined by impurity inhibition of dry-friction type, while the rate sensitivity �� of
the deforming stress is determined by viscous inhibition by electrons and phonons. The athermal
character of impurity dry friction and the sharp decrease of viscous friction upon cooling deter-
mine the character of the anomaly in this case. © 2005 American Institute of Physics.
�DOI: 10.1063/1.2126948�
I. INTRODUCTION

In the temperature region T�10 K, the plasticity of met-
als and alloys has features that do not correspond to classical
concepts of plastic strain as a process of thermally activated
motion of dislocations.1,2 Such features have become known
in the literature as low-temperature plasticity anomalies.
They include, for example, the nonmonotonic character of
the temperature dependence of the yield strength: the transi-
tion from a monotonic increase to a decrease when the
sample is cooled below a certain threshold temperature. A
second feature of this type is the loss of sensitivity of the
plasticity characteristics to temperature variation in the re-
gion of fairly low temperatures �athermal plasticity�. The
plastification effect of metallic superconductors when they
make the transition from the normal to the superconducting
state is also regarded as a distinctive low-temperature
anomaly. Such anomalies are inherent to crystalline metals
and alloys with various types of lattice structure and are re-
corded in experiments involving various forms of mechani-
cal tests: active strain, relaxation of the deforming stress,
climb.

The main cause of the appearance of the indicated
anomalies is the change of the physical mechanisms that
determine the dynamic friction of the dislocations and their
motion through different types of barriers when the sample
enters the low-temperature region: Peierls lattice distortion,
impurity barriers, barriers created by dislocations of other
1063-777X/2005/31�10�/9/$26.00 898
slip systems �the forest dislocation effect�, etc. Under the
conditions of low-temperature strain, the dislocation-
inhibition forces and the character of their temperature de-
pendence are determined by the combined action and com-
parative efficiency of the electronic and phonon
viscosities,3,4 thermal and quantum fluctuations,5–8 and iner-
tial effects.9,10

In metals and alloys with an fcc lattice, plastic flow is
determined by the interaction of dislocations with local ob-
stacles, and therefore the character of the low-temperature
anomalies substantially depends on the purity of the metal
and the concentration of the dopant element in the alloy. In
connection with forest dislocation effects, preliminary strain
and orientation of the crystal also play an important role. An
analysis of the accumulated experimental material led to the
conclusion that the main cause of low-temperature anomalies
in fcc metals is that the mechanism of fluctuational unpin-
ning of dislocations from local impurity barriers changes
when the sample is cooled. According to one of the models
proposed in Ref. 9 and developed in Refs. 10, a dislocation
string pinned by point barriers can carry out damping vibra-
tions, whose character is determined by the value of the vis-
cous friction. When the crystal’s temperature is reduced, the
viscous friction of the dislocations decreases because of the
temperature dependence of the phonon component. Below a
certain threshold temperature Ti, for a definite relationship of
the friction coefficient, the self-mass of the dislocation
string, and the effective length of the dislocation segment,
© 2005 American Institute of Physics
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which depends on the concentration of local barriers, the
dislocation segments make a transition to the undamped
state. After thermal-fluctuation unpinning under the action of
external loading, such segments are capable of overcoming
part of the local barriers because of their inertial properties
without the help of thermal fluctuations; i.e., the dislocations
make a transition to the regime of fluctuational-inertial mo-
tion. When a sample is strained at a given rate, this is ac-
companied by an increase of the activation area swept by a
segment after it is unpinned from a barrier, and this reduces
the stress of the plastic flow of the strained sample. Accord-
ing to the theoretical model, as the impurity concentration in
the alloy increases, i.e., as the mean length of the dislocation
segments decreases, the conditions for them to make a tran-
sition to the undamped state are satisfied at higher values of
the threshold temperature Ti. Below Ti, the phonon compo-
nent of the viscous friction rapidly decreases; however, the
inertial properties of the dislocations can become stronger
because of the variation of the electron component, and this
is one of the reasons that the yield stress of an alloy de-
creases when it goes to the superconducting state.10

The theory of thermal-inertial motion is based on the
string model of a dislocation that interacts with a system of
local �point� barriers of the same type randomly distributed
in a glide plane. In practice, this model is implemented in a
number of dilute solid solutions, for example, those based on
lead.11–13 An analysis of the experimental data for lead alloys
carried out in the indicated papers showed that, at moder-
ately low temperatures and impurity concentrations of sev-
eral atomic percent, the plasticity has a purely activation
character and is determined by the thermal-fluctuation unpin-
ning of dislocations from single impurity atoms. The thresh-
old temperature Ti below which the thermal-fluctuation regu-
larities of plastic flow break down increases as the impurity
concentration increases, and this qualitatively corresponds to
the model of thermal-inertial motion of dislocations. The ex-
perimental Ti�c� dependences, where c is the atomic impurity
concentration, allowed us to correctly calculate the phonon
and electron frictional coefficients of the dislocations, i.e., to
qualitatively confirm the hypothesis of the role of inertial
properties of the dislocations.14,15

At the same time, to further understand the physical
mechanisms of low-temperature plasticity and to determine
the limits of applicability of the theoretical models men-
tioned above, it is of interest to study the regularities of the
motion of dislocations in concentrated solid solutions, taking
into account the features of their fine structure. It is well
known that, for a favorable relationship of the valences and
concentrations of the components of a solid solution, the
negative electronic potential around the atoms of the dopant
element causes an inhomogeneous distribution of the impu-
rity atoms.16 Segregations are formed in the metal—regions
with local atomic order that are stronger barriers for mobile
dislocations than are single randomly distributed impurity
atoms in an ideal solution. For sufficiently high impurity
concentrations, it should be expected that local order has a
substantial effect on the character of the thermal fluctuational
motion and the inertial properties of the dislocations, and
hence on the macroscopic plasticity of the alloy. It is ex-
tremely convenient to use the Pb–In system, with a wide
region of solubility of indium in lead, to study effects of this
type. Studies using the diffuse scattering of x rays, carried
out in Ref. 17, showed that the local order coefficient takes
positive values for an indium concentration above 20 at. %,
and this corresponds to the formation of small impurity clus-
ters in the solution. It was shown in Ref. 15 that, in the alloy
Pb–20 at. % In, a change of the form of the temperature
dependence of the yield strength is observed in the low-
temperature region, by comparison with less concentrated
lead alloys. A thermal-activation analysis of the experimental
dependences made it possible to establish that the high acti-
vation enthalpy of the process of strain and the high thresh-
old shear stress characteristic of the alloy Pb–20 at. % In are
not explained by a simple increase of the atomic concentra-
tion, if it is assumed that the alloy is an ideal �disordered�
solid solution. Moreover, the threshold temperature Ti of the
low-temperature plasticity anomaly begins to decrease for
strong doping, and this contradicts the conclusions of the
theory of thermal-inertial motion of dislocations, developed
for the case of local barriers of the same type.

For this paper, comparative experimental studies of the
plasticity of moderately concentrated �disordered� and con-
centrated �heterogeneous� solid solutions of Pb–In have been
carried out to study the indicated features in the low- and
superlow-temperature region.

II. EXPERIMENTAL TECHNIQUE

Single crystals of the alloys Pb–5, 10, and 20 at. % In
were investigated for this paper. The purity of the starting
materials for preparing the alloys was 99.999% for Pb and
99.997% for In. The Bridgman method was used in a dis-
mountable graphite mold to grow from a single seed crystal
two series of ten single crystals of each alloy, with the ori-
entation of the stretching axis favorable for singlet slip; the
size of the working part of the sample was 15�3�1 mm.
The process for preparing the samples is described in Ref.
18.

The samples were deformed by stretching at a constant
rate at temperatures of 4.2 K�T�30 K on a strain machine
with a 4He cryostat, and at 0.53 K�T�4.5 K on a strain
machine with the 4He and 3He cryostats whose designs are
described in detail in Ref. 19. The temperature of the sample
in the 4.2–30-K interval was measured from the readings of
three resistance thermometers, located at different points of
its working part. The temperature of the sample was deter-
mined in the 0.53–4.5-K interval from the readings of one
resistance thermometer at the center of the working part of
the sample. In both cases, the relative temperature-
measurement error did not exceed 10−2.

Complete load-time diagrams were recorded by means
of a printer and were then recalculated in shearing-stress
�-shearing-strain � coordinates. The amplified signal of re-
sistance strain gages made it possible to record the deform-
ing stress to within at least ±10 kPa, while movable rods
provided a constant strain rate of �̇=1.1�10−4 sec−1. The
identity of the initial samples was evaluated from the char-
acteristic parameters of the ���� curve: the critical shear
stress �0, the strain-hardening coefficient ��1 /��1 at stage I
of easy slip, and the elongation �1 of this stage. For two
samples of the same series, tested on different strain ma-
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chines at 4.2 K, the relative scatter of the indicated param-
eters did not exceed 15%. At T=0.5 K, for all the test
samples, the values of ��1 /��1 were 3–6 MPa, and the
elongation of the stage was �1=1.1–1.3.

Because of the relatively low values of ��1 /��1 and the
large �1, it became possible to record the value of �0 by
loading and unloading the sample at three or four tempera-
tures. Stress �0 at each loading was calculated with a correc-
tion on the strengthening from the previous loading. The
correctness of such a technique for calculating the �0�T� de-
pendence was verified earlier.11–13,15

Besides strain with a constant rate �̇, intermittent cyclic
variation of �̇ was carried out between 1.1�10−5 and 1.1
�10−4 sec−1 �by making changes in the strain machine’s
gear drive�. The load increment during cycling was recorded
after additional amplification of the strain-gage signal. The
total signal gain made it possible to estimate the correspond-
ing shear-stress jump �� to within ±1 kPa. One sample was
tested at three or four temperatures.

The �0�T� and ���T� dependences at temperatures below
the superconducting transition temperature Tc were measured
in the superconductive state �Tc is 6.90–7.12 K for different
indium concentrations�. It was difficult in our experiments to
measure these values in the normal state �by means of the
corresponding magnetic field�. The reasons for this are, first,
that the thermal and geometrical characteristics of the appa-
ratus with the 3He-evaporation cryostat makes it impossible
to use a strong enough superconducting solenoid to break
down the superconductivity in all the test alloys; second, an
experiment carried out on the example of alloy Pb–5 at. %
In, in which superconductivity breaks down at T=4.2 K,
showed that the sensitivity of the apparatus is inadequate to
reliably record how the electronic state of the sample affects
��.

III. EXPERIMENTAL RESULTS

A. Critical shear stress �0„T…

The experimental temperature dependences of the criti-
cal shear stress �CSS� �0 in the 0.5–30-K interval are shown
in Fig. 1. The mean critical superconducting-transition tem-
perature Tc is noted by a vertical dashed line. The solid
curves in Fig. 1 correspond to the theoretical dependences
for the case of simple thermal-fluctuation unpinning of the
dislocations from the impurity atoms, if the metal is in the
normal state. The empirical parameters of this mechanism
are calculated from the experimental data in Ref. 15. The
calculations showed that the thermal-fluctuation model gives
a good description of the experimental �0�T� dependences of
the test alloys at temperatures above the threshold tempera-
ture Ti �its value for each alloy is noted by an arrow�. How-
ever, as can be seen from Fig. 1, the experimental values of
the CSS in the interval T�Ti become lower than the theo-
retical values, which correspond to a purely thermal-
activation process. In this case, the �0�T� dependences for
alloys with small and large dopant-element concentration c
are qualitatively different in the T�Ti region: For c=5 and
10 at. %, the �0�T� dependence has a weakly expressed
maximum, whereas, for c=20 at. %, �0 becomes virtually
constant below Ti. It can also be seen that, for c=5 and
10 at. %, an additional falloff of � occurs in the region T
0
�Tc, and this can be interpreted as a plastification effect
accompanying the superconducting transition.1,2 A falloff of
the stress of about the same magnitude was observed earlier
when polycrystalline samples of these alloys were studied.20

At temperatures below 0.6Tc, the stress �0 is independent
of temperature for all three alloys. It is essential for the sub-
sequent discussion that, for c=5 and 10 at. %, when T
�0.6 Tc, the limiting values of �0 are less than the stress
�0�Ti�, whereas, in the case c=20 at. %, the indicated values
are at least equal. It is also easy to see that an increase occurs
in the threshold temperature Ti as the indium concentration
increases from 5 to 10 at. %, but that this tendency breaks
down for c=20 at. %.

B. Rate sensitivity of the stress, ��„T…

Typical segments of the load-time stretching diagrams
are shown in Fig. 2. The times at which the speed of the
strain machine’s rod changes are indicated by arrows. The
random vibrations of the load can be associated with the
external conditions of the experiment, in particular with vi-
bration and friction in the movable couplings of the strain
machine. The amplitude of the random oscillations illustrates
the actual noise-to-signal ratio.

For the Pb–5 at. % In single crystals, discontinuities in
the loading when there is a tenfold change of the stretching
rate are recorded in the entire interval of temperatures stud-
ied here all the way to T=0.53 K. At the instant that the rod
comes to a complete stop, characteristic signs of load relax-
ation were observed. The diagrams for Pb–10 at. % In had a
similar form. However, for the Pb–20 at. % In single crys-
tals, the rate sensitivity of the loading could be reliably re-

FIG. 1. Temperature dependences of the critical shear stress �0�T� of Pb–In
single crystals with various concentrations of indium, obtained at �̇=1.1
�10−4 sec−1. The vertical dashed line separates the regions of normal �T
�Tc� and superconducting �T�Tc� states. The solid curves correspond to
the regime of thermally activated plasticity with optimum values of the
parameters calculated in Ref. 15 and listed in Table I. The limiting tempera-
ture Ti for this regime is shown by arrows.
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corded to temperatures of 4–7 K. As the temperature was
reduced to 0.53 K, the useful signal amplitude, correspond-
ing to a jump in the load, did not exceed the noise level, and
no signs of load relaxation were observed.

The load-time diagrams are used to estimate the rate
sensitivity of the yield stress ��, taking into account the
variation of the cross section and the crystallographic orien-
tation of the single crystals. The ���T� dependences for
samples strained at the stage of easy slip are shown in Fig. 3.
The solid curves show the dependences calculated for the
case of simple thermal-fluctuation unpinning of the disloca-
tions from the local impurity barriers in the normal state of
the metal.15 It can be seen that, for all the alloys studied here,
at temperatures below a certain threshold Ti, the experimen-
tal values of �� become less than predicted by the theory of
thermally activated plasticity. The threshold temperature Ti

in this case turns out to be greater for Pb–5 and 10 at. % In
alloys than for Pb–20 at. % In. Qualitatively, the ���T� de-
pendence is distinguished by the fact that �� for the first two
alloys tends a constant finite value as the temperature de-
creases, whereas, for Pb–20 at. % In, it tends to zero at tem-
peratures below 4 K.

Thus, the experimental �0�T� and ���T� dependences in
the temperature interval 0.5–30 K deviate from the regulari-
ties of purely thermally activated plasticity for all three al-
loys, but these deviations have additional specific features
for the alloy with the maximum impurity concentration.

IV. DISCUSSION OF THE RESULTS

Let us consider the results of the experimental study of
the plasticity of the alloys Pb–5, 10, 20 at. % In in the tem-
perature interval 0.5–30 K, along with the results of Ref. 15,

FIG. 2. Segments of patterns showing stretching at various rates in load-
time coordinates. The arrows show the times at which the speed of the
strain-machine rod changes �stops�. The corresponding rates of plastic strain
are �̇1=1.1�10−5 sec−1 and �̇2=1.1�10−4 sec−1.
in which these alloys are studied at higher temperatures.
Moreover, let us compare these data with the data on the
low-temperature plasticity of less concentrated alloys of Pb
with Sn, Sb, and Bi.11–14 Such a comparison makes it pos-
sible to point out several important features and to formulate
certain conclusions.

A. Regularities and mechanisms of the plastic strain of
Pb–In alloys in the interval of moderately low temperatures
T>Ti

First feature: For all the alloys mentioned here, there is a
characteristic temperature Ti above which their plastic strain
close to the yield strength �0 is determined by the thermally
activated motion of dislocations through local potential bar-
riers of impurity origin. This process is described by the
kinetic equation of Arrhenius,

�̇ = �̇0 exp�−
H��*�

kT
� , �1�

which establishes a connection between the rate of plastic
shear strain �̇, the deforming shear stress �, and the tempera-
ture T.5 Here �*=�−�i is the effective stress, which is the
difference between the deforming stress � and the long-range
�internal� stress �i; H��*� is the effective activation energy
�enthalpy�, the specific form of which depends on the force
law of interaction of a dislocation with a pinning center and
the distribution statistics of these centers along a dislocation
line. The pre-exponential factor �̇0 includes the density of
mobile dislocations, the mean area swept by a segment as a
result of a favorable thermal fluctuation, and also the fre-
quency of the attempts to overcome the barrier. At T�Ti, the
weak dependence of �̇ on temperature and stress can be

FIG. 3. Temperature dependences of the yield-stress sensitivity ���T� to a
change of the strain rate from �̇1=1.1�10−5 sec−1 to �̇2=1.1�10−4 sec−1.
The solid curves correspond to the thermally activated plasticity regime at
the optimum values of the parameters calculated in Ref. 15 and shown in
Table I. The limiting temperatures Ti for this regime are shown by arrows.
0
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neglected, and the stress dependence of the activation en-
thalpy can be approximated by5,8

H��*� = H0�1 − � �*

�c
�p�q

, �2�

where H0 is the energy parameter of the dislocation-impurity
interaction, while �c is the critical stress of nonactivation
�force� penetration of the impurity barriers by dislocations.
Exponents p and q are numerical parameters of the order of
unity, whose values depend on the shape of the barrier and
the distribution statistics of the barriers along the dislocation
line. Empirical estimates of the threshold temperature Ti and
of the main parameters in Eqs. �1� and �2� for a number of
lead-based solid solutions are shown in Table I.

Second feature: For all the lead alloys, with the excep-
tion of that with the maximum concentration of indium, pa-
rameter H0 has approximately equal values for each specific
type of dopant element, regardless of its concentration; the
critical stress �c substantially depends on the atomic concen-
tration c of the dopant element, and this dependence is de-
scribed by an empirical formula of the form

�c 	 K cm, �3�

where 1/2�m�2/3, and the value of K correlates with the
dimensional and modular mismatch parameters of the single
impurity atoms in the lead lattice �see Table I�.

Third feature: For all the lead alloys except for
Pb–20 at. % In, the threshold temperatures Ti monotonically
increase with increasing concentration of the dopant element
�see Table I�; in the neighborhood of Ti, the derivative
��0 /�T changes sign, while the rate sensitivity �� sharply
decreases with decreasing temperature.11–14

The features described above make it possible to formu-
late the following conclusions:

TABLE I. Empirical estimates of the threshold temperature Ti and the main
parameters in Eqs. �1� and �2� for lead-based solid solutions.
• The plasticity of the lead alloys with impurity concentra-
tion to 10 at. % in the temperature region T�Ti is deter-
mined by thermally activated motion of dislocations
through barriers created by single impurity atoms, which
are randomly distributed in the glide planes.

• Processes of inertial unzipping of the dislocation segments
begin in the neighborhood of temperature Ti.

14,15

B. A low-temperature plasticity anomaly of moderately
concentrated alloys

Let us discuss the features of the plasticity of the lead
alloys with concentrations of the dopant element up to
10 at. % under conditions of deep cooling �at T�Ti�. The
kinetics of plastic flow undergo substantial changes in this
temperature region because of two circumstances. First, a
sharp decrease of the phonon component of the dynamic
friction of the dislocations gives rise to the phenomenon of
unzipping along the dislocation line pinned by impurity at-
oms and to a sharp increase of the area swept by this line
after it is unpinned from an individual attachment point.9,10

This effect results in a substantial change of the pre-
exponential factor in Eq. �1�:11,12

�̇0 → �̇0 I ��*,B�T�� . �4�

Here I��* ,B�T�� is a function of the effective stress �* and
the dynamic friction coefficient B�T�, which exponentially
increases as B decreases and �* increases. Although the ana-
lytical form of this function is not known, a numerical analy-
sis shows that, because of competition of I��* ,B�T�� and
exp�−H��*� /kT�, a maximum appears on the �0�T�
dependences.10

The second circumstance that must be taken into account
when describing the motion of dislocations through impurity
barriers under conditions of deep cooling is the sharp de-
crease of the intensity of the thermal fluctuations and the
increasing role of quantum effects in this process.8,11,12 Tak-
ing quantum effects into account qualitatively reduces to re-
placing temperature T in Eq. �1� by the “effective” tempera-
ture T*�T�:

T*�T� = 
T , T � �

�

2
�1 +

T2

�2� , T � � . � �5�

Here � is a characteristic limiting temperature, below which
quantum effects become determining.

In the final analysis, simultaneously taking inertial un-
zipping, quantum fluctuations, and thermal fluctuations into
account makes it necessary to replace the classical Arrhenius
equation of Eq. �1� with a more complex equation of the
form

�̇ = �̇0 I ��*, B�T��exp�−
H��*�
kT*�T�� . �6�

This equation makes it possible to describe all the main fea-
tures of the kinetics of low-temperature plastic strain of
weakly and moderately doped fcc solid solutions both in the
region T�Ti and in the region T�Ti.

The �0�T� and ���T� dependences shown in Figs. 1 and
3 for alloys Pb–5 and 10 at. % In are similar to the corre-
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sponding dependences given in Refs. 11–13 for other lead
alloys: In the neighborhood of temperature Ti, the derivative
��0 /�T changes sign, while the value of �� sharply drops off
with decreasing temperature. The low-temperature plasticity
anomalies of the Pb–In alloys with concentrations to
10 at. % are determined by the same physical mechanisms as
were invoked to explain the plasticity anomalies of Pb–Sn,
Pb–Sb, and Pb–Bi alloys, in particular inertial unzipping of
dislocations from local impurity barriers formed by single
atoms.

In the region of very low temperatures, the experimental
values of �0 and �� for Pb–5 and 10 at. % In tend to finite
values that are independent of temperature �see Figs. 1 and
3�. As shown by the numerical estimates of Refs. 11 and 12
the conditions of inertial unzipping in this case, as before,
are satisfied; however, the displacement of a dislocation by
several interimpurity distances precedes the unpinning of a
dislocation line from an individual impurity atom as a result
of a quantum fluctuation. Moreover, the phonon friction of
the dislocations is small in this temperature region, and co-
efficient B is mainly determined by the electronic component
Be, which in the normal state of the metal is independent of
temperature: B�T�	BeN=const. According to Refs. 11 and
12 the �0�T� and ���T� dependences are determined in this
case only by the T*�T� dependence. Taking Eqs. �5� and �6�
into account, for comparison with experiment, it is conve-
nient to use the relationship

�c� ln �̇

��
=

�c

�1
+

T1

T*�T�
, �7�

where

�1
−1 =

�

��* ln I���*,Be���*=�0
*;

T1 =
pqH0

k
� �*

�c
�p−1�1 − � �*

�c
�p�q−1

. �8�

The values of parameter T1 can be computed by using
the empirical values of the plasticity parameters obtained in
Ref. 15. Two parameters remain unknown: the characteristic
quantum temperature � and parameter �1, which character-
izes the influence of the inertial properties of the disloca-
tions. By varying parameters � and �1, it is possible to com-
pare the ���T� dependences obtained by means of Eq. �7�
with the experimental ���T� dependences for the Pb–In sys-
tem. The maximum correlation with Eq. �7� can be achieved
�see Fig. 4� for the values of the desired parameters shown in
Table II. For comparison, this also shows the values of the
analogous parameters for other alloys. As can be seen from
the table, the resulting value of �=10 K is the same for all
the alloys, while the optimum values of T1 and �1 depend on
the type and concentration of the impurities.

The plasticity anomalies observed in the region of low
and superlow temperatures on the temperature dependences
�0�T� and ���T� for alloys Pb–5 and 10 at. % In can thus be
explained by the successive transition in the neighborhood of
Ti from a thermal activation mechanism to a thermal-inertial
mechanism of motion of dislocations through single impurity
atoms, and in the region T�10 K to a quantum-inertial
mechanism of motion of dislocations.
C. Low-temperature plasticity anomaly of the concentrated
alloy

Let us now proceed to a discussion of the low-
temperature plasticity anomaly of the concentrated alloy
Pb–20 at. % In. In this case, to within the scatter of the data,
there is no maximum on the �0�T� dependence �see Fig. 1�,
while the value of �� tends to zero with decreasing tempera-
ture �see Figs. 2 and 3�. If Eqs. �6� and �7� are used in
analyzing the experimental data, the empirical values of the
parameters of the theory will very significantly differ from
the values for the other alloys �see Table I�. The value of
parameter H0 does not correspond to fluctuation unpinning of
dislocations from single impurity atoms at T�Ti. The con-
cepts that a transition occurs to the thermal-inertial and

FIG. 4. Comparison of experimental ���T� dependences with the theoretical
dependence given by Eq. �7� �solid lines� for Pb–In alloys for the values of
the parameters shown in Tables I and II.

TABLE II. Empirical estimates of the optimum values of the parameters in
Eq. �7�, for lead-based solid solutions.
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quantum-inertial mechanisms of dislocation motion are also
not confirmed when T�Ti. The latter circumstance is illus-
trated in Fig. 4, in which the experimental data in the corre-
sponding coordinates are compared with Eq. �7� with the
numerical values of the parameters from Table II substituted
in it. It can be seen that the experimental points for the alloy
Pb–20 at. % In do not even approximately match the graph
of the dependence given by Eq. �7�.

Reference 15 explained the features of the plasticity of
the concentrated solid solution Pb–20 at. % In, observed at
T�Ti, by a substantially inhomogeneous distribution of im-
purity atoms, namely, by the appearance of small impurity
clusters, which form stronger barriers for mobile dislocations
than do single impurity atoms. The presence of such clusters
in Pb–In solid solutions was detected earlier in Ref. 17. It is
natural to assume that the anomalous plasticity of the alloy
Pb–20 at. % In in the interval T�Ti is also a reflection of the
conditions of dislocation motion in a solid solution with clus-
ters. A possible diagram of such motion is shown in Fig. 5.

We assume that the concentrated solid solution has a
heterogeneous impurity distribution; i.e., it consists of ran-
domly arranged single impurity atoms and approximately
identical clusters, consisting of several �two or three� impu-
rity atoms, the distance between which is of the order of the
lattice parameter. As single atoms, such clusters are local
potential barriers for mobile dislocations. Under the action of
relatively small stresses, the dislocations can overcome both
types of barriers because of thermal or quantum fluctuations
and, at sufficiently high stresses, by purely mechanical
means. Of course, the height of a cluster barrier significantly
exceeds the height of a barrier formed by a single atom. This
explains the relatively large value of H0 for the alloy
Pb–20 at. % In �see Table I�.

Dislocations can be displaced in the region of an ideal
solid solution under the action of relatively small effective
stresses by several elementary processes �Fig. 5�. Let us con-

FIG. 5. Sequence of configurations of a dislocation line when a dislocation
moves in a heterogeneous solid solution: 1—initial configuration of a dislo-
cation segment pinned by impurity clusters at points A ,B ,C �*� and by a
certain number of single impurity atoms ���; 2—elementary event of plastic
strain in the fluctuation regime of motion of a dislocation through a collec-
tion of single impurity atoms in a region of a homogeneous solid solution;
3—elementary event of plastic strain for fluctuation-inertial motion of a
dislocation through a collection of single impurity atoms in a region of a
homogeneous solid solution; 4—intermediate configuration of a dislocation
segment after it is unpinned from cluster B in the process of being displaced
to cluster D; 5—final configuration of a dislocation segment pinned by
clusters A ,D ,C and by a set of single impurity atoms.
sider dislocation segment ABC, pinned at three clusters �at
points A, B, and C� and by a certain number of single impu-
rity atoms �configuration 1�. Under the action of a small
effective stress, the unpinning of the segment from cluster B
and the displacement in the direction of the nearest cluster D
precedes the fluctuational overcoming by segments AB and
BC of single impurity atoms. Two regimes of motion are
possible in this case: purely fluctuational, and fluctuational-
inertial. In the former case, the elementary event of plastic
strain is schematically shown in Fig. 5 by hatched segment 2:
As a consequence of thermal or quantum fluctuation, the
dislocation line overcomes an individual impurity atom and
collapses to the nearest impurity atom in the course of the
motion. The second regime of motion corresponds to the
elementary event conventionally shown in Fig. 5 by hatched
segment 3: The fluctuational overcoming of the one impurity
atom is accompanied by inertial unzipping, i.e., by unacti-
vated overcoming of several impurity atoms in the course of
the motion. As a result of the unpinning from single atoms, it
becomes possible to unpin the dislocation line from cluster B
and to implement intermediate configuration 4, shown by a
dashed line. At this stage of the dislocation motion, the
forces of tension in the central part of segment AC substan-
tially increase the effective stress, which acts on the small
elements of the segment and displaces the segment in the
direction of cluster D. Because of this, the transition from
initial configuration 1 �ABC� to final configuration 5 �ADC�
occurs in the quasi-dynamic regime, and the inhibiting action
of the impurity barriers in region ABCD at fairly low tem-
peratures is equivalent to dry friction.

The successive implementation of the elementary events
of displacement of the dislocation line shown in Fig. 5 by
segments 1 and 2 �first-order elementary events� thus pro-
motes the implementation of a more complex process �a
second-order elementary event�, which enables the disloca-
tions to move through a system of clusters by making a
transition from initial configuration ABC to final configura-
tion ADC.

To better understand the proposed model, let us explain
it in more detail. In describing the motion of a dislocation in
a highly concentrated solid solution in which a small part of
the impurity atoms have formed clusters, the regions be-
tween the clusters can be regarded as an effective homoge-
neous medium, while the resistance to the motion of a dislo-
cation segment in such a system at low temperatures can be
replaced by dry friction. The correctness of this replacement
follows naturally from the limiting transition from thermally
activated motion of the dislocations through impurity barri-
ers to a purely mechanical “cutting off” of the barriers,
which is possible if the stress acting on a dislocation exceeds
critical value �c. In accordance with this, the dry-friction
stress �sf can be estimated from Eq. �3� by extrapolating it to
the region of high impurity concentrations.

We should point out one important circumstance because
of which fluctuational motion in a heterogeneous solid solu-
tion substantially differs from motion in a homogeneous
solid solution. In the case of a homogeneous solid solution,
for a definite relationship between the concentration of im-
purity barriers, the viscous friction of a dislocation, and the
effective stress, it is possible to have the unzipping effect and
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the regime of fluctuational-inertial motion of a dislocation. In
the case of a heterogeneous solid solution, the unzipping
effect is possible only when a dislocation line moves in the
intervals between clusters. When fluctuational unpinning of a
dislocation line from a cluster occurs and it collides with the
adjacent cluster in the course of displacement �the series of
configurations 1–5 in Fig. 5�, the inertial effect is absent
because of the inhibiting action �dry friction� created by
single impurity atoms on the sections of the glide plane be-
tween clusters. On a background of dry friction, the decrease
of the phonon component of viscous friction upon cooling
does not cause the manifestation of inertial properties of the
dislocations, which serve as the cause of the appearance of a
maximum on the temperature dependence of the CSS. As can
be seen in Fig. 1, to within the scatter of the data, the low-
temperature values of the CSS are independent of tempera-
ture in the case of Pb–20 at. % In.

We should point out that reduction of the deforming
stress when the superconductive transition occurs �T�Tc�
also is not observed in a solid solution with clusters �Fig. 1�,
even though the high concentration of impurities has no sub-
stantial effect on the strength of the electron inhibition of the
dislocations.15

The temperature dependence of the rate sensitivity of the
stress, ���T�, for the alloy Pb–20 at. % In does not contra-
dict models of thermally activated motion of dislocations all
the way to temperatures of the order of 10 K �solid curve in
Fig. 3�. However, with further cooling to T�Tc, the value of
�� tends to zero �for the given measurement sensitivity of
the order of 1 kPa�.

Let us show that the specific character of the low-
temperature plasticity anomaly of the alloy Pb–20 at. % In
can be explained by assuming that a dynamic regime of dis-
location motion is implemented in this alloy at T�Ti, in
which all the impurity barriers are overcome by dislocations
of nonactivation type. In such a regime of dislocation-flux
motion, the deformation equation acquires the form

�̇ = b	d Vd���, Bc� , �9�

where 	d is the density of moving dislocations, while Vd is
the mean dynamic velocity, which is determined by a balance
of the force b� acting on the dislocation from the side of
deforming stress � and the total inhibition force that results
from the action of internal stresses �i, of impurities �dry fric-
tion �sf�, of phonons, and of conduction electrons �viscous
friction with coefficient B�. If all the forces are per unit
length of the dislocation line, the balance of forces reduces to
the equation

b� = b��i + �sf� + BVd. �10�

By using Eqs. �9� and �10�, it is easy to obtain an explicit
expression for the deforming stress �CSS� �0��̇ ,T� that cor-
responds to the dynamic regime of motion of the disloca-
tions:

�0��̇,T� = �i + �sf + B�T��̇/b2	d. �11�

In this case, the CSS linearly depends on the strain rate �̇,
while its temperature dependence is determined by the coef-
ficient of dynamic inhibition of dislocations, B�T�.
For the rate sensitivity ���T� of the deforming stress, we
get

�� = B�T���̇/b2	d. �12�

It is established in Ref. 15 that, for the alloy under con-
sideration, coefficient B�T� is described by

B�T� = Be + 
�T/�D�3. �13�

Here Be is the electronic contribution, which in the normal
state is independent of temperature and has a value of Be

=BeN	2�10−5 Pa·sec; the second term in Eq. �13� de-
scribes the phonon contribution, with 
=7�10−3 Pa·sec,
while �D	96 K.

Let us check whether Eqs. �11�–�13� can be used to de-
scribe the low-temperature plasticity anomaly of the alloy
considered here by comparing the values obtained by using
these equations with the results of measurements of ��,
which were determined to within ��	103 Pa �Fig. 3�. Equa-
tion �12� satisfactorily describes the temperature dependence
���T� close to Ti, as well as at lower temperatures. Since the
alloy transforms into the superconducting state below Tc

	7 K, the coefficient of electron friction Be sharply de-
creases at T�Tc:

3

B�T� = 2BeN�1 + exp��/kT��−1 + 
�T/�D�3,

T � Tc. �14�

Substituting Eq. �14� into Eq. �12� results in a formula
for ���T� that reflects all the other features of this depen-
dence observed in experiment in the region T�Ti—in par-
ticular, it shows that �� sharply decreases and goes to zero in
the superconducting state �Fig. 3�.

This conclusion makes it possible to obtain an empirical
estimate for the dislocation density 	d responsible for plastic
strain under these conditions. The experimental points in Fig.
3 are obtained for values of the strain-rate discontinuity of
��̇= �1.1�10−4–1.1�10−5� sec−1	10−4 sec−1. According
to Eq. �13�, at T=10 K, we get B	3�10−5 Pa·sec. Since
��	2.5�104 Pa at this temperature, by using Eq. �12�, we
get the estimate 	d	106 m−2.

Let us now discuss the temperature dependence of the
CSS of the alloy under consideration. Formally, Eq. �11�
contains a term that is proportional to B�T� and decreases
upon cooling. However, for the given strain rates of �̇
= �10−4–10−5� sec−1 and the value obtained above for the dis-
location density of 	d	106 m−2, the value of this term is less
than 105 Pa; i.e., it does not exceed the scatter of the points
in Fig. 1 for Pb–20 at. % In. This estimate explains why the
CSS of the alloy is virtually independent of temperature. It
may be that more accurate measurements of �0�T� on one
sample in the temperature region T�10 K will make it pos-
sible to observe a reduction of the value of �0 upon cooling,
caused by the last term in Eq. �11�, in particular a reduction
of �0 when the sample makes a transition to the supercon-
ducting state. We should point out that, in experiments on
polycrystalline samples of the alloy Pb–20 at. % In, a reduc-
tion of the yield strength by ��	5�105 Pa when the
sample made a transition to the superconducting state was
observed in Ref. 20.
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The above analysis thus shows that the assumption that
the motion of the dislocations upon plastic strain of the alloy
Pb–20 at. % In occurs in the dynamic regime in the tempera-
ture region T�Ti qualitatively agrees with the experimental
observations.

V. CONCLUSION

This paper has explained the results of a study of the
low-temperature plasticity of solid solutions of the Pb–In
system with indium concentrations of c=5 and 10 at. %
�moderately concentrated alloys� and c=20 at. % �highly
concentrated alloy�. The experiments involved recording the
temperature dependences of the yield strength �0�T� when a
single crystal was stretched at a constant rate and the incre-
ment of the deforming stress ���T� when the stretching rate
was increased by a factor of 10. Features �anomalies� of
these dependences are detected in the temperature region T
�30 K that do no correspond to the concepts of plastic flow
as a process of thermally activated motion of dislocations
through barriers created by single impurity atoms.

For the alloys with c=5 and 10 at. %, these anomalies
are similar to what was observed earlier when studying other
moderately doped substituted solid solutions based on fcc
metals:11–14 When the samples were cooled, the �0�T� depen-
dence passes through a maximum and goes to a constant
value in the region T�10 K �athermal plasticity�, while
���T� monotonically decreases, and �0 also reaches a finite
constant value in the region of athermality.

An increase of the indium concentration to c=20 at. %
results in a substantial transformation of the low-temperature
anomaly: The maximum on the �0�T� dependence virtually
disappears, and the region of athermality broadens to the
limit of the anomaly, whereas �� sharply decreases upon
cooling and goes to zero below 4 K.

An analysis of the experimental results using the data
obtained earlier on the plasticity of these alloys at higher
temperatures,15 as well as data on the low-temperature plas-
ticity of other moderately concentrated alloys of lead with
Sn, Sb, and Bi, makes it possible to formulate the following
conclusions:

1. The low-temperature plasticity anomalies, observed
on the temperature dependences �0�T� and ���T� for Pb–In
solid solutions with c=5 and 10 at. %, are determined by the
same physical mechanisms as were invoked to explain the
anomalies of the plasticity of solid solutions of Pb–Sn,
Pb–Sb, and Pb–Bi, namely, a successive transition in the
25–30-K region from a thermal-activation mechanism to a
thermal-inertial mechanism, and, in the T�10 K region, to a
quantum-inertial mechanism of motion of the dislocations
through single impurity atoms. Inertial effects are the cause
of the appearance of a maximum on the �0�T� dependence,
while quantum mechanisms of overcoming the impurity bar-
riers lead to athermality of the plastic flow.

2. The additional features of the low-temperature plastic-
ity of alloyPb–20 at. % In reflect the specifics of the motion

of dislocations through two types of potential barriers: single
impurity atoms and segrations composed of two or three at-
oms �impurity clusters�, which arise as a close-order element
in the concentrated alloy.17 Under the action of relatively
small effective stresses �high temperatures�, the dislocations
overcome both types of barriers because of thermal fluctua-
tions and, at fairly high stresses �low temperatures�, move in
a dynamic regime. Such a regime implies that a dislocation is
acted on by the effective stress, the forces of viscous phonon
and electron frictions, and the forces of inhibition on single
impurity atoms of the type of dry friction. Dry friction
quenches the inertial effects after the dislocation segments
are unpinned from the clusters, and this eliminates the cause
of the appearance of a maximum on the �0�T� dependence.
The value of �� when plastic flow has a dynamic character is
proportional to the coefficient of viscous friction, which de-
creases sharply when the alloy makes a transition to the su-
perconducting state �when T�Tc	7 K�, and this explains
the vanishing of ���T� observed experimentally.

The authors are grateful to Yu. G. Kazarov for preparing
the single crystals and to S. V. Lubents for useful discus-
sions.
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A detailed investigation of the low-temperature plasticity of high-purity polycrystalline �-Ti �in-
terstitial impurities O+N=0.06 at. %� is carried out. The temperature dependences of the yield
strength, effective stress, rate sensitivity of the deforming stress, and activation volume are ob-
tained in the temperature interval 0.5–450 K. A thermal-activation analysis of the experimental
data is carried out in terms of a model of activated motion of a dislocation string in Peierls re-
lief. It is shown that the plastic flow of pure �-Ti in the region of moderately low temperatures
�7 K�T�150 K� results from thermally activated overcoming of Peierls barriers by the mecha-
nism of generation, expansion, and annihilation of paired kinks. Empirical values are obtained

for the parameters of the theory for �101̄0��112̄0� prismatic slip in �-Ti at low temperatures: the
Peierls stress �P=72 MPa and the characteristic energy of a critical paired kink, Hc=1.5
�10−19 J=0.96 eV. At T�7 K, the plasticity of pure �-Ti has a pronounced anomaly, which
may be caused by a transition as the temperature is reduced, from a thermally activated regime
of dislocation motion to a dynamic �over-barrier� regime. At elevated temperatures �T�150 K�,
the plasticity of pure �-Ti qualitatively maintains characteristic features that correspond to the
mechanism of thermally activated dislocation motion in the Peierls relief for low values of the
effective stresses. © 2005 American Institute of Physics. �DOI: 10.1063/1.2126949�
I. INTRODUCTION

One of the central problems in the physics of the plas-
ticity of crystallographic materials is to elucidate the relative
influence of Peierls relief and impurity barriers on the mo-
bility of dislocations in easy-slip systems, which act under
conditions of low-temperature strain. In solving this prob-
lem, the maximum clarity is achieved for metals with bcc
and fcc structures. It is established that the kinetics of low-
temperature strain of pure bcc metals at the easy-slip stage
are determined by the motion of dislocations in �110� planes,
which overcome the Peierls barriers by generating paired
kinks as a result of the action of thermal or quantum fluctua-
tions. Such a mechanism corresponds to a large yield
strength of �0	10−3G �G is the shear modulus�, a sharp
increase of �0 as temperature decreases, and the presence in
the �0�T� dependence of characteristic features that are asso-
ciated with a change of the interaction law of kinks on a
dislocation as one goes from small to large values of the
effective stress.1,2 Similar regularities are found for pure
�-Sn �bct structure� accompanying deformation according to
the �100� �010� slip system.3,4 It is observed that impurities
have an appreciable effect on the value and temperature de-
pendence of the yield strength of both bcc metals and of
�-Sn at concentrations of the order of 0.1 at. % and above.

In the case of fcc metals and alloys, Peierls barriers in
the �111� easy-slip planes are negligible, and the main ob-
stacles for dislocation motion are substitutional impurities,
beginning with the lowest concentrations. Only far from the
yield strength, with fairly large degrees of strain, is the in-
fluence of impurities able to mask the mutual inhibition of
propagating dislocations �the forest-dislocation effect�. Dis-
location motion through local impurity barriers and the inter-
1063-777X/2005/31�10�/8/$26.00 907
section of forest dislocations is also ensured by the action of
thermal or quantum fluctuations.

Substitutional impurities in fcc metals have atomic radii
close to the radii of the matrix atoms and are relatively weak
obstacles for dislocation motion; therefore this mechanism
corresponds to a less sharp increase of the yield strength
�0�T� as the temperature decreases than in the case of pure
bcc metals. For high impurity concentrations, of the order of
1 at. % and higher, the yield strengths of fcc metals acquire a
characteristic low-temperature anomaly—a maximum on the
temperature dependence of the yield strength that results
from a transition from purely fluctuational to fluctuation-
inertial motion of the dislocations through the impurity
barriers.5,6

In studying the relative role of Peierls barriers and im-
purity barriers in the kinetics of plastic flow of metals, the
most contradictory results are obtained in the case of metals
with hcp structure. These metals can be divided into two
groups. The first of them is a collection of simple divalent
hcp metals �Be, Mg, Zn, Cd� with clearly expressed slip in
the base plane �0001�, in which Peierls barriers are also neg-
ligible, and the main obstacles to dislocation motion are for-
est dislocations or impurities. The regularities of the low-
temperature plasticity of these metals are similar to those for
fcc metals: at low impurity concentrations, they have small
and weakly temperature-dependent yield strengths ��0

	10−4–10−5G�; as the concentration increases, a character-
istic fluctuational-inertial anomaly appears on the �0�T� de-
pendences �see, for example, Ref. 7�. In those few cases in
which it is possible in the pure metals of this group to imple-

ment slip of the dislocations in �112̄2� pyramidal planes,
which possess high Peierls barriers, their mobility at low
© 2005 American Institute of Physics
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temperatures is completely controlled by thermally activated
generation of paired kinks.8,9

The behavior is quite different in the transition metals of
group IV-A of Mendeleev’s periodic table �Ti, Zr, Hf�, in

which easy slip occurs along the �101̄0� prism planes in the

�112̄0� direction. Even at low impurity concentrations �espe-
cially of interstitial atoms—oxygen and nitrogen�, they have
rather high yield strengths �0	10−3–10−4G and a strong in-
crease of �0�T� as temperature decreases;10 this makes them
similar to bcc metals. In this group, �-titanium has received
the most detailed study: Even when it is fairly pure, it has a
high yield strength, which increases strongly with decreasing
temperature, especially as the impurity concentration
increases,11–18 when, at the same time, the plasticity of the
titanium acquires additional features.19 However, the conclu-
sions concerning dislocation mechanisms, which control the
plastic strain of pure titanium, are in conflict, and there cur-
rently is no unambiguous opinion, for example, relative to
whether Peierls barriers have a significant influence on its
plasticity. When the experimental results are analyzed, the
high sensitivity to interstitial impurities makes it hard to
separate the influence of Peierls barriers and impurity barri-

ers on dislocation motion in easy-slip planes of type �101̄0�.
On the basis of the large volume of experimental results

obtained when investigating titanium with various concentra-
tions of interstitial impurities, it was asserted in Refs. 12–16
that the controlling mechanism of plastic strain in titanium
involves thermally activated dislocations overcoming the ob-
stacles created by impurity atoms. At the same time, the
results of an investigation of the strain kinetics of high-purity
titanium allowed the authors of Refs. 11 and 18 to conclude
that lattice friction �Peierls relief� plays the controlling role.
A theoretical analysis of the electronic structure of the dislo-
cation cores in �-titanium also leads to the conclusion that
the Peierls barriers are rather large in the prism plane.20,21

A significant step in the study of the question under dis-
cussion was achieved in our previous papers,22,23 where the
plasticity of a polycrystalline solid interstitial solution of
Ti–O was studied in detail in a very wide temperature inter-
val �0.5–550 K�, with the oxygen concentration varying in
the range 0.06–1.6 at. %. Using the modern rigorous proce-
dure of thermal-activation analysis of the experimental data,
we were able to show that, at oxygen concentrations of about
0.2 at. % and above, the plastic-flow kinetics of �-titanium
are controlled by thermally activated or thermal-inertial mo-
tion of the dislocations through the impurity barriers. How-
ever, the regularities of plastic flow of purer �-Ti �0.06 at. %
of interstitial impurities� do not agree with the impurity
model of dislocation retardation, and this allowed us to as-
sume that a Peierls barrier may play a controlling role in this
case.22 This paper reports a more detailed experimental in-
vestigation of the low-temperature plasticity of �-titanium of
the given purity. Taking the results given in Ref. 22 into
account, in particular for temperatures T�2 K, temperature
dependences were obtained for the yield strength, the effec-
tive stress, the rate sensitivity of the deforming stress, and
the activation volume of the deformation process. A thermal-
activation analysis of the experimental data was carried out
in terms of the model of activated motion of a dislocation
string in Peierls relief, theoretically studied in Refs. 1, 2, and
24. It was shown that the experimental data are in good
agreement with this model in a fairly wide interval of mod-
erately low temperatures �7–150 K�, and empirical estimates
are obtained for its parameters.

II. EXPERIMENTAL TECHNIQUE AND RESULTS

The starting raw material for obtaining the ingots is tita-
nium iodide. The melting was carried out in an arc furnace
with a nonconsumable tungsten electrode in an atmosphere
of purified argon �passed through molten lithium and a pre-
melted getter� at a gas pressure somewhat below atmo-
spheric. The initial concentration of interstitial impurities
�oxygen, nitrogen, carbon, and hydrogen� did not exceed
0.05 at. %. The ingots produced by this process, with a di-
ameter of 18 mm, were converted by rolling in vacuum at a
temperature of 1073 K into strips 2 mm thick, from which
samples for tensile strain were cut off in the direction of the
rolling. After annealing in a vacuum no worse than 7
�10−3 Pa for an hour at a temperature of 973 K, the mean
grain diameter in the samples was about 35–50 �m; their
recrystallization texture produced an angle between the

stretching axis and the �101̄0� direction of about 20°. Such
conditions maximized the shear stress at the initial instant of
strain, and consequently the predominant slip occurred in

one of the family of �101̄0��112̄0� prism planes, which are
the predominant planes �and, below T
200 K, the only
ones� for slip in the temperature region investigated here.

The temperature dependences of the yield strength �0�T�
for the �101̄0��112̄0� slip system were determined by active
strain with a base rate of �̇=2.7�10−4 sec−1 in the tempera-
ture interval 0.5–450 K. The dependence of the tensile stress
	��� on the plastic strain � was recorded in the experiments,
and the stress �0=0.5	0.2 corresponding to the relative value
of tensile plastic strain of �0=0.2% was chosen as the yield
strength. We should point out that, in �-Ti, besides prism
slip, another strain mode of is twinning, which is activated
with decreasing temperature and increasing strain. Naturally,
this will affect the values of the parameters of the strain
curve—most notably the strain-hardening rate, the yield
strength, and the plasticity. At the same time, optical and
electron-microscope studies25 show that, for a plastic strain
corresponding to the conventional yield strength of 	0.2 ��0

=0.2% �, the density of twins, and consequently their contri-
bution to the overall plastic strain of the sample, is negli-
gible, and therefore the influence of twinning on the yield
strength can be ignored.

The rate sensitivity of the deforming stress, �
= �
� /
 ln �̇�T, was determined by two methods: in experi-
ments in which the strain rate was changed by a factor of 10
�and in certain cases by a factor of 100� with respect to the
base value, and in experiments in which the stress relaxation
was studied as 
� /
 ln�−�̇�, where �̇ is the rate of change of
the stress on a sample when it relaxes. Both methods gave
virtually identical results in all the measurements. This value
was measured along the strain curves until the samples broke
down, and special attention was paid to its values close to the
yield strength. Here, as in the case of the yield strength, the
influence of twinning can be neglected, and it can be as-
sumed that the process of plastic strain in experiments of the
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given type occurs because of the motion of complete dislo-

cations in the �101̄0��112̄0� system. The basis for this is that
new twins are not likely to appear when the stress level is
reduced in experiments on stress relaxation �or with a change
of strain rate �̇ from higher to lower�. The fact that different
methods of measuring the activation volume yield the same
values confirms the correctness of our considerations.

Figure 1 shows the temperature dependence of the yield
strength �0�T�=0.5 	0.2�T� of the titanium studied in the in-
terval 0.5–450 K. Several sections can be distinguished on
the �0�T� curve that differ in the degree of sensitivity of �0 to
a temperature change. At temperatures above and of the or-
der of room temperature, as well as in a wide region of
moderately low temperatures, two sections are observed with
a monotonic increase of the yield strength as the samples are
cooled, characteristic of thermally activated plasticity; these
sections are separated by a feature of the type of a smeared
bend in the neighborhood of 200 K. This dependence is
qualitatively similar to the temperature dependences of the
yield strengths of pure single crystals of �-Fe �Ref. 2� and
�-Sn.3 Deep cooling �T�7 K� significantly weakens the
temperature dependence �0�T�, and the plasticity below 2 K
becomes virtually athermal �inset in Fig. 1�. Such behavior
of �0�T� is anomalous from the viewpoint of concepts con-
cerning thermally activated strain. Similar low-temperature
anomalies were observed earlier when studying pure �-Sn,4

as well as weakly concentrated solid solutions based on Zn
�Ref. 7� and fcc metals.6

The temperature dependence of the rate sensitivity of the
deforming stress �
� /
 ln �̇�T close to the yield strength
�Fig. 2� also has features that correlate with the features of
�0�T�. This quantity has a dome shape on the main part of the
temperature interval studied here, with a maximum close to
200 K, where a bend is recorded on the �0�T� dependence.
The rate sensitivity sharply decreases below 7 K and virtu-
ally disappears in the interval �2–0.5 K� �inset in Fig. 2�,
and this correlates with the weakening of the �0�T� depen-
dence in the same interval and the transition to athermal
plasticity. It should be pointed out that this anomaly substan-
tially differs from the behavior of the rate sensitivity
�
� /
 ln �̇� of �-Sn,4 Zn,7 and fcc metals,6 for which it

FIG. 1. Temperature dependence of the yield strength �0=0.5 	0.2 of high-
purity polycrystalline titanium �concentration of O+N=0.06 at.%�. The
symbols show the experimental results, and the solid curve shows the the-
oretical dependence of Eq. �5� for the given parameters, shown in Table I.
The inset shows the character of the dependence in the region of very low
temperatures.
T

maintains a finite value in the region of athermal plasticity.
In identifying the microscopic mechanisms that control

the plastic flow of crystals, special attention is usually paid to
measuring and analyzing the activation volume of the pro-
cess of plastic flow,

V* = kT�
 ln �̇/
��T = kT/� . �1�

Not only the characteristic values of this parameter but also
its dependence on temperature, the value of the total plastic
strain, and the values of the deforming and effective stresses
are extremely informative. In this paper, values of the acti-
vation volume for pure �-Ti were obtained on the basis of
measurements of the rate sensitivity of the deforming stress,
kT�
� /
 ln �̇�T, when the strain rate or the value of
�
� /
 ln�−�̇��T was changed in experiments on stress relax-
ation along the strain curves ����T recorded at fixed tempera-
tures. Figure 3 shows the V*��� dependences for values of
the activation volume in units of b3, where b=2.95
�10−10 m is the magnitude of the Burgers vector for the slip

system �101̄0��112̄0� in �-titanium. It can be seen from Fig.
3 that, in the region of very low and moderately low tem-
peratures, the activation volume is independent of the strain
and has a value of V* /b3�50. According to the concepts
usually adopted in the physics of plasticity, these attributes

FIG. 2. Temperature dependence of the rate sensitivity of the yield strength
�= �
� /
 ln �̇�T of high-purity polycrystalline titanium. The solid curve
shows the theoretical dependence of Eq. �6� for the given parameters, shown
in Table I. The inset shows the character of the dependence in the region of
very low temperatures.

FIG. 3. Activation volume V*=kT /� vs plastic deformation � at various
temperatures, K: 293 ���, 200 ���, 77 ���, 53 ���, 25 ���, 4.2 ���. The
values of V* are shown in units of b3 �b=2.95�10−10 m is the magnitude of

the Burger’s vector for the slip system �101̄0��112̄0��.
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are proof that Peierls relief has the determining influence on
the mobility of dislocations responsible for plastic strain. At
T�200 K, a certain strain dependence of the activation vol-
ume appears at the initial stage of the strain, and this is
apparently evidence that processes of dislocation multiplica-
tion play a significant role under these conditions.

Figure 4 shows the temperature dependence of the acti-
vation volume V*�T�, which is determined for a tensile plas-
tic strain of �0�0.2 at. %, i.e., close to the conventional
yield strength �0. The graph of the V*�T� dependence
changes the sign of its curvature in the neighborhood of
200 K; this feature corresponds to the maximum on the tem-
perature dependence of the rate sensitivity �Fig. 2� and cor-
relates with the bend on the �0�T� dependence �Fig. 1�. The
plasticity anomaly observed under conditions of deep cool-
ing at T�7 K shows up on the V*�T� dependence as a
change of the very weak decrease to a very sharp increase
�T�2 K� of this value �see inset in Fig. 4�.

III. DISCUSSION OF THE EXPERIMENTAL RESULTS

The experimental temperature dependences of the yield
strength �0�T� �Fig. 1� and its rate sensitivity ��T�
= �
� /
 ln �̇�T �Fig. 2� for pure polycrystalline �-Ti in a
wide temperature region �450–7 K� qualitatively correspond
to concepts concerning dislocation-type thermally activated
plasticity of this material. The reaction of the plasticity pa-
rameters of �-Ti to temperature variation is anomalous from
the viewpoint of these concepts only under conditions of
deep cooling �7–0.5 K�.

It is customary to describe the kinetics of thermally ac-
tivated plastic flow in crystalline materials by the well
known Arrhenius equation:

�̇ = �̇0 exp�− H��*�/kT� . �2�

This equation connects the variation of the plastic strain �
and its rate �̇ with the variation of the effective stress �*=�
−�i��� that acts on the dislocations in the slip system under
consideration �� is the deforming stress, and �i��� is the char-
acteristic value of the internal long-range stresses that inhibit
the motion of the dislocations�. The pre-exponential factor �̇0

is proportional to the density of mobile dislocations, and its
dependence on �* and temperature T is considered unimpor-

FIG. 4. Temperature dependence of the activation volume V* /b3. The inset
shows the character of the dependence in the region of very low
temperatures.
tant if Eq. �1� is used to describe thermally activated plastic-
ity in pure form �neglecting dynamic dislocation-inertial ef-
fects, etc�. In this approximation, the main features of plastic
flow are associated with the specific form of the dependence
of the activation energy �enthalpy� H��*� on the effective
stress �*. The analytical form of function H��*� and the val-
ues of the parameters included in it substantially depend on
the type and characteristics of the short-range barriers �im-
purity centers, forest dislocations, Peierls relief, etc.� that in-
hibit the motion of the dislocations, along with the internal
stress �i. The main goal of thermal-activation analysis is to
determine the type of barriers and to obtain empirical esti-
mates for their characteristics. This goal is achieved by com-
paring the consequences that follow from Eq. �2� with the
results of an experimental study of the regularities of the
plastic strain of the material of interest to us under some
conditions or other.

We shall discuss the results of the experimental study of
the plasticity of pure �-Ti described in the preceding section,
assuming that the main cause of the inhibition of plastic flow

is Peierls barriers for dislocations in the �101̄0��112̄0� slip
system. This assumption is based on the results of our earlier
paper,22 in which it was shown that impurity barriers deter-
mine the kinetics of the plastic strain of polycrystalline
�-Ti only for concentrations of interstitial impurities �oxy-
gen� of the order of 0.2 at. % and above, while the regulari-
ties of the plastic flow of purer �-Ti do not match the impu-
rity mechanism of retardation of the dislocations.

There are also no serious bases for adopting the assump-
tion, expressed in Ref. 15, that the intersection of sliding
dislocations with forest dislocations has a substantial effect
on the inhibition of the former, especially for low-
temperature strain of pure �-Ti. This assumption is contra-
dicted by the results of the measurements shown in Fig. 3:
first, the fact that the activation volume of the plastic-flow
process is independent of the strain at T�200 K, whereas
forest dislocations arise and propagate in the process of de-
formation; second, the fact that the activation volume �V*

�50b3� has a comparatively low value, which must corre-
spond to an unreasonably large density of forest dislocations
��5�1011 cm−2� if they are the main barriers for sliding.
In the higher-temperature region T�200 K, a certain strain
dependence of the activation volume appears at an early
stage of the strain. This circumstance means that the control-
ling role of Peierls under these conditions is somewhat dis-
turbed by some additional factor, most likely the intense
propagation of mobile dislocations in the active slip system.

In this paper, we restrict ourselves to a thermal-
activation analysis of the experimental results obtained in the
region of moderately low temperatures 7 K�T�200 K. It is
anticipated that the low-temperature anomaly at T�7 K and
the feature associated with the strain dependence of the ac-
tivation volume at T�200 K will be discussed in detail in a
separate publication.

A. The main relationships of the theory of low-temperature
plasticity in the Peierls model

In considering the plastic flow of a crystal that is fairly
free from interstitial impurities, which occurs at low tem-
peratures and is controlled by the thermally activated motion
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of dislocations through Peierls barriers, two circumstances
must be kept in mind. First, at fairly low temperatures, the
effective stress �* that acts on dislocations in an active slip
system will be comparable in magnitude with the critical
stress �P of nonactivation motion. Second, when �*��P, the
displacement of a dislocation by large distances occurs by
thermally activated generation of critical paired kinks on a
dislocation line, after which these kinks expand and are an-
nihilated. In this regime of dislocation motion, the role of
activation enthalpy H��*� in kinetic Eq. �2� is played by half
the energy of a critical paired kink and, when �*−�P��P, we
get3,4,24

H��*� = 0.5Hc�1 − �*/�P�5/4. �3�

Energy parameter 0.5Hc is of the order of the energy of a
single dislocation kink. The precise value of this parameter
depends on the magnitude b of the Burgers vector and the
intrinsic linear energy C �the energy of linear tension� of a
dislocation, as well as on the differential characteristics of
the Peierls relief UP�y� �y is the coordinate in the direction of
motion of the dislocation� at the inflection point y0 for func-
tion UP�y�:

Hc = �24/5�C1/2�2b�P�5/4�UP��−3/4;

b�P = ��UP�y�/�y�y=y0
, UP� = �d3UP�y�/dy3�y=y0

. �4�

Here y0 is the value of the argument of function UP�y� at
which its first derivative reaches a maximum, while the sec-
ond derivative equals zero. Thus, in this treatment, the
Peierls relief is characterized by three parameters: period a
of potential UP�y�=UP�y+a� in the direction of motion of
the dislocation, the Peierls stress �P, and the quantity UP�.

We should point out that situations are also possible in
which a dislocation has a limited length, and its displacement
occurs by the expansion of one paired kink to the end of the
dislocation line without annihilation with things similar to
itself. In this case, the role of the activation enthalpy in Eq.
�2� will be played by the energy of the paired critical kink,
while the pre-exponential factor acquires a dependence on
the length of the dislocation line. This question was dis-
cussed in more detail in Refs. 2 and 4.

Substituting Eq. �3� into Eq. �2� gives the following ex-
pression for the yield strength and its rate dependence:

�0�T, �̇� = �i0 + �P�1 − �T/T0�4/5� , �5�

�
�/
 ln �̇�T = �4�P/5A��T/T0�4/5, �6�

A = ln��̇0/�̇�, T0 = Hc/2kA . �7�

Here �i0�T� is the value of the internal stresses close to the
yield strength.

B. Analysis of the temperature dependences of the
plasticity characteristics

The correspondence of the experimental data shown in
Figs. 1 and 2 to Eqs. �5� and �6� in the region of moderately
low temperatures can be checked if a simple computer pro-
gram is used to approximate these data by functions of the
form

� �T� = � �T� + a − a T4/5, �8�
0 i0 1 2
�
�/
 ln �̇�T = a3T4/5. �9�

The temperature dependences in these approximations are
derived in explicit form, while coefficients a1, a2, and a3 are
certain implicit functions of the strain rate �̇.

In general, fundamental difficulties in this procedure can
arise in connection with the need to correctly allow for the
temperature dependence of the internal stresses, �i0�T�, since
there are no reliable direct experimental methods to deter-
mine them at low temperatures.26 A method is therefore pro-
posed in Ref. 22 to indirectly determine the empirical values
of function �i0�T� by thermal-activation analysis of the flow
strength, the rate sensitivity, and their derivatives with re-
spect to temperature. The use of this method led to the con-
clusion that the �i0�T� dependence for pure �-Ti is rather
weak and is associated only with the temperature depen-

dence of the shear modulus G�T�. For the �101̄0��112̄0� slip
system, it is determined by the dependence of the shear
modulus C66�T�, which is obtained by means of high-
frequency acoustic measurements in Ref. 27. When the mea-
sured and computed values of �i0 were compared for high-
purity �-Ti �0.06 at. % interstitial impurities�, it was
established that, to within the accuracy used here, the effec-
tive stress �*→0 when T
423 K; i.e., �i0�423 K�
�0�423 K�. This circumstance makes it possible to describe
the �i0�T� dependence by an approximation of the form

�i0�T� = �0�423 K��C66�T�/C66�423 K�� . �10�

Using the values �i0�423 K�=25.5 MPa �Fig. 1� and the re-
sults of measurements of C66�T� in Ref. 27, we get the values
of �i0�T� shown in Fig. 5.

Coefficients a1, a2, and a3 in Eqs. �8� and �9� depend,
generally speaking, on strain rate �̇ and, for each fixed value
of �̇, are chosen so that the graphs of the functions in Eqs. �8�
and �9� have the minimum rms deviation from the experi-
mental points in the widest possible temperature interval.
Figures 6 and 7 show the results of an approximation by the
functions in Eqs. �8� and �9� of the experimental data on the
temperature dependence of the effective stresses �*�T�
=�0�T�−�i0�T� �found by the method indicated above, using
Figs. 1 and 5� and of the rate sensitivity ��T�
= �
� /
 ln �̇�T for values of the coefficients

a1 = 72 MPa, a2 = 0.74 MPa/K4/5,

a = 0.0325 MPa/K4/5. �11�

FIG. 5. Temperature dependence of the internal stresses �i0 close to the yield
strength ��
0.2% � for polycrystalline samples of pure �-Ti constructed
according to Eq. �10� on the basis of measurements of C66�T� in Ref. 27.
3
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It can be seen that both graphs have fairly extensive
sections on which the experimental data in the temperature
interval from approximately 7 to 150 K are described well
by linear functions of T 4/5.

The analysis carried out above shows that the tempera-
ture dependences recorded in experiments on the plasticity
characteristics of pure titanium in the temperature interval
7–150 K agree well with the assumption that the thermally
activated motion of the dislocations through the Peierls bar-
riers involves the mechanism of generation and annihilation
of paired kinks, while the enthalpy of this process is de-
scribed by Eqs. �3�. A comparison of Eqs. �5� and �6� with
the approximations given by Eqs. �8�–�10� and using the val-
ues of the coefficients in Eqs. �11� makes it possible to obtain
empirical estimates for several parameters of the theory: �P,
T0, A, Hc, �̇0 �see Table I�. The degree to which the theory
agrees with the experimental data is illustrated by the solid
curves in Figs. 1 and 2, which are graphs of Eqs. �5� and �6�
constructed using these estimates.

We should point out that the value of 0.5Hc=0.75
�10−19 J=0.48 eV that we found is close to the energy of a
single kink Uk=0.56�10−19 J, obtained in Ref. 11 by ana-
lyzing the experimental data on the low-temperature plastic-
ity of higher-purity �-Ti �0.03 at. % interstitial impurities�.

It is possible to propose one more illustration of the va-
lidity of the assumption concerning the inhibition of low-

FIG. 6. Temperature dependence of the effective stress �*=�0−�i0 in coor-
dinates corresponding to Eq. �5�. The solid line is the function �*=72
−0.74T4/5.

FIG. 7. Temperature dependence of the rate sensitivity of the yield strength,
in coordinates corresponding to Eq. �6� for titanium with various concentra-
tions of interstitial impurities: � 0.06 at.% O+N; 
 0.3 at.% O. The solid
line is the function �=0.0325 T 4/5.
temperature plastic flow by Peierls barriers in the case of
pure titanium and the transition to impurity inhibition when
it is doped with interstitial impurities. Figure 7, which shows
the temperature dependences of the rate sensitivity
�
� /
 ln �̇�T for pure titanium in coordinates corresponding
to Eq. �6�, also shows similar data for titanium containing
0.3 at. % oxygen. It was established earlier22 that, in titanium
with an oxygen concentration greater than 0.2 at. %, the con-
trolling mechanism at moderately low temperatures involves
thermally activated dislocations overcoming impurity inter-
stitial atoms. It is clear in this figure that a dependence of the
form of Eq. �6� agrees very well with the experimental data
at 7 K�T�150 K for pure samples and deviates from it
very much for oxygen-doped samples.

The Peierls mechanism of inhibition of the dislocation
flux corresponds fully to a definite dependence of the activa-
tion volume V*��*� on the effective stress �* that acts on the
dislocation. In the region of high �* values of interest to us,
this dependence, according to Eqs. �1�–�3�, has the form

V*��*� = − dH��*�/d�* = V*�0��1 − �*/�P�1/4, �12�

V*�0� = 5Hc/8�P = 3��P�1/2C1/2�2b�5/4�UP��−3/4. �13�

Figure 8 shows experimental data on the V*��*� depen-
dence obtained by means of Figs. 4 and 6 in coordinates
corresponding to Eq. �12�. This figure also illustrates good
agreement of the experimental values of the activation vol-

TABLE I. Empirical values of the parameters of the theory of thermally

activated dislocation motion in Peierls relief for �101̄0��112̄0� prismatic slip
in �-titanium at low temperatures.

FIG. 8. Activation volume V* vs effective stress �* in coordinates corre-
sponding to Eq. �12�.
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ume with the dependence in Eq. �12� in the interval
32 MPa��*�68.5 MPa, which corresponds to the tempera-
ture interval 7–150 K.

In concluding this section, let us discuss the possible
causes of deviations of the experimentally measured plastic-
ity characteristics of pure �-Ti from the theoretical depen-
dences of Eqs. �5� and �6� outside the temperature interval
7–150 K. When the samples are strained under deep cooling
at T�7K, the effective stress level of �* approaches the
threshold value �P of nonactivation motion of the disloca-
tions. For example, it can be seen from Fig. 8 that a low-
temperature anomaly arises when �1−�* /�P�1/4
0.41, which
corresponds to �*
0.97�P. It is thus natural to assume that
the appearance of the anomaly at T�7K is associated with a
transition from thermal-activation motion of dislocations
through Peierls barriers to purely dynamic �above-barrier�
motion at high rates. It is planned to carry out a more de-
tailed analysis of the anomaly and the basis of this assump-
tion in a separate publication. We only point out that the
question of the possible role of dynamic effects and of the
competition of the fluctuation and dynamic regimes of dislo-
cation motion arises and becomes acute when the plastic
strain of many crystalline materials under conditions of deep
cooling is analyzed. This circumstance was established ear-
lier when studying a low-temperature plasticity anomaly of
pure �-Sn �Ref. 28� and of highly concentrated solid solution
of Pb–In.29 The main reason that the role of the dynamic
effects is increased in plastic strain processes at very low
temperatures is the anomalously small values of the effective
barrier potentials that inhibit the motion of dislocations un-
der these conditions. For the pure �-Ti discussed here, a
low-temperature anomaly arises when the effective stress
reaches �*
0.97�P, which corresponds to an activation en-
thalpy of about

H��* = 0.97�P� 
 1.13 � 10−21 J 
 0.01 eV. �14�

An alternative interpretation of the low-temperature
plasticity anomaly has been discussed many times, based on
concepts of the quantum mechanics of the dislocation motion
through Peierls barriers4 and impurity barriers.6 The quantum
regime of dislocation motion is also the result of a lowering
of the barriers at high values of the effective stress. Quantum
plasticity is characterized by athermal behavior of the yield
strength �0 and its rate sensitivity �
� /
 ln �̇�T, but the rate
sensitivity maintains a finite value in this case. The vanishing
of the rate sensitivity for pure �-Ti in the temperature region
T�2K does not make it possible to use a quantum interpre-
tation of the anomaly in this case.

In the temperature region T�150 K, Eqs. �5� and �6� are
also in contradiction with the experimental data for pure
�-Ti. However, in interpreting these data, there are no bases
for rejecting the concepts of thermally activated plasticity
and describing it in terms of the Peierls model. There is a
simpler reason why theory and experiment are in conflict: As
one goes into this temperature region, a decrease of the ef-
fective stress �* by a factor of more than 2 �Fig. 6� breaks
down the applicability of Eq. �3� for the activation enthalpy
H��*�, which is valid only when �P−�*��P.4,24 A prelimi-
nary analysis showed that the use of another analytical ap-
proximation for function H��*�, obtained in Refs. 2,24 for
values of �*�0.5�P, makes it possible to satisfactorily match
the experimental data with the theory even at a certain tem-
perature interval in the region T�150 K. It can be asserted
that the plasticity of pure �-Ti in a wide region of moder-
ately low temperatures has the same characteristics as were
detected earlier when studying �-Fe �Ref. 2� and �-Sn.3

These features are associated with a change of the interaction
law of the kinks on dislocations when a transition is made
from large to small values of effective stress �* as the tem-
perature of strain increases.

In the temperature region of the order of room tempera-
ture and higher, the plasticity of pure polycrystalline �-Ti
has an additional feature, one manifestation of which is that
the activation volume strongly depends on the strain at the
initial stage of deformation �Fig. 3�. A detailed analysis and
interpretation of all the features of the plasticity of �-Ti in
the temperature region T�150 K will be carried out later. It
is assumed that comparing the plasticity features that char-
acterize various temperature intervals makes it possible to
obtain empirical estimates for most of the parameters of the
theory of thermally activated dislocation motion in the
Peierls model, as well as to establish the shape of the Peierls
relief UP�y� in the test material.

IV. CONCLUSION

The experimental data obtained in this paper concerning
the regularities of plastic strain of pure polycrystalline �-Ti
in a wide temperature region �0.5–450 K� has shown that
the main physical factor that determines the plasticity of this
material is retardation of the dislocations by Peierls barriers.

An analysis of the experimental temperature depen-
dences of the yield strength �0�T� and the rate sensitivities of
the deforming stress �
� /
 ln �̇�T showed that the entire
temperature interval studied here can be divided into three
narrower intervals in each of which the motion of the dislo-
cations in the Peierls relief has its own specific features: the
interval of very low temperatures T�7 K, the interval of
moderately low temperatures 7 K�T�150 K, and the inter-
val of elevated temperatures 150 K�T�420 K.

A detailed thermal-activation analysis of the experimen-
tal results has been carried out in this paper for the interval of
moderately low temperatures 7 K�T�150 K. It was shown
that plastic flow of pure �-Ti occurs under these conditions

because thermally activated dislocations of the �101̄0�
��112̄0� system overcome Peierls barriers by the mecha-
nism of generation, expansion, and annihilation of paired
kinks. The role of effective activation energy in this case is
played by half the energy of a paired kink, and its depen-
dence on the effective stress corresponds to the analytical
approximation obtained in Ref. 24 for stresses close to the
Peierls critical stress. Empirical estimates are obtained for
the Peierls stress �P=72 MPa and the characteristic energy of
the critical paired kink, Hc=1.5�10−19J=0.96 eV.

In the region of very low temperatures, the plasticity of
pure �-Ti has a clearly expressed anomaly: the yield strength
does not vary as temperature is reduced �athermal plasticity�,
and the rate sensitivity of the deforming stress goes to zero
�to within the sensitivity limits of the measurement appara-
tus�. The transition at low temperature from the regime of
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thermally activated motion of dislocations through Peierls
barriers to the dynamic �above-barrier� regime is discussed
as a possible cause of this anomaly.

When a transition is made into the region of elevated
temperatures T�150 K, the plasticity of pure �-Ti qualita-
tively maintains the characteristics corresponding to the
mechanism of thermally activated motion of dislocations in
Peierls relief. However, at the inital stage of strain �close to
the yield strength�, the activation volume of the strain pro-
cess substantially depends on the amount of strain, and this
makes it hard to quantitatively interpret the experimental
data by using only the Peierls model, without invoking other
mechanisms.

This work was carried out as part of a special program of
the Physics and Astronomy Section of the National Academy
of Sciences of Ukraine, Topic 1.4.10.1.8.
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The vortical motion of atoms in a quantum liquid is accompanied by their weak polarization un-
der the action of centrifugal forces. Theoretical estimates of the effect give an electric field close
to the axis of the vortex of about 300 V·cm−1 and a linear density of the bound charge in the
core of about �3e�cm−1 �e is the charge of an electron�. © 2005 American Institute of Physics.
�DOI: 10.1063/1.2126950�
1. Recent experimental investigations1,2 revealed a weak
but reliably recordable electric activity of liquid 4He in the
superfluid state �the He II phase�. It was established that the
excitation of macroscopic fluxes �flows� in He II by two
different methods is accompanied by the appearance of elec-
tric displacement in the volume of the helium-filled cell.
Relative motion of the superfluid and normal components
was excited in experiments in He II: In Ref. 1, the counter-
flows of the components were created by temperature vibra-
tions on the cell wall �a standing wave of second sound was
excited�. In Ref. 2, such counterflows appeared in a helium
film on the surface of a cylindrical vessel when it underwent
forced rotational vibrations. In both experiments, vibrations
of the electric potential of about 10−7 V were recorded on the
cell, and this, converted to the volume density of the effec-
tive charge, corresponded to about 104e / cm3 �e is the abso-
lute magnitude of the electronic charge�.

Two attempts at a theoretical description of the results of
these experiments are currently known.3,4 In Ref. 3, it is
proposed that the electric activity of He II can be described
on the basis of a phenomenological assumption of the spe-
cific ordering of the isotropic quadrupole moment of the at-
oms in the superfluid state, which shows no electric activity
in an equilibrium liquid but is polarized by the inhomoge-
neous distribution of the superfluid flux. No microscopic
model of such ordering was proposed in this case, and this
approach left open the question of the physical nature of the
observed effects. Reference 4 directed attention to the possi-
bility in principle of spontaneous polarization of any dielec-
tric medium when its elements undergo nonequilibrium mo-
tion: Under these conditions, polarization appears in the
individual atoms because of the difference of the inertial
forces acting on the nucleus and the electron shell, whose
masses differ by several orders of magnitude. In the experi-
ments under discussion, macroscopic fluxes were actually
excited in He II by dynamic actions of variable sign, and the
resulting electric displacement can be the consequence of
inertial polarization of the helium atoms. However, if one
uses values of the acceleration of the macroscopic elements
of the liquid that are characteristic of the experiments when
one estimates the magnitude of the effect, the result is
1063-777X/2005/31�10�/3/$26.00 915
smaller than the experimental data by several orders of mag-
nitude.

2. In this note, we discuss one more possibility of using
the inertial-polarization-of-atoms effect to describe the elec-
tric activity of He II, associated with taking its specific prop-
erties as a quantum superfluid into account. Only the inher-
ent steady-state vortical motion—quantum vortices—exists
in such a liquid.5,6 The specific attribute of the vortical mo-
tion that is important to us is the fact that, even when such
motion has a steady-state character �constant angular veloc-
ity�, inertial centrifugal forces act on the atoms in the liquid
flux, and the polarization of the atoms caused by these forces
appears. Vortical motion in a superfluid is nondissipative,
and a quantum vortex is a stable nonlinear excitation with
conservative distribution of the flow velocities and centrifu-
gal accelerations with respect to the axis of the vortex. Con-
sequently, a spontaneous inhomogeneous polarization and
the corresponding �bound� polarization charge, whose distri-
bution with respect to the axis of the vortex is also indepen-
dent of time, must exist around the axis of an individual
quantum vortex.1� Three additional circumstances should be
pointed out: First, in a quantum vortex, the atoms participat-
ing in collective motion close to the axis of the vortex have
an extremely large linear velocity �of the order of the veloc-
ity of sound in the liquid�, and therefore the corresponding
centrifugal forces and the resulting dipole moments of the
atoms must have be quite large. Second, the direction of the
centrifugal forces is independent of the sign of the vortex
�the direction of rotation�; therefore, all the vortices must
have effective charges of the same sign, and their electric
activity increases proportionally to the increase of the num-
ber of vortices. Finally, in a macroscopic volume of super-
fluid, it is possible to excite a macroscopically large number
of quantum vortices, and therefore their total electric activity
can also be macroscopically significant.

3. It is easy to construct a description of the spontaneous
electric polarization of a quantum vortex by using the well-
known results of the hydrodynamics of a superfluid.5,6 The
two-dimensional velocity field around the axis of a straight
vortex is described by
© 2005 American Institute of Physics
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Vs�r� =
�

mr
, �1�

where m is the mass of an atom of the liquid, and r is the
radius vector measured from the axis of the vortex. The mass
of an atom that participates in collective vortical motion and
whose mass can also be considered equal to m is subject to
the action of the centrifugal force

F�r� = ��2

m
� r

r4 . �2�

If the coefficient of elastic flexibility � is introduced for the
nucleus-electron-shell bond, and if the inertia of the electrons
is neglected, we get for the displacement of the nucleus with
respect to the center of the atom under the action of the force
in Eq. �2�

�F = �F�r� = ���2

m
� r

r4 . �3�

Coefficient � is unambiguously associated with the electric
polarization factor � of the atom:4 On one hand, in a homo-
geneous electric field E, dipole moment d=�E appears on a
spherically symmetric atom; on the other hand, the modulus
of this moment can be determined as d=Ze�E, while �E

=��2ZeE�, where Z is the number of electrons in the shell;
we thus get the equation

� =
�

2�Ze�2 . �4�

For a dipole moment of the atom of d=−Ze�F, caused
by the action of the centrifugal force, according to Eqs. �3�
and �4�, we get

d = − � ��2

2Zem
� r

r4 ; �5�

the dipole-moment vector by definition is directed from posi-
tive to negative charges: Close to the axis of the vortex, there
is an excess of negative electronic charge, while the positive
charges are somewhat displaced by centrifugal force toward
the periphery.

If n�r� is the density distribution of atoms in a vortex,
the dipole moments in Eq. �5� correspond to the polarization
fields P�r�=n�r�d�r� and the volume bound-charge density
�V

*�r�=−divP�r�:

P�r� = − � �2�

2Zem
�n�r�r

r4 ; �6�

�V
*�r� = −

�2�n�r�
Zemr4 �1 −

r

2

d

dr
ln n�r�� . �7�

We should point out that the description of the sponta-
neous inertial polarization of a vortex is obtained in the hy-
drodynamic approximation on the basis of Eq. �1�, and there-
fore Eqs. �5�–�7� have singularities on the axis of the vortex
�r→0� that are natural for this approximation and remain
physically correct only in the region r�r0	a, where a is the
interatomic distance in a homogeneous equilibrium liquid.
The equivalent electric field E*=�−1d needed to create the
inertial dipole moment can serve as an estimate of the effect
at microdistances;

max
E*
 �
�2

2Zemr0
3 . �8�

The electrical activity of the core of the vortex can also
be characterized by the linear density �L

* of the bound charge,
which is computed by integrating Eq. �7� over a plane per-
pendicular to the axis of the vortex. This quantity can be
estimated by neglecting the weak inhomogeneity of the den-
sity of the liquid close to the axis of the vortex �n=const�2�

and by excluding from the region of integration a tube of
radius r0. As a result, we get

�L
* = −

��2�n

Zemr0
2 . �9�

It is easy to show that a vortex in the form of a ring with
macroscopic radius R creates polarization that corresponds to
the bound charge Q*=2�R�L

*.
When He II rotates with angular velocity � in a cylin-

drical vessel with radius R, an equilibrium number N of vor-
tices arises in the helium, and the linear density of bound
charge that they cause �per unit length of the vessel� is QL

*

=N�L
*:

N =
m�R2

�
, QL

* = −
���n�R2

Zer0
2 . �10�

The values of the parameters of helium: Z=2, m=7
	10−24 g, �=2	10−25 cm3, n=2	1022 cm−3, r0	n−1/3

=3.7	10−8 cm, correspond to the linear density of the
bound charge per unit vortex �L

* 	−�3e�cm−1. The rotation of
helium in a vessel with dimensions R2L=1 cm3 and fre-
quency �=1 rad/sec creates in it a bound charge of Q*	2
	104e. For the maximum electric field close to the vortex
line, according to Eq. �8�, we get the estimate max
E*

�300 V·cm−1.

4. In conclusion, it should be pointed out that the inter-
pretation and quantitative processing of the results of specific
experiments in terms of the spontaneous polarization of
quantum vortices of course requires the formulation and
analysis of a model of the dynamic behavior of the vortex
system that is adequate for the experimental conditions. Such
a model must take into account the processes of generation
and annihilation of the vortices, their shape, and the indi-
vidual and collective vibrations, allowing for inertial polar-
ization and the entrainment of the vortices by the electric
field, by temperature gradients, by the vessel walls, etc.
Rough estimates show that the electric activity of He II ob-
served in experiment can provide an output of 1010–1011

ends of vortex lines per 1 cm2 of metallic surface.
The authors are sincerely grateful to A. M. Kosevich, A.

S. Rybalko, S. I. Shevchenko, I. V. Kriv, and Yu. Z. Kovdr
for interest in the work and for numerous stimulating discus-
sions.
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1�Quantum vortices in superfluid 3He also have spontaneous electric

polarization,7 but its physical nature and the character of the distribution
with respect to the axis of the vortex is quite different.

2�A more accurate description can be obtained for a quantum vortex in an
almost ideal Bose gas.5
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In a recent paper,1 I was surprised that the authors did
not cite papers in which I participated as a coauthor with
Nurmagambetov,2 as well as with Kamshilin and
Nurmagambetov.3 Reference 2 was most likely the first to
point out that a qualitative change of the local geometry of
the Fermi surface, even if the connectivity of the Fermi sur-
face does not change, can result in a generalized topological
transition. As far as I know, it was in that article that the term
generalized topological transition was introduced.

The role of local geometry in the properties of metals
has been repeatedly discussed. One can familiarize oneself
with the papers on this topic from the reviews in Ref. 4 �with
41 citations in the reference list�, Ref. 5 �305 citations, some
annotated in a special section devoted to a bibliography�, and
Ref. 6 �60 citations�. The monograph by Zimbovskaya
should also be mentioned.7

The reviews and Zimbovskaya’s monograph mainly deal
not with the influence of external actions on the local geom-
etry of the Fermi surface �on its differential-geometry char-
acteristics in Makarov’s terminology, etc.�, but with changes
of the experimental conditions that alter the topology of the
geometrical shapes by means of which the metal’s properties
of interest are described. Examples of this are the changes of
the topology of the extremal planar cross sections of the
Fermi surface as the direction of magnetic field H varies or
changes of the structure of the k ·v=0 zones on the Fermi
surface because of variation of the direction of the wave
vector k of sound.

In the paper by Makarov et al., it is proposed to describe
a new type of electronic topological transition by a change of
the spherical shape of the Fermi surface. When a transition
occurs abruptly, the number of pre-images of a point with
spherical mapping varies. It is not very clear why there is a
transition from the actual surface to its mapping onto a
sphere. It seems natural to us to use a configuration of curves
of parabolic points, the variation of whose topology is a gen-
eralized topological transition-a new type of topological
electronic transition. Such an approach is described in my
article with Nurmagambetov and in the tenth section of the
cited review4 �page 924�. The choice of the method used in
the description is up to the authors, but, in my opinion, it is
1063-777X/2005/31�10�/2/$26.00 918
not worthwhile to complicate a simple picture with math-
ematical devices.

A change of the topology of the Fermi surface not only
results in anomalies of the thermodynamic characteristics of
the metal. It manifests itself in anomalies in the other prop-
erties, if, along with the change of the topology of the Fermi
surface, the geometrical patterns that determine these prop-
erties also change. Examples of such anomalies are given in
the pioneering work of Lifshitz, in which a topological tran-
sition was described for the first time.8 It should be men-
tioned that the discovery of a topological transition in prac-
tice is the result of the observation not of the thermodynamic
features at the point of an electronic transition, but of the
phenomena that accompany it.

The topological transition of I. M. Lifshitz is necessarily
associated with a generalized topological transition �see the
review in Ref. 4, section 9, page 921, and Fig. 14, page 922�.

When a generalized topological transition occurs, i.e.,
when the connectivity of curves of parabolic points changes,
the density of electronic energy states has no anomalies.
There are thus no anomalies in the thermodynamic charac-
teristics of the metal �the heat capacity, the thermal expan-
sion coefficient�. It is shown in the paper by Nurmagambetov
and me that the surface density of states may have a radical
singularity when there is a change of the local geometry of
the Fermi surface. True, for this to happen, the crystal faces
must be chosen appropriately. In this case, a surface phase
transition of order 2 1/2 must be observed. It is this that
seemed to us to be our main result. Lifshitz, whom we were
able to acquaint with our work, agreed with this.

In order to be convinced of the necessity of citing my
article and the reviews enumerated above in the article by
Makarov et al., there is no need even to read them; the fig-
ures in the article can be compared with the figures in the
reviews �especially in Ref. 4�.

A dumbbell-shaped Fermi surface, used as an example in
the paper discussed here for numerical calculations, along
with a hat-shaped Fermi surface, has long served as a con-
venient object for demonstrating the role of the local geom-
etry in the properties of normal metals �see Ref. 4, Figs. 10
and 11, p. 917�.
© 2005 American Institute of Physics
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