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The prominent theoretical physicist, Corresponding Member
of the National Academy of Sciences of Ukraine, and Lau-
reate of the State Prize of Ukraine I.O. Kulik celebrated his
70th birthday on November 19, 2005. I. O. Kulik obtained
basic scientific results in several areas of modern solid-state
physics: the theory of superconductivity, the physics of me-
soscopic systems, and spectroscopy.

I. O. Kulik became widely known and won worldwide
acclaim, specifically, for his results in the theory of the elec-
trodynamic properties of Josephson tunnel junctions, for the
prediction of vortices of a special type �“Kulik vortices”� in
an inclined magnetic field, and for the theory of coherent
current states in weak superconducting junctions with direct
conduction. I. O. Kulik developed the basic concepts of me-
soscopic physics: flux quantization and persistent currents in
nonsuperconducting structures, charge-discreteness effects
and Coulomb blockade in small metallic systems. I. O. Kulik
constructed, together with his colleagues, the theory of point-
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contact spectroscopy of elementary excitations in solids
�Discovery No. 328, registered by the Committee on Discov-
eries of the USSR�.

I. O. Kulik’s scientific work is reflected in many articles,
reviews, talks, and monographs. As a brilliant spokesman for
the Kharkov school of theoretical physics I. O. Kulik trained
a pleiad of theoretical physicists, many of whom have be-
come leaders of new scientific directions. Igor’ Orestovich’s
many students are grateful to their teacher for the happiness
and priceless benefits which they gained from their contact
with him.

Dear Igor’ Orestovich, we heartily congratulate you on
your birthday and wish you good health, success, and many
years of fruitful scientific work.

Editorial Board
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This review is devoted to describing nonequilibrium carrier systems and relaxational and kinetic
phenomena in three-dimensional point-contacts. Attention is focused on describing a phonon sys-
tem which becomes substantially modified under conditions of ballistic transport. In such sys-
tems the energy fluxes are limited by the presence of weakly coupled layers of impurity atoms,
planar defects, or microscopic-size contacts. The small size of point-contacts, ranging from sev-
eral to 1000 nm, makes it possible to investigate low-temperature heat and charge transfer on
scales less than the characteristic inelastic scattering lengths. A mechanism of phonon transport
in the presence of an interface is analyzed, and various models of a planar defect are examined.
The special features of interfacial phonon transport, where the transport coefficients are deter-
mined not by scattering processes in the volume of a bulk crystal but rather by the properties of
the intercrystalline boundary, are studied. The quantum phonon thermal conductivity of point-
contacts is studied in detail. © 2005 American Institute of Physics. �DOI: 10.1063/1.2127874�
INTRODUCTION

The drive to miniaturize the components of electronic
devices, sensors, and micromechanical systems has resulted
in the development of different variants of nanotechnologies.
These technologies make it possible to develop, on mesos-
copic or atomic levels, composite materials and objects
which include intercrystalline boundaries and regions of
strong anisotropy or low dimension. As a rule, wave propa-
gation in such systems is of interest. It is found that transport
processes and kinetic effects are strongly modified, espe-
cially at low temperatures, compared with their manifesta-
tions in macroscopic uniform solid-state samples. The point
is that at low temperatures �tens of degrees Kelvin and
lower� the characteristic inelastic scattering lengths of heat
and charge carriers start to exceed the dimensions of the
components of nanostructures. Different variants of ballistic
transport in nanostructures are realized.

In the present review, mainly crystalline nanosystems in
the form of three-dimensional dielectric or conducting mi-
crobridges connecting bulk crystals are studied. Such sys-
tems are often said to be point-or microcontacts. These struc-
tures, as a rule, include interfaces or monomolecular
impurity layers, which are described by the “planar defect”
model. The small dimensions of point-contacts, ranging from
several to 1000 nm, make it possible to investigate low-
temperature heat and charge transport on scales less than the
characteristic inelastic scattering lengths.

Point-contacts, realized as microscopic regions of short
circuiting between bulk conductors, were introduced into sci-
entific practice in Ref. 1. The investigation of weak inelastic
scattering in the zone of a current-conducting point-contact
1063-777X/2005/31�11�/26/$26.00 921
has led to the development of a method of point-contact
spectroscopy of the electron-phonon interaction.2–6 The bal-
listic electronic thermal conductivity of a metallic point-
contact was first measured in Ref. 7. The ballistic transport
of phonons in point-contacts was first investigated experi-
mentally in Refs. 8–10. The theoretical prediction of these
effects is contained in Refs. 11–14.

Point-contacts have turned out to be unique physical de-
vices, which can be used to study transport phenomena in
strongly nonequilibrium electronic and phonon systems. In
point-contacts the electrochemical potential or temperature
drops over distances of the order of the diameter d of the
contact. Any attempt to realize similar nonequilibrium con-
ditions in macroscopic samples would in most cases destroy
the experimental samples. Point-contacts make it possible to
study the qualitative modification of the main kinetic phe-
nomena as compared with similar processes in bulk conduc-
tors and dielectrics.

The present review is devoted to describing nonequilib-
rium carrier systems and relaxational and kinetic phenomena
in nanostructures. Attention is focused on describing a pho-
non system which is strongly modified under conditions of
ballistic transport. A general characteristic of transport phe-
nomena in nanostructures, containing planar defect layers,
interfaces, point contacts, and in strongly anisotropic crystals
and low-dimension systems is that in these cases transport
processes occur in systems containing weak links. The en-
ergy fluxes are limited by the presence of weakly coupled
layers of impurity atoms, planar defects, or contacts of mi-
croscopic size.
© 2005 American Institute of Physics
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The mechanism of phonon transport in the presence of a
surface is analyzed, and various models of a planar defect are
examined. The special features of interfacial phonon trans-
port where the transport coefficients are determined not by
scattering processes in the volume of a bulk crystal but rather
by the properties of the intercrystalline boundary are studied.
The quantum phonon thermal conductivity of point-contacts
is studied in detail. The exposition starts with an analysis of
ballistic transport of phonons. Then various phonon scatter-
ing processes are included and the thermal conductivity of
dielectric point-contacts in various transport regimes is de-
scribed. The results of promising investigations of phonon
transport in two-dimensional and molecular contacts are ex-
amined. The modification of the phonon spectrum in mesos-
copic contacts is described.15 We note that the extensive re-
view literature devoted to heat transfer �see, for example,
Refs. 16–22 does not contain a systematic exposition of the
experimental and theoretical works concerning low-
temperature phonon transport in nanostructures, even though
this area of research is still undergoing intensive
development.23–29 In addition, the greatest successes in ob-
taining an adequate theoretical description of the effects as-
sociated with phonon transport have been obtained precisely
at low temperatures. Consequently, one of the main goals of
the present review is to fill this lacuna in the review litera-
ture, and this is why some of the problems studied must be
described in greater detail.

I. POINT-CONTACTS—ACTUAL OBJECTS OF SOLID-STATE
PHYSICS

A. Ballistic transport in nanocontacts

Dimensional transport effects appear as the dimensions
of nanostructures decrease. These effects are associated with
the ratio between the geometric characteristics of the struc-
tures and the scattering lengths corresponding to various car-
rier scattering mechanisms. Ballistic charge and heat trans-
port intensifies in point-contacts at low temperatures for
values of the diameter of a contact ranging from
1000 nm to 10 nm.12 Under these conditions the inelastic
scattering lengths of charge and heat carriers become large
compared with the dimensions of the contact. When the con-
tact dimensions drop below 10 nm, size-quantization of
phonons in a contact arises.10,14 The influence of a disruption
of the regular structure of the crystal lattice in the region of a
contact on the form of the vibrational spectra of atoms be-
comes substantial for contact sizes ranging from
10 nm to 1 nm.15 This effect is a mesoscopic phenomenon.

It has now been established that ballistic heat transport,
calculated in Refs. 9 and 12, occurs in dielectric and semi-
conductor point-contacts and in metal-dielectric
contacts.23–29

Diverse methods have been proposed to obtain
point-contacts.5,30 The “needle and anvil” method,31 the
method of crossed wedges,32,33 and the break junction
method34,35 are used to investigate electron and phonon
transport in point-contacts. Electrons and phonons in point-
contacts cannot propagate through the surface of the vacuum
gap bounding the surface of the contact.

A unique feature of transport phenomena in point-
contacts is the possibility of producing strongly nonequilib-
rium states of the electron-phonon system in the region of
narrowing. If a temperature difference is maintained on the
edges of a contact, then the phonon system becomes strongly
nonequilibrium.

A nonequilibrium phonon system can be realized in a
point-contact which is small compared with the phonon-
phonon relaxation length lph-ph. Ballistic phonon transport
occurs in point-contacts if the quasimomentum relaxation
length is long compared with the diameter of the contact. A
model of such a contact is shown schematically in Fig. 1.

Let us consider a situation where the bulk edges of the
contact have different temperatures T1 and T2. Then groups
of electrons and phonons in the region of the contacts are
characterized by functions whose distributions have different
temperatures T1 and T2. An average temperature cannot be
established in a contact, since the inelastic scattering is weak
�d� lph-ph�. The low-temperature thermal conductivity of a
contact gives clear evidence of the diffraction of phonons in
point-contacts, which makes it possible to estimate the geo-
metric parameters of the contacts. Obtaining point-contacts
by the pressure of a microscopic needle results in the appear-
ance of a polycontact structure. Thus heat flow can be stud-
ied between the edges of a contact as a result of transport
through a number of parallel contacts.

B. Adiabatic method of measuring heat flux in a contact

A simple adiabatic method for measuring heat flux in
dielectric contacts is proposed in Ref. 8. This method was
used to measure the heat flux through NaCl–NaCl8,9,36 and
KBr–KBr37 contacts. The point-contacts were produced be-
tween two NaCl single crystals, where the bottom NaCl-1
single crystal was suspended in vacuum under adiabatic con-
ditions. The top NaCl-2 single crystal was in contact, via a
copper heat guide, with a reservoir filled with liquid helium.
External regulation of a clamp permitted varying the clamp-
ing force between the �001� plane of the NaCl-2 crystal and
the trihedral angle in the �111� direction of a NaCl-1 crystal
and thereby the size d of the point-contact.

FIG. 1. Diagram of a point-contact in the form of a cylindrical short-circuit
in a vacuum gap between the surfaces �1 and �2.
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To ensure adiabatic conditions both samples were placed
in vacuum under pressure less than 10−4 Pa and surrounded
by a heat screen. An electric heater-strain gauge was glued
on the bottom surface of the NaCl-1 sample to heat the
sample to a temperature of 80 K.

After the heater was switched off, the cooling curve of
sample NaCl-1 was measured, i.e. the temperature depen-
dence T1�t� was found, and the derivative dT1 /dt as a func-
tion of T1 was found by numerical differentiation. Using the
thermodynamic definition of the heat capacity the heat flux

Q̇�T1� can be calculated from the equation

Q̇�T1� = C�T1��dT1/dt� , �1�

where C�T1� is the heat capacity of the sample NaCl-1 at
temperature T1.

In this setup of the experiment some of the heat flux is
due to parasitic flux through electric wires, nylon filaments,
and residual gas and to radiation. This parasitic background
was measured without the point-contact included; this made
it possible to calculate the pure heat flux through the point-
contact. This experimental procedure can be used to mea-
sure, simply and with a small error ��1.0% �, the heat flux
through a dielectric point-contact.

An experimental technique was later developed to obtain
high-stability contacts. This technique included the produc-
tion of metal-dielectric contacts.10 In low-temperature ex-
periments experiments �T1�0.1–10 K� point-contacts were
prepared using a high-purity silicon single crystal, secured
on three thin microneedles, one of which was made of cop-
per and the two others were made of Vespel polymer resin.
The thermal conductivity of the Vespel resin is very low; it
did not make an appreciable contribution to the heat flux, just
as radiation. Immediately prior to the formation of a contact
the copper needle was sharpened electrolytically in order to
prevent the appearance of an oxide layer. The flat surface of
the silicon was polished with diamond paste. The average
roughness of the surface was 0.7 �m before polishing and
about 2 nm after polishing. The silicon crystal with a tem-
perature sensor glued to it was heated to 10 K. After heating,
the crystal cooled as a result of heat flow through the point-
contact, formed by the surface of the silicon and the copper
needle. The time dependence of the silicon temperature was
measured, using the value of the heat capacity of silicon, to
calculate the heat flux.

C. Measurement of the thermal conductivity of contacts by
the adiabatic method

Experiments with NaCl–NaCl contacts in the tempera-
ture range 4.2–65 K8,9 have demonstrated that in contacts
with effective diameters 150–350 nm the ballistic regime of
heat conduction remains when the temperature T1 of the “hot
edge” of the contact increases right up to 60 K.

An experiment on the thermal conductivity of high-
stability Si–Cu point-contacts10 �see Fig. 2� reveals a well-
defined peak in the temperature dependence of the reduced
heat flux at T1=0.5 K. This peak is associated with the dif-
fraction effects accompanying phonon passage through a
point-contact. For T1�2 K phonon transport occurs in the
geometric-optics limit, and the series of peaks demonstrates
the presence of polycontacts. According to the spherical flow
model, the diameter of contacts of this type is 30 nm and
their length L=4.5.

The temperature dependence of the heat flux in Si–Cu
point-contacts in the temperature range 4.2–25 K was inves-
tigated in Ref. 36 using the adiabatic method described in
Sec. I B �see Fig. 3�.

The geometric-optics regime was realized for phonons in
these contacts. In this case the heat flux is proportional to T1

4.
The estimates based on the geometric-optics regime gave for
the effective contact diameter deff=5000 nm.36 We note that
in the polycontact geometry the effective diameter is related
with the average diameter d of an individual contact by the
relation deff=d�n �n is the number of individual contacts in a
polycontact�.

The adiabatic method has also been used to investigate
the heat flux in KBr–KBr and KBr–Cu contacts.38 The KBr
crystals were prepared by the Czochralski method at the In-
stitute of Single Crystals of the Ukrainian National Academy
of Sciences. The purity of the samples was 99.99%. The
temperature dependences of the heat flux through the KBr–
KBr and KBr–Cu contacts are very similar to one another.
They show the presence of a geometric-optics regime for
phonons in a wide temperature range. The reduced heat flux

FIG. 2. Reduced heat flux measured in a Si–Cu point-contact.10

FIG. 3. Temperature dependence of the heat flux through a Si–Cu point-
contact in the temperature range 4.2–25 K.36
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exhibits a low-temperature peak at T1=5.7±0.2 K. Koestler
et al. observed a similar anomaly.39 The possible origin of
such an anomaly as a result of resonance transport through a
layer of weakly bound impurities was discussed in Refs. 38
and 40. This anomaly is reproduced well and has a similar
form in KBr–KBr and KBr–Cu contacts. Finally, a strong
temperature dependence of the reduced heat flux in the range
5–10 K was observed. This effect is due to intense scattering
of low-frequency phonons in the static field of extended lat-
tice deformations, associated with the production of point-
contacts by the “needle-anvil” method. The upper tempera-
ture limit of intense phonon scattering �10 K� makes it
possible to estimate the characteristic size of extended defor-
mations to be 5 nm.

II. PHONON TRANSPORT IN 3D NANOCONTACTS

A. Nonequilibrium states of the phonon system in a contact

The theoretical description of strongly nonequilibrium
nanosystems has required the development of special meth-
ods for solving problems of physical kinetics. This has made
it possible to go far beyond the thermodynamics of nonequi-
librium processes. The theory of ballistic phonon transport of
heat in point-contacts was first developed in Ref. 12. In the
present section the foundations of the theory of phonon
transport in point-contacts is presented.

The condition for ballistic transmission of phonons
through a dielectric point-contact presumes that the size �di-
ameter� d of the contact is small compared with the phonon
inelastic scattering length lph in the bulk sample. As a rule,
for ballistic phonon transport to be realized at temperatures
which are low compared to the Debye temperature �D it is
sufficient that the size of the contact not exceed 10 nm. An
average temperature cannot be established in the contact be-
cause the inelastic phonon-phonon interaction is small �d
� lph-ph�.

An opening in an impermeable �for electrons and
phonons� screen is used as the basic theoretical model of a
contact connecting bulk edges. Unless otherwise stated the
contact size is assumed to be large compared to the electron
wavelength �e and phonon wavelength �ph��e ,�ph�d�.

The state of the phonon system of a dielectric point-
contact can be described using the kinetic equation for the

FIG. 4. Temperature dependence of the heat flux through KBr–Cu and KBr–
KBr point-contacts.36
phonon distribution function N and boundary conditions that
take account of the difference of the temperatures in the bulk
edges:

N�z → ± �� = nP�	,T1,2� . �2�

Here z is the axis of the contact, oriented in a direction nor-
mal to the plane of the contact. The temperature of the left-
hand bulk edge �z→−�� is assumed to be T1, the tempera-
ture of the right-hand edge �z→�� is assumed to T2, and nP

is the Planck distribution.
Heat is transported in a ballistic point-contact by two

noninteracting groups of phonons, whose distribution func-
tions are given by the temperatures of the bulk edges of the
contact T1 and T2. Consequently, the kinetic equation for N
can be solved by the method of characteristics in the zeroth
order approximation in the phonon scattering integral.

B. Phonon flux in the geometric-optics approximation

The ballistic phonon heat flux Q̇B�T1 ,T2� through a
point-contact contains contributions of opposite sign, which
correspond to the two groups of phonons arriving from dif-
ferent edges of the contact:12

Q̇B�T1,T2� =

S0

2�2��3�
�
� dk	��k�uz

�D1,2
� 	N�	�,T1�

− N�	�,T2�
 . �3�

Here S0 is the area of the contact, 	�k� is the phonon disper-
sion law, u�=�	��k� /�k, k is the wave vector of a phonon,
and � is an index indicating the branch of the phonon spec-
trum. If the phonon distribution functions in the bulk edges
are equilibrium functions, then N=nP�	 ,T�= �exp�
	 /T�
−1�−1. The expression �3� contains the coefficient of phonon
energy transfer D1,2

� �k� from edge 1 to edge 2; the dispersion
law is taken into account for edge 1. The magnitude of the
heat flux remains unchanged if the corresponding quantities
for edge 2 are used in Eq. �3�. This is a consequence of the
reciprocity theorem for the transmission of elastic waves
through an ideal interface.41

The reciprocity theorem asserts that the fraction of the
energy flux of the phonons which are associated with an
elastic mode j in edge 1, transported by phonons of mode l in
edge 2 �1, j→2, l�, is the same as the analogous fraction for
the reverse process �2, l→1, j�. The quantity D1,2

� �k� is de-
termined by the law of refraction of phonons taking account
of the conversion of the branches of the phonon spectrum at
the contact boundary. For a ballistic planar contact the coef-
ficients Dmn

� are determined by the properties of the crystal
lattices of the edges and can be calculated by studying the
problem of the transmission of a plane wave through an in-
finite planar boundary of two media.42,43 At low frequencies,
where the acoustic mismatch model can be used,42 Dmn

� de-
pends weakly on the frequency. For a contact between iden-
tical media, D=1 must be used in the ballistic regime of
geometric optics. In this case the magnitude of the ballistic
heat flux depends on the special features of the dispersion
law for phonons and is independent of the mechanisms of
phonon scattering in a bulk crystal. The relationship between
the heat flux and the form of the phonon spectrum can be

represented in an explicit form, expressing Q̇ �T ,T � as
B 1 2
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Q̇B�T1,T2� =

S0

�2��3 � d	 	 S�	�	N�	,T1� − N�	,T2�
 .

�4�

The function S�	� is determined by an integral over the
constant-energy surfaces 	��k�=	 in the k-space of the pho-
non wave vectors:

S�	� = �
�
�

uz
��0

dkuz
��k��	��k� − 	�

= �
�
�

uz
��0

d�	
�nz��	

�� , �5�

�	
� and n��� denote an element of the isoenergy surface and

the unit normal to it, respectively.
It follows from the expression �5� that S�	�=��S��	�

has a simple geometric representation in k-space: for each �
branch of the phonon spectrum S��	� is the area of the pro-
jection on the plane of the contact of that part of the isoen-
ergy surface 	��k�=	 for which the condition uz

��k��0
holds �Fig. 5�.

C. Low-temperature ballistic transport of phonons

At low temperatures, when the phonon dispersion law
can be represented in the linear approximation 	�

=u��k /k�k, S�	� is quadratic in the frequency S�	�= P	2,
where

P = �
�
�

uz
��0

d�uz
�����u����e����−3. �6�

Here � denotes the angular coordinates of the unit vector
e=k /k. The function S�	� assumes its most compact form in
the isotropic case: Sis�	�=���k�

2�	�.
Let us analyze the expression �4�. At low temperatures

�T1,2�
	D� only low-frequency oscillations are excited and
the heat flux is12

FIG. 5. Region of integration over an isoenergy surface in k space and
geometric representation of the function S.
Q̇B�T1,T2� =
�

120

S0


3 P�T1
4 − T2

4� . �7�

For the simplest case of a uniform contact in the ap-
proximation of an isotropic dispersion law we have

P = ��
�

�u��−2. �8�

This estimate is ordinarily used to calculate the effective area
of ballistic contacts.9

In experiments studying phonon transport in point-
contacts the situation where T1�T2 is often studied. In these
cases we can set T2�0, and the temperature T1 of the “hot”
edge of the contact can be denoted as T. The temperature
dependence of the heat flux, proportional to T4, serves as a
criterion for the realization of the ballistic regime of geomet-
ric optics in a point-contact. The temperature dependence
presented above for the phonon heat flux is analogous to the
dependence obtained by Little42 and Khalatnikov44,45 for
phonon heat transfer between two media. A temperature
jump can occur at the boundary of two media if the contri-
bution of boundary scattering of phonons to the heat resis-
tance is larger than the heat resistance of the bulk edges. This
effect was first observed in the experiments performed by
Kapitsa on heat transfer between superfluid helium and a
metal.46 As the analysis of heat transport through a point-
contact performed above shows, the presence of an interface
of two media in the contact is not at all necessary for the
formation of a contact jump in the temperature. This jump
arises because of the scattering of phonons by the surface of
the vacuum gap surrounding the point-contact.

We note that for high temperatures �T1,2�
	D� the
magnitude of the flux is a linear function of temperature
difference �T=T1−T2. For small �T a heat resistance RT,

determined from the formula Q̇=�T /RT in the entire tem-
perature range, can be introduced. The expression for RT is
an analog of Sharvin’s formula47 for the ballistic resistance
of a metal point-contact.

D. Reconstruction of the vibrational spectrum from the
temperature dependence of the ballistic heat flux

If Q̇B�T ,0� is studied in a sufficiently wide temperature
range, a formal procedure inverse to the transformation �5�
can be indicated. Using the results presented in Ref. 48, the
necessary integral transformation can be represented in the
form12

S�	� =
4�2

S0
� 


	
1/2�

−�

+�

d����3

2
+ i���3

2
+ i��−1

� �
0

�

dTQ̇B�T,0�T−5/2�
	

T
i�

. �9�

Here ��x� is the gamma function and ��x� is the Riemann
zeta function. Mathematically, such transformations are ill-

posed, i.e. small errors in determining Q̇B�T ,0� can result in
strong distortions of the desired function S�	�. We note that
a mathematically similar problem of inversion for determin-
ing the density of states from the temperature dependence of
the heat capacity has been examined by I. M. Lifshits.49
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III. PHONON SCATTERING IN THE NEAR-CONTACT REGION

The temperature dependence of the experimentally ob-
served phonon heat flux through the boundary between solid
bodies demonstrates a deviation from the temperature depen-
dence predicted by Little’s acoustic mismatch theory.42 This
is due to the physical processes occurring on the contact
surface and in the layers near the surface �see Fig. 6�.17

To analyze the phonon scattering processes in a point-
contact it is convenient to use the following definition of the
reduced heat flux:

q̇B�T1,T2� = Q̇B�T1,T2�/�T1
4 − T2

4� . �10�

The low-temperature reduced heat flux �10� calculated in
the geometric-optics approximation is temperature-
independent.

However, when measuring the thermal conductivity of
dielectric point-contacts of the order of 100 nm in size the
reduced thermal conductivity at low temperatures �5 K�T
�10 K� is observed to decrease with increasing
temperature.36 In the indicated temperature range, the tem-
perature dependence of the thermal conductivity of a contact
can be represented as q̇B�T1 ,T2�=const T1

−�, where ��1.
Such a dependence attests to efficient phonon scattering in
the contact.

A. Elastic scattering of phonons in a contact

The manifestation of low-temperature phonon scattering
was first discovered in an investigation of metallic point-
contacts. Although the point-contact spectra of metals dem-
onstrate good agreement with the electron-phonon interac-
tion functions and the phonon density of states found for
bulk samples4 a number of theoretical50–53 and
experimental54,55 investigations have shown that the state of
the near-contact region can strongly influence the phonon
kinetics. Effects associated with “reabsorption” of nonequi-
librium phonons,50–53 attest to the possibility of strong elastic
scattering of phonons in the near-contact region, caused by
distortions produced in the crystal lattice when the contact is
formed.

FIG. 6. Temperature dependence of the reduced heat flux in KBr–Cu and
KBr–KBr point-contacts.36
There is an extensive literature devoted to phonon scat-
tering in bulk crystals �see, for example, Refs. 16 and 56�.
However, for point-contacts it is necessary to study the spa-
tially nonuniform case and take account of the possibility of
phonon scattering in the near-contact region by extended de-
formations of the lattice. In Ref. 9 a statistical description is
proposed for the propagation of acoustic phonons in the field
of extended lattice deformations under the assumption that
the characteristic sizes of the distortions are large compared
with the phonon wavelength.

We shall represent phonon propagation as a sequence of
uncorrelated elastic scatterings by small angles for which the
modulus of the phase velocity u remains unchanged. We
shall examine the nonequilibrium distribution function Nq�r�
for phonons with quasimomentum q at the point r �here the
indices indicating the branches of the phonon spectrum are
dropped�. The Fokker-Planck differential equation57,58 corre-
sponding to a random walk in the space of orientations of the
quasimomenta is

�

�t
Nq + u

�

�r
Nq =

1

2�i
��Nq, �11�

where �i is the relaxation time over the orientations of the
quasimomentum �and phase velocity�, and �� is the angular
part of the Laplace operator in the space of the angular vari-
ables � of the quasimomentum q���.

Since Eq. �11� corresponds to the conservation of the
modulus of the vector q, for a linear dispersion law the time
t can be replaced by a geometric parameter—the distance
along the phonon “trajectory” s=ut. We introduce the nota-
tion li=u�i for the characteristic relaxation length of the ori-
entation of the quasimomentum. Integrating Eq. �11� over
spatial variables yields an equation describing only diffusion
in the space of angular variables � for the quasimomentum
vector q. The Green’s function for the latter equation is well
known from the theory of rotational Brownian motion.57,58

The relaxation length li of the orientation of the quasi-
momentum in the presence of multiple scattering can be es-
timated from the characteristics of the nonuniformities of the
medium in which the phonons propagate. If it is assumed
that the nonuniformities are large-scale �on the scale of the
characteristic wavelength of thermal phonons ��a�D /T,
where a is the lattice constant�, they can be described by
examining the variation of the local values of the velocity of
sound u�r�. It is convenient to introduce the dimensionless
fluctuating quantity

��r� = �u2�r� − �u2�r���/�u2�r�� . �12�

The geometric-optics method57 yields the mean-square
value of the deflection of a ray traversing a path s in a non-
uniform medium:

�q2�s�� = ��

2
1/2��

2s3

6R�

. �13�

Here ��
2 and R� are, respectively, the normalized variance

and the correlation radius for the random field ��r�, which is
assumed to be Gaussian. On the other hand, a similar quan-
tity can also be calculated in the space of angular variables in
a diffusion model. For s� l we find
i
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�q2�s�� =
2s3

3li
. �14�

Comparing the expressions �14� and �15� gives the esti-
mate

li � R�/��
2. �15�

The expression �15� for the scattering length contains the
low-frequency statistical characteristics of the elastic me-
dium. The estimate �15� leads to the conclusion that the
transmission coefficient D for acoustic phonons depends
weakly on the frequency 	 as long as the scattering nonuni-
formies can be regarded as large-scale ���R��.

A different situation arises when the characteristic size 
of the scattering nonuniformities is small compared with �.
Then phonon scattering by point defects must be studied.
The estimate found in the approximation of Rayleigh scatter-
ing of phonons �see, for example, Ref. 56� gives

li�	� �
nu

nd	D
�	D

	
4

. �16�

Here n is the number of unit cells per unit volume and nd is
the concentration of scattering defects. A sharp increase of
the scattering length li with decreasing frequency should re-
sult in a large increase of the reduced point-contact heat flux
with decreasing temperature.

The transition from Rayleigh scattering of phonons to
the geometric-optics regime has been studied in detail for
NaCl crystals containing inclusions of colloidal silver59,60

and for doped KBr and KCl crystals.61 The model calcula-
tions performed for scatterers in the form of spheres,62,63

prolate spheroids64 and cylindrical nonuniformities65 have
shown that in the region of the transition from Rayleigh scat-
tering to the geometric-optics regime the phonon scattering
cross section is a nonmonotonic function of the frequency. In
the region kb�1.5, where b is the transverse size of a scat-
terer, the scattering cross section has a peak accompanied by
a series of damped oscillations.

The model, which includes an analysis of heterocontacts,
takes account of the fact that the phonon scattering lengths in
different edges of a contact can be different �l1 and l2, re-
spectively�. Studying the balance of phonon energy transfer
through the cross section of a contact assuming that the
phonons undergo elastic scattering, a correction factor K can
be found for the integrand in Eq. �17� for the heat flux, de-
scribing a transition to the diffusion regime of phonon scat-
tering �li�d�.

For elastic scattering of phonons, when the energy of the
phonon system is not transferred from one frequency interval
into another, the continuity equation for the energy flux can
be written for each phonon frequency 	. We assume imme-
diately that the elastic scattering is strong enough so that a
diffusion regime is established in both edges of a heterocon-
tact. Calculations show36 that in this case the expression for
the energy flux in the phonon system acquires an additional
coefficient K corresponding to the elastic scattering of
phonons by impurities in both edges of the contact:
Q̇B�T1,T2� =

S0

2�2��3�
�
� dk	��k�uz

�D1,2
� K�

� 	N�	�,T1� − N�	�,T2�
 , �17�

K��l1
�,l2

�� =
32

3�d
� 1

l1
� +

1

l2
�−1

. �18�

The effective coefficient K of phonon scattering by non-
uniformities becomes K= �16/3���l /d�, and the effective
scattering length l is given by the expression 1/ l= �1/2l1�
+ �1/2l2�. The largest value of the parameter l corresponding
to the ballistic regime can be obtained from the condition
K=1, specifically, lball=3�d /16.

In heterocontacts the properties of the crystal lattices
which are in contact with one another and the arrangement of
the intercrystalline boundary determine the coefficient of
phonon energy transfer.66–72 In Little’s work42 the coefficient
D was calculated for long-wavelength acoustic phonons on
the basis of the acoustic mismatch model within the theory
of elasticity. �A phenomenological “diffusion mismatch”
model was also proposed there for the case of phonon trans-
mission through a rough boundary of a contact.� The esti-
mates for D are simplest for longitudinal oscillations, when
D is determined by the ratio of the impedances Z1 /Z2 �the
ratio of the products of the densities �1,2 and the sound ve-
locities u1,2 of the solid bodies in contact with one another�.
In this model the coefficients D are frequency-independent,
and for the lattice with the higher sound velocity �for ex-
ample, u1� D12�min���1u1 /�2u2� , ��2u2 /�1u1�� while for a
lattice with the lower sound velocity D21�D12�u2 /u1�2. In
Ref. 43 the coefficients D were calculated for contacts of
model fcc lattices with the same periods but different force
matrices. It was shown that at frequencies commensurate to
the Debye frequencies the coefficients D start to depend
strongly on the frequency, vanishing at the lowest Debye
frequency.

Deviations from the geometric-optics regime for phonon
transport are very noticeable when the reduced heat flux �10�
is used. The deviations of the first type consist of a mono-
tonic decrease of the reduced heat flux at temperatures T
�10 K. This attests to a large increase in phonon scattering
in the contact region with increasing temperature. The tem-
perature dependence of the phonon scattering length l can be
expressed as a power law l�T��T−s, where, according to
experimental data, 0.5�s�0.7. Such a weak temperature
dependence is typical for phonon scattering by static stresses
of the crystal lattice near dislocations.72 Since all contacts
studied were obtained by the “needle and anvil” method, it is
natural for stress fields to appear in the contact region.

B. Phonon-phonon scattering in point contacts

At sufficiently low temperatures �T��D /10� the
phonon-phonon scattering processes are substantial only for
“large” ballistic point contacts �d�102 nm�.9,73 If elastic
phonon scattering occurs in the near-contact region �with
characteristic scattering length lr�d�, then the contribution
of phonon-phonon scattering becomes lage, since in this case
the characteristic inelastic phonon scattering length is lin

= �l l �1/2.
r ph-ph
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The contribution of phonon-phonon scattering to the
heat flux in a dielectric ballistic point-contact can be taken
into account by introducing on the right-hand side of the
kinetic equation for the phonon system �11� the phonon-
phonon interaction integral Iph-ph. Assuming that the charac-
teristic phonon-phonon scattering length is large compared to
the dimensions of the contact �lph-ph�d�, we shall examine a
phonon-phonon interaction integral where three-phonon in-
teractions are taken into account.56

The heat flux Q̇ transported by phonons and calculated
to a first approximation in Iph-ph can be represented, introduc-
ing the point-contact scattering length lph-ph

c , according to the
formula

Q̇ = Q̇B
�0� + Q̇ph-ph

�1� = Q̇B
�0��1 − �d/lph-ph

c �� . �19�

Accordingly, the correction Q̇ph-ph
�1� can be divided into a

contribution Q̇U
�1� due to scattering with umklapp �U pro-

cesses� and a contribution Q̇N
�1� due to normal scattering �N

processes�. The values obtained for the scattering lengths for
N and U processes are

lN
c = − d�Q̇B

�0�/Q̇N
�1��; lU

c = − d�Q̇B
�0�/Q̇U

�1�� . �20�

We take account of the fact that for this definition the rela-
tion lph-ph

−1 = lN
−1+ lU

−1 is valid.
Phonon propagation taking account of geometric con-

straints caused by the presence of a point-contact results in
additional selection rules73 for N scattering processes, com-
patible with the laws of conservation of quasimomentum and
energy of the phonons.74,75 Thus the contributions of scatter-
ing processes vanish for parallel vectors of the group veloc-
ity of the phonons. The maximum contribution obtains for
oppositely directed velocities. Consequently, the decay pro-
cess with the participation of long-wavelength phonons t�
→ t+ t� makes a negligibly small contribution to the point-
contact phonon flux. �Here and below t and l denote the
transverse and longitudinal branches of the phonon spec-
trum; t1 and t2 denote transverse phonons on different
branches.� Normal processes of the type l→ t+ t�, l→ l�+ t or

t1→ t2+ l contribute to Q̇ph-ph
�1� , since in these processes one of

the velocity vectors can be oriented in a direction opposite to
the other two.

If the temperature difference between the contact edges
is small �T1−T2=�T�T1 ,T1�T�, then the values of lN

c and
lU
c can be assigned to a definite temperature T of the contact.

The correction Q̇N
�1� due to the normal processes can be esti-

mated assuming the phonons participating in the scattering to
be long-wavelength phonons, so that the condition 
	�T is
satisfied for all phonon frequencies, and nph�	 ,T��T /
	
�1. We estimate the phonon-phonon interaction constant as
B�q ,q� ,−q����a3u /
2M�qq�q�,56 where M is the mass of
an ion. Double summation over the phonon quasimomenta
gives

Q̇N
�1� � − �d3a3/
7M��T/u�8�T . �21�

Since the estimate Q̇B
�0���d2 /
3u2�T3�T is valid for �T

�T�� , we find by the definition �20� that
D
lN
c � a�Mu2/�D���D/T�5. �22�

We note that this estimate is identical to the result obtained
for a bulk sample.

When U processes are taken into account, we must set
�q−q���G�
 /a. Then the resulting quasimomentum is q�
�G �G is a reciprocal lattice vector�. The Planck distribution
functions appearing in the phonon-phonon collision integral
result in the appearance of the factor exp�−c�D /T�, where
c�1, in the correction for inelastic phonon scattering.73 We
shall estimate the phase volume where the law of conserva-
tion of phonon energy is satisfied as done in Ref. 76. This
results in the following estimate for the contribution of U
processes to the inelastic correction to the phonon heat flux:

Q̇U
�1� � − �d3a−5�
/M���D/T�1/2 exp�− c�D/T��T . �23�

The dimensionless coefficient ��1 depends on the degree to
which the dispersion law for short-wavelength phonons de-
viates from linearity. However, the temperature dependence
has a general form due to the possibility of describing the
indicated deviations in the quadratic approximation. Taking

account of the low-temperature estimate for Q̇B, the defini-
tion �20� in this case gives

lU
c � �−1a�Mu2/�D��T/�D�7/2 exp�c�D/T� ,

T � �D. �24�

On account of the exponential factor lU
c is a decreasing func-

tion of temperature in the range 0�T��D /3. We note that
the temperature dependences of lN

c and lU
c are studied in the

temperature range where Q̇B is proportional to T3�T. As a
simple model calculation shows, this condition holds for T
��D /10. In the temperature range T��D /30 the condition
lN
c � lU

c holds. The characteristic phonon-phonon scattering
lengths are found to be of the order of the sizes of “large”
point contacts �d�102 nm�. The N processes make the main
contribution to scattering. It should be noted that for the
indicated parameters of point-contacts a drift phonon distri-
bution does not form in the contacts. The scattering lengths
rapidly decrease with increasing temperature, and at T
��D /3 the phonon-phonon scattering, as a number of ex-
periments show,9,36 can make an appreciable contribution to
the phonon heat flux in a point-contact.

An efficient interpolation procedure73 makes it possible
to calculate the phonon heat flux density in a point-contact in
a wide temperature range according to the known tempera-
ture dependence of the phonon scattering length. Figure 7
shows the results of calculations of the phonon heat flux
density �for small temperature differences� for a series of
contacts of different size �10 nm�d�103 nm�. �The data on
the phonon scattering lengths in crystalline quartz77 were
used.� It is evident that for small contacts �d=10 nm� phonon
scattering contributes only at quite high temperatures �T
�100 K�. The ballistic phonon transport regime is estab-
lished in the temperature range T�10 K for all contacts
studied.

C. Phonon transport in metal-dielectric point-contacts

In experiments studying phonon transport in point-
contacts it is often convenient to use a metal-dielectric
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contact.10,36,38 We shall analyze heat transport in metal-
dielectric point-contacts for different phonon and electron
transport regimes.

The electronic system in metal-dielectric point-contacts
makes a small contribution to the heat transport process as
long as the size d of the point-contact remains small com-
pared with the effective phonon-electron scattering length la.
For ballistic phonon transport la equals the phonon-electron
scattering length lph-e in a pure metal. For strong elastic scat-
tering la depends on the relaxation length lr of phonons over
the quasimomentum, la= �lph-elr�1/2. As shown in the preced-
ing section, the phonon-phonon scattering effects at T
�10 K become substantial only for “large” point-contacts
�d�100 nm�. Metal “needles” make it possible to obtain
stable metal-dielectric contacts 10–100 nm in size. In such
contacts the phonon-phonon scattering contribution is negli-
gibly small in the range 0�T�10 K.

In a metal-dielectric point-contact phonons transport
heat through the contact boundary. The electronic system can
scatter and absorb the phonons. We shall denote by Td and
Tm the temperatures of the dielectric and metallic edges of
the contact. We note that Tm in our problem denotes the
temperature of the phonon and electronic systems of a bulk
metal, since the small heat flux through the point-contact
cannot destroy the equality of the temperatures of these sys-
tems.

The phonon energy transmission through the boundary
of a contact as a result of the interaction of electrons with
surface oscillations is analyzed in a number of
works.44,45,78–82 The parameter �s / lph-e, where �s is the pen-
etration depth of the surface waves, determines the strength
of this interaction. This parameter is small for most metals
and, as a rule, essentially temperature-independent, � / l

FIG. 7. Reduced thermal conductivity of a point-contact in the � approxi-
mation for different values of d, nm:53 10 �1�, 100 �2�, and 1000 �3�; lph

�4�—phonon scattering length in crystalline quartz.
s ph-e
��D /�F ��F is the Fermi energy of the metal�. This heat-
transport mechanism is important for contacts with strong
acoustic mismatch.80

For contacts with good acoustic matching the contribu-
tion of the electron-phonon interaction in the bulk of the
metal to heat transport becomes important. This contribution
must be taken into account as a perturbation with respect to
the small parameter d / lph-e, if d� lph-e and lph-e is smaller
than all other phonon scattering lengths. We note that for
contacts with diameter d�100 nm the condition d��s is
ordinarily satisfied for T�1 K.

We shall use a kinetic equation to describe the electron-
phonon system of the metallic edge of a point-contact. We
shall use the distribution function Nq�r�, where q is the qua-
simomentum of a phonon �just as in Eq. �11�, here, the pho-
non branch index is dropped�, to describe the state of the
phonon system. The function f describes the state of the
electronic system of the metallic edge. Since heat transfer
through a point contact is weak, the function f can be taken
as the equilibrium Fermi distribution, corresponding to the
temperature Tm of the metallic edge. The kinetic equation for
the phonon system of the metallic edge is

u�q���/�r�Nq�r� = Iph-e	Nq�r�, f
 + Iph-i	Nq�r�
 . �25�

Here Iph-e is the phonon-electron interaction integral, and Iph-i

is the integral of elastic scattering of phonons by distortions
of the crystal lattice. We shall assume that Iph-i=0 in the
ballistic limit. The equation for Nq�r� in the dielectric edge
does not contain Iph-e and, in addition, the dispersion law and
the integral Iph-i can have a different form.

There is no need to write out the equation for the elec-
tronic system of the metallic edge, since the electron-phonon
interaction near a point-contact perturbs the system only
slightly. We shall assume below that electron reflection from
the metal surface is specular, neglecting the interaction of the
electrons with surface phonons. A consequence of the weak
perturbation of the electronic system is an excess potential at
the surface of the metal edge, calculated in Ref. 82.

The boundary conditions at infinity ensure that the pho-
non and electron distributions have an equilibrium form in
the massive edges of the contact. It is assumed that electrons
and phonons do not pass through the surface of the planar
vacuum gap forming the contact.

The metal-dielectric interface is an additional phonon
scatterer. A boundary condition can be introduced on the sur-
face separating the metal and dielectric, making the assump-
tion that a phonon propagating in the metal from the contact
boundary can be transmitted through the interface with prob-
ability Ddm

� or be reflected from this surface with probability
1−Ddm

� .82 The properties of the crystal lattices of the contact
edges determine the coefficient Ddm

� �q�, which can be calcu-
lated by analyzing the problem of the transmission of an
elastic plane wave through the interface of two media, as the
ratio of the squared moduli of the amplitudes of the waves
refracted by and incident on the interface �see Sec. II C�. In
general, the phonon mode with index �, propagating in the
edge d, can be excited by three different modes in the edge
m. We must take the coefficient Ddm

a �q� to be the average
value over the indicated modes.
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1. Ballistic regime of heat transport in a metal-dielectric
contact

In a point-contact of size d ballistic phonon transport in
the geometric-optics limit occurs if

�ph � d � lph-ph,lph-e,lr, �26�

When this condition is satisfied two noninteracting groups of

phonons are responsible for the phonon heat flux Q̇�Td ,Tm�
through the point-contact between the massive edges, whose
temperatures are Td and Tm. A single temperature of the pho-
non system cannot be determined near the point-contact. A
general temperature of the phonon system is also not estab-
lished for elastic scattering of phonons in the contact region;
here, the condition d� lr can be satisfied.

In the ballistic limit, when Iph-e=0 and Ipn-i=0 can be
used, the solution of the kinetic equation for phonons �25�,
taking account of the transmission and reflection of phonons
in the metallic edge, is

Nq
�0���r� = ��u��q�,r�Ddm

� �q�Np�	��q�/Td�

+ �1 − ��u��q�,r�Ddm
� �q��Np�	��q�/Tm� . �27�

Here Np�x�= �exp�
x�−1�−1. The function ��u�q� ,r� as-
sumes the value 1 at all points r of the metal where phonons
can arrive with group velocity u from the contact side. In
other words, ��u�q� ,r�=1 within the solid angle under
which the contact opening is visible. In all other cases �=0.

Using the phonon distribution function �27� it is easy to

write an expression for the ballistic heat flux Q̇B�Td ,Tm�
transported by phonons from the dielectric into the metallic
edge of a point-contact. This expression has the form of Eq.
�3� where T1=Td, T2=Tm, and D12

� �q� is replaced by Ddm
� �q�.

We note that for a metal-dielectric contact it is convenient to
examine in Eq. �3� the dispersion law of phonons for the
metallic edge of the contact.

2. Phonon-electron scattering in the ballistic regime

The electronic thermal conductivity of a ballistic metal-
metal point-contact can be represented as83

Q̇EL�T1,T2� =
me

12

S0


3�F�T1
2 − T2

2� . �28�

Comparing this expresson with the expression for the
phonon heat flux at low temperatures

Q̇B�T1,T2� =
�2

40

S0


3D̄�T1
4 − T2

4��ū�−2, �29�

we obtain the relation

Q̇EL�T1,T2�/Q̇B�T1,T2� =
10me�ū�2

3�2D̄
�F�T1

2 + T2
2�−1 � 1,

�30�

where D̄ and ū are the average, over the branches of the
phonon spectrum, low-frequency values of the energy trans-
mission coefficient and the velocity of acoustic phonons, re-
spectively. The latter inequality corresponds to the case
where the electronic system has the higher low-temperature
thermal conductivity.
Electrons in a metal-dielectric contact do not cross the
contact boundary. Consequently, the presence of a metallic
edge with high thermal conductivity has little effect on the
magnitude of the heat flux. The phonon-electron scattering in
the metallic edge of the contact can be taken into account in
perturbation theory in the small parameter d / lph-e. The for-
mal application of the formula for estimating the contribu-
tion of the phonon-electron scattering to the phonon heat flux
gives a value of the order of

Q̇B
d

lph-e
� Q̇B

dT

a�F
. �31�

However, the solution of the kinetic equation �25� shows that
the contribution of phonon scattering by ballistic electrons
vanishes to first order in d / lph-e.

Indeed, the phonon-electron collision integral can be
written, using the ballistic phonon distribution function �the
branch index is omitted�, as

Iph-e�q,r� = �ph-e
−1 �q�Ddm�Np�	/Tm� − Np�	/Td����u�q�,r� .

�32�

Here �ph-e
−1 �q�=2�m /
�2W�q��	�q� /q�, W is the squared ma-

trix element of the electron-phonon interaction, and m is the
electron mass �a quadratic disperion law is assumed�. We
note that because of the factor ��u�q� ,r� the collision inte-
gral is different from zero only at the points where injected
phonons arrive from the dielectric.

The first-order correction N�1� to the ballistic distribution
function has the form of an integral of Iph-e�q ,r� along the
trajectories of the ballistic phonons. It is convenient to cal-
culate immediately the integral over the cross section of the
contact:

�
z=0

ds u�q�N�1��q,r� = �
rz�0

dr3��− u�q�,r�Iph-e�q,r� .

�33�

We note that the heat flux is calculated over the cross
section of the contact assuming that the electrons which are
elastically reflected from the boundary do not contribute to
the thermal conductivity. Taking account of the possible re-
flection of phonons at the boundary, we find the correction

Q̇�1� to the heat flux:

Q̇�1� =
1

2�
2�
�
� dq3	��q��Ddm

� �2

��Np�	�,Td� − Np�	�,Tm��

��ph-e
−1 �q��

z=0
dr3��− u��q�,r���u��q�,r� . �34�

This correction to the heat flux vanishes because

��− u�q�,r���u�q�,r� = 0. �35�

Indeed, if in the ballistic regime one of the directions of the
velocity u corresponds to a phonon arriving from the contact
boundary �when �=1�, then a phonon arrives along the op-
posite direction −u from the massive edge and ��−u�q� ,r�
=0.
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We note that the absence of an electronic contribution to
the thermal conductivity, to first-order in Iph-e, is associated
precisely with the ballistic regime of phonon transport in a
point-contact. In the case of diffusion transport of phonons in
a metal, because of the smallness of the phonon elastic scat-
tering length d� lr the isotropic parts of the function
��u�q� ,r�, i.e. �0�r�, must be taken into account in the ex-
pression �34�. In the diffusion regime 1−�0�r���d /r�. We
obtain a divergence in the spatial integral appearing in the

expression for Q̇�1�; this means that the problem must be
solved in a variant which is nonlinear in Iph-e.

It remains to estimate the contribution due to the inelas-
tic electron scattering by the metal-dielectric boundary to the
heat flux. Additional branches of the spectrum of the elemen-
tary excitations, such as, surface phonons, plasmons, and ex-
citons, can exist on the surface of a metal. A detailed calcu-
lation of the effect of surface states on the state of the
electronic system can be found in Refs. 84–86. The results of
Refs. 85 and 86 lead to the conclusion that for transport
effects the relative contribution of the interaction of electrons
with surface phonons in a point-contact is small in the pa-
rameter �s /d compared with the contribution of volume
phonons. The heat flux arising as a result of the inelastic
electron scattering from the boundary of a metal-dielectric
point contact can be estimated for Td�1 K and Td�Tm as

Q̇surf �
S0


3�D
meTd

4. �36�

Under the above-indicated conditions the relative contribu-
tion of inelastic scattering of the boundary has the form

Q̇surf/Q̇B �
me�ū�2

D̄�D

�
�D

D̄�F

. �37�

If the temperature Td of the dielectric edge of a contact of
size d�10 nm decreases �1 K�Td�Tm�, the case where
�s�d can occur. Then inelastic electron scattering by the
boundary of the metal is determined by the parameter d / lph-e

calculated at the effective temperature Td. The contribution
of inelastic scattering by the boundary to the heat flux in this
regime rapidly decreases with decreasing temperature:

Q̇surf �
S0d


3�D
3 �Fa

meTd
7. �38�

We note that for 1 K�Td�Tm phonon diffraction ef-
fects accompanying transmission through the contact open-
ing become substantial in contacts of size d�10 nm.

3. Diffusion regime of phonon transport in a metal-dielectric
contact

In the case of the diffusion regime of phonon transport in
a metal-dielectric contact the electronic system can make a
large contribution to the thermal conductivity.

As noted in Sec. III A, for elastic scattering of phonons,
when the energy of the phonon system is not transferred
from one frequency interval into another, the continuity
equation for the energy flux can be written for each phonon
frequency 	. If the elastic scattering is quite strong and a
diffusion regime has been established in the edges 1 and 2 of
a heterocontact, then the phonon distribution functions
Nq,1,2�r� are determined by their isotropic parts N̄1,2�	 ,r�
=0. For an isotropic phonon dispersion law and an isotropic
phonon momentum relaxation time �ph-i, and assuming no
sources of heat are present the continuity equation for the
heat flux in the phonon system of each edge has the form div

grad N̄1,2�	 ,r�=0. The boundary condition on the surface
connecting the different edges can be constructed by exam-
ining the balance of phonon energy transport through the
boundary at distances which are short compared with the

elastic scattering length �l1,2�d�. If N̄1,2�	 ,r� is continuous,
once the energy flux has been calculated we obtain the result
described by Eq. �17�. We shall assume below that the index
1 or d corresponds to the dielectric edge, and the index 2 or
m corresponds to the metallic edge.

When the conditions deviate from the ballistic regime,
the condition �35� breaks down and the contribution of the
phonon-electron interaction no longer vanishes. However,
then, multiple phonon-electron scattering must be taken into
account. It is convenient to do this using a method which
was employed to describe the “reabsorption” of phonons in
point-contacts.53,87,88

In the diffusion regime the phonon distribution function
Nq,m�r� can be sought as a sum of a symmetric S and anti-
symmetric Mu parts with respect to the directions of the
group velocity vector u. The equations for S�	 ,r� and
M�	 ,r� can be obtained from the kinetic equation �25� for
phonons, using Iph-e and Iph-i in the � approximation. These
equations have their simplest form if it is assumed that the
phonon dispersion law is linear and isotropic:

u2 div M = 3�ph-e
−1 �NP�	,Tm� − S�	,r�� , �39�

grad S = − �ph-i
−1 M . �40�

If M is eliminated from Eq. �40�, it becomes obvious
that phonon propagation in the metal is accompanied by
damping:

�S = − ltr
−2�NP�	,Tm� − S�	,r�� , �41�

ltr = �lph-elph-i/3�1/2. �42�

Here lph-i=u�ph-i is the characteristic phonon momentum re-
laxation length.

Strong phonon-electron scattering has the effect that the
nonequilibrium part of the phonon distribution function in
the metal decays as exp�−r / ltr� away from the contact cross
section �r�d�. The characteristic decay length ltr is close to
la. The length ltr has an obvious geometric meaning: if d
� ltr, then a region of width ltr, where injected phonons de-
cay, appears at the surface of the metallic edge. In this region
heat is transferred from the phonon to the electron system.

The phonon energy flux at the contact boundary can be
calculated using the continuity equation. The result is an ex-
pression similar to the one found in the diffusion regime for
a dielectric-dielectric contact. However, in the case studied
here the diffusion coefficient K depends on the decay length:



932 Low Temp. Phys. 31 �11�, November 2005 Feher et al.
K−1 =
3�

32
�Dd

i d

ld
i +

Dm
i d

lm
i exp�− d/�ltr� . �43�

It is obvious that the contribution of the metallic edge to the
resistance becomes negligibly small for ltr�d. However, we
are interested in the more realistic case of weak volume de-
cay of phonons, when lr= lph-i�d� ltr. Then

l� = 3−1/2lin = 3−1/2lph-elph-d
1/2 �lph-d + lph-e�−1/2. �44�

If it is assumed that because of the high impedance of

the metal the condition �D̄d / ld�� �D̄m / lm� is satisfied, then
for Td�Tm�0 we obtain the simple expression

Q̇�Td,0� = Q̇�0��Td,0��1 + d�1/l��Td
� = Q̇�0� + Q̇�1�. �45�

The notation �1/ l��Td
is introduced for the average value

of the quantity 1 / l��	� at the temperature Td corresponding
to injected phonons. If the facts that in a metal lr has a weak
frequency dependence and in the diffusion regime lr� lph-e

are taken into account, we obtain

�1/l��Td
� �1/�lrlph-e�−1/2�Td

. �46�

The quantity described by the formula �46� depends on
the temperature of the phonons injected from the dielectric as

Td
1/2. Thus the temperature dependence of the heat flux Q̇ in

the diffusion regime deviates negligibly from the T4 law:

only the small correction to the phonon flux Q̇�1��Td ,0� de-
pends on the temperature of the “hot” dielectric as Td

4.5. The
temperature dependence T5 predicted in Ref. 78 can occur
only if phonon-electron scattering in the contact is strong,
when lr� lph-e and lin� lph-e.

IV. QUANTUM TRANSPORT OF PHONONS IN 3D
CONTACTS

A. Diffraction of elastic waves by the opening of a 3D point-
contact

Thus far we have described the calculation of ballistic
transport of phonons under the assumption that the charac-
teristic phonon wavelength is small compared with d �the
geometric-optics approximation�. The temperature depen-

dence Q̇B�T ,0��T4 can serve as a criterion for the occur-
rence of ballistic transport of phonons in the geometric-
optics regime.

Low-temperature experiments10,14,36 show that the tem-

perature dependence of Q̇B, as a rule, has the more compli-

cated form Q̇B�T ,0�� f�T�T4, where the function f�T� has a
sharp peak at T�1 K �Fig. 2�. It is natural to suppose that
low-temperature anomalies appear as a result of the break-
down of the geometric-optics condition d��. Indeed, since
at temperature T the characteristic phonon wavelength can be
estimated as ��a�D /T �where a is the lattice constant�, it is
easy to obtain the temperature Tdif at which the condition d
�� is satisfied: Tdif��Da /d. For d�100 nm we obtain
Tdif�1 K. At this and lower temperatures phonon transport
cannot be studied in the geometric-optics limit: the diffrac-
tion of elastic waves by the opening of the contact becomes
substantial.

Let us consider a planar contact connecting two identical
dielectric crystals. For kd�1 the coefficient of energy trans-
mission by an elastic plane wave through the contact is de-
termined by diffraction effects and can be different from
1.10,14

In calculating the energy flux transported through a
point-contact, the lattice oscillations are treated as an en-
semble of bosons with energy 
	�k�, and diffraction by an
opening makes the wave properties of the bosons important.
Thus the calculation of the heat flux leads to the quantum
problem of characteristic quasiparticles in a space with geo-
metric constraints. As shown below, the quantum transport of
heat is described by an expression similar to Landauer’s for-
mula for the electronic conductivity.89,90 Just as in the case of
quantum transmission of electrons through a point-contact,
in our case the problem reduces to solving a stationary wave
equation for a free particle. However, the boundary condi-
tions on the surface of a contact, which are imposed on the
solution of the wave equation, in the problem of the quantum
transport of phonons, differ substantially from the standard
zero boundary conditions �Dirichlet conditions�. To obtain
this boundary condition it is necessary to study the problem
of the transmission of an elastic wave through a contact in
the continuous-medium approximation.

When a plane wave with wave vector k is incident on
the opening of a contact �we omit for the time being the
branch index of the phonon spectrum� there arises an energy
flux of the elastic wave appears. We denote by W�r ,k� the
flux density averaged over a period of a monochromatic os-
cillation. The total energy flux passing through the contact is
P�k�=�dS0W�r�S0� ,k�, where dS0 is an element of the sur-
face of the chosen cross section of the contact. It is conve-
nient to integrate P�k� over the angular coordinates ��k� of
the wave vector under the condition uz�k��0.

If diffraction effects can be neglected, then the elastic
wave remains planar on the cross section of the contact and
the following equality holds:

�
sz�k��0

d��k� � dS0W0�k� = �S0W0�k� �47�

�we confine our attention to a linear dispersion law for elastic
waves 	=uk; W0�k� is the energy flux denity in the plane
wave�.

The ratio of the energy fluxes taking account of and
neglecting diffraction is the energy transmission coefficient

D̄�k�

D̄�k� = �
uz�k��0

d��k� � dS0W0�r,k���S0W0�k��−1.

�48�

Now the heat flux through the contact can be written in the
form

Q̇ = 
S0�8�2�−1� dkk2u�k�	�k�D̄�k�

��nP�	,T1� − nP�	,T2�� . �49�

Since we are talking about the heat flux transported by
long-wavelength phonons, we shall calculate the energy
fluxes, appearing in Eq. �48�, in the approximation of a con-
tinuous elastic medium. Let us examine the harmonic oscil-
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lations of the displacement vector U of the medium �with
frequency 	�. The energy flux density vector of an elastic
wave has the form91

W = − �U , �50�

where the stress tensor �ij is expressed in terms of the tensor
of elastic moduli and the tensor of deformations, i.e. in terms
of the first derivatives of the displacements. In the simplest
case of an isotropic medium, when the velocities of the trans-
verse ut and longitudinal ul waves determine the tensor of the
elastic moduli, we shall confine our attention to waves which
are incident in the normal direction on the contact. Then,
conversion of branches does not occur and the diffraction
problem can be solved for each branch separately �we shall
omit indices t and l�. The energy flux P�k�, averaged over
one period of the oscillations, on the cross section of the
contact can be written in the form

P�k� = − ��u2	/2� � dS0 Im�U*�r� � U�r�� . �51�

Here U�r� is a scalar function, appearing in the expression
for the amplitude of the displacement vector,

U�r,t� = ekU�r�exp�i	t� , �52�

and � is the density of the crystal. Now the expression for the

energy transfer coefficient D̄�k� becomes

D̄�k� = − ��S0k�−1� d��k� � dS0 Im�U* � U� . �53�

The quantity U satisfies the wave equation, which in
stationary form is

− �Uk�r� = k2Uk�r� , �54�

k=	 /u, and the index k indicates that we are considering the
solution of a wave equation corresponding to a plane wave
with wave vector k incident on a half-space.

The boundary condition imposed on the solution of the
wave equation assumes that u is a superposition of the plane
wave arriving at and reflected from a screen �1 and spherical
waves propagating from the entrance and exit openings of
the contact. The condition for the reflection of a wave from
the free surfaces forming the contact ��1 and �2, see Fig. 1�
is important. For elastic reflection the condition on the sur-
face of a crystal which is not under any external pressure has
the form

�ijnj = 0. �55�

�n is the normal to the surface of the crystal�. Such a condi-
tion admits nonzero displacements on the surface of the con-
tact. Strong damping of the waves at the surface of the con-
tact can be described by requiring that the displacements U
vanish on the surface �the Dirichlet condition�.

We shall consider first the case of elastic reflection of
waves from the boundary of a solid body. For normal inci-
dence of waves on a contact the condition �55� for longitu-
dinal and transverse branches assumes the form of the Neu-
mann condition:

n grad U = 0. �56�
To construct the solution of a wave equation in such a
geometry an analogy can be used with the problem of the
wave function of an electron passing through a contact. The
three-dimensional variant of this problem was studied in Ref.
92, where the “spherical flow” model was used in the edges
of the contact and cyclic harmonic conditions were used to
solve the wave equation on the surface of the contact, which
possesses axial symmetry.

The solution of the wave equation can be represented as
a sum of normal modes corresponding to the boundary con-

ditions imposed. In this case the energy transfer coefficient D̄
is a sum over normal modes with index n �each mode is
�2n+1�-fold degenerate because of the azimuthal symmetry
of the problem�:

D̄�kd� = 4�kd�−2�
n=0

�

�2n + 1�Tn�kd� . �57�

B. Quantum phonon thermal conductivity of a
contact

The scheme presented above for calculating the energy
transfer coefficient concerns low-frequency acoustic vibra-
tions of a lattice. To calculate the total phonon flux the quan-
tum statistics of the phonons must be taken into account.
Then the expression for the heat flux through the contact
becomes

Q̇�T1,T2� = �
/2���
�
� d		���	��nP�	,T1�

− nP�	,T2�� , �58�

where ���	� is the sum over normal oscillations

���	� = �
n=0

�

�2n + 1�Tn�	d/u�� .

Formulas of the type �58� possess great generality and a
long history. The sets of resonance modes characteristic of
waveguides with a variable cross section are conventionally
studied by the methods of acoustics developed in detail in
the mid-1900s.93 The diffraction effects arising when an elas-
tic wave enters the open end of a waveguide �for example,
“horn cut-off”� are well known in acoustics. However, the
forced oscillations usually excited in acoustic waveguides
when information is transmitted are far from the radiation of
an equilibrium phonon thermostat. The balance of heat trans-
port between thermostats separated by a phonon scattering
boundary was first studied by Little42 in connection with the
calculation of the Kapitsa jump.46 As a scattering mechanism
Little examined the acoustic mismatch of continuous media
in contact with one another. The next step in taking account
of phonon scattering was taken in Refs. 94–96, where the
wave propagation in discrete harmonic elastic chains con-
taining a finite number of scattering impurities was investi-
gated �see also Ref. 97�. The model used in these works
corresponds to heat transport between strongly anisotropic
media separated by an impurity-containing layer. In such a
system the scattering can be taken into account in a quite
general form by introducing a set of coefficients Tn�	�, cor-
responding to different normal vibrations of the system
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“chain with impurities.” Just as in Little’s model, there is no
ballistic flow of phonons in the region near the contact in the
chain model. Consequently, both models correspond to the
case of small temperature differences. A general expression
for the heat flux in the chain model can be obtained from Eq.
�58� by expanding in the small parameter �T1−T2� / �T1+T2�.
The expression �58� obtained in Ref. 14 corresponds to a
different scattering mechanism—phonon diffraction by the
aperture of a point-contact connecting three-dimensional
phonon reservoirs with different temperatures. As a result of
phonon flow, a “gigantic Kapitsa jump,” equal to T1−T2,
occurs in such a system. We also note that the structure of the
expression �58� is similar to the expression for the quantized
electric current in point-contacts.98,99

A thermostat which delivers equilibrium thermalized
phonons into the contact region is not the most convenient
source of phonons for studying phonon transport in a con-
tact. In principle, in such investigations phonon sources with
nonequilibrium quasimonochromatic distribution can be
used.100,101 In the limiting case when monochromatic
phonons with distribution N�	�=n�	−	0� transport the

heat flux Q̇ an expression similar to Landauer’s formula89,90

for the electronic conductivity is obtained

Q̇ = n�
	0/2���
�

�
�,�

T�,�
� �	0� . �59�

Here the indices � and � enumerate the transverse vibra-
tional modes in a contact with transmission coefficients T�,�

� .
Apparently, when diffraction effects are taken into ac-

count in phonon transport in point-contacts, the picture be-
comes more complicated than in the case of electron trans-
port. This is because the boundary conditions for elastic
waves on the surface of a contact are more complicated. For
real contacts these conditions may not reduce to the Neu-
mann and Dirichlet problems stated here �a discussion of the
choice of boundary conditions in quantum-mechanical prob-
lems can be found in Ref. 102.�

A form of the energy transfer coefficient that is conve-
nient for performing calculations can be obtained by using
the “spherical flow” model for the geometry of the contact.92

This model can be obtained by rolling the initially flat sur-
face of the screen into a tube and gluing the edges of the
contact on the surface of a sphere. For a wave incident along
the z axis the solution of the wave equation is symmetric
with respect to this axis, and the Neumann condition is sat-
isfied on the surface of the contact, rolled into a tube of
vanishingly small diameter, as a result of the cylindrical
symmetry.

The transmission coefficients Tn for �2n+1�-fold degen-
erate modes in the flow model for a planar “Sharvin” contact
have the form

Tn
−1�kd� = 1 + Sn

2�kd� , �60�

Sn�kd� = 2�
m=0

n
�2n − m�!�2n − 2m�!

m!��n − m�!�2 �n − m + 1�

��kd�2m−2n−1. �61�

The function Tn�x� for n�0 has the form of diffuse
steps; T �x��1 in the region x�2�n�n+1�; T �x��1 for x
n n
�2�n�n+1�. Thus, kn=2�n�n+1� /d is the characteristic
value of the wave number at which the normal mode with
number n�0 starts to pass through the contact.

We call attention to the fact that the transmission coeffi-
cient for the zeroth mode is

T0�kd� = �kd�2/�4 + �kd�2� . �62�

According to Eq. �62�, D̄�0�=1, i.e. long-wavelength
phonons �l�kd� are essentially not reflected from the open-
ing of the contact. This is due to the choice of the Neumann
condition for solving the diffraction problem. The virtually
complete transmission of a wave through the aperture with
elastic reflection of a wave from the screen has been well
studied.103,104 For example, for normal incidence of a wave
on a circular opening in a planar screen the variational prin-
ciple applied to the Neumann problem gives the following
expression for the energy transfer coefficient of a wave:103

D = 8�−2 − ��2/3��2 +
8

�4�k2d2. �63�

It should be noted that the quantity D̄�kd� calculated
according to Eq. �63� is essentially 1 in the entire range of
values of the parameter kd.

For kd�1 phonon transport can be studied in the
geometric-optics approximation. In addition, the stepped
character of the function ��	� of freqency becomes imma-
terial; it can be represented in the form

�geom�	� =
S0

4�
�	

u
2

. �64�

�We note that in the spherical flow model used here the con-
tact area S0 must be taken to be �d2.�

The diffraction of a scalar wave by an ideally absorbing
screen �U=0 on the screen� is, according to the expression in
Ref. 105, an “archetypical” problem of wave mechanics. Al-
though the solution of this problem has still not been found
in closed form, for normal incidence of a wave on a screen
the representation of the solution as a series is well
known,106,107 and the energy transfer coefficient D�kd� has
been calculated by the variational method.105–108 Compared
to the Neumann problem, a substantial difference in the re-
sults arises in the range kd�5.

The case of extremely long wavelengths �kd�1� corre-
sponds to Rayleigh emission of the incident wave through
the opening in a contact. For a planar contact108

D̄Rayl = �9��−2�kd�4. �65�

For kd�5 the quantity D�kd� undergoes negligible
damping oscillations and then rapidly approaches 1 �the
geometric-optics limit�.

C. “Flow” model for the quantum thermal conductivity of
channel contacts

The definition of the energy transfer coefficient for quan-
tum transport of phonons leads us to calculations which are
similar to finding the reflected and transmitted waves in
channels in an elastic medium. The propagation of acoustic
waves in long channels has been studied in detail �see, for
example, Ref. 104�. Taking account of edge effects system-
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atically leads to the same difficulties as in the problem of a
planar aperture. In Ref. 92 a contact in the form of a channel
of length L is modeled by the condition that the correspond-
ing points of the planar contact �in the spherical flow model�
are connected by a one-dimensional transmission line of
length L. The space of variables for the diffraction problem
is the direct product of a sphere and a segment. This tech-
nique is justified, at least, for describing axial low-frequency
vibrations, which can propagate in channels with absolutely
rigid walls.104 The transmission coefficient for low-
frequency vibrations in this case is

T0
L�kd� =

�kd�2

�kd�2 + 4 cos2�kL��1 + tan�kL�/kd�2 . �66�

It is evident that the function T0
L�x� is an irregular step

for L /d�1 �for a sufficiently long channel�. This is a con-
sequence of the interference of waves reflected from the en-
trance and exit openings of the channel.

When the frequency of the incident wave equals the fre-
quencies of longitudinal vibrations of the channel �1
+tan�kRL� /kRd=0 or kR�n� /L for L�d�, the channel is an
efficient transmitting device for acoustic waves. The planar
sections of the screens �1 and �2 �see Fig. 1� at the entrance
and exit of the channel can be regarded as horns, and at
resonance, together with the channel, regions of the screens
with area SR��2� /kR�2 participate in the vibrations. This
increases the effective area of the contact in the ratio SR /S0

in the region of low-frequency resonances. We note that for
very low frequencies �for k�kR� the values of the energy

transfer coefficient in the channel D̄L decrease compared

with the case of a planar contact, D̄L�0�= D̄�0� / �1+L /d�2

�see Fig. 8�.
The discussion above referred to channels with abso-

lutely rigid walls, which, mathematically, satisfy the Neu-
mann condition. Channels with damping of a wave on the
surface �the Dirichlet condition� have been studied in great
detail in connection with the problem of quantum-
mechanical ballistic electron transport in contacts.109–115

Since it is impossible for low-frequency oscillations with k
�1/d to propagate in such channels, the “horn effect” does
not arise in this case.

FIG. 8. Phonon energy transfer coefficient D̄ for a channel contact with
length to diameter ratio L /d=2.5.14 The contact surface is assumed to be
absolutely elastic. The calculation is performed in the spherical flow model.
We shall describe the influence of diffraction effects on
the thermal conductivity of contacts, considering the devia-
tion of the heat flux from the T4 law. For this we shall ex-
amine the function

F�T� = �60/�6��a4/hu2d2���/T�4Q�T,0� , �67�

normalized in a manner so that F�T��1 in the geometric-
optics limit �kd�1�. For a cubic lattice with lattice constant
a we take �D=hu /a �u is the sound speed�.

Since these calculations are performed in the low-
frequency range 	�	D, the details of the dispersion law at
high frequencies are unimportant.

For the equilibrium �Planck� phonon distribution in the
“hot” edge of a contact with temperature T the resulting tem-
perature dependence of the heat flux no longer has oscilla-
tions which are characteristic of the energy transfer coeffi-

cient D̄ of a wave. Only the peak corresponding to the low-
frequency increase in the effective area of the channel
contact remains. For realistic contact sizes �d=100a /�� and
sufficiently long channels �1.5�L /d�5� diffraction effects
become substantial at low temperatures Tdif�10−3�D �see
Fig. 9�.

For zero boundary conditions on the contact surface �the
case of strong damping� the diffraction effects reduce to a
sharp decrease of the thermal conductivity of the contact for
T�Tdif. In the region of Rayleigh emission of waves through
a planar contact

QRayl�T,0� = 0.12
−7S0d4T8�
�

u�
−6. �68�

For small temperature drops on the contacts ��T�TC�
the heat flux is proportional to �T with a coefficient to which
the excited modes of quantum phonon transport contribute.
At low temperatures the contribution of each quantum mode
with unit amplitude, as follows from Eq. �58� �see Ref. 14�
equals ��2 /3h�T. �We note that 3D contacts between three-
dimensional heat reservoirs the modes are �2n+1�-fold de-

FIG. 9. Reduced phonon energy flux, calculated in the spherical flow model
for cylindrical contacts with diameter d and length L.14 The contact surface
is assumed to be absolutely elastic. The calculation is performed for a cubic
unit cell with period a, assuming a linear phonon dispersion law and d
=100a /� for different values of L /d: 1.5 �1�, 2.5 �2�, and 3.5 �3�.
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generate and the total flux in the multimode regime is pro-
portional to T3 and not T�. The quantity ��2 /3h�T is
interpreted as a “quantum of thermal conductivity,” although
this expression is valid in the quite special case where the
heat carriers are thermalized. In this connection, an expres-
sion obtained in Ref. 14 for the heat flux transported by
phonons with fixed angular frequency 	0 �59� can be ana-
lyzed. For a frequency-normalized distribution the coeffi-
cient n=2�, and each mode of the heat flux contributes an
amount 
	0. Thus the “quantum of spectral density of heat
flux” is, as expected, 
	.

In 1998 two groups of authors26,27 presented a calcula-
tion of quantized transport in a one-dimensional phonon sys-
tem of a long contact �L�d� connecting two-dimensional
heat reservoirs �see also Refs. 28 and 29�. In long micro-
bridges four quantum low-frequency modes exist for differ-
ent types of elastic oscillations �longitudinal, two transverse,
and torsional�, and there are also optical-type shear modes
�general with a two-dimensional reservoir�. exist. The exci-
tation energy E0 of the optical modes depends on the thick-
ness a0 of the reservoirs and bridges. For a0=50 nm in GaAs
E0 corresponds to 1.62 K. According to these calculations,
the quantized phonon heat flux in long GaAs microbridges
with cross section 50�50 nm at T�1 K �when the first
quantum mode determines the heat flux� becomes
4��2 /3h�T�T. At lower temperatures the flux depends on the
diffraction effects appearing at the junctions of the reservoirs
and bridges; the “horn effect” does not arise in a one-
dimensional phonon system. This picture, qualitatively simi-
lar to single-mode low-temperature quantized transport in
three-dimensional contacts, is supplemented by the activa-
tion of optical nodes, which contribute to the heat flux at T
�0.5K.23,24

V. PHONON SCATTERING BY PLANAR DEFECTS OF A
CRYSTAL LATTICE

A. Dynamics of a crystal surface with an adsorbed
monolayer

It is completely obvious that the presence of defects �lo-
cal or extended� greatly influences heat transport. We shall
examine one of the interesting processes which occur with
low-temperature heat transport with the participation of
defects—the process of resonance transmission of phonons.

In situations where the conditions for ballistic transport
presented above �see Sec. II� ae satisfied, the interface be-
tween contacts can be approximated, to a good approxima-
tion, by an infinite plane. In Refs. 116 and 117 the influence
of a weakly coupled impurity monolayer on various low-
temperature vibrational characteristics, including heat trans-
port, was examined at a microscopic level. The model cho-
sen was a fcc crystal where the interaction between the
nearest neighbors in the volume of the crystal is described by
a force constant � and the interaction of the impurity mono-
layer with the surface by the parameter ������1�. In these
works it is shown that when a wave with amplitude A and
wave vector k�� ,k3� is incident on the surface from inside
the volume of the solid body, the amplitude U0 of the dis-
placement of the surface impurity layer is given by the rela-
tion
U0

A
= 8i� sin k3�cos k1 + cos k2�2

��− 4�2�cos k1 + cos k2� + �4� −
M	

�


+ �8 + 4� − 4 cos k1 cos k2 −
m	2

�

− 2�cos k1 + cos k2�e−ik��−1

�69�

where ��k1 ,k2� is a two-dimensional wave vector in the
plane of the surface, m is the mass of the atoms in the crystal,
and M is the mass of the atoms of the impurity monolayer.
The quantity �U0 /A�2, which determines the intensity of the
acoustic radiation, is of interest. This quantity takes on its
highest value in the long-wavelength region at

	0
2 =

4��

M
�70�

and near this value it can be represented as

�U0

A
�2

=
64�2

�4� − M	2/��2 + 16�4/k2 cos2 �
, �71�

where � is the angle of incidence of the wave on the surface.
The maximum value of �U0 /A�2 for normal incidence is
4m /�M �1. Thus we are talking about resonance �quasisur-
face� vibrations of a semibounded crystal. In the limit 	
→0 the ratio U0 /A→2, which corresponds to a transition to
a continuous medium. The typical frequency dependences of
�U0 /A�2 in the long-wavelength region are presented in Fig.
10.

Only surface states which are strongly localized at the
boundary and are low-frequency states can make a substan-
tial contribution to the low-temperature heat transfer through
the boundary. Aside from these resonance states there is an-
other surface state which is strongly localized at the bound-
ary and which, to a first approximation in �, possesses a
frequency which is independent of � �for sufficiently large ��

FIG. 10. �U0 /A�2 versus the frequency of an incident volume wave at normal
incidence: M /m=0.5; �=0.05 �1� and 0.01 �2�.116
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and equals 	0 �71�. In this approximation this state is a vi-
bration of the impurity monolayer with and almost stationary
substrate. The low-frequency spectrum in this model is pre-
sented schematically in Fig. 11.

If it is assumed that this crystal borders on a liquid �for
example, liquid helium�, then the vibrations of the surface
layer of the crystal result in sound emission into the sur-
rounding hydrodynamic medium.

We shall write the average intensity of the emitted sound
with frequency 	 in the form

W�	� = 0.5� fcf	
2�U0�	��2S . �72�

The conservation laws for the energy and momentum of
phonons limit the magnitude of the two-dimensional wave
vector of a surface wave emitting sound into a liquid:

x2 �
	S

2a2

cf
2 = �

c2

cf
2

m

M
, �73�

where a�2 is the distance between the nearest neighbors.
Thus the limiting short-wavelength surface states are nonra-
diating �we shall assume below that ��m /M��c2 /cf

2��1�.
Together with phonon emission there also occurs absorp-

tion of phonons incident from liquid helium on the surface;
the difference of these two energy fluxes determines the re-
sulting heat flux Q. Thus the coefficient of heat transfer of
the boundary is

h =
1

S

d

dt
� W�	�n�T�d�	, �74�

where n�T� is the equilibrium phonon distribution function;
d�	 is an element of the phase volume. Using Eqs. �72�–�74�
we obtain

h�T� = h0�T� + hr�T� + hS�T� , �75�

h0�T� =
4�2

15h3

� fcf

pc3 T3 and T � T�; �76�

FIG. 11. Low-frequency spectrum in the model studied: 1—resonance state,
2—surface state.116
hr�T� =
15

16�3

� fcf

pc3� m

M�
�T�

T
5 exp�T�/T�

�exp�T�/T� − 1�2h0�T�;

�77�

hS�T� = hr�T�
c2

cf
2 . �78�

Here

T� =��
m

M


c

a

�
c /a is of the order of the Debye temperature�. For �
=0.01 and typical values of the Debye temperature T�

�10 K.
In the limit T→0 the quantity h0�T� in Eq. �75� corre-

sponds to Khalatnikov’s result44,45 and makes the main con-
tribution to h�T�. We note that even though the model is
scalar, h0�T� agrees with Khalatinkov’s result �obtained on
the basis of the theory of elasticity taking account of volume
waves of all polarizations and surface Rayleigh waves� to
within a numerical factor close to 1.

The term hr�T� in Eq. �75� describes the contribution of
resonance vibrations to heat transport, and hS�T� describes
the contribution of surface vibrations. To calculate hS�T� the
integration over � was performed from 0; this gave a rela-
tively small error.

For T�T� we have h0�T��hr�T�, which makes it pos-
sible to give in Eq. �76� the expression for h0�T� which is
valid at extremely low temperatures.

Figure 12 shows the temperature dependence of the ratio
h�T� /h0�T�. Near T=1/5T� a sharp increase in heat transport
through the boundary as compared with the predictions of
Khalatnikov’s theory should be expected. Such an increase
�by 1–2 orders of magnitude� has been observed in a number
of experiments.118–121

The presence of one very sharp peak in the temperature
dependence of heat transport is due to the choice of model—
there is only one resonance frequency. In a real situation
there can be several such frequencies, which should result in
a smoother function �and even splitting� h�T�. We shall ana-
lyze examples of such situations below.

FIG. 12. Temperature dependence of the heat transfer coefficient of the
boundary: M /m=0.5; �=0.01; �c2 /cf

2�=10.116
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In conclusion, in the present section the mechanism of
resonant low-temperature heat transport through a surface
which adsorbs a weakly coupled impurity monolayer was
described.

B. Resonance interaction of elastic waves with a two-
dimensional defect on a boundary of a contact

Phonon transport through an intercrystalline boundary
containing a layer of weakly bound impurities can be de-
scribed using the “capillary” theory.40,122–127 Using the termi-
nology of the theory of an elastic medium we shall treat the
impurity layer as a two-dimensional defect in the plane z
=0, separating bulk crystals for which the elastic stresses and
displacements are denoted by the indices �1� and �2�. The
characteristics of the planar defect are denoted by an index s.
Boundary conditions can be obtained for the volume stresses
�ik

�1,2� and displacements ui
�1,2� in the z=0 plane by equating

to zero the variation of the total �volume and surface� free
energy of the intercrystalline boundary with respect to the
independent dynamic variables ui

�1,2� and ui
s:

�in
�1� = − Fs/ui

�1�, �in
�2� = Fs/ui

�2�, Fs/ui
s = 0. �79�

Here �in=�ik
nk and ni is a unit vector normal to the interface

and directed from the medium 1 into the medium 2.
Using Eq. �79� and taking account of the kinetic energy

of the interface we obtain the following boundary conditions
for the elastic stresses in the z=0 plane:

�in
�1� − �in

�2� = �s

�2ui
s

�t2 + g������ui
s + i�h�����u�

s , �80�

�in
�1� = Aik

�1��uk
s − uk

�1�� , �81�

�in
�2� = Aik

�2��uk
�2� − uk

s� . �82�

Combined with the boundary conditions �80�–�82� Eqs.
�79� are a generalization to solids of the well-known Laplace
formula for the excess capillary pressure. The equations
�79�–�82� describe a linear relation between the displace-
ments of the atoms of a planar defect and the corresponding
elastic forces acting on the interface �Hooke’s law for a two-
dimensional defective layer�.

The expressions �79�–�82� can be used to analyze the
frequency and angular dependences of the coefficients of re-
flection r and transmission d and the magnitude of the sur-
face displacement ui

s for an elastic wave incident on an im-
purity layer separating two crystals.

We shall analyze a situation where an impurity two-
dimensional layer separates two acoustically identical media
�Z1=Z2, for example, a stacking fault in the bulk of a crys-
tal�. Using the conditions �79�–�82� of macroscopic dynam-
ics of a two-dimensional defect, the following relations can
be obtained125 for the amplitudes of reflection, transmission,
and surface displacement for a shear wave incident at angle �
to the normal to the surface and polarized in the plane of
incidence xOz:
r =
1

�1
�A2C44

2 k cos2 � − 0.5��s

�
C44k − �g1 + h66�k sin2 ��

��A2
2 + C44

2 k2 cos2 ��� , �83�

d = iA2
�2�C44k cos �/�1, �84�

u0
s =

u0

�1
�iA2

2C44k cos � + A2C44
2 k cos2 �� , �85�

�1 = iA2
2C44k cos � + A2C44

2 k cos2 � + 0.5

���s

�
C44k − �g1 + h66�k sin2 ���A2

2 + C44
2 k2 cos2 �� ,

�86�

where g1=gxx, h66=hxyxy, and A2=Ayy
�1�=Ayy

�2�.
The expressions �83�–�86� were obtained under the con-

dition that the solutions of Eqs. �79�–�83� were sought in the
form

uy
�1� = u0�exp�ik cos �z� + r exp�− ik cos �z��

� exp�ik sin �x − i	t�;

uy
�2� = u0d exp�ik cos �z + ik sin �x − i	t�;

uy
�s� = u0

s exp�− ik sin �x − i	t�;

	2 = k2C44/� . �87�

If the two-dimensional defect consists of a layer of light
atoms, weakly coupled with the edges of the crystals, i.e.
A2�s��C44 and 	�A2��C44�−1/2, then such a system of im-
purity atoms is characterized by the presence of low-
frequency optical vibrations with resonance frequency

	 � 	0 � �2A2/�s�1/2. �88�

At this frequency the amplitude of the displacements of the
impurity atoms is much greater than the amplitude of the
displacements of the crystal atoms:

u0
s /u1,2 = �C44�/A2�s�1/2 � 1. �89�

A large increase of the amplitude of the vibrations in the
intermediate layer �as compared with the edges of the con-
tact� is extremely important for explaining the experimental
results, which will be discussed below.

In this case the transmission and reflection amplitudes
�83�–�86� have the following features. In the limit of very
low frequencies �	�	0� and long wavelengths �kh�1� we
have almost total nonreflection and total transmission of an
incident elastic wave through a very thin layer in the volume
of the crystal ��r��1,d�1�. At higher frequencies outside
the resonance range �	�	0� we have almost total reflection
and nontransmission ��r��1, �d��1�, which is due to the
weak acoustic coupling between the equivalent crystals in
contact with one another. In the resonance region �	�	0�,
for nonglancing angles of incidence the coupling between
the crystals in contact with one another effectively increases
and total transmission of the wave through a planar defect
occurs ��r��1,d�1� �Fig. 13�.
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C. Multichannel interfacial scattering in a point-contact

In Refs. 10 and 36 the heat flux in the ballistic regime in
Si–Cu point contacts was studied in the temperature interval
0.1–10 K. �A model of such a contact is shown in Fig. 14.�
An anomalously large peak in the reduced heat flux was
observed in the interval 0.1–1 K. This peak was predicted
theoretically in Ref. 14, where the theory of the quantum
transport of phonons in point-contacts was developed. We
note that an analogous theory of quantum transport of elec-
trons was constructed in Refs. 26, 28, and 29 Additional
peaks in the temperature dependence of the reduced heat flux
were observed experimentally in Refs. 10 and 36 at tempera-
tures above 2 K �Fig. 15�. As follows from the theory of
quantum point-contact transport of phonons,14 in this tem-
perature range phonon transport occurs in the geometric-
optics regime.

Therefore these peaks cannot be due to quantum diffrac-
tion effects. Consequently, to explain them it is necessary to
examine a different mechanism of ballistic transport of
phonons through the interface between two media.

Analyzing the data of Refs. 10 and 36, using the model
examined above, it can be concluded that the series of
anomalous peaks in the reduced thermal conductivity above
2 K is due to multichannel resonance transmission of
phonons through impurity layers located between two solid
media in contact with one another. To describe phonon trans-

FIG. 13. Frequency dependence of the energy transfer coefficient in the
presence of a weakly bound impurity layer between KBr–KBr crystals.40

FIG. 14. Schematic model of a contact. T and T0—temperatures of the
massive edges of the contact; a1, a2, and a3—zones with different compo-
sition of the interface layer.
port we shall employ the capillary theory of the transmission
of elastic waves through a planar defect.122–127

A mechanism of resonance transmission of phonons
through a planar defect was described in the preceding sec-
tion under the assumption that there is one resonance fre-
quency. This situation corresponds to the fact that the inter-
mediate layer, through which resonance heat transfer occurs,
is uniform with respect to both the composition of impurities
and thickness along the entire contact boundary. However, in
real experiments it is necessary to take account of the fact
that the surface of a contact, as a rule, consists of a collection
of sections on which the composition of the impurities and
the thickness of the layer can be different. In this case it can
be said that different channels of phonon transport corre-
spond to different sections of the planar layer. Each channel
has its own resonance frequency. Since phonon transport at
temperatures above 2 K is being studied, it obeys the laws of
geometric optics. Therefore the total phonon flux through the
contact is a sum of fluxes in individual channels. Let Sn be
the area of a part of the corresponding contact with number n
and Dn�	� the phonon energy transmission coefficient for the
nth channel, characterized by the resonance frequency of
transmission 	n. Then the effective coefficient of multichan-
nel resonance transmission of phonons is described by the
expression

D�	� =
�n

nmax Dn�	�Sn

�n=1

nmax Sn

. �90�

The capillary theory of phonon transport makes it pos-
sible to take account of different types of impurities and
different channel thicknesses using a single parameter �s.
Assuming all channels to be uniform with respect to the
impurity composition we can write

�sn = �s1n , �91�

where �s1 is the excess surface density of the molecular layer
with the smallest thickness and n is the number of molecular
impurity layers in the channel, which serves as the channel
number. The frequencies 	, which ensure resonance trans-
mission through a point-contact, vary according to Eq. �88�.

The theory developed above for multichannel resonance
transport of phonons through an interface separating two me-
dia can be used to interpret experiments measuring the bal-
listic transport of phonons in a Si–Cu point-contact. Low-
temperature quantum ballistic phonon transport was

FIG. 15. Experimentally observed temperature dependence of the reduced
heat flux in Si–Cu point-contacts above 2 K.10,36
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observed in Ref. 18 in the temperature range 0.1–3 K. In
addition, the reduced point-contact heat flux in the
geometric-optics regime for phonons was measured in the
temperature range 3–10 K. The results of this work have
shown that in this temperature interval the reduced heat flux
through a point-contact is a nonmonotonic function of the
temperature and has sharp peaks at temperatures T1

=4.46 K, T2=6.53 K, and T3=8.77 K. It seems to us that the
model developed in the preceding sections can be used to
explain the series of peaks observed in Ref. 10 in the reduced
heat flux. The appearance of the peaks is a characteristic
consequence of resonant transport. The model of a narrow
resonance peak was used for single-channel resonant trans-
port, studied in Ref. 38. This model reduces to the following.

The total heat flux Q̇ can be written as a sum of the

ballistic flux Q̇B and the resonance flux Q̇R. Assuming a nar-
row resonance peak at frequency 	0

� we obtain the following
formula for the temperature dependence of the heat flux:

Q̇�T,T0� = C�T4 − T0
4� + �

�

K�� 1

exp�
	0
�/T� − 1

−
1

exp�
	0
�/T0� − 1

� . �92�

To separate both contributions to the heat flux the heat
flux must be divided �T4−T0

4�. This model �using only one
frequency� can be used to explain the experimental data with
correlation coefficient 0.95. The resonance frequency 	0 is
related with Tmax by the relation 
	0=3.89Tmax.

Using the multichannel resonant transport model, we
shall modify the expression �92� as follows:

Q̇

T4 − T0
4 =

1

T4 − T0
4 �

n=1

3

Kn��exp�3.89
Tn

T
�1 +

1

Ts
2 �T − Tn�2

− 1�−1

− �exp�3.89
Tn

T0
 − 1�−1� + C . �93�

The expression �93� takes account of the presence of three
resonant transport channels. The temperature T0=0.15 K is
the constant temperature of the cold edge of the contact. The
quantities Tn �n=1,2 ,3� correspond to the temperatures at
which peaks are observed in the reduced heat flux. The con-
stant C is the average reduced heat flux through a point-
contact in the temperature range from 4 to 9 K. According to
the experimental data, C=49.55 nW/K4. The coefficients Kn

are proportional to the intensities of the peaks observed ex-
perimentally:

K1 = 0.7 nW, K2 = 2 nW, K3 = 50 nW. �94�

The additional term containing Ts effectively takes ac-
count of the instability of the intermediate weakly coupled
impurity layer near resonance. This is due to the fact that,
according to the expression �89�, u0

s /u1,2�1. The role of the
adsorption-desorption mechanism of impurity atoms is dis-
cussed in Ref. 116 �see also Ref. 17�. The optimal agreement
between the experimental and theoretical results is obtained
at Ts=1.5 K.

The results of a numerical calculation performed using
Eq. �93�, which are presented in Fig. 16, show that the pro-
posed model describes in quite great detail the experimental
results presented in Fig. 15. We note that the temperature Ts

used in the calculations corresponds to the coupling energy
between the impurity layer and the contact edges. The tem-
perature Ts is two orders of magnitude lower than the Debye
temperature of the crystals forming the edges of the contacts.
This agrees with the fact that the constant characterizing the
coupling of an impurity layer with the edges of a contact is
two orders of magnitude smaller than the coupling constants
inside the crystals forming this contact.40

The formulas �91� and �92� make it possible to estimate
the parameters of different phonon transport channels. The
coefficients K are proportional to the areas of the different
interfacial layers. Taking the area of the channel with the
highest resonance frequency to be 1 we the ratios between
the areas of the layers participating in resonant transport:
1:0.04:0.014. Combining the relations �91�, �92�, and �94� we
obtain the relation

�Tmax n

Tmin m
2

=
� f

m

� f
n =

Lm

Ln
. �95�

The experimental data yield

L2

L3
= 1.8 ± 0.2,

L1

L3
= 3.8 ± 0.2, �96�

where L3 corresponds to the number of layers in the channel
with the highest resonance frequency �smallest �s�. It follows
from the relation �96� that of the channels studied the lowest-
frequency channel �n=1� contains the maximum number of
layers �approximately 4 times greater than the relatively
high-frequency channel with number n=3�, and the
intermediate-frequency channel �n=2� actually contains two
times more layers than the high-frequency layer with n=3.

The mechanism of resonant phonon transport studied
above is apparently characteristic for heat transfer between
two media. Resonant heat transfer is substantial, for ex-
ample, in heat transfer between a solid body and liquid he-
lium in the presence of a matching layer.116,17 In point-
contacts molecules of water or solidified inert gases adsorbed
on the interface can act as a resonance layer. The structure of
water layers on the surface of crystalline silicon or silicon
substrates was modeled theoretically in Refs. 128–130 and
studied experimentally in Ref. 131. The results presented in
the review give additional information on the dynamical
properties of layers formed on the surface of silicon crystals.

Peaks in the reduced heat flux are also observed in other
contacts, for example, KBr–KBr and KBr–Cu.36 A low-

FIG. 16. Results of a numerical calculation using Eq. �93� in the model
considered.
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temperature peak at 5.7±0.2 K was observed in these con-
tacts. This peak can also be explained using the theory of
resonant transport.132 We note that the phenomenon of reso-
nant transport makes it possible to study the structure of
interfacial layers and control heat transmission between two
media, using controlled introduction of impurities, weakly
bound with the contact edges, into the interface separating
the layers.

VI. MODIFICATION OF THE PHONON SPECTRUM IN
NANOSTRUCTURES

A. Contribution of the boundaries to the phonon spectral
densities of bounded systems

Several types of size effects appear as the dimensions of
contacts decrease. These effects are due to the characteristic
scales in which different processes occur in solid bodies. For
characteristic contact sizes from 100 to 10 nm, at low tem-
peratures, a ballistic regime of charge and heat transport is
established in point-contacts, since under these conditions
the inelastic carrier scattering lengths are large compared
with the dimensions of the contact. However, on these scales
the carrier dispersion laws can still be regarded as close to
the analogous dispersion laws in bulk solids.

For contact sizes ranging from 10 to 1 nm, the influence
of distortions of the crystal structure in the contact region on
the form of the vibrational spectrum of the lattice becomes
substantial. Even when the crystal structure remains regular
in the contact zone, the contribution of surface vibrational
states can no longer be neglected. This effect is a mesoscopic
phenomenon. Finally, for contact dimensions of the order of
1 nm �“single-atom contacts”� effects due to size quantiza-
tion of charge carriers in a point-contact appear.133,134

It is convenient to analyze the vibrational characteristics
of the atoms of such systems by the methods based on the
translational invariance of the lattice. These methods are
suitable for describing crystalline and disordered systems. A
very informative characteristic of the vibrations of disor-
dered systems and complicated crystalline lattices or crystals
with defects is the so-called local site density,135 which de-
scribes the contribution of a given site to the vibrational
spectrum of the entire system. The local densities can be
calculated using the methods characteristic for calculations
of the spectral characteristics of regular crystalline structures,
for example, an expansion in plane waves.135–137 However,
as a rule, this approach leads to very great and often insur-
mountable mathematical difficulties when performing con-
crete calculations of given characteristics. The method of
Jacobian matrices makes it possible to avoid these
difficulties.138–141 This method makes it possible to find, in
the harmonic approximation, the frequency distribution of
the vibrations without calculating the dispersion relations
and the polarization vector. Moreover, this method makes it
possible to find a more detailed information than that con-
tained in the local densities about the frequency spectrum of
the vibrations of the system.

In Ref. 142 it is shown on the basis of the results of
numerical modeling that the local densities for the atoms
comprising point-contacts differ substantially from the spec-
tral density of a regular crystalline structure. A substantial
relative increase of the number of low-frequency vibrations
of the atoms in the point-contact occurs. The differences be-
tween the local densities of “surface” and “edge” atoms in a
contact were traced. Since the method of point-contact spec-
troscopy makes it possible to find the spectral function of the
electron-phonon interaction, which is an integral characteris-
tic of a crystal, a comparative estimate was made of the
contributions to the point-contact spectrum of the contact
region and its massive edges. It was shown that the modifi-
cation of the point-contact spectra becomes substantial for
contacts of the order of tens of interatomic distances in size.
Here, the size modification of the spectrum is most effec-
tively manifested in contacts in the form of an extended
bridge.

The presence of a large number of “defect” atoms lying
near the edges or faces of the bridge is characteristic for a
contact. In addition, the vibrational characteristics of atoms
located in the near-surface regions of the edges will be ap-
preciably different from the corresponding characteristics of
atoms in the bulk.

We shall assume that the contact edges in the contact
itself are made of the same dielectric, possess fcc structure,
and are commensurate with one another. We shall also as-
sume that the contacts consist of a bridge, having a square
cross section, between two surfaces of semibounded crystals,
such that the surfaces are also the �100� crystallographic
planes and are formed by breaking of the bonds between
neighboring planes. The relaxation-related change in the in-
teraction of atoms in the contact zone and on the contact
surfaces and contact-edge surfaces was neglected.

The geometry of the contact and the coordinate system
adopted are shown in Fig. 17. Numerical calculations were
performed for contacts of length L equal to eight interlayer
spacings. To study the influence of the dimensions of the
cross section of the contact on its dynamical characteristics,
contacts with a square cross section with edge length 6a and
12a �a is the lattice constant� were studied.

Figure 18 shows the results of a calculation of the func-
tion ��	� for the atom �033� lying at the center of a contact
edge with lz=6a �curve 1�. For comparison, the results of a
calculation of similar functions for atoms located on a free

FIG. 17. Schematic model of a point-contact �a� in a contact section with
edge 6a �b� and 12a �c�.
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surface �curve 2� and in the bulk of a fcc crystal �curve 3� are
presented.

Undoubtedly, the character of the vibrations of the atoms
depends not only on the positions of the atoms but also on
the dimensions of the contact cross section. The calculations
show that for atoms located at the centers of the cross sec-
tions x=0, doubling the dimensions of the cross section sub-
stantially decreases the number of low-frequency states: the
local density at the site �000� of the bridge with cross section
lz=12a is virtually identical to the local density of a bulk
atom. However, for the �033� and �066� atoms lying on the
edges, an increase in the size of the cross section does not
produce an appreciable decrease in the number of low-
frequency states. We also note that as the distance of an atom
from the face of the bridge increases, the local density of the
atom deforms to a form which is characteristic for the spec-
tral density of free-surface atoms, and for atoms located on
the face itself the density will depend strongly on the dimen-
sions of the face.

The dependence of the local densities or atoms on the
linear dimensions of the contact cross section is clearly seen
in Fig. 19, which shows the results of a calculation of the
local densities ��	� averaged over all atoms of the cross
sections x=0. As the dimensions of the contact increase, the
number of low-frequency states appreciably decreases,
which is obviously due to an increase in the fraction of atoms
whose vibrational characteristics are close to those of bulk
atoms. It is obvious that the number of such atoms will in-
crease not only with increasing dimensions but also toward
the edges of the contact. Therefore the largest increase in the

FIG. 18. Local densities for atoms lying at the center of a contact edge with
lz=6a �1�, on a free �001� surface of a fcc crystal �2�, and in the bulk of a fcc
crystal �3�.15
number of low-frequency states obtains with a decrease of
the cross section of a contact as the distance between the
edges increases.

B. Electron-phonon interaction cross section in
mesocontacts

If the conductivity of a point-contact is due to the pres-
ence of a degenerate electron gas, then the nonlinearities of
the current-voltage characteristic which are caused by a weak
electron-phonon interaction carry information about the vi-
brational spectrum of the crystal lattice.2–6

A voltage V applied to a point-contact �ordinarily, the
characteristic phonon energies correspond to V
�10–100 mV� creates a condition for accelerating elec-
trons which have arrived in the contact from one of the mas-
sive edges �viewed as a thermostat�, and retarding the elec-
trons arriving from the opposite edge of the contact. The
point-contact current is transported by these two groups of
electrons, which exchange energy with one another and with
the phonon system only to a small degree, since the inelastic
electron relaxation length l� in point-contacts is large com-
pared to the characteristic size of the contact �for example,
its diameter d�:

d � l�, �97�

If the contact size is small compared to the elastic elec-
tron scattering length in the conductor, then the electron
transport regime in the contact is said to be ballistic.

The inelastic electron-phonon scattering gives a correc-
tion I�1�, which is a nonlinear function of the applied voltage
V, to the point-contact current. To describe this effect in
point-contacts which are large compared to the deBroglie

FIG. 19. Local densities averaged all atoms in the central section x=0.
Curve 1—lz=6a; curve 2—lz=12a; curve 3—phonon density of states of an
unbounded fcc crystal.15
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wavelength of an electron it is sufficient to use a system of
coupled kinetic equations for the electron-phonon system of
the contact. Treating the correction for the electron distribu-
tion function fp�r� in first-order perturbation theory in the
electron-phonon interaction integral, the inelastic correction
to the point-contact current and point-contact electron-
phonon interaction function G�	� can be found.6,143

The spectra 1 and 2 in Fig. 20 are close to the point-
contact spectra for a long channel.143 The difference between
these spectra reflects the increase of the length of the contact.
It is evident that an increase of the length of the bridge re-
sults in an appreciable decrease of the contribution of the
vibrations of the surface atoms of the contact, and the high-
frequency region of the spectrum is almost identical to the
spectrum of a “volume” contact.

The computational results show that all frequency
anomalies of the point-contact spectrum, which are associ-
ated with the contribution of the vibrational states of the
contact surface �see Fig. 20�, should be observed in contacts
in the form of a bridge of atomic dimensions. The calcula-
tions indicate the range of contact sizes where this effect can
be expected to occur. The transfer size of a contact should
not be much greater than 10 interatomic distances. The
length of the bridge forming the contact should be at least of
the same order of magnitude, although the effect is sharpest
in contacts with the form of an elongated bridge between
massive edges. Therefore if the diameter of a contact is
greater than 10 interatomic distances, then the contact can be
regarded as a “volume” contact.

The estimate made in Ref. 142 of the modification of the
phonon spectra refers to the case where the contribution of

FIG. 20. Point-contact functions G�	� for point-contacts of different length
lx�ly = lz=6a�. Curve 1—lx=8a; curve 2—lx=La, L�1; curve 3—phonon
density of states of an unbounded fcc crystal15 �see Refs. 6 and 15 for the
definition of the point-contact electron-phonon interaction function�.
surface vibrations becomes large, and the contact diameter d
is chosen to be equal in order of magnitude to the damping
depth �s of surface excitations. The limiting case �d��s� is
studied in Ref. 86, and it is shown that the inelastic interac-
tion of conduction electrons with the surface vibrations of a
crystal lattice can be taken into account, just as in the case of
volume oscillations, using the kinetic equation where the sur-
face scattering is taken into account via a boundary
condition.84,85 The form of this boundary condition is due to
an effective summation over a near-surface layer of thickness
�s. The contribution of surface vibrations to the point-contact
spectrum in the latter case is found to be small in the param-
eter �s /d compared with the contribution of volume vibra-
tions. We note that the expression obtained in Ref. 86 for the
K factor of surface vibrations is virtually identical to the
analogous quantity for volume vibrations in the case of a
channel contact.

VII. CONCLUSIONS

The present review examined the problem of the effec-
tive removal of heat using point-contacts. Numerous mea-
surements of the low-temperature �T�30 K� phonon ther-
mal conductivity of mechanical �clamped� contacts between
solids show that the ballistic phonon transport regime is not
at all exotic, even for macroscopic samples.16–18,66–72 It is
well known that in mechanical contacts the real area of a
contact is 1–2% of the nominal area of the media which are
touching one another.18 At low temperatures a macroscopic
contact must be viewed as a very large number of parallel
point-contacts. In such a system, in contrast to a single point-
contact, it is impossible to maintain a large temperature drop
�Kapitsa jump� between the massive edges of the contact.
However, in this case it is possible to introduce the thermal
resistance of the contact RT �see Sec. II C� which, according
to Eq. �7�, is found to be proportional to T−3. This tempera-
ture dependence of the thermal resistance of a macroscopic
contact serves as a criterion for realizing ballistic phonon
transport in individual point-contacts.

The problem of phonon transport is also important in
quasi-low-dimensional systems �including HTSCs�. It should
be noted that whatever the mechanism of superconductivity
in HTSCs, the role of phonons in such systems is
decisive,144,145 which once again underscores the need for
investigating the phonon properties of layered systems. Thus,
for example, new magnetic materials,146,147 which can be
used to increase magnetic storage density and to develop
quantum computers, are being developed based on layered
structures. For such systems it is important to study the ther-
modynamic characteristics, including the heat capacity,
which are due to phonons, since the correct identification of
the lattice contribution is necessary for subsequently taking
into account the contribution other excitations �specifically,
magnetic excitations�.

We note also that aside from quasi-low-dimensional
compounds, structures with so-called fractional dimension,
which contain inclusions which have a fractal geometry, are
of interest.148 In such systems the fracton-phonon interaction
can make a large contribution to heat transfer.149

Heat transfer between two media �by means of point-
contacts� in the presence of a controllable composition and
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number of intermediate layers is now being studied as an
elaboration of the results obtained in Refs. 150 and 151. This
will make it possible to determine the dynamical coupling
constants between the layers and the contact edges.

The experimental results and theoretical models exam-
ined in the present review refer to a wide range of important
problems associated with quantum transport in the ballistic
regime, and under conditions where various scattering
mechanisms must be taken into account.152 Previously, the
quantum transport of charge153,154 and heat97 in contacts was
studied when describing an electronic system. However, it is
now clear that quantum heat transport can be described on
the basis of a general formulism of the transfer of heat, en-
tropy, and information, irrespective of the nature of the
carriers.155,156 The universal properties of heat transport,
which do not depend on the carrier statistics, were demon-
strated in Ref. 157. In the last few years of the last century
the development of nanolithography made it possible to re-
produce the experimental scheme with a suspended phonon
reservoir, using long dielectric microbridges with control-
lable geometry.21,158 It became clear that when the diameters
of microbridges decrease to tens of nanometers quantization
effects will make the determining contribution to the low-
temperature phonon thermal conductivity of such systems.
Quantum transport of phonons was first recorded using
clamped Si–Cu 3D contacts,10 and this phenomenon was
soon investigated in experiments using long semiconductor
microbridges.23,24 As a result of the inclusion of optical
modes, the interpretation of the experimental data on low-
temperature thermal conductivity of such contacts requires a
careful analysis of the dispersion laws for 2D
structures.159,160 Another important problem is taking ac-
count of quantum effects associated with scattering by the
imperfect walls of long channels.161

Phonon transport in point-contacts and microbridges is
increasingly becoming a subject of investigations which rely
on the modern development of different variants of
nanotechnology.162–168 Thus experiments studying the ther-
mal conductivity of individual carbon nanotubes have be-
come possible.169,170 In the last few years heat conducting
point-contacts have been studied not only as objects of ex-
perimentation but also as components of nanodevices under
development.171–174
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X-Ray investigations of vacuum condensates of the binary mixtures Ne–nD2 at temperatures
from 6 K to the melting point of the solutions are performed. A diagram of phase equilibrium of
the liquid and solid mixtures is proposed on the basis of the experimentally obtained and pub-
lished data on the phase composition and mutual solubility of the components. The isotopic ef-
fect in the mutual solubility of the components is determined. A long-lived but metastable hex-
agonal phase is found, and the conditions for the formation and decomposition of this phase are
determined. © 2005 American Institute of Physics. �DOI: 10.1063/1.2127875�
I. INTRODUCTION

In the last few years investigators have been showing
greater than usual interest in mixtures of quantum sub-
stances, such as helium and hydrogen, with inert elements or
the simplest molecular substances. This is due to, on the one
hand, the possibility of obtaining and studying matrix-
isolated states in crystals of inert gases1–6 and, on the other
hand, the formation of quantum nanoclusters in helium-or
hydrogen-enriched solid solutions7,8 and the formation of
solid bodies of a new type—double van der Waals
crystals—on their basis.9–12 In this connection, information
on the mutual solubility of the components and on the com-
plete diagram of phase equilibrium for such systems be-
comes especially important.

Among solutions of hydrogen with inert elements, the
hydrogen-neon system is of special interest. In this system,
because the Lennard-Jones parameters of neon ��=2.788 Å,
�=36.7 K� are extremely close to those of hydrogen �deute-
rium� ��=2.96 Å, �=36.7 K�13 the solutions can be regarded
as quasi-isotopic and the mutual solubility can be expected to
be unlimited or at least extremely high. However, because of
the strong difference in the masses �a factor of 10 for Ne–H2

and 5 for Ne–D2� the degree of quantum behavior of the
components is substantially different. This is manifested,
specifically, in the their crystal lattice volumes. The volume
of cubic fcc phase of neon at liquid-helium temperatures is
13.31 cm3/mole,14 while the volume of the hexagonal hcp
lattice of normal deuterium is 19.86 cm3/mole,15 and the
volume of normal hydrogen is 22.83 cm3/mole.16 Therefore
the difference of the lattice volumes reaches 49% for neon
and deuterium and 72% for neon and hydrogen. This latter
circumstance greatly decreases the chances of observing a
high mutual solubility of the components in neon-deuterium
and neon-hydrogen systems.

Indeed, even in the first works it was found that the
solubility is limited is not only in the solid17,18 but also in the
liquid18,19 phases. Subsequent investigations20,21 showed that
the solubility of neon in solid hydrogen is low and is only
0.2 mole%. This result actually corresponded to the x-ray
data,12,17,22 according to which the limit of solubility of Ne in
1063-777X/2005/31�11�/4/$26.00 947
solid H2 is 0.25 mole%. In Ref. 22 it was also established
that the solubility of neon in solid deuterium at 5 K is twice
that in hydrogen. An even higher solubility was observed in
electron diffraction studies of thin Ne–H2 films,23 where a
single-phase region of the hydrogen-based solutions was ob-
served up to 3 mole%. At the same time estimates made on
the basis of data on the influence of neon on the heat capac-
ity and thermal conductivity of hydrogen24,25 show that the
maximum equilibrium content of a heavy impurity in H2

crystals is of the order of or even less than 0.02 mole%.
The data on the solubility of hydrogen �deuterium� in

solid neon likewise show a large interval of discrepancies.
Structural investigations17 show that the solubility of hydro-
gen in polycrystalline neon with crystallization of liquid
mixtures is not less than 0.5 mole%. At the same time, for
crystallization of mixtures from the gas phase12,22,25 an order
of magnitude higher maximum solubility of hydrogen in
neon, reaching 2–5 mole%, was obtained; in order of mag-
nitude, this is close to the estimate obtained in Ref. 5 as a
result of an analysis of spectroscopic investigations per-
formed by different groups of authors.1–4 According to Ref. 5
the solubility of H2 in solid Ne can reach 10 mole%. Accord-
ing to Refs. 5 and 6, the application of hydrostatic pressure
to the samples decreases the limit of solubility of H2 in Ne.
In addition, it is noted that the solubility of hydrogen in
crystals of inert gases is appreciably lower than in liquid
phases. The large observed difference in the solubility data
for the hydrogen-neon system is most likely due to the meth-
odological features of the production of solid solutions in
individual works.

The structure, phase composition, and properties of solid
mixtures of neon with light hydrogen in Ne–nH2 was re-
cently investigated in a wide range of temperatures and
concentrations.26 The temperature-concentration limits of the
equilibrium cubic and hexagonal phases of neon and hydro-
gen and also of the metastable hexagonal phase, discovered
previously in Ref. 12, were determined. In the present work
x-ray investigations were performed of solid mixtures of
neon with heavy hydrogen Ne–nD2 to obtain information
about the isotopic effect in the solubility and in the properties
© 2005 American Institute of Physics
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of the solutions in this system. A diagram of the phase equi-
librium of the condensed phases of the system Ne–nD2 is
proposed on the basis of an analysis of the results obtained
and of all of the previously published results.

II. PROCEDURE

Polycrystalline, 0.1 mm thick, snow-like samples were
obtained by condensing small portions of room-temperature
gas mixtures of normal deuterium and neon on a flat copper
substrate at T=5 K. The condensation conditions were cho-
sen so that the substrate would not heat up by more than
1–2 K when the mixture crystallizes. The purity of the ini-
tial components was at least 99.99%. The deuterium concen-
tration in the mixtures was set by the P-V method to within
5% and varied in the range 2–70%.

Powder x-ray diffraction using a DRON-3M diffracto-
meter with a helium cryostat was used for the structural in-
vestigations, which were performed in the temperature range
5–300 K. The temperature of the samples was measured and
stabilized to within ±0.05 K. A personal computer was used
to control the operation of the diffractometer and for data
acquisition.

III. RESULTS

It was established that the formation of solid solutions in
the system Ne–nD2 qualitatively corresponds to the picture
previously observed for solid mixtures of neon with light
normal hydrogen.22,26 Separation of the mixtures likewise
occurs in a wide concentration range, but because of the
smaller difference in the masses of the components the re-
gions of mutual solubility are almost two times wider. Uni-
form solutions based on the hcp1 lattice of deuterium are
observed at concentrations up to 0.5 mole% Ne, and a
single-phase region of solutions with the fcc lattice of neon
was recorded with dissolution of up to 4.5 mole% nD2 in it.
Just as in mixtures of neon with light normal hydrogen, in
the intermediate concentration range a metastable hexagonal
hcp2 phase with volume close to the volume of the neon
lattice is observed together with the equilibrium hcp1 and fcc
phases. At liquid-helium temperatures this phase is long-
lived, but near the melting temperature of deuterium it de-
composes irreversibly into equilibrium phases. The volume
of hcp2 lattice is systematically somewhat smaller than the
volume of the stable fcc phase of neon and, as in the case of
light hydrogen, it is essentially concentration independent in
its entire range of observation. The effect of isotopic substi-
tution is manifested as a large positive deviation of the molar
volumes of the solutions from pure neon and a somewhat
smaller difference of the volumes of the two phases. These
results are clearly demonstrated in Fig. 1. The larger than in
the Ne–H2 system deviation of the volumes of the fcc and
hcp2 phases from the lattice volume of pure neon is mostly
due to the higher solubility of heavy hydrogen in the matrix.
Quite close values are obtained with scaling to 1% impurity.

The observed constancy of the lattice parameters and
volume of the fcc and hcp2 phases in a wide concentration
range corresponds to a suggestion which we made in Ref. 26
that the quantum nature of the hydrogen and, in this case,
deuterium molecules is substantially suppressed when these
molecules enter the neon lattice. Thus, as a result of the fact
that the molecular parameters � and � of neon and deuterium
are essentially the same, even substantial changes in the
composition of the phases should not appreciably influence
the lattice of the solutions, as has in fact been observed ex-
perimentally. The introduction of nD2 molecules into a neon
lattice results, at concentrations x�nD2��4.5 mole%, in a
transition of most of the sample into the hexagonal hcp2

phase with average ratio of the lattice parameters c /a
=1.641±0.0005. The value obtained, just as the parameters
and volume of the lattice, is essentially independent of the
composition of the solution and is 0.004 higher than the
value previously obtained for nH2 impurity molecules.26

The presence of only two phases, in the samples con-
densed at low temperatures in a wide concentration range
with lattice volume close to that of solid neon shows that as
its concentration increases above 4.5 mole% deuterium com-
pletely dissolves in the metastable hcp2 phase. In addition, as
follows from the results obtained, the amount of the latter
phase increases linearly and that of the fcc phase decreases
with increasing concentration of nD2 molecules �Fig. 2�. The
results presented in Fig. 2 were obtained by analyzing the
ratios of the experimental intensities of both phases in the
experimental concentration range. This procedure is de-
scribed in detail in Ref. 26. It can be concluded from the data

FIG. 1. Concentration dependences of the molar volumes of the equilibrium
cubic fcc ��� and metastable hexagonal hcp ��� phases of Ne–nD2 solu-
tions. The dot-dash and dotted lines show the concentration dependences of
the volumes of the analogous phases of solutions in the system Ne–nH2.26

FIG. 2. Change of the relative amount of the equilibrium cubic fcc phase in
Ne–nD2 samples based on neon ��� with an increase of the deuterium
concentration. The open circles show the data for Ne–nH mixtures.26
2
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presented in Fig. 2 that isotopic substitution strongly influ-
ences the phase composition of freshly prepared condensates.
If the cubic phase of neon in mixtures with nH2 was actually
observed in the concentration range 2–80% nH2, then in
mixtures with deuterium this range decreases to
5–50 mole% nD2. However, it must be underscored once
again that in this case we are talking about the nonequilib-
rium phase composition, since on heating up to temperatures
18–20 K the hexagonal hcp2 phase decomposes into equilib-
rium hcp1 and fcc solutions based on deuterium and neon,
respectively.

The results of the present investigations, taken together
with previously obtained data in a number of previous
works,1–6,12,18–22,26 made it possible to reconstruct the com-
plete diagram of phase equilibrium of neon-deuterium mix-
tures and to indicate the region of existence and conditions
for obtaining nonequilibrium states. As seen in Fig. 3, the
phase diagram of the binary mixtures Ne–nD2 is of the
monotectic type.13,27 It contains a critical point Tc=25.95 K
and xc=37±2 mole% D2, below which liquid solutions sepa-
rate into two phases with different density. Aside from the
critical point �the point of equal concentrations�, the diagram
also contains two triple points. One of these points, the point
of a monotectic transformation, lies in the region of neon-
rich solutions and is characterized by T1=23.8 K and x1

�9.7 mole% D2. The other eutectic transformation point lies
in the region of deuterium-rich solutions with temperature
T2=18.52 K and concentration x2�2.3 mole% Ne. The pa-
rameters of the lower triple eutectic point near deuterium
have been carefully investigated in Refs. 20 and 21. In these
investigations not only the temperature and concentration of

FIG. 3. Diagram of phase equilibrium of the binary mixtures Ne–nD2. The
diagram was constructed using the results of the present work and published
data,18–21 the curves of separation of the liquid mixtures ���,18 �*�,19 the
freezing temperature ���18 and melting temperature ���,18 the liquidus-
solidus curves of deuterium-rich mixtures ���.20,21 The open and filled tri-
angles correspond to the equilibrium cubic fcc and hexagonal hcp1 phases
observed in the present work; the open squares correspond to the metastable
hexagonal phase hcp2; the dashed lines show the boundaries of the regions
of existence of the solid solutions based on the neon and deuterium lattices.
the eutectic were determined, but the boundaries of the two-
phase liquid-crystal region were also determined reliably. In
the diagram this region is Liq1–hcp1, where the influence of
the Ne impurity atoms on the crystallization and melting
temperatures of deuterium can be clearly seen. The authors
of Refs. 20 and 21 also determined the maximum solubility
of neon in solid deuterium, which at the temperature of the
eutectic reaches 1.1 mole% �see inset in Fig. 3�. The regions
of solid solutions based on hcp1 deuterium and fcc neon are
bounded by the dashed lines. The concentration positions of
the triple points of the eutectic and the monotectic and our
values of the maximum solubility of the components in solid
deuterium and neon were taken into account. The equilib-
rium and metastable phases of the solid solutions observed in
the present work at temperatures below the line of the eutec-
tic are designated in the diagram by different symbols �Fig.
3�. The open and filled triangles correspond to an equilibrium
cubic fcc and hexagonal hcp1 phases of neon and deuterium
and the open squares correspond to the metastable hexagonal
hcp2 phase based on neon. It is evident that for deuterium
concentrations above 50 mole% the amount of the fcc phase
in the samples with condensation on a substrate at tempera-
ture 6 K is so small �see also the data in Fig. 2� that to within
the sensitivity of our experiment a diffraction pattern is not
observed. In this concentration range, only two hexagonal
phases—hcp1 and hcp2—are formed when the samples are
condensed at low temperatures. This situation remains right
up to 18 K, and at higher temperatures the hcp2 phase with
the neon volume decomposes and the ratio of the fcc and
hcp1 phases which corresponds to the equilibrium diagram is
restored.

IV. CONCLUSIONS

A diagram of phase equilibrium of the binary mixtures
neon-deuterium in the liquid and solid states was proposed
on the basis of x-ray structural studies of solid mixtures
Ne–nD2 and analysis of published data. The diagram is com-
plicated and contains a critical point of separation of the
liquid mixtures and monotectic and eutectic points of a three-
phase equilibrium, which lie in terms of the concentration
near pure neon and deuterium.

A strong isotopic effect in the mutual solubility of com-
ponents was observed. It was shown that for solid solutions
at temperatures below the eutectic in the system Ne–nD2 the
mutual solubility on the basis of the lattices of both compo-
nents is almost two times higher than in the system Ne–nH2.
This effect is mainly due to the fact that deuterium mol-
ecules, which have weaker quantum nature, are less ready to
form a nonequilibrium hcp2 phase, whose very existence the
authors consider to be a quantum effect.

A long-lived metastable hexagonal hcp2 phase with vol-
ume close to that of the pure-neon lattice was observed at
low temperatures. When they dissolve in neon H2 and D2

molecules lose their quantum properties. As a result a sub-
stantial �tens of percent� quantity of hydrogen and deuterium
dissolves in the hcp2 phase without a change in the volume
of the phase. The amount of this phase increases proportion-
ally to the increase in the concentration of deuterium in the
mixtures. Heating the condensates up to temperatures close
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to the melting temperature of the solutions results in irrevers-
ible decomposition of hcp2 into equilibrium phases based on
the fcc neon and hcp1 deuterium lattices.
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The process of the separation of solid solutions of helium isotopes is examined using a diffusion
approach with boundary conditions prescribed on the boundary of the inclusion of a new phase,
the position of the boundary being a function of time. The diffusion processes occurring simulta-
neously outside and inside an inclusion are taken into account. The time dependence of the pres-
sure is calculated on the basis of the time dependences of the concentration of the diffusing sub-
stance. A theoretical calculation using existing experimental data is performed. © 2005 American
Institute of Physics. �DOI: 10.1063/1.2127876�
I. INTRODUCTION

One of the most interesting manifestations of quantum
effects in solid helium is isotopic phase separation. The dis-
covery of this effect is an important step in the investigation
of quantum crystals. The T-C phase diagram of 3He– 4He
solid solutions, which is presented in Fig. 1, has now been
studied quite well. The kinetics of the separation process has
been studied in less detail. Only the processes occurring in
weak solutions of 3He in 4He �the “left-hand” part of the
diagram� have been studied comparatively well. This is be-
cause 3He impurities possess spin 1/2 and are easily detected
in the spin-neutral 4He matrix by the NMR method. The
situation is much more complicated on the “right-hand” side
of the phase diagram. In this case inclusions of zero-spin 4He
are formed in a 3He matrix when the solution separates, and
the NMR method is inapplicable. Information about the char-
acter of the motion of the impurity can be obtained only from
indirect data. However, successfully developed quantitative
methods for studying the kinetics of the decomposition of
solid solutions at low temperatures, specifically, the method
of high-precision measurement of pressure, make it possible

FIG. 1. Phase diagram of the solid solutions 3He– 4He and schematic rep-
resentation of the process studied.
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to obtain information about the diffusion motion in a wide
range of 3He– 4He concentrations.

Experiments with weak solutions of 3He in 4He have
shown that the kinetics of their decomposition in this case
can be described completely adequately using the NMR val-
ues of the diffusion coefficients.1,2 The experimental data for
weak solutions of 3He in 4He have been successfully
matched using the values of the diffusion coefficients calcu-
lated theoretically in Ref. 3. However, the situation remains
intriguing for concentrated solutions. On the one hand it has
been established experimentally that phase separation does
occur in such solutions, and at not very high pressures over
quite short time intervals. On the other hand it has been
shown equally reliably that at least in uniform solutions the
main mechanism of diffusion transport—tunneling—stops
completely at impurity concentrations above 10%. Thus, at
the present time the mechanism of mass transfer accompa-
nying phase separation of concentrated solutions is com-
pletely unclear.

The situation described above makes it very urgent to
investigate in detail the kinetics of the phase transition in
concentrated 3He– 4He solutions. There is hope that an
analysis of the results of such investigations will make it
possible to understand the mechanism of the motion of the
atoms under these conditions. It is obvious that this possible
only if the solution of the diffusion problem corresponding to
the experimental conditions is known.

It should be noted that a spherically symmetric con-
tinuum approximation, where inclusions of a new phase are
considered to be spherical formations of size R1 separated
from one another by a distance 2R2, was used in virtually all
works where the kinetics of separation of solid solutions has
been studied theoretically thus far. In this approximation
only the radial part remains in the diffusion equation. This
diffusion equation was solved assuming that the radius of the
inclusions of the new phase is constant. In spite of such a
serious simplification the solutions obtained for the diffusion
equation explain many features of the experimentally ob-
served phenomena. This substantiates further use of the
spherically symmetric approximation for solving diffusion
problems. At the same time it is obvious that an approxima-
© 2005 American Institute of Physics
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tion where the radius of an inclusion is constant cannot be
regarded as completely satisfactory, since the size of an in-
clusion changes strongly during the phase-separation pro-
cess. Thus the boundary conditions of the diffusion problem
must be posed on the surface, whose position is a function of
time. In this case the conventional methods for solving dif-
fusion problems, based on the separation of variables in a
partial differential equation, are unsuitable and different ap-
proaches to solving the diffusion equations must be sought.

An additional condition arises when studying the decom-
position of concentrated solutions. This condition is due to
the fact that the volume of the phase formed can become
comparable to the volume of the matrix. In this situation,
when the coefficients of diffusion in different phases are dif-
ferent, the diffusion processes not only in the matrix but also
in a nucleus must be taken into account. The objective of the
present work is to solve the diffusion problem corresponding
to the separation processes occurring in concentrated solu-
tions.

II. DIFFUSION GROWTH OF AN INCLUSION OF A NEW
PHASE

The process which we are studying is shown schemati-
cally in the phase diagram �Fig. 1�. The solution is cooled
from the homogeneous region to temperature T1, correspond-
ing to the “large” jump in temperature �T1=Ts−T1 �Ts is the
separation temperature of the solution�. After an equilibrium
state is reached, further cooling is conducted in small steps
�Tstep��T1. This latter condition eliminates the additional
formation of nuclei of a new phase on the “small” steps. It is
assumed that an inclusion of a new phase is formed with a
certain equilibrium concentration, which remains unchanged
during the growth process. At the same time, when studying
the subsequent coolings of an already partially separated so-
lution the diffusion processes in two regions must be taken
into account: outside and inside an inclusion.

To describe the separation of a solid solution of helium
isotopes we assume that the volume of the sample is divided
into individual cells �equivalent spheres�, at the center of
each of which an inclusion of a new phase grows. A theoret-
ical analysis of the growth of an inclusion of a new phase in
this formulation of the problem reduces to solving a spheri-
cally symmetric diffusion equation in the outer and inner
regions taking account of the motion of the boundary of the
new phase. The case of “large” cooling in such a formulation
of the problem can always be obtained by passing to the limit
where the diffusion processes inside an inclusion must be
neglected.

We introduce the following notation: R2 is the radius of
an equivalent sphere, r is the running coordinate, and R1�t� is
the radius of the spherical center of the new phase. The sche-
matic diagram of the system being studied is presented in
Fig. 2.

It is convenient to introduce the following dimensionless
variables: the relative radius � and the generalized times �out

and � in:

� =
r

R2
, � out =

tDout

R2
2 � �, � in =

tDin

R2
2 � a� . �1�
The introduction of the parameter a=Din /Dout, which is
the ratio of the coefficients of diffusion, makes it possible to
solve the system of equations with respect to one dimension-
less time �.

The concentration field in the inner and outer regions is
described by the diffusion equation

�Cj

��
=

�2Cj

��2 +
2

�

�Cj

��
. �2�

We shall solve the diffusion problems in the outer �j
=out� and inner �j= in� regions. For each region we shall
take account of the corresponding initial and boundary con-
ditions:

Formulation of the boundary-value problem

1. Outer region
In the outer region the initial concentration is

Cout��,0� = Ci
out. �3�

We shall assume that the total diffusion flux through the
surface of an equivalent sphere is zero:

� �Cout

��
�

�=1
= 0. �4�

If the process is diffusion-limited, then on the outer side
of the surface of a growing center the concentration corre-
sponds to the phase diagram for the given supersaturation

Cout��1���,�� = Cpd
out, �1��� = R1���/R2. �5�

2. Inner region
Here we have the initial condition

Cin��,0� = Ci
in. �6�

Just as in the outer region, for a diffusion-limited process
the concentration on the inner side of the surface of the
growing center corresponds to the phase diagram:

Cin��1���,�� = Cpd
in . �7�

To close the system of diffusion equations �2� and couple
the diffusion processes in the outer and inner regions, the
equation of mass balance on the boundary of the inclusion of
the new phase must be taken into account. We shall write this
equation in the form

�Cpd
in − Cpd

out�
d�1���

d�
= � �Cout

��
�

�=�1���
+ �a

�Cin

��
�

�=�1���
. �8�

This form of the mass-balance equation is associated
with the presence of two fluxes of matter on the boundary of

FIG. 2. Diagram illustrating the evolution of an inclusion of a new phase in
spherically symmetric concentration fields.
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the inclusion of a new phase. The expression �8� is obtained
by switching from a vector representation for the fluxes of
matter to projections of the fluxes on the radial direction.

In problems with nonstationary boundary conditions the
solution is sought in a manner so that one of these conditions
is satisfied automatically. It is convenient to choose the so-
lution of Eqs. �2� for the outer region in the form4

Cout��,�� = B��� +
1

�
�
n=1

�
�1 − ��2n

�2n�! �1 −
1 − �

2n + 1
	dnB���

d�n .

�9�

This solution automatically satisfies the boundary condi-
tion �4�; the unknown function B���=Cout�1,�� describes the
change in concentration at the boundary of the equivalent
sphere. It follows from the initial condition �3� that

C��,0� = Ci
out = B�0� + � 1

�
�
n=1

�
�1 − ��2n

�2n�! �1 −
1 − �

2n + 1
	

�
dnB���

d�n �
�=0

. �10�

Thus the following limit is imposed on the derivatives of
the function B���:

lim
�→0

dnB���
d�n = 0. �11�

To take account of diffusion processes inside a spherical
inclusion of a new phase, Eq. �2� must be solved for the
inner region. We chose this solution in the form

Cin��,�� = A��� +
1

�
�
n=1

�
1

an

�2n+1

�2n + 1�!
dnA���

d�n . �12�

The function A��� to be determined describes the change
in concentration at the center of the inclusion of the new
phase A���=Cin�0,��. The initial condition �6� results in the
following initial condition on the function A���:

C��,0� = Ci
in = A�0� +

1

�
�
n=1

�
1

an

�2n+1

�2n + 1�!
�dnA���

d�n �
�=0

.

�13�

Thus the condition �13� is satisfied when

lim
�→0

dnA���
d�n = 0. �14�

Introducing new functions for the relative excess con-
centrations at the boundary of an equivalent sphere and at the
center of an inclusion of a new phase

���� =
B��� − Cpd

out

Cpd
in − Cpd

out , ���� =
Cpd

in − A���
Cpd

in − Cpd
out , �15�

the following system of equations can be derived for the
functions ���� ,����, and � ���:
1


�����1��� = − �

n=1

�
�1 − �1�2n

�2n�! �1 −
1 − �1

2n + 1
	dn����

d�n ;

�����1��� = − �
n=1

�
1

an

�1
2n+1

�2n + 1�!
dn����

d�n ;

�1
d�1���

d�
= ���� − a���� −

1

�1
�
n=1

�
1

an−1

�1
2n

�2n�!
dn����

d�n

−
1

�1
�
n=1

�
�1 − �1�2n−1

�2n − 1�! �1 −
1 − �1

2n
	dn����

d�n .

�16�

It follows from the conditions B�0�=Ci
out and A�0�=Ci

in that

��0� =
B�0� − Cpd

out

Cpd
in − Cpd

out , ��0� =
Cpd

in − A�0�
Cpd

in − Cpd
out . �17�

Therefore the following conditions must be satisfied:

lim
�→0

dn����
d�n = 0; lim

�→0

dn����
d�n = 0. �18�

The solutions �9� and �12� and the system of equations
�16� with the conditions �17� and �18� completely determine
the problem and make it possible to determine by numerical
integration the functions ����, ����, and �1��� for arbitrary
values of the initial concentrations.

III. RESULTS AND DISCUSSION

The system �16� was solved using the numerical method
“BDF—implicit Backward Differentiation Formulas.” To il-
lustrate the solutions obtained we shall examine the separa-
tion of a solution of 3He in 4He when an inclusion already
contains 2/3 of the 4He. We recall that no detailed studies of
concentrated solutions have been performed thus far. The
typical solutions of the system �16� are presented as plots in
Fig. 3 for several values of the parameter a and supersatura-
tion with respect to the concentration �C=Ci

out−Cf
out.

The functions ���� and ���� are monotonically decreas-
ing functions of their argument. The behavior of �1��� is
more complicated. If diffusion inside an inclusion is ne-
glected �����=const,a=0�, then �1 increases monotonically
with increasing � and “saturates” at the value � f. When dif-
fusion processes inside an inclusion are taken into account
for small values of a the function �1��� is nonmonotonic.
This function passes through a maximum and only then goes
to the value �1���=� f. Such behavior of �1��� can be seen
clearly in Figs. 3b and 3c. For values of the parameter a of
the order of 1, the maximum washes out. When a increases
to a�30 the nonmonotonic behavior reappears, but now a
minimum is observed in the time dependence of the radius of
the inclusion. After this minimum the radius of the inclusion
takes on the equilibrium value. It should be noted that the
characteristic values of � for which an extremum is observed
are appreciably greater for small a than for a	10. More-
over, in the latter case the absolute values of the extremum
are also appreciably smaller �Fig. 3d�.

When comparing the theoretical results with the experi-
mental data it should be kept in mind that the separation
kinetics are studied experimentally by the method of high-
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precision pressure measurements.3 For this reason, to com-
pare with experiment it is necessary to switch from functions
describing the concentration to functions describing the be-
havior of the change in pressure as a function of time.

The excess pressure resulting from the separation of the
solution at constant volume can be written in the form

�p =
�VE

�TV
, �19�

where �T and V are the compressibility and molar volume of
the solution and �VE is the excess molar volume. Edwards
and Balibar5 showed that the theory of regular solutions de-
scribes the solid solutions 3He-4He with adequate accuracy.
It was found in this approach that the excess molar volume
on separation of a solution with initial concentration Ci to
final concentration Cf is

�VE = 0.364�Ci�1 − Ci� − Cf�1 − Cf�� , �20�

where �VE is measured in cm3/mole. Taking account of Eq.
�20� we obtain

�p = 
�Ci�1 − Ci� − Cf�1 − Cf�� , �21�

where 
=0.364/�TV.
To describe the time evolution of the pressure we as-

sumed that an expression of the type �21� remains valid in
the course of the separation process also, if the average val-
ues, which are time dependent, are used for the concentra-
tions. Then, assuming that the system in the initial state con-
sists of a concentrated phase �nucleus� and a dilute phase
�matrix� with volume fractions �1

3 and 1−�1
3, respectively, we

can write

FIG. 3. Relative excess concentrations � and � versus the dimensionless tim
for a=0.1 for several values of the supersaturation �b�; radius of a spheric
concentration 9% and various values of the parameter a �c, d�.
�p�t� = 
��1i
3 Ci

in�1 − Ci
in� + �1 − �1i

3 �Ci
out�1 − Ci

out�

− �1
3�t�Cin�t��1 − Cin�t��

− �1 − �1
3�t��Cout�t��1 − Cout�t�� , �22�

where �1i is the initial value of the radius of the inclusion.
Using the balance equation for 3He

C0R2
3 = R1

3Cin + �R2
3 − R1

3�Cout, �23�

�C0 is the initial concentration of a uniform solution�, we
express Cout in terms of �1 and Cin:

Cout =
C0 − �1

3Cin

1 − �1
3 . �24�

Substituting the expression �24� into Eq. �22� we obtain

�p�t� = 
��1i
3 Ci

in�1 − Ci
in� + �1 − �1i

3 �Ci
out�1 − Ci

out�

− C0�1 − C0� +
�1

3�t�
1 − �1

3�t�
�Cin�t� − C0�2� . �25�

The results of a calculation using Eq. �25� are presented
in Fig. 4. Here, of greatest interest are the values of the
parameter a for the effects associated with the diffusion pro-
cesses inside an inclusion are observed during a short time
interval. Decreasing the parameter a strongly “protracts” the
diffusion process inside an inclusion in time, while increas-
ing the parameter a has the effect that the characteristic dif-
fusion times in the inner and outer regions become close and
therefore the process leading to a change in pressure pro-

outt /R2
2 �a=0.3; �C=0.09� �a�; ���� /� f, where � f is the radius at saturation,

nter of a new phase as a function of � for supersaturation with respect to

e �=D
al ce
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ceeds as if it occurred in a single region. This is evident from
the curves 1 and 2 in Fig. 4. The appreciable difference in the
functions �p��� for different values of a provides a possibil-
ity for finding the values of a, when they are unknown, by
comparing with the experimental data.

We note that in the calculation the concentrations were
averaged in a simplified form as Cin�t�= �A�t�+Cpd

in � /2. This
simplification is based on the fact that for stepped cooling
the concentration of the solution in each region does not
change very strongly. Consequently, it can be expected that
our expression can describe quite accurately the pressure-
change process which is associated with separation of the
solid solution of helium isotopes.

Since all calculations were performed numerically, it is
of interest to compare our solutions with the results of an
analytical solution of the system �16� by means of an expan-
sion of the functions �1 and � in a series in powers of �0

1/2

neglecting the diffusion processes inside the inclusion of the
new phase �a=0, ����=const�:4

�1��� = �0
1/2�1��� + �0�2��� + . . . .

���� = �0�1��� + �0
3/2�2��� + . . . . �26�

The solution of the system for the functions �i and �i has the
form

�1 = �2�; �1 = 1;

�2 = 0.2 + 2�
k=1

�
1

k
4 + 1.2� − 0.8�2 −

2

�3/2�
k=1

�
1

k
3 +

1

k
5

�D�k
���e−k

2�;

�2 = − 2�2�3/2 − 2�2�1/2�
k=1

�
1

k
2 sin k

D�k
���e−k

2�.

�27�

Here k are the roots of the transcendental equation tan k

=k and D�x�=�0
xet2dt is Dawson’s integral.

The numerical and analytical solutions are compared in
Figs. 5 and 6. According to the plots, for ��1.5 the numeri-
cal calculation of the system �16� differs strongly from the
analytical calculation performed using Eqs. �26�. The reason
is that for long times � the series �26� converge poorly, and a

FIG. 4. Pressure change in the sample as a function of � for a partially
separated solution of 4He in 3He �initial concentration 0.3�, and supersatu-
ration �C=0.09.
larger number of terms must be included in the series to
obtain a correct description of the behavior of the system.
According to Fig. 4, the strongest dependence of �p on a
occurs for �	1. Consequently, a correct description of the
process for large � is a substantial advantage of the approach
developed in the present work.

We shall now compare the solutions obtained for �p�t�
with the experimental data. Since “stepped” dissolution has
been studied in detail thus far for weak solutions of 4He in
3He, the comparison is made precisely with these results.3

Figure 7 shows the experimental data for the first “large”
cooling in the region of separation, the plots of the numerical
and analytical calculation �26�, and the results of fitting the
exponential function �p�exp�t / t0� to the experimental data.
As follows from the figure, only the solution obtained nu-
merically gives a good description of the experimental data
over the entire time interval. The agreement with the experi-
mental dependence �p�t� for small t makes it possible to
determine reliably the values of � from the data obtained
experimentally over a short initial time interval. Figure 8
shows the time dependence of the pressure change accompa-
nying separation of the solution, corresponding to the subse-
quent steps in Ref. 3 in Fig. 1. The theory constructed agrees
well with experiment in this case also.

IV. CONCLUSIONS

In the present work the diffusion approximation was
used to investigate the growth of an inclusion of a new phase

FIG. 5. Relative excess concentration � versus the dimensionless time �
=Dt /R2

2, on the boundary of an equivalent sphere. Solid line—numerical
calculation, dashed line—analytical calculation using Eq. �26�.

FIG. 6. Radius of a spherical center of a new phase with “large” cooling as
a function of �. Solid line—numerical calculation, dashed line—analytical
calculation using Eq. �26�.
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in the process of separation of solid solutions of helium iso-
topes. The diffusion problem in the spherically symmetric
approximation was solved numerically, taking account of the
change in the size of an inclusion during its growth. Not only
the general solutions of the diffusion equations but also the
solution of the system of equations that makes it possible to
determine the change in the radius of an inclusion under
conditions where its growth is determined by the fluxes of
matter both from outside and inside the inclusion were ob-
tained for the first time. The concentrations of the diffusing

FIG. 7. Pressure change versus time for the first “large” cooling: solid
line—numerical calculation; dashed line—analytical solution; dots—fit of
an exponential to the experimental data.

FIG. 8. Pressure change versus time for stepped coolings: solid line—
numerical calculation. The temperatures correspond to the final temperature
T of a cooling step �see Fig. 1�.
f
substance at the boundary of an equivalent sphere, limiting
the region of diffusion from outside the inclusion, and at the
center of the inclusion are found simultaneously. The prob-
lem can be solved for an arbitrary ratio of the coefficients of
diffusion outside and inside an inclusion. The results of the
numerical calculation are compared with an analytical solu-
tion found previously for relatively small values of the di-
mensionless time neglecting diffusion inside the inclusion.
This made it possible to estimate the time interval during
which the approximate analytical solution gives results
which are quite close to the results obtained by direct nu-
merical integration of the system of differential equations.
The use of formulas which are a generalization of the result
obtained previously for the excess pressure accompanying
the separation of regular solutions made it possible to deter-
mine, on the basis of the time dependences of the concentra-
tions found using numerical methods, how the pressure
changes as a function of time under conditions of constant
volume. The dependences obtained are in good agreement
with the experimental results found from a study of the de-
composition of a solid solution of 4He in 3He by the method
of high-precision pressure measurements. The method devel-
oped in the present work for solving the diffusion problem
can be used in the future for studying diffusion processes
occurring during the decomposition of concentrated solu-
tions of helium isotopes and for obtaining information on the
currently unknown diffusion coefficients in these systems.
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The current-voltage characteristics of high-quality thin tin films, ranging in width from
7 to 50 �m, irradiated by microwave radiation are investigated. The behavior of the critical cur-
rent Ic and of the maximum current Im for the existence of a stationary flow of the characteristic
vortices of the transport current �formation current of the first phase-slip line� is analyzed. The
regimes of enhancement and suppression of the currents Ic and Im by a microwave field are stud-
ied and analyzed. The criteria for separating films into narrow and wide are established. It is
shown that the superconductivity enhancement effect is a general effect and is observed for uni-
form �narrow films� and nonuniform �wide films� distributions of the superconducting current
over the film width. © 2005 American Institute of Physics. �DOI: 10.1063/1.2127877�
I. INTRODUCTION

For a long time it was generally believed that the effect
of an electromagnetic field on a superconductor should al-
ways result in the suppression of the energy gap � and other
superconducting properties of the superconductor: the criti-
cal current Ic, the superconducting transition temperature Tc,
and the critical magnetic field Hc, i.e. weakening of super-
conductivity. However, in 1966 the observation of an in-
crease of the critical current of thin narrow superconducting
bridges by microwave radiation was reported in Ref. 1. Sub-
sequently, this effect was observed in virtually all types of
superconducting weak links and in superconducting channels
�single crystalline filaments and thin �thickness d
���T� ,���T�� narrow �width w���T� ,���T�� films�. Here
��T� and ���T�=2�2�T� /d are, respectively, the coherence
length and the penetration depth of a weak perpendicular
magnetic field into the film and ��T� is the London penetra-
tion depth.

A microscopic theory was proposed in 1970.2 This
theory examines the effect of electromagnetic radiation on
the width of the energy gap � of a superconductor in the
absence of vortices. To understand correctly the behavior of
superconductors with an energy gap in an ac electromagnetic
field it was necessary to take account of absorption of elec-
tromagnetic energy by quasiparticles �electrons� and inelastic
processes resulting in dissipation of the absorbed energy. The
theory showed that if a superconductor with a uniform spa-
tial distribution of � is in an electromagnetic field whose
frequency is higher than the inverse energy relaxation time �e

of electrons, then the equilibrium distribution function of the
electrons shifts to higher energies, which results in a station-
1063-777X/2005/31�11�/6/$26.00 957
ary nonequilibrium state and increases the energy gap of the
superconductor and, therefore, enhances its superconducting
characteristics. The lower limiting frequency f1 at which the
superconductivity enhancement effect first appears is deter-
mined from the transcendental equation2

f1
2 = �/���h ln�8�/hf1�� . �1�

It should be noted that, in general, in the presence of an
electromagnetic field � varies in space and time. However,
for sufficiently thin and narrow superconducting samples the
coordinate dependence of � can be neglected. In addition,
near Tc the relaxation time of the order parameter ��

�1.2�� / �1−T /Tc�1/2 is large compared with the reciprocal of
the frequency of the enhancing microwave radiation ����

	1�, so that the temporal oscillations of � can also be ne-
glected. Consequently, the microscopic theory of Ref. 2 ne-
glected the temporal and spatial variations of the order pa-
rameter in the sample.

To realize experimentally the case of a spatially uniform
nonequilibrium state of a superconductor in a high-frequency
field, the case studied in the theory of Ref. 2, it was neces-
sary to ensure that the energy gap be constant over the vol-
ume of the sample �w ,d���T� ,���T��. This is a purely tech-
nological problem. It was also important to ensure a uniform
distribution of the transport current over the volume of the
sample. Nonsatisfaction of this condition resulted in a non-
uniform distribution of � not for technological reasons but
rather because of the dependence of the energy gap on the
magnitude of the transport current ��I�. Finally, it was im-
portant to provide effective removal of heat. It was shown
that narrow superconducting film channels sputtered on an
appropriate substrate best satisfied these requirements. The
© 2005 American Institute of Physics
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theory proposed in Ref. 2 was completely confirmed in ex-
perimental works investigating such samples �see, for ex-
ample, Refs. 3 and 4�.

The phenomenon of enhancement of superconductivity
by an electromagnetic field in superconductors free of the
characteristic vortices of the magnetic flux of the transport
current is now a classical effect in solid-state physics.

For wide films the electrodynamic change of � over the
width of a film with a nonuniformly distributed current and
in the presence of characteristic vortices can no longer be
neglected. Consequently, the theory of Ref. 2, strictly speak-
ing, is inapplicable for wide films. Nonetheless, although the
construction of a theory for a nonuniform distribution of � in
a superconductor is a difficult problem, in principle the en-
hancement effect should occur in this case also.

In 2001 enhancement of superconductivity by an exter-
nal magnetic field was also observed in wide �w
	��T� ,���T�� superconducting films with a nonuniform
spatial distribution of ��I� over the width of the sample.5 It
was shown experimentally that under the action of an exter-
nal electromagnetic field, the critical current Ic and the for-
mation current of the first phase-slip line �PSL� increase.
This current is denoted in Ref. 5 as Ic

dp. In Ref. 6 the tem-
perature dependences of the current Ic

dp are analyzed taking
account of the nontrivial distribution of the transport current
and density of vortices across a wide film. As a result, it was
shown that the current Ic

dp is the critical Ginsburg-Landau
depairing current Ic

GL, if the film corresponds to the param-
eters of a vortex-free narrow channel at temperatures near Tc.
Far from Tc this current is the maximum Aslamazov-
Lempitski� current Im.7 The physical meaning of the current
Im is that this is the maximum current for which a stationary
uniform flow of the characteristic vortices of the transport
current across a wide film is still possible. Above this cur-
rent, I
 Im, the vortex structure collapses and a PSL structure
arises in its place.6 It is this structure that determines the
resistance of the sample as the transport current increases
further.

In this connection the problem of enhancement of super-
conductivity in wide films becomes especially interesting,
since it requires studying the behavior of not only the critical
current and critical temperature in an electromagnetic field.
The current Im and its ratio with Ic in an external electromag-
netic field with different frequencies f and powers P become
important objects of investigation.

The objective of the present work is to investigate the
dependence of the enhancement of the critical current Ic and
the formation current Im of the first PSL on the power and
frequency of an electromagnetic field in thin �thickness d

TABLE I. Parameters of film samples.

Note: L—sample length; w—sample width; d—sample thickness;
���T� ,���T�� superconducting films as a function of their
width w.

II. EXPERIMENTAL RESULTS AND THEIR DISCUSSION

To understand how the enhancement of superconductiv-
ity is manifested in a wide film we gradually increased the
width of the sample, starting with a narrow channel, and
observed how the effect under study changed in the process.

The objects of investigation consisted of thin �d
���T� ,���T�� tin films. The method described in Ref. 6 was
used to produce the films. The parameters of some of the
films are presented in Table I.

It was shown in Ref. 5 that long �L	��T� ,���T�� and
wide �w	��T� ,���T�� superconducting films exhibit an in-
crease of the critical current under the action of external
microwave radiation. Figure 1 shows a family of current-
voltage characteristics �IVCs� of one such film �SnW5�,
42 �m wide, for different power levels of the microwave
irradiation at frequency f =12.89 GHz. Here, just as in Ref.
6, Ic�T� is the current at which a voltage appears on the
sample as a result of the entry of vortices of the characteristic
magnetic flux of the current and Im�T� is the maximum cur-
rent at which a stable uniform flow of characteristic vortices
exists or the formation current of the first phase-slip line.

lectron mean free path length.

FIG. 1. Family of current-voltage characteristics of film sample SnW5 at
T=3.745 K and f =12.89 GHz for various irradiation power levels: irradia-
tion power equal to zero �1�; the irradiation power increases with the num-
bers on the IVCs, �2-7�.
l —e
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Figure 1 shows that the current Ic�P� �2� is much greater than
Ic�0� �1�, and the current Im�P�
 Im�0�. Thus, external radia-
tion increases Ic and Im.

In addition, the following fact merits attention. With en-
hancement of superconductivity the differential resistance
due to the stationary flow of vortices in the current range
Ic� I� Im decreases �see Fig. 1�. This could be related with a
decrease in the density and effective velocity of the vortices.

A. Critical current Ic

Figure 2 shows for the narrow channel Sn1 of width w
=1.5 �m with T /Tc=0.994 and w /���T=3.812 K�=0.28 the
relative magnitude Ic�P� / Ic�0� of the enhancement of the
critical superconducting current as a function of the reduced
power P / Pc of the microwave irradiation for different fre-
quencies of the external radiation. Here Pc is the minimum
power for which Ic�P= Pc�=0, the curve 3 refers to a quite
low irradiation frequency—3.7 GHz, the curve 2 is con-
structed for the irradiation frequency 8.1 GHz, and the curve
1 corresponds to the frequency 15.4 GHz. The arrows mark
the powers for which the maximum enhancement of Ic is
observed for each irradiation frequency. For irradiation fre-
quency f =3.7 GHz the reduced power of the microwave ir-
radiation for which the maximum effect is observed is
P / Pc=0.25. The power ratio P / Pc=0.51 for f =8.1 GHz and
0.61 for f =15.4 GHz. It is evident that as the irradiation
frequency increases, the reduced power at which maximum
enhancement is observed increases. Unfortunately, the theory
of enhancement given in Ref. 2 does not study the dropoff of
the effect, following the peak, as the irradiation power in-
creases. Consequently, the theory of Ref. 2 cannot explain
the shift of the maximum enhancement of superconductivity
by electromagnetic irradiation in the direction of higher pow-
ers with increasing frequency. The irradiation frequency de-
pendences of the reduced increase of the critical current
above its base value are presented in Fig. 3 for films of

FIG. 2. Relative critical current Ic�P� / Ic�0� of sample Sn1 versus the re-
duced microwave irradiation power P / Pc at T=3.812 K for various irradia-
tion frequencies f , GHz: 15.4 ���, 8.1 ���, 3.7 ��� �Ic�0�—critical current
of a film at P=0; Pc—minimum power of the electromagnetic irradiation for
which Ic�P�=0�.
different width. It is evident that as the frequency increases,
the excess of the critical current Ic max�P� above Ic�0� in-
creases for narrow �curves 1 and 2� and wide �curve 3� films.
As the frequency increases further, this dependence passes
through a maximum and then starts to decrease �here this is
not shown�. It should be noted that the frequency at which
the maximum enhancement of the critical current is observed
decreases with increasing film width �the frequency of the
maximum is about 30 GHz for Sn1 and about 15 GHz for
SnW5�.

It is interesting to note that for the Sn1 film �see Fig. 3,
curve 1� the calculation of the lower limiting frequency f1 of
enhancement from Eq. �1� gives 3 GHz �indicated by the
symbol � in Fig. 3�. This agrees well with experiment, as
shown previously for narrow channels.3 It is important to
underscore that to calculate the lower limiting enhancement
frequency of sample Sn1 we used the value ��=8.3·10−10 s,
characteristic for this sputtering series.

Figure 4 shows the curves of the reduced critical current
Ic�P� / Ic�0� versus the reduced power P / Pc of the microwave
radiation for different irradiation frequencies for the wider
sample SnW10 of width 7.3 �m at temperature T=3.777 K
�T /Tc=0.992�. At this temperature the ratio w /��=3.56, i.e.
less than 4. As shown in Ref. 6, at this temperature the
sample SnW10 is still a narrow channel and its current-
voltage characteristics do not show a resistive section due to
the motion of vortices. Indeed, the curves 1 and 2 in Fig. 4
are qualitatively identical to the curves in Fig. 2. The arrows
in Fig. 4 have the same meaning as in Fig. 2. It is evident in

FIG. 3. Reduced excess of the maximum critical current Icmax�P� above
Ic�0� versus the irradiation frequency for samples Sn1���, SnW10���, and
SnW5��� at t=T /Tc�0.99; the values of the lower limiting superconduc-
tivity enhancement frequencies from Eq. �1� for samples Sn1���,
SnW10���, and SnW5���.
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Fig. 4 that as the irradiation frequency increases, the reduced
power at which the maximum enhancement of superconduc-
tivity is observed increases, as happened for a narrow chan-
nel. Moreover, the calculation of the lower limiting fre-
quency from Eq. �1� gives 4.8 GHz �indicated by the symbol
��, which also agrees quite well with the experimental value
of f1, as is evident in Fig. 3 �curve 2�. It is important to note
that for the sample SnW10 we used the value ��

=4.3·10−10 s, characteristic for this sputtering series, to cal-
culate the lower limiting frequency of enhancement.

In Fig. 4 the experimental curve 3 ��� was obtained for
a relatively low irradiation frequency �f =0.63 GHz�. This
frequency is lower than the limiting frequency f1 for the
onset of enhancement of superconductivity, so that we ob-
serve only the suppression of Ic with increasing P. Since
under these experimental conditions we consider the sample
SnW10 to be a narrow channel, it is interesting to compare
the experimental curve 3 ��� with the theoretical curve. It is
shown in Ref. 8 that for superconducting films, whose criti-
cal current equals the Ginsburg-Landau depairing current,
the following dependence of the critical current on the power
of the irradiating electromagnetic field holds:

Ic�P,��/Ic�T� = �1 − �P/Pc�����1/2

��1 − �2P/������2Pc������1/2 �2�

for ���	1. In our case ����24 and the computed depen-
dence �2� is presented in Fig. 4 �dotted line�. Evidently, it
agrees quite well with the experimental curve 3 and confirms
our previous conclusion in Ref. 6 that films with the ratio
w /��4 are narrow channels. As the temperature of the
sample SnW10 decreases below the crossover temperature
Tcros1

6 the ratio w /�� increases and exceeds 4, but not by
much. This is due to the quite smooth decrease of ���T� as a
function of temperature far from Tc. As a result, the distribu-
tion of the transport current over the width of the film be-
comes nonuniform, but not so much as to greatly influence
the behavior of the film in an electromagnetic field and there-

FIG. 4. Relative critical current Ic�P� / Ic�0� of sample SnW10 versus the
reduced microwave irradiation power P / Pc at T=3.777 K for different irra-
diation frequencies f , GHz: 12.91 ���, 6.15 ���, 0.63 ���; dotted curve 3—
Ic�P� / Ic�0��P / Pc� computed using Eq. �2�.
fore the form of Ic�P�. To observe substantial differences the
temperature must be decreased substantially, but in so doing
the enhancement of superconductivity decreases appreciably.
This is due to a decrease in the number of excited
quasiparticles.2–4

Consequently, to study further the enhancement of su-
perconductivity we chose at the outset a wider film—the
sample SnW5, 42 �m wide. Figure 5 shows for this sample
with T /Tc=0.988 and w /���T=3.744 K�=20 the reduced
critical current Ic�P� / Ic�0� versus the reduced power P / Pc of
the microwave field for different irradiation frequencies. The
meaning of the arrows is the same as in Figs. 2 and 4. It is
evident in Fig. 5 that as the irradiation frequency increases,
the reduced power at which the maximum enhancement of
superconductivity is observed increases. In addition, it is evi-
dent that the descending sections of the curves 1 and 3–5 in
Fig. 5 differ qualitatively from those in Figs. 2 and 4 by the
sign of the curvature: in Figs. 2 and 4 the descending sec-
tions of the curves are convex, whereas in Fig. 5 they are
concave. Curve 5 was obtained at irradiation frequency f
=5.6 GHz and the enhancement effect was not observed. The
dashed curve shows the pressure dependence Ic�P� calcu-
lated using Eq. �2� for the SnW5 film in which the the trans-
port current is distributed uniformly over its width. It is evi-
dent that the curves 2 and 5 differ substantially from one
another. Therefore we can attribute the concavity of the de-
scending section of the experimental curve 5 completely to
the nonuniform current distribution over the width of the
film. In Fig. 5 the curves 1, 3, and 4 were obtained for irra-
diation frequencies 15.2 GHz, 11.9 GHz, and 9.2 GHz. We
attribute the concavity of their descending sections, just as
for curve 5, to the nonuniform current distribution over the
width of the sample.

It is interesting that in the narrow film Sn1 the enhance-
ment effect is very noticeable already at irradiation fre-
quency f =3.7 GHz �see Fig. 2, curve 3�, while for the film
SnW5 it was not observed even for f =5.6 GHz �see Fig. 5,
curve 5�. A calculation of f for the film SnW5 using Eq. �1�

FIG. 5. Relative critical current Ic�P� / Ic�0� of sample SnW5 versus the
reduced microwave irradiation power P / Pc at T=3.744 K for different irra-
diation frequencies f , GHz: 15.2 ���, 11.9 ���, 9.2 ���, and 5.6 ���; dashed
curve 2—Ic�P� / Ic�0��P / Pc� computed using Eq. �2�.
1
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gives 5.1 GHz, which no longer corresponds to the experi-
mental value 8.0 GHz. It is important to underscore the fact
that to calculate the lower limiting enhancement frequency
for the sample SnW5 the value ��=4.5·10−10 s characteristic
for this sputtering series was used.

The functions Ic�P� in relative units for films of different
widths and the same experimental conditions are presented
in Fig. 6. The arrows in Fig. 6 have the same meaning as in
Figs. 2 and 4. It is evident in Fig. 6 that as the film width
increases, the ratio P / Pc for which the maximum enhance-
ment effect is observed decreases. In addition, it follows
from the data in the figure that as the film width increases,
the power range �P where enhancement of superconductiv-
ity is observed decreases. Consequently, it can be supposed
that for quite wide films the enhancement of superconductiv-
ity can be essentially unrealizable experimentally because of
the very narrow power range of existence of this effect and
because of the weakness of the effect. As the film width
increases, the sign of the curvature of the descending sec-
tions of the curves changes �see Fig. 6�. For the sample
SnW6 of width w=17 �m the experimental value of twice
the penetration depth of a longitudinal electric field into the
superconductor is 2lE=13.7 �m, i.e. for this film w
2lE, but
not by much. The concavity of the curve 2 is not so great. It
can be supposed that if the width of the sample were equal to
2lE, then the descending section of Ic�P� would be rectilin-
ear, separating the sections with positive and negative curva-
ture, which are characteristic for narrow and wide films. We
call attention to this circumstance because the authors of Ref.
9 already encountered a similar unusual scale �2lE� for sepa-
ration into narrow and wide films in their investigation of the
density of non-Josephson generation currents. We believe
that the current distribution over the film width plays a large
role in this problem.

B. Maximum current of vortex resistance Im

In the preceding section we determined how the electro-
magnetic radiation influences the critical current I of films

FIG. 6. Relative critical current Ic�P� / Ic�0� versus the reduced microwave
irradiation power P / Pc at frequency f =9.2 GHz at t=T /Tc�0.99 for dif-
ferent samples: SnW5 ���, SnW6 ���, and SnW10 ���.
c

of different widths. Another important characteristic current
of a wide film is the so-called maximum current of vortex
resistance Im, whose physical meaning is determined in Refs.
6 and 7 and is mentioned above in the present work. The
current Im was investigated experimentally in Ref. 6 and has
the form7

Im�T� = CIc
GL�T�ln�−1/2��2�/���T�� . �3�

In this expression Ic
GL is the critical Ginsburg-Landau

depairing current, and C is a numerical factor of the order of
1. On the basis of Eq. �3�, obtained for an equilibrium cur-
rent Im�T� �in the absence of external irradiation�, it can be
supposed that the behavior of Im�P , f� in an electromagnetic
field is determined by the influence of this radiation on
Ic

GL�T� and ���T�. When superconductivity is enhanced,
Ic

GL�T� increases and ���T�, on the basis of general consid-
erations �enhancement of Tc�, should decrease. The degree to
which ���T� decreases, other conditions being equal, also
depends on how close the working temperature T is to Tc.
Thus it is qualitatively understandable that the degree of
growth of Im�P� should be less than that of Ic�P�.

Figures 7 and 8 show the experimental curves Ic�P� and
Im�P� for the films SnW10 and SnW5. The insets show the
initial sections of the curves in order to show more clearly
the degree to which Ic�P� and Im�P� increase. It is evident
from the figures that the critical currents Ic�P� of the films do
indeed increase more rapidly than the currents Im�P� with
increasing irradiation power. There arises the question of
whether or not the change of �� under the action of the
electromagnetic radiation is sufficient to suppress to such an
extent the growth of Im�P� as compared with that of Ic�P�.
Our estimates of the changes in ���P� at the relative tem-
peratures at which the curves in Fig. 7 and 8 were measured
show that they are quite small and, in accordance with Eq.
�3�, cannot slow the growth of Im�P� so greatly. Therefore
there must be another reason. Analysis of the experimental
data shows that this reason could be the nonuniformity of the

FIG. 7. Critical current Ic��� and maximum current for the existence of
vortex resistivity Im��� for sample SnW10 versus the reduced microwave
power P / Pc at irradiation frequency f =9.2 GHz and T=3.750 K. Inset: En-
larged fragment of the dependences indicated above.
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distribution of the currents over the film width and the pres-
ence of a vortex resistive background against which Im

grows. This background also depends �as already mentioned
above, see Fig. 1� on the external radiation; Eq. �3� for the
equilibrium current Im does not take this into account. In this
respect we call attention once again to a fundamental differ-
ence between Ic and Im. Ic always arises against the back-
ground of a purely superconducting state. Consequently, on
account of the transverse Meissner effect, it is always
reached first at the edges of a film. The wider the film rela-
tive to ��, the more nonuniformly the transport current is
distributed in it. In contrast to this, the current Im is the
maximum current for which there remains the possibility of
uniform flow of vortices across the film. The presence of a
moving lattice of vortices makes the distribution of the su-
perconducting current across the film more uniform, though
unique.7 Thus the current in a wide film in a vortex-free state
with I Ic is always more nonuniformly distributed over the
width than in the same film in the presence of characteristic
vortices with currents Ic� I Im.

For the reasons mentioned above the expression �3� is
unsuitable for making an approximate calculation of the cur-
rent Im in a wide film exposed to an external electromagnetic
field. A new theory of the nonequilibrium state of a wide
film, taking account of the nonuniform distribution of the
transport current and order parameter over the width of the
film when calculating Ic�P , f� and the presence of a vortex
resistance R�P , f� when calculating Im�P , f�, is required.

III. CONCLUSIONS

Experimental investigations of films of different widths

FIG. 8. Critical current Ic��� and maximum current for the existence of
vortex resistivity Im��� for sample SnW5 versus the reduced microwave
power P / Pc at irradiation frequency f =12.89 GHz and T=3.748 K. Inset:
Enlarged fragment of the dependences indicated above.
have shown that the enhancement of superconductivity is a
general effect and is observed for uniform �narrow films� and
nonuniform �wide films� distributions of the superconducting
current over the film width.

Investigations in ac fields confirmed our previous con-
clusion based on studies using constant currents that films
with w /��4 are narrow channels. For them, the lower
limiting frequences of enhancement of superconductivity
computed using the theory of Ref. 2 correspond to the ex-
perimental values. In wider films a dependence of the char-
acteristic parameters of the enhancement effect on film width
appears. In this connection, to describe the nonequilibrium
state of wide films �w /��
4� in electromagnetic fields it is
necessary to construct a theory which, in contrast to Éliash-
berg’s theory,2 takes account of the nonuniform current dis-
tribution and the presence of vortices of its characteristic
magnetic flux at the outset.

In the present work the behavior of the currents Ic and Im

in thin superconducting films of different widths in a micro-
wave field was analyzed.

The main results of this work can be formulated as fol-
lows.

1. With enhancement of superconductivity not only the
critical current Ic but also the current Im—the formation cur-
rent of the first phase-slip line—increase.

2. With enhancement of superconductivity the differen-
tial resistance of the vortex state of a film in the current range
Ic� I� Im decreases. This could be due to a decrease of the
density and the effective velocity of the vortices.

3. As the film width increases, the range of irradiation
powers where enhancement of superconductivity is observed
becomes narrower. The curvature of the descending section
of the curve Ic�P� also depends on the film width.

4. As the frequency of microwave irradiation increases,
the power at which the maximum enhancement effect is ob-
served increases.

5. The influence of an electromagnetic field on the cur-
rent Im does not reduce to its trivial effect on Ic

GL�T� and
���T�.
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The evolution of the spin state of a metallic 3d ion in a pyramidal MeO5 environment is studied.
Ions of metals with 3d6 �Fe2+ ,Co3+� and 3d4 configurations �Mn3+,Cr2+� are studied. The change
in the spin state of the metal ion from S=0 to S=1 and S=2 with a variation of the effective
charge Zeff of the metal ion and the displacements of the oxygen ions is investigated. The stabil-
ity of the spin state as a function of the magnitude and symmetry of the displacements of the
ligands is checked. Breathing-mode distortions, displacements of the 3d ion along the Z axis,
Jahn-Teller distortions of the basal plane of the pyramid, and fluting distortions of the plane of
the pyramid are studied. It is shown that different types of distortions produce different behaviors
of the terms corresponding to a change in the spin states of all three types. It is found that the
spin state of the coordination complex MeO5 with the 3d4 configuration of the metal ion is most
sensitive to breathing-mode distortions and Jahn-Teller type distortions stabilize the state with
spin S=1 for the 3d6 configuration. © 2005 American Institute of Physics.
�DOI: 10.1063/1.2127888�
I. INTRODUCTION

The interest in spin transitions which has reappeared in
the last ten years is due to the appearance of high-quality
single crystals of perovskite-like cobalt-containing com-
pounds of the type RCoO3 and RBaCo2O5+� �R is a rare-
earth ion, 0���1�. It has become clear that the anomalous
transport properties of these compounds, the cascade of
phase magnetic transitions, and the gigantic magnetoresis-
tance are due to a change in the spin state of the magnetic
ions and not to the quality of the polycrystals.1–16 The pres-
ence of trivalent Co3+ ions and the special structural features
of the unit cell of a metal oxide make it possible for three
different spin states to appear: low-spin �LS�—the state with
spin S=0 �t2g

6 eg
0�, intermediate-spin �IS�—the state with spin

S=1 �t2g
5 eg

1�, and high-spin �HS�—the state with spin S=2
�t2g

4 eg
2�. The appearance of a specific state depends on the

ratio between the intra-atomic and interatomic energies: the
electron-electron energy Eee, the spin-orbit energy ESO, and
the interaction energy ECF of an ion interacting with the crys-
tal field. The spin states are distinguished by the ionic radii,
the character of the interatomic bonds, and the magnetic
properties. Transitions between these three states can be in-
duced by a change in the external parameters, such as the
temperature, pressure, and magnetic field. One of the inter-
esting questions which are now being actively discussed in
the literature is the stability of the intermediate-spin
state.13,17–21

One of the first theoretical calculations of the electronic
terms of the compound SrCoO3 to explain the spin transi-
tions was performed in Ref. 3. Using the fact that in com-
pounds of the type RCoO3 and R1−xSrxCoO3 the crystal field
energy is comparable to that of the Hund exchange interac-
tion energy,1 the authors investigated the conditions for the
1063-777X/2005/31�11�/8/$26.00 963
existence of a ground state with intermediate spin in 3d5 and
3d6 electronic systems. The calculations of the atomic mul-
tiplets, taking account of the crystal field and hybridization
between the orbitals of the cobalt ion and the ligand environ-
ment, showed that in SrCoO3 compounds this state can be a
ground state because of the redistribution of the electron den-
sity. The calculation of the electronic spectrum of the com-
pound LaCoO3 by the Local Density Approximation
+Correlation Energy �LDA+U� method4 confirmed that at
liquid-helium temperatures the crystal is a nonmagnetic in-
sulator with spin S=0. However, it was found that there exist
two excited states with spin S=1 and S=2 close to the
ground state, and as temperature increases these states be-
come occupied. The authors of the article believe that this is
due to the special features of the band structure of the com-
pound studied: the eg levels of the Co ion form a quite wide
band, whose origin is due to the substantial overlapping of
the electron density of the Co ion with the valence states of
the oxygen ions surrounding it. We note that the crystal
structure of SrCoO3 and LaCoO3 is such that the Co ions are
in an octahedral ligand environment and form CoO6 com-
plexes.

Other authors have also investigated the electronic spec-
trum of the trivalent Co ion and its evolution as a function of
the external parameters.21–29 For example, the compound of
layered Sr2CoO3Cl, where the Co3+ ions are in a pyramidal
environment of oxygen ions, forming CoO5 complexes, was
investigated in Ref. 21. The calculation of the real crystal
structure of Sr2CoO3Cl by the LDA+U method showed that
the IS state is an excited state, but it can become the ground
state if the Co ion is shifted out of the basal plane of the
pyramid. The magnitude of the shift should not exceed the
critical value � �0.15 Å, because for large values of �
Co Co

© 2005 American Institute of Physics
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the HS state once again becomes the ground state. In Ref. 4
the spin transition IS→HS is attributed to a decrease in the
magnitude of the crystal field, which, in turn, results in a
lower degree of hybridization between the 3r2−z2 orbital of
the ion Co3+ and the pz orbital of the oxygen ion O2−.

Other interesting objects for investigating spin transi-
tions are compounds of rare-earth cobaltites RBaCo2O5+�

with orthorhombic group symmetry. For �=0.5 some cobalt
ions lie at the centers of the octahedra formed by oxygen
ions and some lie in the basal plane of pyramids. This case is
of greatest interest for studying spin evolution, because pyra-
mids and octahedra behave differently when the sample is
heated and therefore engender different spin states under
identical conditions. For example, in Refs. 11 and 27 it was
suggested, on the basis of diffraction and magnetic measure-
ments performed on single crystal and ceramic samples of
RBaCo2O5.5, that at low temperatures �T�108 K� the
ground state of Co3+, which lies in an octahedral environ-
ment, is a low-spin state, while for Co3+, which lies in the
plane of a pyramid, the ground state is an intermediate-spin
state. As temperature increases, the sample undergoes a se-
ries of magnetic phase transitions and an insulator-metal
transition, which the authors believe is provoked by changes
of its spin state. The effective magnetic moment calculated
per Co atom at T=400 K corresponds to a situation where
50% of the Co ions are in a state with spin S=1 and 50% are
in a state with spin S=2. The authors attribute the high-spin
state to Co ions in octahedra and the intermediate-spin state
to Co ions in pyramids.

The objective of the present work is to investigate the
possible spin states of a metal ion �Me� with the electronic
configuration 3d4�3d6�, placed in the basal plane of a pyra-
midal complex MeO5. Iron-group ions with the electronic
configuration 3d6�Fe2+ ,Co3+� or 3d4�Mn3+,Cr2+� can be
taken as the metal ions. The problem was solved using the
crystal field theory �CFT�, as the simplest but quite effective
method among a number of methods used for solving multi-
particle problems. The main assumption of the crystal field
theory concerning the electrostatic character of the influence
of ligands on the central ion strongly limits its range of ap-
plication, because the electronic structure of the ligand ions
is neglected. In spite of this the CFT makes it possible to
make a qualitative and sometimes, with an appropriate
choice of parameters, quantitative analysis of the splittings
and the symmetry of the states and to follow the evolution of
the relative energies and the spin under a change of the ex-
ternal conditions without using a computational apparatus
which is too cumbersome, for example, the ab initio and
LDA+U calculations.

The problem of taking account of the inner structure of
ligands is important for heteronuclear molecules with a co-
valent bond. The error associated with ignoring the overlap-
ping of the electron clouds of the central ion and ligands is
determined by the degree of covalence � of the bond, which
in turn depends on the relative arrangement of the ligands
with respect to the central atom, the magnitudes of the ligand
charges, and the magnitude of the effective charge of the
central atom. In Ref. 29 it is shown for the coordination
complex �NiF6�−4 of the crystal KNiF3 that covalence con-
tributes no more than 10–20% to the splitting parameter � .
CF
A rough estimate of � for the complex MeO5 �Me=Fe2+,
Co3+, Mn3+, and Cr2+� gives �0.3–0.5.30 We note that a
conventional ionic bond is characterized by ��0.4. There-
fore assuming the Me–O bond to be ionic we admit an error
within the indicated limits. This deficiency can be partially
eliminated by varying the magnitude of the effective charge
compared to Zeff for a free ion. Charge transfer from O2− to
Mex+ lowers the ligand charge and, correspondingly, de-
creases the effective charge Zeff of the central ion. It is obvi-
ous that a change of Zeff reflects a change in the degree of
covalence of the bond which arises as a result of the redis-
tribution of electron density in the space of the complex. In
this connection the dependence of the terms of metal ion on
the magnitude of its effective charge was analyzed in this
work �Fig. 1�. It was shown that there exist points of acci-
dental degeneracy near which negligible changes in the mag-
nitude of the crystal field can result in a change of the spin
state.

Another factor which greatly influences the spin state of
the central ion is the symmetry of the ligand environment. In
the present work the evolution of the ground spin state of a
metal ion under the action of distortions of the ligand com-
plex of different symmetry is investigated. Two types of dis-
tortions are studied: distortions which a change of the vol-
ume of the pyramid and distortions which leave the initial
volume unchanged. Breathing-mode displacements are of the
first type. Displacements of the central ion along the Z axis,

FIG. 1. Energies of the electronic levels of the central ion �E, which cor-
respond to different spin states, versus the effective charge Zeff of the metal
ion in a regular pyramid for electronic configurations 3d6 �a� and 3d4 �b�.
The metal-oxygen distance is 1.95 Å.



Low Temp. Phys. 31 �11�, November 2005 Zhitlukhina et al. 965
Jahn-Teller displacements, and surface fluting distortions are
of the second type �Fig. 2�.

The calculations of the ground spin state of the metal ion
as a function of the magnitude of the displacements of the
oxygen atoms showed that the different types of distortions
of the ligand complex result in different scenarios of the
behavior of the terms corresponding to the three main spin
states �Figs. 3–6�.

II. THEORETICAL MODEL

We shall examine an inorganic coordination complex
MeO5 consisting of five oxygen ions occupying the vertices
of a pyramid and a central ion with the electronic configura-
tion 3d4 �3d6� lying in the basal plane of the pyramid. We
shall study the central ion taking account of its inner struc-
ture, and we shall consider the ligands—fixed point
charges—to be sources of an external electrostatic field. In
such a model the main effects of the interaction of the central
ion and the ligands are the splitting of the energy levels
�terms� of the central ion 2S+1L into a series of crystal terms
2S+1� and the mixing of terms with the same symmetry and
multiplicity �2S+1L�− 2S+1L����.

The Hamiltonian of a multielectronic atom in a crystal
field can be represented in the form

H = H0 + V , �1�

where H0 includes the kinetic energy operators of the elec-
trons and the nucleus of the central ion and also the electro-
static interaction of the core electrons with one another and
the valence d electrons; V=Vee+VSO+VCF is the sum of op-
erators of the interelectronic Vee and spin-orbit VSO interac-
tions of the d electrons and their interaction V with the

FIG. 2. Types of displacements of
CF
electrostatic field of the ligands. An estimate of the contribu-
tions of these interactions has shown that for transition met-
als VSO�VCF+Vee. This made it possible to limit the excita-
tion operator to the operator V=VCF+Vee, which for an ion
with the electronic configuration 3d4�3d6� has the form

V = �
k=1

N

�
i=1

4�6�
eqk

�ri − rk�
+ �

i�j

4�6�
e2

rij
, �2�

where N is the number of ligands and rk is the radius vector
of an ion with the charge qk.

To calculate the eigenvalues of the operator VCF+Vee we
choose the complete �for the electronic configuration under
study� system of multielectronic wavefunctions in the zeroth
approximation. Since we are interested in the relative ar-
rangement of the terms corresponding to different spin states,
we shall proceed from the average crystal field scheme31,32

and choose as the basis functions the eigenfunctions of the
atomic Hamiltonian 	�
SLMSML� with configuration
3d4�3d6� in the Russell-Saunders coupling approximation.
We note that for the electronic configuration studied there are
16 terms of different multiplicity, corresponding to 210
states.33 The ground term is five-fold degenerate with respect
to the orbital angular momentum of the 5D terms. Taking
account of the interaction of the central ion with the ligand
environment results in an interaction of terms with the same
symmetry and multiplicity, and the perturbation matrix V
=VCF+Vee decomposes into three independent blocks of di-
mension 5�5,45�45, and 50�50. The first block corre-
sponds to the 5D term with spin S=2, and the two other
blocks correspond to terms with spin S=1 and S=0, respec-
tively. The matrix elements of the perturbation have the form

ns comprising the complex MeO5.
the io
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V� = �	�
SLMSML��V�	�
�SL�MSML��	 , �3�

where the wavefunctions of the terms 	�
SLMSML� are lin-
ear combinations of multielectronic determinant functions
��1,2 , . . . ,4�6�� �the numbers designate the single-electron
wavefunctions �i�nlmlms� for each of the 3d valence elec-
trons�. The indices � and  run through the values corre-
sponding to the dimensions of the computed blocks. The
single-electron wavefunctions were taken to be hydrogen-

FIG. 3. Energies of the lowest spin states of the central ion �E versus the
uniform expansion �R for different values of the effective charge for the
configurations 3d6 �a� and 3d4 �b�.
like with the effective parameter �=Zeff /na0 �n is the prin-
cipal quantum number and a0 is the Bohr radius�. Thus the
matrix elements �3� of the perturbation V and therefore the
eigenvalues of the corresponding systems of secular equa-
tions depend on Zeff, the ligand charges qk, and the ligand
coordinates rk. Thus, in addition to the values of the lengths
and angles, characterizing the Me–O bond, and the ligand
charges there is also another effective parameter—Z , which

FIG. 4. Energy levels �E of the central ion which correspond to different
spin states versus the displacement of the central ion ZMe with respect to the
basal plane for different values of the effective charge for the configurations
3d6 �a� and 3d4 �b�.
eff
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makes it possible to take into account implicitly the influence
of the ligand environment on the state of the metal ion.

In concluding this section, it should be noted that a
change of the effective charge Z of the metal ion has a

FIG. 5. Energy levels of the central ion �E which correspond to different
spin states versus the magnitude of fluted-plane type displacements for dif-
ferent values of the effective charge for the configurations 3d6 �a� and 3d4

�b�.
eff
much stronger effect on the change in the covalence of the
bond than a change in the ligand charge qi. Consequently, we
shall assume below that the ligand charge is constant and
equal to −2 and the effective charge Zeff and ligand coordi-
nates are variable.

FIG. 6. Energy levels of the central ion �E which correspond to different
spin states versus the magnitude of Jahn-Teller type displacements for dif-
ferent values of the effective charge for the configurations 3d6 �a� and 3d4

�b�.
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III. DISCUSSION

The curves in Fig. 1 demonstrate the changes occurring
in the lowest electronic levels, corresponding to different
spin states of the central ion, as a function of the effective
charge for the electronic configurations 3d6 �Fig. 1a� and 3d4

�Fig. 1b�. As a starting model we shall consider a regular
pyramid with metal-oxygen distances 1.95 Å for both con-
figurations. We note that for a fixed electronic configuration
of the free ion Me the values of Zeff for different ions will be
different. For example, for the electronic configuration 3d6

Zeff=6.25 for the Fe2+ ion and 7.25 for the Co3+ ion. For the
3d4 configuration Zeff=5.95 corresponds to the Mn3+ ion and
4.95 corresponds to the Cr2+ ion. �The effective charges of
free ions are calculated according to Slater’s rules.34� Figure
1 shows that as the effective charge increases both systems
undergo a series of transitions between the spin states of the
central ion: HS→ IS→LS. For a prescribed metal-oxygen
bond length �1.95 Å� the IS state as the ground state is real-
ized for both configurations but much more so for the 3d6

configuration. In the first case it is sufficient to change the
effective charge by 0.4% for a transition into a low-spin
state, while in the second case changes near 13% are re-
quired. Thus the state with spin S=1 for the 3d4 configura-
tion is less stable with respect to a change in the degree of
bond covalence.

The points Zeff=6.38 and 5.56 for 3d6 in Fig. 1a and
Zeff=5.2 and 5.15 for 3d4 in Fig. 1b are points of accidental
degeneracy. Therefore, as soon as the effective charge of the
central ion is equal to one of these values, negligible changes
in the magnitude of the crystal field can result in fluctuations
of the spin state of the system. We note that different distor-
tions of the crystal structure of the complex can initiate these
changes.

We shall investigate the stability of the ground spin state
of a metal ion with respect to the magnitude and symmetry
of the distortions of the ligand environment for prescribed
values of the effective charge Zeff, noted in Fig. 1 by arrows.
Since we are studying the evolution of the spin state under
distortions of the ligand complex, the effective charges were
chosen on the basis of the proximity to the points of acci-
dental degeneracy. We shall consider two types of distortions
of the complex MeO5: displacements of atoms resulting in a
change of the pyramid volume and displacements which
leave the initial volume unchanged. Breathing-mode type
displacements �Fig. 2a� distortions of the first type. Displace-
ments of the central ion along the Z axis �Fig. 2b�, fluting
distortions of the plane �Fig. 2c�, and Jahn-Teller type dis-
placements �Fig. 2d� are distortions of the second type.

We shall investigate the influence of the breathing-mode
type distortions on the behavior and relative arrangement of
the energy levels of the central ion, which correspond to
different spin states. First, we note that distortions of this
type model the thermal compression/expansion of the lattice
with a change in temperature and hydrostatic compression.
Figure 3 shows the energy levels of a Me ion which depend
on the magnitude of the uniform expansion �R. Such distor-
tions are accompanied by an increase in the volume of the
pyramid. The dependence of the relative change in the vol-
ume of the pyramid on the magnitude of the uniform expan-
sion �R is expressed by the equality �V /V=3��R /R�. Cal-
culations show that the magnitude of the effective charge
determines the values of �R and therefore �V which are
necessary to change the spin state of a metal ion. It is evident
that for the 3d6 configuration with Zeff=5.7 the volume of the
pyramid must be increased by approximately a third, while
for Zeff=6.3 the increase in the volume of the pyramid need
be less than 10% �Fig. 3a� of the initial value in order for the
state with high spin S=2 to replace the state with intermedi-
ate spin S=1. In the case of the 3d4 configuration only a
negligible change in volume of the pyramid �R�0–3% is
needed �Fig. 3b� to establish the term order which is charac-
teristic for a free ion. It is evident that for the 3d4 configu-
ration and for large values of the effective charge for the 3d6

configuration an increase in the volume of the pyramid re-
sults in a decrease of the interaction between the central ion
and the ligands, i.e. a decrease of the strength of the crystal
field. Thus the energy �ex for d electrons becomes greater
than �CF, and the associated rearrangement of the electronic
spectrum has the effect that the high-spin state becomes the
ground state.

We shall now examine the influence of other types of
distortions on the relative arrangement of the terms of the
central ion. First we investigate the influence of a displace-
ment of the central ion with respect to the basal plane of the
pyramid �see Fig. 4�. We note that in real compounds con-
taining pyramidal metal-oxide complexes, as a rule, the
metal ion is shifted into the pyramid. Distortions of this form
do not change the volume or symmetry of the complex, but
they do change the degree of covalence of the Me–O bond as
a result of a redistribution of the electronic charge. The di-
rection of motion of the metal ion determines the character
of the change in the strength of the crystal field. A displace-
ment of the ion in the positive direction along the Z axis of
the pyramid increases the crystal field and a displacement in
the negative direction decreases the field. Thus, one would
expect the system to make a transition from a state with spin
S=1 into states with S=0 and S=2 with the metal ion shift-
ing in the positive and negative directions, respectively. In-
deed, such behavior of the terms is observed for Zeff=5.7
�see Fig. 4a�. A small shift of the central ion �0.02–0.05 Å�
in the direction of the apical oxygen transfers the system into
a state with spin S=0. The intermediate-spin state occurs
with a displacement of the Co ion in the opposite direction
by about 0.6 Å, after which a high-spin state is established.
This calculation agrees completely with the calculations per-
formed in Ref. 21. The authors showed that the intermediate-
spin state of the real crystal structure of Sr2CoO3Cl is stabi-
lized by a displacement of the Co3+ ion along the axis of the
pyramid. The critical magnitude of this displacement calcu-
lated by the LDA+U method is 0.15 Å.

For a large effective charge �Zeff=6.3� the pattern of al-
ternation of the ground levels is more complicated. It is evi-
dent that starting with an intermediate-spin state the system
passes into a high-spin state with the metal ion shifting to the
outside of the pyramid, while a displacement of the ion in the
opposite direction results in a cascade of spin transitions IS
→HS→LS. The levels with configuration 3d4 exhibit a
similar feature but for much smaller displacements of the
metal ion �Fig. 4b�. The region of the intermediate spin state
for the 3d4 configuration degenerates practically to zero, so



Low Temp. Phys. 31 �11�, November 2005 Zhitlukhina et al. 969
that negligible displacements in both directions initiate tran-
sitions of the type HS→LS→ IS �Zeff=5.15� or HS→ IS
�Zeff=5.19�.

To explain the anomalous behavior of the curves in Fig.
4a we shall determine the type of wavefunction describing
the lowest spin state. It is known35 that the splitting of the
term 5D by the crystal field of an undistorted pyramid has the
effect that the ground state is a doubly degenerate level de-
scribed by wavefunctions of the type dxz and dyz. The first
excited level is the term dxy, followed by dz2 and dx2−y2, re-
spectively. When the Me ion shifts in one or another direc-
tion along the Z axis the symmetry of the crystal field does
not change, but the Me–O bond lengths do change, which
results in a redistribution of the electron density of the com-
plex. Thus with the character of the splitting of the levels
remaining unchanged their mutual arrangement within a term
changes. When a metal ion occupies a point with the coor-
dinate zMe=−0.6 Å a state with spin S=2, described by a
wavefunction of the type dz2, is realized. Indeed, the maxima
of the electronic density of the function dz2, just as for dx2−y2,
lie on the coordinate axes, so that an increase of the Me–O
bond lengths has the effect that the d electrons of the metal
ion undergo a smaller electrostatic repulsion from the ligands
than in the case where the ion lies at the center of the basal
plane of the pyramid. Therefore the state described by a
wavefunction of the type dz2 becomes the ground state and
the level drops substantially. Wavefunctions of the type dxy,
dxz, and dyz do not undergo large changes, because the
maxima of the electronic density of these wavefunctions lie
between the coordinate axes. A shift of the Me ion in the
direction of an apical oxygen results in a further redistribu-
tion of the electron density of the complex, and for zMe=
−0.2 Å a transition occurs into a state with spin S=1. The
high-spin state once again becomes the ground state when
zMe=0.14 Å, and the lowest doubly degenerate level is now
described by wavefunctions of the type dyz and dxz. It is
evident that a displacement of the metal ion is accompanied
by similar transformations within the terms corresponding to
the spin states S=1 and S=0, although these changes are
more difficult to interpret. A further displacement of the cen-
tral ion into a point with the coordinate zMe=0.4 Å makes the
high-spin state unfavorable: the ground state becomes a state
with spin S=0, and the first excited state is a high-spin level
described by a wavefunction of the type dxy. It should be
underscored that the lowest high-spin state of the central ion
is described by wavefunctions which have different symme-
try depending on the position of the metal ion. This fact is
explains the nonlinearity of the curves in Fig. 4.

In conclusion we note that a distinguishing feature of the
3d4 configuration is the stabilization of the intermediate-spin
state accompanying a shift of the metal ion into the pyramid.
This behavior of the terms is probably characteristic for this
configuration, since an increase in the value of Zeff does not
produce any substantial differences.

Next, we shall examine how fluting distortions of a plane
influence the spin state of a metal ion �see Fig. 5�. Such
displacements of the ligand ions do not change the size of the
complex but they do lower its symmetry. Comparing Figs. 5a
and 5b shows that the terms of the configurations being stud-
ied respond differently to ligand displacements of this type.
For the 3d6 configuration the magnitude of the splitting of
the levels which correspond to different spin states under the
action of such distortions decreases for Zeff=5.7; conversely,
for a larger value of Zeff it increases. For the 3d4 configura-
tion the magnitude of the splitting by the crystal field in-
creases irrespective of the magnitude of the effective charge.
Another nontrivial feature of distortions of this type should
be noted for the configuration 3d6. For Zeff=5.7 a series of
transitions IS→LS→HS is once again observed, just as for
displacements of the metal ion along the axis of the pyramid.
The behavior of the terms for a higher value of the effective
charge is conventional: the state with spin S=1 is replaced
by a high-spin state �S=2�. The behavior of terms of the
configuration 3d4 is also characteristic: as the degree of flut-
ing of the plane increases, the low-spin state is replaced by
an intermediate-spin state and then a high-spin state. An in-
crease of Zeff only decreases the region of stability of the
intermediate-spin state.

Finally, the last form of distortions which we investi-
gated are Jahn-Teller type distortions �Fig. 6�. Atomic dis-
placements of this type also leave the volume of the complex
unchanged, but, just as the fluting distortions of a plane, they
substantially lower its symmetry since the basal plane trans-
forms into a rhombus. The Me–O bonds along the diagonals
of the rhombus become nonequivalent, and therefore Jahn-
Teller type distortions increase the degree of covalence in
one direction and decrease it in the other. Figure 6a shows
that terms of the 3d6 configuration exhibit a characteristic
feature—the spin state S=1 is the ground state for any Jahn-
Teller type distortions.

An increase of Zeff lowers the level corresponding to
spin S=2 and, ultimately, results in a conventional Hund
filling of the levels for undistorted and weakly distorted
pyramids. Conversely, a decrease of Zeff lowers the spin S
=0 level, so that for Zeff�5.7 the low-spin state becomes the
ground state. The behavior of the terms in the 3d4 configu-
ration is also characteristic. It is evident �see Fig. 6b� that
irrespective of its starting state the system undergoes a series
of transitions of the type LS→ IS→HS→ IS �for Zeff=5.15�
and IS→HS→ IS �for Zeff=5.19�. Apparently, the nature of
such transitions lies in the alternation of the terms, similar to
a displacement of a metal ion along the axis of the pyramid.

In conclusion, it should be noted that in real layered
cobaltites the Co3+ ions lying in the basal planes of pyramids
are in states with spin S=1 in the temperature range
50–400 K. The distortions which can be used to model the
temperature transformations of pyramidal complexes are pre-
dominantly of the Jahn-Teller type.

IV. CONCLUSIONS

A calculation of the ground spin state of a metal ion as a
function of the magnitude of the displacements of oxygen
ions has shown that different types of distortions of the
ligand complex result in different scenarios of the behavior
of the terms corresponding to the three main spin states of
the 3d ion.

1. The spin state of the coordination complex MeO5 with
a metal ion with configuration 3d6 is most sensitive to dis-
tortions of the breathing-mode type. A negligible expansion
of the pyramid ��0.3% � is sufficient to establish an order of
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the terms corresponding to Hund’s rule. The magnitude of
the effective charge does not play a determining role. Con-
versely, for a complex containing a metal ion with the 3d6

configuration Zeff plays an important role: for large values of
Zeff the complex becomes more sensitive to a uniform ther-
mal expansion/compression of the pyramid.

2. The behavior of the electronic subsystems of the 3d6

and 3d4 configurations demonstrates large differences ac-
companying a displacement of the Me ion out of the basal
plane into the pyramid. In the first case a low-spin state is
realized, while in the second case an intermediate-spin state
is realized irrespective of the value of Zeff. This state can
become stable with displacements of the metal ion in one or
another direction by �30% from the initial bond lengths for
the 3d6 configuration and �1% for the 3d4 configuration.

3. For fluting distortions of a plane the intermediate-spin
state remains the ground state with a change in bond length
of about 3–7% for the 3d4 configuration and 7–14% for the
3d6 configuration. An increase of Zeff decreases the range of
stability of the intermediate-spin state for both configura-
tions.

4. The most interesting feature of the behavior of the
spin state of a metal ion in a pyramidal complex is that in the
case of the 3d6 configuration Jahn-Teller distortions stabilize
the intermediate-spin state for a wide range of values of the
effective charge. This situation is in complete agreement
with the actual behavior of layered cobaltites on heating.
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The results of experimental investigations of the magnetic properties of the antiferromagnetic
alloy Fe0.765Mn1.185As are presented. They show that at atmospheric pressure and temperatures
below 65 K the antiferromagnetic state is not the only stable state, since the imposition of a
magnetic field in this temperature range makes it possible to observe irreversible induced transi-
tions into a state with a canted ferrimagnetic structure. This is a second stable state for the ex-
perimental sample. As the temperature increases, this state vanishes via a first-order phase trans-
formation at 65 K. Above 65 K reversible induced first-order transitions from the
antiferromagnetic into a canted ferrimagnetic structure are observed. The results are discussed on
the basis of a phenomenological expression for the free energy of a system with two interacting
magnetic-order parameters. It is shown that a simple phenomenological model qualitatively de-
scribes the behavior of the system investigated. A single-band Hubbard model is used to give a
microscopic substantiation of the phenomenological approach. © 2005 American Institute of
Physics. �DOI: 10.1063/1.2127889�
I. INTRODUCTION

Experimental investigations of the effect of a strong
magnetic field on solid solutions of transition-metal pniktides
Mna−y−xFeyCoxAs with a�1 have made it possible to ob-
serve the existence of metastable magnetically ordered states
and construct their phase �P–T–H� diagrams.1–3

Today, such studies are important because the effects
accompanying the magnetization process in these materials
could have practical applications. For example, there is a
strong magnetocaloric effect which appears when the ferro-
magnetic phase reversibly induced by a magnetic field
vanishes.4,5

However, the applied interest does not push into the
background certain fundamental features which appear in the
process of magnetization of pniktides such as, for example,
solid solutions of the system Fea−xMnxAs with a�1.95. Al-
loys of this system possess C38 tetragonal crystal structure
C38, whose spatial symmetry group �P4/nmm� reflects the
existence of two types of crystallographic positions occupied
by the magnetically active manganese and iron ions. It is
possible that the crystal-structural and electronic characteris-
tics of Fea−xMnxAs systems with 1.95�a�2.35 are respon-
sible for the existence of low-temperature �T=T1�TN� mag-
netic order-order phase transitions from the
antiferromagnetic �AF� state �T�TN� into an angular or
canted ferrimagnetic �CFM� state �T�T1�.6,7

The magnetic structure of CFM can be regarded as the
coexistence of uniform and periodic components of the mag-
netic moment of the crystal-chemical cell.8

Investigations of spontaneous AF–CFM transitions in al-
loys of this system made it possible to increase our under-
standing of the mechanisms of order-order transitions and
call attention to the possibility of the role of interacting fer-
romagnetic and antiferromagnetic modes which coexist in
systems with itinerant magnetism carriers.9
1063-777X/2005/31�11�/8/$26.00 971
Two magnetic phase transitions have been observed in
most previously studied samples of the system Fea−xMnxAs.
A high-temperature PM-AF transition occurs as a second-
order transformation at TN of the order of 460 K. The low-
temperature first- and second-order transformations are ob-
served at T=T1, where 127 K�T1�330 K depends on the
parameters a and �=x /a−x.7 In a sample with parameters
closest to those of the experimental sample �a=1.95, �
=1.56� a distinct first-order transformation is observed at
T1=127 K; in this transformation the appearance of sponta-
neous magnetization is accompanied by a sharp and aniso-
tropic change of the crystal lattice parameters c and a. Ac-
cording to Ref. 6, �c /c= +3%, �a /a=−0.85, and �V /V
= +1.9%.

The present work is devoted to an experimental investi-
gation of the magnetic properties of the antiferromagnetic
alloy Fe0.765Mn1.185As, where magnetic-field induced revers-
ible and irreversible transitions into a canted ferrimagnetic
state have been observed.

The results are discussed on the basis of a phenomeno-
logical expression for the free energy of a system with two
interacting magnetic-order parameters. A single-band Hub-
bard model is used to give a microscopic substantiation of
the expression.

II. EXPERIMENTAL PROCEDURE

The main experimental results were obtained during in-
vestigations of the temperature ��T� and field ��H� depen-
dences of the magnetization measured in static and pulsed
magnetic fields. The temperature dependences in a static
magnetic field were performed using a Domenicali-type bal-
ance. The field dependences were obtained in static and
pulsed magnetic fields. In the first case Faraday magnetic
balance with a superconducting solenoid as the magnetic
field source was used.10 The measurements in a pulsed mag-
© 2005 American Institute of Physics



972 Low Temp. Phys. 31 �11�, November 2005 Val’kov et al.
netic field were performed using a pulsed magnetometer,
similar to the one described in Ref. 11. A DRON-1.5 x-ray
diffractometer was used to obtain the temperature depen-
dences of the crystal-lattice parameters.

III. RESULTS

We established certain general characteristics of the
canted ferrimagnetic phase �type of anisotropy and special
features of the magnetization curve�, arising spontaneously
as a result of a low-temperature phase transition, in measure-
ments of the magnetization of samples in strong static and
pulsed magnetic fields.

According to our measurements the anisotropic proper-
ties are determined by the plane of easy magnetization �the
plane perpendicular to the tetragonal axis�.

The most important characteristic feature of the magne-
tization curve of the samples in the CFM phase is a linear
increase of the saturation magnetization with increasing in-
tensity of the magnetic field. As an example, the field depen-
dences of a single-crystal sample Fe0.65Mn1.3As are pre-
sented �see Fig. 1�. In this sample two types of transitions
characteristic of the system Fe1.95−xMnzAs are observed as
temperature decreases: disorder-order �PM–AF� at T=TN and
order-order at T=T1=140 K �AF–CFM�. Both transitions are
second-order magnetic phase transformations.

In the investigation of the magnetic properties of a
Fe0.765Mn1.185As sample in a 10 kOe static magnetic field, a
decrease of temperature results in only one PM–AF second-
order transition. The ordering temperature T=TN�470 K
was identified as the temperature at the maximum of the
temperature dependence of the magnetic susceptibility ��T�
�Fig. 2�. Below this temperature the magnetic and x-ray mea-
surements do not show any substantial changes in the state of
the sample �the temperature dependence of only the param-
eter c is presented in Fig. 2b; this parameter undergoes its
maximum change at a AF–CFM transition.� Thus, prelimi-
nary measurements show that the state of the experimental
sample can be determined as an antiferromagnetic state.

However, this characteristic is not unique. Indeed, re-
versible and irreversible induced first-order transitions from
the antiferromagnetic state into a state whose characteristics
are the same as those of the canted ferrimagnetic phase are
observed in measurements of the field dependences of the
magnetization of the sample in strong static and pulsed mag-
netic fields. The field dependences ��H� presented in Fig. 3
show that certain magnetization curves of the experimental
sample describe an irreversible field-induced first-order AF–
CFM transition. The form of the magnetization curves attests
to this: a smooth reversible increase of magnetization in
fields with intensity below the critical value H1�T�
�20 kOe, a sharp increase of the magnetization when this
value is reached with an irreversible change of its magnitude
�the final value of the magnetization remains after the field is
reduced to zero�. The field-induced state remains as long as
desired, and repeated magnetization of the sample at this or
lower temperature �curve 2� is described by a curve which
reflects the characteristics of the induced ferrimagnetic state
CFM—spontaneous magnetization and linear increase of its
magnitude with increasing intensity of the magnetic field. In
weak fields �H�20 K� the irreversibly induced CFM state
remains stable with temperature increasing up to T2=65 K.
At T2 an irreversible spontaneous first-order transition
CFM→AF occurs; this transition is accompanied by crack-
ing of the sample. This shows that strong spontaneous mag-
netostriction accompanies such a transition. The term “irre-
versible spontaneous transition” is associated with the fact
that decreasing the temperature from 65 K does not restore
the magnetization. At temperatures above T2 the application
of a magnetic field can result in reversible induced first-order
AF–CFM transitions. The existence of two critical fields is
characteristic for these transitions: H1�H2, the CFM ap-
pears in the first field and vanishes in the second. We inves-
tigated these transitions in measurements performed in
pulsed magnetic fields. The temperature dependences H1�T�
and H2�T�, characterizing the temperature change of the field
boundaries for the appearance of the AF and CFM states, are
presented in Fig. 4.

FIG. 1. Experimental �a ,b� and computed �c� field dependences of the
magnetization of a sample where the AF–CFM transition is of second order.
The experimental curves were measured for a single crystal sample
Fe0.65Mn1.3As for two orientations of the field with respect to the tetragonal
axis c and at different temperatures.
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A special feature of the curve H1�T� is the presence of a
minimum near 50 K. The fact that the AF state of the sample
has no structural or magnetic anomalies at this temperature
�Fig. 2� means that such behavior is due to the topology of

FIG. 2. Temperature dependences of the inverse magnetic susceptibility �a�
and the crystal lattice parameter c �b� of a single crystal sample
Fe0.765Mn1.185As with a hidden ferrimagnetic phase.

FIG. 3. Isothermal curves of the magnetization versus the field �H �c� in a
single crystal sample Fe0.765Mn1.185As. At T=4.2 K the behavior of the an-
tiferromagnetic ��� and the irreversibly induced canted ferrimagnetic ���
phases is shown.
the boundary of the appearance of the “hidden” canted phase
in pressure-temperature coordinates.

The observation of irreversible induced transitions fun-
damentally changes the picture of the antiferromagnetic state
of the sample as the only stable state. Our measurements
show that the range 0�T�T2 for the experimental sample is
the region of metastable states.

IV. DISCUSSION

Such metastable regions arise in systems where two con-
ditions are satisfied.

The first �necessary� condition is the existence of an in-
terval in P–T space that separates the boundaries of lability
of two magnetically ordered states. This condition can al-
ways be satisfied for systems where the order-order transi-
tions are of first-order.

The second �sufficient� condition is the existence of
blocking of the formation of nuclei of one or both phases.
For real systems, where spontaneous transitions are accom-
panied by a large spontaneous deformation of the lattice,
such blocking is achieved by a magnetostriction
mechanism.12,13 In this case at any temperature and pressure
the system behaves as a uniform system and the P–T bound-
aries of the appearance of these phases can approach the
boundaries of lability of the magnetically ordered states.

In the present paper we shall discuss only the necessary
condition for the appearance of the region of metastable
states that separates the absolutely stable AF and CFM
phases. We assume that the second condition is satisfied as a
result of the presence of strong magnetostriction.

A. Phenomenological model of order-order transitions with
coexisting magnetic-order parameters

We shall start our analysis from the assumption that the
CFM structure is due to the coexistence of two magnetic-
order parameters M0 and MQ. These two parameters can be
taken as the ferromagnetism and antiferromagnetism vectors

FIG. 4. Experimental H-T diagram of a Fe0.765Mn1.185As sample. The
boundaries of lability with respect to the field H1�T� and H2�T� for induced
transitions AF→CFM and CFM→AF correspond to values of the field for
which the isothermal values of the differential susceptibility ��� /�H��H�
have an extremum; ��� and ���—measurements in static and pulsed mag-
netic fields.
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or the Fourier components of the magnetic moment of the
crystal-chemical cell with wave vectors q=0 and q=Q. The
expression for the free energy F of such a system under the
condition M0�MQ and neglecting anisotropic properties has
the form

F =
1

2!
a1M0

2 +
1

4!
a3M0

4 +
1

6!
a5M0

6 + . . . − HM0 +
1

2!
b1MQ

2

+
1

4!
b3MQ

4 +
1

6!
b5MQ

6 +
1

2!
	M0

2MQ
2 . �1�

We assume that the coefficients are linear functions of
the temperature and pressure, but only the coefficients a1�T�
and b1�T� are sign-changing:

a1 = T − TC + P, b1 = �TK − K3 − PkQ� ,

a3 = ā3�1 + K1T�, b3 = b̄3�1 + K2T� ,

TC � TN � K3/K . �2�

Analysis of the equations of state ��F /�M0�=0 and
��F /�MQ�=0 for certain values of the coefficients a, b, and 	

a1M0 +
1

3!
a3M0

3 +
1

5!
a5M0

5 + 	M0MQ
2 = 0, �3�

b1MQ +
1

3!
b3MQ

3 +
1

5!
b5MQ

5 + 	MQM0
2 = 0 �4�

shows that for H=0 �depending on the temperature and pres-
sure� a minimum of F can correspond to the following states
from the set of solutions of the system �3� and �4�: paramag-
netic PM �M0=MQ=0�, antiferromagnetic AF �M0=0, MQ

=M �0�, and mixed �M0�0, MQ=m�0�, which can be in-
terpreted as the CFM state under the condition M0�m�M.
This set of solutions corresponds to a sequence of magnetic
phase transitions with decreasing temperature PM→AF
→CFM. The high-temperature transition PM→AF at T
=TN is a second-order transition if b3�0, and the transition
AF→CFM at T1�P� can be of second or first order. In the
latter case, as temperature increases, the reverse order-order
transition CFM→AF occurs at T2�T1. The condition for the
transition AF→CFM to occur as a first-order magnetic phase
transformation is the inequality

TABLE I. Value of the coefficients in P–T coordinates
D = � �2F

�M0
2

�2F

�MQ
2 − � �2F

�M0�MQ
	2	

M0→0,MQ=MQ�T1�

= M0
2MQ

2 �a3�T1�b3�T1� − 36	2 +

a1�T1�
a3�T1�b5�T1�

10	
	 � 0.

�5�

The temperature T1 is determined from Eq. �4� as M0→0
after substituting the expression MQ

2 �T1�= 
a1�T1�
 /	.
For T1�P��T�T2�P� both solutions, AF and CFM,

minimize the free energy if

D�M0 � 0, M � 0� � 0 �D�M0 � 0, m � 0� � 0� . �6�

For T�T1�P� only the CFM solution corresponds to an
energy minimum if

D�M0 � 0, m � 0� � 0 �D�M0 � 0, M � 0� � 0� . �7�

At the same time, for TN+ PkQ /k�T�T2�P� a minimum
of F will correspond only to a purely antiferromagnetic so-
lution if

D�M0 = 0, M � 0� � 0 �D�M0 � 0, m � 0� � 0� . �8�

It can be shown that depending on the values of the
coefficients a, b and 	 �see Table I� three types of phase
diagrams can be realized in P–T coordinates. For chosen
values of a and b the smallest value 	1=3.5·10−3 corre-
sponds to a diagram where the boundaries of the appearance
and vanishing of the CFM state �T1�P� and T2�P�� encom-
pass a region of positive pressures, and when the conditions
�5� are satisfied the AF–CFM transition is of first order. For
the larger value 	2=1.086	1 the temperatures T1�P� are al-
ways negative and the theoretical P–T diagram will have the
form shown in Fig. 5a. The computed curves of the magne-
tization as a function of the temperature �Fig. 6� describe

FIG. 5. Comparison of the theoretical P–T and H–T diagrams, illustrating
the presence of a minimum in the experimental dependence H �T�.
1
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reversible and irreversible induced AF–CFM transitions and
are qualitatively similar to the experimental curves �Fig. 3�.
For 	=	3=10−3 and when the condition �5� is not satisfied
the AF–CFM transition is of second order; the curves cross
the region P�0. This case describes the properties of the
sample Fe0.65Mn1.3As, whose experimental and computed
magnetization curves are presented in Fig. 1.

The curves of the critical fields in our model �Fig. 5b�
are similar to the experimental curves �Fig. 4�. Comparing
Figs. 5a and 5b shows that the minimum of the function
H1�T� is associated with the topology of the boundary of the
appearance of the CFM phase, which is hidden in the region
of negative pressures.

Thus, our simple model correctly reflects the behavior of
a real system. However, the questions of the microscopic
interpretation of the model solution of CFM and the relation
of the coefficients, responsible for the conditions �5�–�8� be-
ing satisfied, with the microscopic parameters of the spin-
polarized electronic band structure of the crystal remain un-
clear. It is convenient to resolve these questions for an
electronic system described by the Hubbard Hamiltonian.

B. Free energy of an electronic system in the uniform local
field approximation

For our purposes it is convenient to examine a system of
degenerate d electrons in external uniform H0= �0,0 ,H0� and
periodic HQj = �HQj

x ,HQj
y ,0� fields which is described by a

single-band Hubbard Hamiltonian �see Appendix�. The
Stratonovich–Hubbard transformation14,15 and the uniform
local field approximation16,17 make it possible to obtain an
expression for the free energy in the form

F = 
0 + 
1 + �N + �0, �9�

where


0 = ��00
Z −

H0

2�J
�2

+ ��00
X −

HQ
X

2�J
�2

+ ��00
Y −

HQ
Y

2�J
�2

+ 
q�0

�rq�2, �10�


1 = L − T 
q�0


�=X,Y,Z

ln rq
� + 

q�0
�Xq

ZZ�rq
Z �2 + Xq

+−��rq
X �2

+ �rq
Y �2�� , �11�

FIG. 6. Theoretical curves of magnetization versus the field: irreversible
�—�, reversible �--�, induced �¯� AF–CFM transitions.
L��,�,�1� = −
1

�

k,�

ln�1 + exp�− ��E��k,�� − ���� − �0,

�12�

E��k,�� =
1

2
��k+Q/2 + �k−Q/2 + �

����k+Q/2 − �k−Q/2 + 2�Z�J�2 + 4J���X�2 + ��Y�2�� ,

�13�

����2 = 
�00
� 
2 + x�, x� = 

q�0

rq

� 
2. �14�

Here 
0 describes the energy of external �H� and static
average exchange ��� fields �see Eq. �A8�� after the Hamil-
tonian of the system is transformed to local coordinates
X ,Y ,Z �see Eq. �A2��; �0 is the thermodynamic potential of
a system of noninteracting electrons. The last sum in 
1 de-
scribes a second-order correction to the uniform local field
approximation, in which the energy spectrum of the electrons
has the form �13�. The temperature dependence of the spec-
trum is determined by the mean-square fluctuations of the
exchange fields x�.

Proceeding from the definition of the average value of
the ferromagnetic �M0� and periodic �MQ� Fourier compo-
nents of the magnetic moment of the system we obtain a
relation between these macroscopic quantities and the static
�Z ,X ,Y� Fourier components of the saddle-point values �see
Eq. �A15�� of the exchange fields:

�q=0,=0
Z � �0

Z, �q=0,=0
�X,Y� � �0

�X,Y�,

M0 = − g�B�S0
Z� = − g�B

�F

�H0
= g�B��0

Z −
H0

2�J
	 1

�J
,

MQ
X,Y = − g�B�SQ

X,Y� = − g�B
�F

�HQ
X,Y

= g�B��0
X,Y −

HQ
X,Y

2�J
	 1

�J
. �15�

The expression for the free energy in the form �9� can be
regarded as a nonequilibrium free energy F��0

Z ,�0
X,Y� of a

magnetically active system which is described by nonequi-
librium order parameters �0

Z and �0
X,Y. Then the saddle-point

equations �A15� are identical to the equations of state of the
system.

Expressions for the phenomenological coefficients a, b,
and 	 can be obtained on the basis of the microscopic ap-
proach examined here by switching from the free energy as a
function of the exchange fields F��0

Z ,�0
X,Y� to an expression

for the free energy in the form of a power series in the
uniform and periodic components of the magnetic field
F�M0 ,MQ

X,Y� �see Appendix�. For example, the coefficients a1

and b1 have the form

a1 =
1

�0
2�x�

− 2J, b1 =
1

�Q
0 �x�

− 2J ,
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�0
0�x� = �0

0�0� + 	�0
0�x�, �Q

0 �x� = ��0� + 	��x� ,

where

�0
0�0� = g��F�/2, �Q

0 �0� = −
1

2
��F g���d�

�

are the uniform and alternated susceptibilities of a system of
noninteracting electrons at T=0. The corrections 	�0,Q

0 �x�
due to the interaction of the fluctuations of the exchange
fields cause these quantities to be strongly temperature-
dependent.

The pressure dependence of these coefficients is due to
the dependence of the transfer integral tlj and, correspond-
ingly, the density of states g��� of the noninteracting elec-
trons on the interatomic distance �Rlj =Rj −Rl.

In conclusion, we note that the fundamental possibility
of the coexistence of two interacting magnetic-order param-
eters as two components of the magnetic moment is due to
the specific property of a system of itinerant electrons to
allow the coexistence of different types of exchange splitting
of the spin-polarized electronic spectrum �13�. The presence
of a minimum of the free energy with M0�0 and MQ�0 is
a sufficient condition for such coexistence. As shown in Ref.
19 this condition can be satisfied for certain values of the
intra-atomic exchange interaction parameter J, the number n
of electrons per site, and a definite form of the density of
states.

Such is the qualitative interpretation of the phenomeno-
logical ideas concerning the coexistence of ferromagnetism
and antiferromagnetism in magnets with itinerant electrons.

A quantitative analysis of the results of the present ex-
perimental investigations will be performed on the basis of
first-principles calculations of the ground-state energy of a
series of pniktides with C38 crystal structure.

APPENDIX

We start with the single-band Hubbard Hamiltonian for a
system of electrons in a crystal of arbitrary symmetry:

H = H0 + Hint + Hex,

H0 = 
l,j,�

tljal�
+ aj�, Hex = H0

j

S j + 
j

HQjS j ,

Hint = − J
j

S j
2, �A1�

where H0= �0,0 ,H0� and HQj = �HQj
x ,HQj

y ,0� are, respec-
tively, the uniform and periodic components of the field ap-
plied at the site j; tlj is the transfer matrix element; al� is the
operator annihilating an electron with spin � at site l; S j is
the spin density operator; J is the effective intra-atomic ex-
change integral. For subsequent calculations it is convenient
to transform into the local �X ,Y ,Z� coordinate system:19

aj� = cj� exp�− i�QR j/2� ,

�HQj
x

HQj
y � = �cos�QR j� − sin�QR j�

sin�QR j� cos�QR j�
��HQj

X

HQj
Y � . �A2�

Under this transformation the forms of Hint and Hex do not
change, but the operators S are now expressed in terms of
j
new electronic operators cj�. In the new operators the non-
interacting part of the Hamiltonian becomes

H0 = 
k,�

�k−1/2�Q · ck�
+ ck�, �A3�

where


k

=
V

�2��3 � d3k

cj� = 
k

ck� exp�ikR j� ,

ck� =
1

N0


j

cj� exp�− ikR j� ,

�k = 
l

tjl exp�ik�R j − Rl�� .

Using the Stratonovich–Hubbard transformation we obtain
for the free energy per unit cell

F = �0 + �� + �N , �A4�

exp�− ���� = const ·� �
q

d�q exp�− �
��q�� , �A5�
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X

2�J
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Y

2�J
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q�0

��q�2, �A6�
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�
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�	�
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= −
1

��T� exp�− 
�

H̃1
�	�

H̃0,fr

, �A7�

�0 = −
1

�

k,�

ln�1 + exp�− ���k−1/2�Q − ���� , �A8�

� j��� = 
q,

�q exp�− i�qRj + ��� ,

�q =
1

N0�


j
�

0

�

� j���exp�− i�qRj + ���d� ,

where

H̃1
� = 2�J

q
�

0

�

��q
�+

����*Sq
����d�,� = z, + ,− ,

q is a wave number in the first Brillouin zone, �q
±���

=�q
x���±�q

y���, Sq
���� and ��q

�+
����* are the � Fourier compo-

nents of the spin operator and its conjugate component of the
fluctuating exchange field. As one can see from Eq. �A6�,
switching to local coordinates X ,Y ,Z permits measuring the
wave number of the spatial fluctuations of the exchange
fields from the center of the Brillouin zone q=0.
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Summing the infinite series �A7� in the uniform local
field approximation, where the vertex parts
�2p

�1. . .�p�q1 . . .qp ,1 . . .p� are calculated with qi, i=0, gives
an approximate analytic expression for 
1�L���. Taking ac-
count of the lowest-order corrections, describing the qua-
dratic fluctuations of the field, 
1��� becomes


1��� = L��� + 
q�0

�Xq
ZZ
�q

Z 
2 + Xq
+−
�q

X 
2 + Xq
+−
�q

Y 
2� ,

�A9�

L��� = −
1

�

k,�

ln�1 + exp�− ��E��k,�� − ���� − �0,

�A10�

where

E��k,�� =
1

2
��k+Q/2 + �k−Q/2 + �

����k+Q/2 − �k−Q/2 + 2�Z�J�2 + 4J���X�2 + ��Y�2�� ,

�A11�
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�f��k��
��k�

	 ,

Xq
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−
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�A12�
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After the substitution of variables �q
� = 
�q

� 
ei�q
�

=rq
� ei�q

�
, d�q

� =rq
� drq

� d�q
� and calculating the integrals

over �q
� the expression �A5� becomes

e−��� = const · �
0
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d�00
� �

q�0
drq

� rq
� e−��
0+
1�.

�A14�

The integrals over �00
� , rq

� ��=X ,Y ,Z� in Eq. �A14� can
be evaluated by the saddle-point method. The equations
�
 /��00

� =0 and �
 /�rq
� =0 describing the saddle points can

be put into the form

�
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and the free energy is given by the expression
F = 
0 + 
1 + �N + �0, �A16�
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�=X,Y,Z
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� , �A17�

where � and r are the solutions of the saddle-point equations
�A15�.

After switching to the density of states

g��� =
V

�2��3 � d3k	�� − �k� ,

which is possible if the nesting condition is satisfied

�k+Q/2 − �0 = �0 − �k−Q/2,

the expression for L becomes

L��,�,�1� = −
1

�

�
� g���ln�1 + exp�− ��E���,��

− ����d� − �0, �A18�

where �0 is the center of the band,

E���,�� = �0 + ���� − �0 + �Z
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2 � , �A19�
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The transition from the expression for the free energy as
a function of the exchange fields �Z and �� to an expression
for the free energy as a function of the magnetic-order pa-
rameters M0 and M is most effectively done by expanding
the expression �A16� in a power series in the exchange fields
�Z and ��:
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�A21�

The expansion coefficients ãi, b̃i, and 	̃3

ã1 = J
k

�f��k�
��k

= − Jg��� ,
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are functions of the spectrum and are related with the coef-
ficients ai, bi, and 	 by the following relations:

a1 = − 2J�1 +
1

ã1 + 2ã3xz + 	̃3x�

	 ,

b1 = − 2J�1 +
1
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���
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xz = 
q�0


rq
Z 
2, x� = 

q�0

rq

� 
2.

We note that the series expansion k,�E��k ,�� with respect
to �Z and �� contains terms which are proportional to
��Z�2��

2 . This provides the fundamental possibility of the
coexistence of ferromagnetism and antiferromagnetism.
Such contributions to the energy of a system of localized d
electrons can appear only if specific biquadratic exchange
interactions are taken into account. The isotropic Heisenberg
model, where the energy of the system can be expressed in
the form E=q,�J�q��
S��q�
2�, does not describe the system-
atic appearance and coexistence of states with �SZ�0���0
and �SX,Y�Q���0.
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An electron diffraction investigation of the structure of free neon clusters �N2�n̄ is performed in
the average-size range 102� n̄�105 molecules/cluster. The first cluster beams of nitrogen con-
sisting of monostructural aggregations with hexagonal close packing of the molecules are ob-
tained. A sequence of structural transformations resulting in the formation of a high-temperature
� phase of nitrogen in bulk samples with homogeneous nucleation is proposed on the basis of an
analysis of the results obtained. © 2005 American Institute of Physics.
�DOI: 10.1063/1.2127890�
I. INTRODUCTION

The great scientific interest in clusters is due to the fact
that clusters fall between isolated microparticles and macro-
systems. This makes it possible to use clusters to study the
mechanisms and rates of formation of the structure and prop-
erties of a bulk substance at the earliest initial stages of its
formation. Investigations of this type are ordinarily per-
formed using aggregations containing several atoms �mol-
ecules� up to several hundreds of microparticles.

Together with these objects, it is of definite interest to
study large aggregations �nanoclusters� containing 103 to 105

atoms �molecules�/cluster. The linear dimensions of such ag-
gregations range from several tens to several hundreds of
angstroms. The structure and properties of the kernels of
nanoclusters are a good approximation to the properties and
structure of bulk systems, in spite of the substantial number
of surface atoms. If the nanoclusters are formed in an adia-
batically expanding gas stream and are free of a substrate,
then it is convenient to use them to study structural transfor-
mations which can occur in a condensed substance under
conditions of deep supercooling and homogeneous nucle-
ation. Metastable structures which form as a result of their
growth kinetics can be obtained under these conditions.

The structure of nitrogen clusters has been studied in
Refs. 1–4. As a result of these observations, the dimensional
limits of existence of icosahedral clusters were estimated and
a hypothesis was advanced concerning the mechanism of the
transformation of an icosahedral structure into a crystal
structure. However, it should be noted that all observations
made in the above-cited works were performed on �N2�n̄

clusters of small �n̄�102� and intermediate �n̄�103� sizes,
while reliable data on the structure of larger aggregations are
needed to obtain sufficiently complete and adequate informa-
tion on the mechanisms of the formation of the crystal phase.

Our objective in the present work was to investigate
structural transformations in free nitrogen clusters in a wide
cluster-size range. The region of average sizes n̄ of the ag-
gregations studied was substantially increased in the direc-
1063-777X/2005/31�11�/4/$26.00 979
tion of large clusters, up to n̄�105 molecules/cluster. As a
result, the first monostructural nanoclusters of N2 with hex-
agonal close packing �hcp� of molecules were obtained and
the sequence of transformations resulting in the formation of
the high-temperature � phase of nitrogen was traced in de-
tail.

II. EXPERIMENTAL PROCEDURE

Substrate-free nitrogen clusters were formed in the pro-
cess of isoentropic expansion of an ultrasonic jet of N2 flow-
ing into a vacuum. The observations were performed using a
setup consisting of a standard electron diffraction apparatus,
a supersonic cluster-beam generator, and a liquid hydrogen
cooled cryogenic condensation pump, evacuating the jet
gases. A conical nozzle with critical-section diameter
0.34 mm, cone angle 8.6°, and ratio of the area of the en-
trance section to that of the critical section 36.7 was used to
produce a supersonic jet. The setup is described in detail in
Ref. 3. Here we note only the most important points concern-
ing the experimental procedure.

It is known that the size, flux density, and size distribu-
tion of the clusters are determined by the parameters of the
nozzle, the temperature T0 and the pressure P0 of the gas at
the entrance into the nozzle, and the thermodynamic proper-
ties of the gas itself. For a constant nozzle geometry, the size
and flux density of the clusters increase with increasing P0

and decreasing T0.5 In our case, for experimental conve-
nience, the average cluster size was changed by varying P0

up to 0.6 MPa, inclusively, at constant temperature T0

=100 K. The quite low temperature T0, obtained for the first
time for nitrogen, made it possible to produce cluster beams
with large n̄ using relatively low values of P0. In this work
the structure of aggregations with n̄ in the range 5 ·102� n̄
�1·105 molecules/cluster were investigated. In the diffrac-
tion zone, far from the cutoff of the nozzle at 100 mm, the
cluster temperature was determined by comparing the mea-
sured values of the lattice parameters with the known tem-
perature dependence of these parameters.6 As a result, for the
© 2005 American Institute of Physics
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clusters of the sizes studied, the temperature was Teq

=38±5 K, where 5 K is the maximum error in individual
measurements. We note that the average cluster temperature
38 K was higher than the temperature of the phase transfor-
mation T�→� in bulk N2, equal to 35.6 K. An independent
argument showing that the average temperature of the clus-
ters was determined correctly is that the crystal structure of
large aggregations with n̄�104 corresponded to the structure
of the � phase of bulk N2.1�

The average size of crystalline clusters with 103� n̄
�104 molecules/clsuter was determined using the Selyakov-
Scherrer relation �SSh�. For small “noncrystalline” aggrega-
tions �n̄�103 molecules/cluster� and for large crystalline
nanoclusters �n̄�104 molecules/cluster�, where a polycrys-
talline state can obtain, the relation n̄=kP0

2.00 was used. This
relation holds for T0=const. The fact that this relation holds
well in a wide range of values of n̄ was confirmed for crys-
talline clusters of nitrogen in Ref. 3 by electron diffraction
and in Ref. 5 by mass spectrometry for “noncrystalline” clus-
ters �n̄�102�. The value of the coefficient k was determined
from calculations of n̄ using the SSh relation for crystalline
structures of intermediate size.

The diffraction patterns were photographed in the course
of the experiment. The electron diffraction patterns obtained
were scanned with resolution 600 points/ inch and processed
on a computer. The method described in Ref. 7 was used to
separate from the densitometer traces obtained the back-
ground due to the incoherent and gas components of the
scattered electrons.

Figure 1 shows a series of our densitometer traces illus-
trating the evolution of the diffraction pattern as a function of
the average cluster size. The diffraction pattern 1 corre-
sponds to the smallest clusters, formed at P0=0.075 MPa.
The average cluster size in this case was
500–600 molecules/cluster. The overall features of the inten-
sity distribution illustrated by the curve 1 generally corre-
spond to the diffraction pattern characteristic for multilayer
icosahedral clusters. Together with this, a special feature,
previously not recorded in Refs. 2–4, is also observed. The
essence of this feature is that the left-hand “wing” of the
strongest peak �s=1.92 Å−1� has a weak inflection, marked
by an arrow in the figure. The position of the inflection s
=1.8 Å−1 corresponds to the position of the diffraction peak
�100� of the high-temperature � phase of nitrogen, which
possesses hcp structure. Thus the character of the diffraction
pattern shows that a cluster beam contains, in addition to a
preponderance of icosahedral clusters, a neglible number of
hcp aggregations whose size should be greater than the av-
erage value 500–600 molecules/cluster.

As n̄ increases, substantial changes are observed to occur
in the diffraction patterns. This is illustrated by the curve 2,
which corresponds to a cluster beam of nitrogen formed at
P0=0.15 MPa. The average cluster size in this case was
2200 molecules/cluster. The hcp peaks �100�, �101�, and
�103� of the � phase of nitrogen are clearly recorded in the
diffraction pattern. It is very interesting that together with
this the diffraction pattern attests to the presence of aggrega-
tions with cubic structure in the cluster beam. This is indi-
cated by the presence of the peak �200�, characteristic only
of this packing of the molecules, and by the anomalously
large height H� of the peak at s=1.92 Å−1, which can be
explained by the superposition of the hcp peak �002� on the
stronger peak �111� of the cubic phase. These peaks have the
same position. We note that the ratio of the height H200 of the
peak �200� of the cubic structure to the difference of the
heights of the total peak H� and the hcp peak H002 correlates
well with the ratio of the intensities I200/ I111 of the peaks
�200� and �111� of the cubic phase, i.e.

H200

H� − H002
�

I200

I111
.

The height H002 was calculated from the heights H100 and
H101 which we observed for the hcp peaks �100� and �101�.
The equality obtained provides additional confirmation of the
presence of the peak �111� of the cubic phase.

A further increase of the average cluster size was accom-
panied by an increase in the intensities of the hcp peaks and
a decrease of the half-widths pf the peaks �see curve 3�. The
observed transformation of the diffraction pattern indicates
an increase in the number and sizes of aggregations with hcp
structure. As one can see by comparing the curves 2 and 3, as
n increases, the peaks due to the cubic phase become sharper,
but in the process their intensity decreases substantially,
showing that the number of aggregations with cubic structure
decreases. In the cases where the size n̄ exceeded

FIG. 1. Diffraction patterns after subtracting out the background from clus-
ter beams of nitrogen with different n̄ ·103, molecules/cluster: 0.55 �P0

=0.075 MPa� �1�; 2.2 �P0=0.15 MPa� �2�; 10 �P0=0.3 MPa� �3�; 50 �P0

=0.55 MPa� �4�. s= �4� sin �� /	—diffraction wave number, �—Bragg
angle, 	—electron wavelength.
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1·104 molecules/cluster, nanoparticles only with hcp struc-
ture, stable for T=38K, were observed in the cluster beams.
This is clearly illustrated by curve 4, which refers to cluster
beams with n̄��4-5� ·104 molecules/cluster. It should be
noted that the first observation of supersonic nitrogen beams
consisting only of aggregations with the equilibrium hcp
structure for the given temperature was made in the present
work.

Before analyzing the experimental data, the special fea-
tures of the electron diffraction analysis of cluster beams,
which in contrast to investigations on a substrate makes it
possible to obtain important information on the structural
transformations occurring over a very short time interval,
need to be discussed in greater detail. Figure 2 illustrates
qualitatively the time development of processes occurring in
clusters of a supersonic jet, which are formed from liquid
drops, which, as is well known, form inside the supersonic
nozzle at the first stage of condensation of the gas. The time
t0��2–4� ·10−6 s in this figure is the total time over which
the clusters are formed and traverse the electron diffraction
zone. The times 
i are the characteristic times over which
clusters are cooled to the temperature Teq fixed in the diffrac-
tion zone. The different states of the clusters are shown along
the ordinate �actually, the free energy per molecule is plotted
along the axis�. For T=Teq the hcp structure is the equilib-
rium structure. For larger clusters the cooling time �
3� is
longest, since the cooling rate v is inversely proportional to
the characteristic linear size r of a cluster �v�1/r or v
��3 1 / n̄�. This is because substrate-free aggregations cool
only as a result of the evaporation of their constituent micro-
particles. A “quenching” effect can occur for small clusters.
This effect makes it possible to observe metastable structures
in the diffraction zone.2� In this picture the formation kinetics
of the high temperature hcp structure of nitrogen under con-
ditions of homogeneous nucleation can be reconstructed in
detail.

Virtually noninteracting clusters with icosahedral struc-
ture are formed even before the diffraction zone is reached at

FIG. 2. Scheme of the time development of processes occurring in the
clusters of a supersonic jet. The structure of the clusters: icosahedral �…..�,
cubic �…..�, hcp �…..�. 
i—characteristic cooling times of clusters to the
equilibrium temperature Teq fixed in the diffraction zone; t0��2–4�
�s—total time over which clusters are formed and traverse the diffraction
zone. The horizontal thick lines correspond to temperature T=Teq.
low values of P0 �low density of cluster beams and small
aggregation sizes n̄�102 molecules/cluster�. As P0 in-
creases, the average cluster size and the density of the cluster
beams increase. The probability of collisions of clusters fol-
lowed by coalescence of the clusters becomes substantial. As
a result of coalescence of icosahedral formations, regions of
fcc structure with stacking faults arise.8,9 The intersection of
such regions creates on the surface of aggregations atomic
steps which are not overgrown during the growth of the clus-
ter; such steps subsequently make possible fast and defect-
free growth of a cubic phase. The specific nature of such
growth and the short residence time of a cluster in the super-
heated state �
� t0� provide the conditions required to ob-
serve a cubic structure which is metastable at T=38 K. As n̄
increases, the residence time of a cluster at temperatures far
above Teq increases, and as a result the probability of a clus-
ter passing into the equilibrium state increases. It is this cir-
cumstance that is responsible for the increase of the relative
contribution of the equilibrium hcp structure, observed to
occur with increasing n̄, and the decrease in the relative frac-
tion of the metastable cubic phase, which vanishes com-
pletely for n̄� �4-5� ·104 molecules/cluster.

In our opinion the results of the electron diffraction
analysis of a supersonic cluster beam shed light on the for-
mation kinetics of the high-temperature � phase of N2 under
the conditions of homogeneous nucleation in bulk samples.
Indeed, according to Frank’s hypothesis,10 which has re-
cently been confirmed experimentally in Ref. 11 for metals
and in Ref. 7 for inert gases, regions with icosahedral struc-
ture arise in a supercooled liquid drop. We believe that the
coalescence of such regions results in rapid growth of the fcc
phase which is metastable at T35.6 K and transforms sub-
sequently into the equilibrium hcp � phase of nitrogen.

III. CONCLUSIONS

In the present work, for the first time, monostructural
nitrogen clusters with hexagonal close packing of the mol-
ecules were observed and the size evolution of the structure
of clusters was traced. Analysis of the experimental results
made it possible to reconstruct the formation kinetics of the
� phase of nitrogen in bulk samples under conditions of
homogeneous nucleation. This process proceeds according to
the following stages: liquid—appearance of regions with
icosahedral structure—formation of a metastable cubic
phase—formation of a stable � phase of nitrogen. The results
obtained provide grounds for believing that the indicated se-
quence of transformations is fundamental for cryocrystals
where the contribution of the anisotropic component to the
total energy of the lattice is small.

a�E-mail: danylchenko@ilt.kharkov.ua
1�The value Teq did not change with cluster size. This was indicated by the

fact that the positions of the diffraction peaks were the same for different
values of n̄.

2�According to Ref. 2, for clusters with n̄�102 molecule/cluster the struc-
ture with a fivefold symmetry axis is the equilibrium structure.
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It is shown that long-lived photoinduced dichroism in garnets is caused by photoproduced
charges with anisotropic structure, which retains a memory of the pumping light polarization for
a long time, while photoinduced absorption is due to all photoproduced charges irrespective of
their intrinsic structure. The charges with anisotropic structure are indentified as two-center oxy-
gen holes. The formation of an oxygen hole is preceded by the excitation of a charge-transfer
state with an electron partially transferred to a cation C �V5+ for NaCa2Mn2V3O12 garnet� from
an adjacent oxygen anion. To turn this excited state into a free hole state requires a time �hole

during which the hole axis can reorient, resulting in a diminution of dichroism. The time �hole

decreases with increasing ionization potential of the cation C �very high for V5+�. Such a mecha-
nism explains qualitatively a number of unusual experimental facts, specifically, very strong di-
chroism observed only in NaCa2Mn2V3O12 garnet, where after the irradiation is switched off the
photoinduced changes in all optical properties disappear much more quickly than in the other
garnets studied. © 2005 American Institute of Physics. �DOI: 10.1063/1.2127891�
I. INTRODUCTION

Long-lived photoinduced phenomena in magnetic insu-
lators have been extensively studied1–10 and attributed to
photoinduced charge transfer. In ferro-or ferrimagnets,
whose Curie temperatures lie above the upper temperature
limit of the existence of long-lived photoinduced phenom-
ena, photoinduced changes in the optical properties can be
observed only simultaneously with changes in the magnetic
structure �specifically, illumination of the yttrium iron garnet
Y3Fe5O12 with linearly polarized light affects the magnetic
anisotropy,1–3 domain structure,4 and optical dichroism3�.
The photoinduced changes in the optical and magnetic prop-
erties are deeply interconnected, which greatly complicates
the mechanism of these changes and makes it more difficult
to elucidate it.

To separate the photoinduced changes of the optical
properties from those of the magnetic characteristics, the au-
thors of Refs. 5–10 recently examined antiferromagnetic gar-
nets �Ca3Mn2Ge3O12 and NaCa2Mn2V3O12 with low Néel
temperature TN�20K� and the paramagnetic garnet
Ca3Ga2−xMnxGe3O12 in a broad temperature range below the
temperature at which long-lived photoinduced phenomena
vanish �about 150 K�. In the absence of magnetic ordering,
photoinduced optical phenomena in the garnets mentioned
above share well-pronounced features, which enabled us to
elucidate their nature.5–8

A photoinduced addition to absorption, �K, and photo-
induced dichroism were observed and analyzed in all the
1063-777X/2005/31�11�/7/$26.00 983
garnets examined—Ca3Mn2Ge3O12, NaCa2Mn2V3O12, and
Ca3Ga2−xMnxGe3O12 �x=0.01 and 0.02�. It was found that
the corresponding relaxation curves, recorded after switching
off the irradiation, are similar. Each relaxation curve contains
a continuous set of exponential decay components with de-
cay time varying from one minute up to many hours �a spe-
cial analysis proved that the decay times cover this interval
continuously�. As the temperature is increased, the observed
decay kinetics does not change noticeably, while �K dimin-
ishes by an order of magnitude. Such decay kinetics cannot
be ascribed to some new irradiation-produced optical centers
but is naturally explained by the random electric fields of the
photoproduced localized charges. These fields play a dual
role: they enhance the optical transition observed and
strongly promote the delocalization of holes, thus accelerat-
ing their recombination with negative charges �localized
electrons�. The broad continuous set of decay times is con-
ditioned by a continuous distribution of random electric
fields over magnitude. This idea was quantitatively corrobo-
rated by the solving the corresponding kinetic equation with
realistic values of the parameters.5,6

Photoinduced dichroism, observed simultaneously with
photoinduced absorption �K, has the same relaxation kinet-
ics but, unlike �K, sharply increases from Ca3Mn2Ge3O12 or
Ca3Ga2−xMnxGe3O12 to NaCa2Mn2V3O12 �when the polar-
ization direction of the pump light is varied, the difference
�Kmax−�Kmin between the maximum and minimum values
of �K is 90% of �K for NaCa Mn V O and only 10 to
max 2 2 3 12

© 2005 American Institute of Physics
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20% for the other garnets mentioned�. These and other facts
suggested a mechanism where long-lived photoinduced di-
chroism is caused by two-center oxygen holes the direction
of whose axis retains a memory of the pump polarization
direction for a long time.7,8 This mechanism is advanced in
Sec. II.

The purpose of the present paper is to corroborate the
proposed mechanism by new experimental data described in
Sec. III. The main experimental result consists in separating
the optical manifestations of photoproduced charges of op-
posite sign: electrons localized on lattice cations cause only
photoinduced absorption, while two-center oxygen holes are
responsible for photoinduced dichroism and absorption.
Comparing dichroism and absorption, caused by charges of
opposite sign, makes it possible to specify and confirm the
mechanism proposed for dichroism, recorded through two-
center holes when pumping a crystal with polarized light.
Such an analysis is made in Sec. IV.

II. MAIN IDEA TO BE CORROBORATED EXPERIMENTALLY

Before describing the the experiment, to elucidate its
goals it is helpful to summarize the main idea that is based
on our previous results7,8 and has to be corroborated by new
experiments, which are discussed in Sec. III. This idea con-
sists of the following.

�i� The role of oxygen holes as photoproduced charges in
the formation of photoinduced absorption and dichroism fol-
lows from different independent considerations.7,8 First, the
motion and subsequent recombination of photoinduced
charges is mirrored by the relaxation kinetics of photoin-
duced changes after switching off the irradiation. The simi-
larity of the relaxation curves observed for the garnets
Ca3Mn2Ge3O12, Ca3Ga2−xMnxGe3O12, and NaCa2Mn2V3O12

with different cation composition and the same anion group
O12 suggests that the O2− anion subsystem plays the main
role in the motion of the photoinduced charges. This means
that irradiation creates holes �O−� moving in the oxygen sub-
system.

Second, there is no alternative for the nature of the pho-
toproduced positive charges. Indeed, in all the garnets exam-
ined photoinduced absorption can be excited by red light
with photon energy �about 2 eV� much lower than the ion-
ization potential of every lattice cation ��30 eV� but com-
parable to the dielectric gap, Eg, of the O2− sublattice �the
estimate Eg�2 eV follows from the absorption spectrum
given below in Fig. 1�.

�ii� The structural features of the holes in the oxygen
subsystem of garnets are predetermined by the closed-shell
configuration of the O2− ion, identical to that of Ne. It has
been well established that in solid neon, as well as in other
rare-gas solids, the stable lowest state of the hole ns2np5 is a
two-atom molecule ns2np5–ns2np6 formed on adjacent lat-
tice sites. The atomic valence p-hole, distributed between
two atoms, produces strong exchange binding of the order of
1 eV.11,12 The magnitude of such exchange binding mainly
depends on the ratio of the valence p-state radius to the in-
teratomic distance in an ideal lattice. This ratio is about 0.3
for the garnets studied, 0.17 for solid neon, and 0.25 for solid
argon. For alkali halides �KCl, KI, NaI�, where the existence
of stable two-center holes in the anion subsystem is also
reliably established, this ratio varies from 0.20 to 0.27.
Hence, stable two-atom hole polarons must exist also in the
O2− subsystem of garnets.

�iii� Only charges with anisotropic structure can retain a
long-time memory of the pumping polarization direction
and, hence, be responsible for the long-lived photoinduced
dichroism observed. A two-center hole in the oxygen sub-
system is the only realistic candidate for a charge with an-
isotropic structure in garnets.

It is easy to trace how two-center holes created by po-
larized illumination cause dichroism. The latter is described
by the difference, �K�−�K� in photoinduced absorption
measured with the probe light polarized perpendicular and
parallel to the pump light polarization. The photoinduced
addition to absorption, �K, is determined by the photoin-
duced field F enhancing a weak optical transition in the lat-
tice ions �obviously, Mn3+ or Mn4+� serving as probe optical
centers. The field F is produced mainly by a two-center hole,
lying in the first coordination sphere of the probe ion A, and
is perpendicular to the axis of the two-center hole �Fig. 2�.

FIG. 1. Absorption spectrum of the garnet NaCa2Mn2V3O12 with pentava-
lent vanadium at 30 K: without pumping �curve 1� and the photoinduced
addition to absorption under pumping �curve 2�; the pumping light fre-
quency is shown by an arrow, and the small spectral gap near it is caused by
a light filter suppressing the scattered pump light.9 For comparison, the
dotted line 3 shows the absorption spectrum of the garnet NaCa2Mn2V3O12

with tetravalent vanadium.13 A comparison of the curve 2 and 3 shows that
the photoinduced absorption of NaCa2Mn2V3O12 at ��16000 cm−1 is due
to V5+ ions converted into V4+ by taking an electron away from O2−.

FIG. 2. Origin of photoinduced dichroism: a two-center oxygen hole, allo-
cated in the first coordination sphere of the probe manganese ion A, creates
at the point A an electric field perpendicular to the two-center hole axis and
to the polarization direction of the pump.
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Since the axis is oriented predominantly parallel to the pump
polarization direction, the probe light undergoes stronger ad-
ditional absorption if it is polarized perpendicularly to the
pump polarization. Hence, �K���K� in accordance with
experiment �see Sec. III�.

�iv� The magnitude of dichroism is obviously dictated by
the reorientation of the axes of two-center holes created by
polarized light. Experiment shows that the reorientation of
the axes of two-center holes after they are created is not of
great importance. Indeed, very strong dichroism, much
greater than that in other garnets studied, is observed in the
garnet NaCa2Mn2V3O12, where after switching off the irra-
diation the dichroism disappears much faster than in the
other garnets. Thus, the reorientation of the axes of two-
center holes in the course of their creation by polarized light
is of greatest importance. It occurs in the following way.

The initial excitation, caused by pump light polarized in
the z direction, rearranges the binding between a lattice cat-
ion C �identified below as vanadium for NaCa2Mn2V3O12�
and an adjacent anion O2− lying on the z axis with respect to
ion C. Such excitation is of a charge-transfer character: an
electron is partially transferred from O2− to a cation C with a
high ionization potential. Such an excited state, denoted as
�j=1	, is one of 6 degenerate states related to 6 oxygen ions
in the first coordination sphere of ion C. Every excited state
�j	 can pass during a time �hole into another type of excita-
tion, somewhat lower in energy, with the completed electron
transfer: a free hole appears in the oxygen sublattice and the
charge of the cation C is 1 less than that at the regular sites.
In addition, every excited state �j	 can pass during a time � j

into another of 6 degenerate states �j�	 �such transitions are
caused by random photoinduced electric fields, which are
absent in the ideal lattice Hamiltonian with orthogonal eigen-
states �j	�. Under pumping with polarized light the strongest
possible dichroism occurs if �hole�� j. In the opposite case
�hole�� j, all the states �j	 become equally populated �as un-
der unpolarized pumping�, so that dichroism vanishes. Thus,
the cause of the anomalous dichroism observed in
NaCa2Mn2V3O12 should be sought in the small value of the
time �hole required for the charge-transfer excitation to be
transformed into an oxygen hole �the time � j dictated by the
random fields is nearly the same for all garnets�. In Sec. IV it
will be explained why �hole takes on its lowest value only in
the garnet NaCa2Mn2V3O12.

III. EXPERIMENT

A. Experimental technique

Single crystals of the garnet NaCa2Mn2V3O12 were
grown from melt solution by the method of spontaneous
crystallization.10 A sample was cut in the form of a
50±10 �m thick plane-parallel plate perpendicular to the
�100� direction. Photoinduced phenomena were examined
with an optical double-beam setup. The sample was illumi-
nated by a He–Ne laser �with light wavelength 	=633 nm
and flux density 0.13 W/cm2�. The stable wide-band emis-
sion from a xenon arc lamp, dispersed through a monochro-
mator, served as the probe light. The intensity of the probe
beam was low enough to cause no photoinduced phenomena.
A special light filter was applied to suppress scattered illu-
mination from the laser. The intensity of probe light passed
through the sample was detected with a photomultiplier. The
photoinduced absorption coefficient is defined as �K
= �1/d�ln�I0 / I�, where d is the plate thickness, and I0 and I
denote the intensity of the probe beam passed through the
plate in the ground state or exposed to radiation, respectively
�photoinduced changes are not observed in the reflection co-
efficient�.

The absorption spectrum of the illuminated sample was
registered under pumping lasting 15 min �this time is suffi-
cient for the photoinduced effect to reach saturation�.

To examine photoinduced dichroism, the probe light was
polarized in the lattice direction �110� and the photoinduced
addition to the absorption coefficient was measured under
irradiation with light polarized parallel ��K�� and perpen-
dicular ��K�� to the probe light polarization. Photoinduced
dichroism is defined as the difference �K�−�K�.

B. Spectra of photoinduced absorption and dichroism

The absorption spectrum of the garnet NaCa2Mn2V3O12

measured in the absence of pumping is shown in Fig. 1
�curve 1�. The figure presents the long-wavelength tail of
strong absorption that increases rapidly with frequency �the
position of the absorption band maximum, lying in the re-
gion of very strong absorption, could not be determined�. To
all appearances this absorption band is formed with the par-
ticipation of manganese ions. Indeed, the garnet
NaCa2Mg2V3O12, differing from the garnet NaCa2Mn2V3O12

under study only by Mg replacing Mn, is transparent in the
same spectral region.13 On the other hand, such a broad ab-
sorption band cannot be assigned to d–d transitions within
the Mn subsystem, which manifest themselves as narrow ab-
sorption bands. The broad absorption band observed can be
attributed to charge transfer transitions between a Mn ion
and its crystalline surroundings �probably, adjacent oxygen
anions�. Note that the photoinduced dichroism considered
below is connected with this absorption band.

Figure 1 also presents the spectrum of additional absorp-
tion caused by illumination �curve 2�.9 For comparison, the
dotted curve shows the absorption spectrum of the garnet
NaCa2Mg2V3O12 exposed to thermal quenching that lowers
the valence of some V5+ cations from 5 to 413 �the vanadium
in regular NaCa2Mn2V3O12 and NaCa2Mg2V3O12 crystals is
in the form V5+�. According to Ref. 13, transitions in V4+

ions manifest themselves in the absorption band shown by
the dotted curve in Fig. 1. The close similarity between the
photoinduced absorption band observed in NaCa2Mn2V3O12

near �=14300 cm−1 and the absorption band of V4+ ions in
NaCa2Mg2V3O12 leads to the conclusion that in the former
case this photoinduced absorption band belongs to photopro-
duced V4+ ions.9 Thus, the photoproduction of an oxygen
hole occurs via the localization of an electron, taken away
from an O2− anion, on a V5+ cation.

Figure 3 presents the spectrum of photoinduced dichro-
ism described by the difference, �K�−�K�, between the ab-
sorption measured with the probe light polarized perpendicu-
lar and parallel to the pump light polarization. As can be seen
from the figure, this dichroism has a maximum at the point
�=16700 cm−1 lying within the absorption band of manga-
nese. Near this maximum �K� is an order of magnitude
greater than �K . This provides direct evidence that photoin-
�
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duced absorption of probe light by manganese ions is highly
sensitive to the angle between the polarizations of the probe
and pump lights �Sec. II�iii�, Fig. 2�.

On the contrary, the absorption band of V4+ ions �shown
in Fig. 1� is not sensitive to the polarizations of the pump and
probe rays. Indeed, although the absorption of V4+ ions
makes noticeable contributions to the curves �K� and �K�

presented in Fig. 3a, these contributions are equal and disap-
pear from the difference curve shown in Fig. 3b. Actually,
this difference curve has no maximum at the point �
=14000 cm−1 related to the absorption of V4+ ions and dis-
tinctly seen in Fig. 1 �curves 2 and 3�. The noticeable dichro-
ism observed at �
14000 cm−1 bears no relation to the ab-
sorption of V4+ ions and is due to the long-wavelength tail of
the manganese absorption sensitive to the pump polarization.
We shall return to this fact in Sec. IV.

C. Kinetics of photoinduced dichroism and absorption

Figure 4a demonstrates the measured dichroism and its
kinetics under changing conditions of pumping. First, the
photoinduced addition to absorption, �K�, was measured
under pumping polarized perpendicularly to the probe light
polarization. Then, at t=15 min when photoinduced dichro-
ism approaches its saturation value, the pump was switched
off and the relaxation of �K� was observed during the next
15 min. At t=30 min the perpendicularly polarized pump
was switched on again for 5 min, which was sufficient to
achieve the same level of �K as before the pump had been

FIG. 3. The spectrum of the photoinduced addition to absorption in
NaCa2Mn2V3O12 under irradiation with light polarized perpendicular and
parallel to the probe light polarization ��K� and �K�, respectively� at 30 K
�a�. The difference spectrum, �K�−�K�, describing the dichroism of
NaCa2Mn2V3O12 �b�.
�

switched off. At t=35 min the pump polarization direction
was switched parallel to the probe light polarization, causing
the diminution of �K down to a small value �K� �0.1�K�;
this indicates a high degree of dichroism �K� /�K� �10.

For comparison, Fig. 4b shows the time dependence of
the photoinduced absorption observed under unpolarized
pumping at the frequency �=14300 cm−1, i.e., at the maxi-
mum of the photoinduced absorption band of V4+ centers
insensitive to the polarization of the pump �see Sec. II�.
Comparing Figs. 4b and 4a shows that the polarization of the
pump influences only the magnitude of photoinduced absorp-
tion but not its kinetics under irradiation or after the irradia-
tion is switched off. This comparison will be made in greater
detail in Sec. IV.

It is also helpful to compare the relaxation rate of photo-
induced absorption observed in two garnets at a low tem-
perature after switching off the irradiation: in the garnet
NaCa2Mn2V3O12 with strong dichroism and in the garnet
Ca3Mn2Ge3O12 with weak dichroism.5 To that end, making
allowance for the close similarity between the relaxation ki-
netics of photoinduced absorption and dichroism, we define
the mean relaxation rate as

Rrelax = ��K�0� − �K�20 min��/�K�0� �1�

where time is measured from the moment the irradiation is
switched off. Figure 4 gives Rrelax�0.35 for �K� in
NaCa2Mn2V3O12. The value of Rrelax in Ca3Mn2Ge3O12,
equal to about 0.12,5,6 indicates considerably slower relax-
ation.

FIG. 4. Time dependence of the photoinduced addition to the absorption
coefficient, �K, at T=40K measured at different frequencies: 17000 cm−1

�a� and 14300 cm−1 �b� under pumping conditions changed as indicated in
the figure. The symbols � and � denote a time interval when the sample was
irradiated with light polarized perpendicular or parallel, respectively, to the
probe light polarization. The relaxation regime in the absence of pumping is
also shown.
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D. Temperature dependence of photoinduced dichroism and
absorption

Figure 5 shows the temperature dependence of dichro-
ism Kdich=�K�−�K� ��K� and �K� were measured under
irradiation lasting long enough so that �K� and �K� become
independent of time�. For comparison, the dashed line shows
the temperature dependence of the same quantity for
Ca3Mn2Ge3O12.

5 Figure 5 demonstrates the different tem-
perature behavior of dichroism for NaCa2Mn2V3O12 and
Ca3Mn2Ge3O12. For NaCa2Mn2V3O12 Kdich decreases with
temperature in the entire experimental temperature interval,
quite similarly to photoinduced absorption �K observed un-
der unpolarized pumping. For Ca3Mn2Ge3O12 Kdich dimin-
ishes with increasing temperature above the point Tdim

=90 K only, while the temperature behavior of �K is quite
similar for both garmets. For these garnets, Table I presents
Tdim together with the degree of dichroism �K� /�K� and the
relaxation rate �1�.

IV. CORROBORATION OF THE MECHANISM OF
PHOTOINDUCED DICHROISM AND OF THE ROLE OF TWO-
CENTER HOLES

A. General conception of the enhancement of optical
transitions by the electric fields of photoproduced charges

As mentioned in the introduction, long-lived photoin-
duced phenomena in garnets are generally caused by the en-

FIG. 5. Temperature dependence of photoinduced dichroism �K�−�K�

measured for NaCa2Mn2V3O12 under polarized pumping �squares�. The tem-
perature dependence of photoinduced absorption measured under unpolar-
ized pumping �circles� is of the same character. For comparison, the corre-
sponding dependences of photoinduced dichroism and photoinduced
absorption for the garnet Ca3Mn2Ge3O12

5 are shown by dashed and solid
lines, respectively.

TABLE I. Characteristics of dichroism for the two garnets: relative degree
of dichroism, the commencement Tdim of its temperature diminution, and
the relaxation rate �1�. Comment: *Dichroism decreases with temperature
in the entire region examined.
hancement of optical transitions in the manganese subsystem
by the electric field of photoproduced charges.5,6 In
NaCa2Mn2V3O12 garnet, along with such a photoinduced
contribution to absorption at ��16000 cm−1 �Fig. 3�, irra-
diation creates V4+ centers which give rise to the photoin-
duced absorption band near 14000 cm−1 �Fig. 1�. The pro-
posed mechanism of photoinduced absorption is
illustratively corroborated by a comparison of these photoin-
duced contributions to absorption in NaCa2Mn2V3O12 gar-
net.

Under irradiation with polarized light, an anisotropic
electric field of two-center holes, influencing optical transi-
tion in the manganese subsystem, causes sharp dichroism of
photoinduced absorption at ��17000 cm−1 �Fig. 3�. Note
that these transitions can occur in all manganese ions, being
enhanced by the applied field by a value proportional to the
number of charges. But the V4+ absorption, proportional to a
small photoproduced portion of V4+ ions, is practically in-
sensitive to the field of photoproduced charges; this field
changes the V4+ absorption by a negligibly small value quad-
ric in the number of charges. Being insensitive to the aniso-
tropic field of photoproduced two-center holes, the V4+ ab-
sorption exhibits no dichroism, as was spectroscopically
evidenced in Sec. III B.

Thus, two different ions, labeled as C and A, are in-
volved in photoinduced phenomena. Ion C �V5+ for
NaCa2Mn2V3O12 garnet� participates in the creation of an
oxygen hole O− by taking an electron away from an adjacent
O2− cation. The created hole O− undergoes two-site self-
trapping and turns into a two-center hole with the initial
orientation of its axis. Then the two-center hole, retaining the
direction of orientation of its axis, reaches the first coordina-
tion sphere of the probe ion A �
Mn� sensitive to the electric
field of the hole and, hence, to the direction of its axis, which
conditions dichroism. Note that V5+ ions with a very high
ionization potential cannot play the role of probe ion A, since
the oxygen holes created are more strongly attracted by Mn
ions with a much lower ionization potential.

B. Creation of oxygen holes through complete transfer of
an electron from an O2− anion to a V5+ cation

As was shown in Sec. III B, an oxygen hole is created by
taking an electron away from an O2− anion and localizing it
on a V5+ cation. Hence it follows that the number of photo-
produced oxygen holes coincides with that of V4+ ions. This
coincidence can be proved by comparing the absorption band
of V4+ ions, created by unpolarized pumping with maximum
at ��14000 cm−1 �Fig. 1�, with the absorption band of two-
center oxygen holes created by pumping with light polarized
perpendicularly to the polarization of the probe light �the
reorientation of two-center holes after their creation can be
neglected; see Sec. IV C�. The ratio of the maximum ordi-
nates of these absorption bands, �=�K��17000� /
�K�14300�, must be independent of the number of holes and,
hence, of temperature and irradiation time. Figure 6 presents
the ratio �=�K��17000� /�K�14300� observed under pump-
ing and in the course of the subsequent relaxation. This ratio,
measured under pumping with the same intensity, was found
to be independent of temperature, to within the accuracy of
the measurements, in the region examined, 40 K
T
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80 K. After switching off the irradiation, � increases
slightly, which provides additional evidence for the reorien-
tation of holes at the stage of their creation �see Sec.
IV D�ii��.

The constancy of the ratio � confirms that oxygen holes
are created via trapping of an electron, taken away from an
O2− ion, by an adjacent vanadium cation of the lattice.

C. Conservation of the orientation of two-center holes after
their formation

Experiment does not detect the reorientation of the axes
of two-center holes after they are formed. Indeed, as seen
from Fig. 6, after switching off the irradiation the dichroism
relaxes �disappears� with the same �or even slightly slower�
rate than the number of photoproduced charges. If this relax-
ation were accompanied by the reorientation of the axes of
two-center holes, the dichroism would diminish faster than
the number of photoproduced charges, and the ratio �
=�K��17000� /�K�14300� presented in Fig. 6 would be a
decreasing function of time after switching off the irradia-
tion.

Thus, Fig. 6 demonstrates that the time, �reor, required
for a two-center hole to be reoriented is much greater than
the hole-electron recombination time dictated by the hole
hopping time �hop:

�reor � �hop. �2�

Note that for two-center holes observed in alkali halide
crystals the inequality �2� was also established
experimentally.14–16

The physical reason for the relation �2� is elucidated by
Fig. 7. Initially, a two-center hole was located on atoms A

FIG. 6. Ratio �=�K�17000 cm−1� /�K�14300 cm−1� measured under pump-
ing and in the course of the subsequent relaxation at different temperatures
�the moment when the irradiation is switched off is indicated by an arrow�.
This ratio mainly reproduces the ratio of the number of photoproduced
oxygen holes to that of photoproduced V4+ ions. The approximate constancy
of � confirms that oxygen holes are created by the trapping of an electron,
taken away from an O2− ion, by an adjacent V5+ cation �the slight enhance-
ment of � after switching off the irradiation is explained in Sec. IV D�ii��.
and B indicated by bold circles; the orbital of the p-hole at
every atom �the absent p-electron� is schematically shown by
the thin line. Immediately after a hop, the two-center hole
occupies a new position BC or BD with the same orientation
of the axes of the atomic p-holes. �In the latter case, the
subsequent reorientation of the hole axis in the direction BD
does not affect the hopping probability�. The hop creating
hole BD is much less probable than the hop creating hole
BC. Indeed, the probability of hopping sharply depends on
the exchange interaction between atom B and the adjacent
atom C or D,17 the exchange BC being much stronger due to
the greater overlap of the wave functions.

D. Reorientation of the axes of oxygen holes in the course
of their creation by polarized light

Experimental data corroborate the reorientation mecha-
nism stated in Sec. II�iv�. This mechanism involves excited
states �j	 �j=1, . . . ,6 formed by partial electron transfer to
cation C from any of 6 adjacent O2− ions. The efficiency of
this mechanism is characterized by the time ratio

u = �hole/� j �3�

where � j is the transition time between degenerate states �j	;
the time �hole is required for complete electron transfer to ion
C, resulting in the formation of a free oxygen hole. �As
shown in Sec. IV B, for NaCa2Mn2V3O12 the ion C should
be identified with V5+�. Let us trace how the variation of the
numerator and denominator in �3� affects dichroism.

�i� The reorientation of two-center holes is due to tran-
sitions between its excited states caused by the random elec-
tric fields of photoproduced charges �in an ideal lattice the
degenerate states �j	 are orthogonal to one another�. These
fields have a large straggling in magnitude, which is mirrored
by the relaxation kinetics after switching off irradiation �Fig.
4�: two-center holes formed at the locations of a strong field
disappear rapidly and form the initial steep part of the relax-
ation curve, while its gently sloping part corresponds to
holes formed at the locations of a weak field. In the latter
csae, the reorientation rate, commensurable with the magni-
tude of random fields, is significantly lower. Thus, the gently
sloping part of the relaxation curve pertains to holes that
have undergone weak reorientation at their creation stage.
This is mirrored by a slight enhancement of the ratio �
=�K��17000� /�K�14300� with an increase of time elapsed
from the moment the irradiation is switched off �Fig. 6�.

FIG. 7. Motion of a two-center hole, initially allocated on the atoms A and
B, to a next position BC or BD. The motion rate is determined by the
overlap of the atomic p-orbital not occupied at the atom B �thin line� with its
orbital occupied at adjacent atoms �bold line�; hence, the hop AB-BD has a
much lower probability. In the latter case a hop is followed �in order to
lower the resonance energy� by a reorientation the axes of the atomic
p-holes and, hence, of the axis of the two-center hole.
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�ii� Figure 5 presents the temperature dependences of
photoinduced absorption and dichroism for NaCa2Mn2V3O12

�symbols� and Ca3Mn2Ge3O12 �lines�. As seen from the fig-
ure, photoinduced absorption and dichroism vary with tem-
perature in a similar way for NaCa2Mn2V3O12 and in a dif-
ferent manner for Ca3Mn2Ge3O12. Such a distinction
between two garnets can be explained in terms of the ratio
�3�. An increase in temperature promotes overcoming the
energy barrier between the initial excited state �j	 and the
state with a free hole, so that the hole creation time �hole must
decrease with increasing temperature. On the contrary, the
time � j of the transitions between the degenerate excited
states is determined by the random fields which cannot no-
ticeably depend on the temperature. Hence, an increase in
temperature entails a decrease of the ratio �3� and a diminu-
tion of the reorientation of two-center holes at the stage of
their creation, which compensates the temperature accelera-
tion of the recombination of photoproduced charges after
their creation. In the case of the garnet Ca3Mn2Ge3O12,
where the reorientation mechanism acts very efficiently �see
Table I�, this effect is well pronounced and results in a weak-
ened temperature dependence of dichroism within a rather
broad temperature interval T�Tdim=90 K �Fig. 5�. But for
NaCa2Mn2V3O12, the reorientation mechanism manifests it-
self very weakly and cannot cause a noticeable difference
between the temperature dependences of dichroism and
photoinduced absorption. Thus, the comparison of photoin-
duced phenomena in NaCa2Mn2V3O12 and Ca3Mn2Ge3O12

�a different temperature behavior of dichroism explainable
only in terms of the initial stage of oxygen hole formation�
corroborates the mechanism of the creation and reorientation
of two-center holes stated in Sec. II�iv�.

�iii� The sharp difference in the dichroism observed in
NaCa2Mn2V3O12 and Ca3Mn2Ge3O12 �see Table I� can also
be understood in terms of the relation �3� involving excited
states �j	 with partial electron transfer to the ion C from
adjacent O2− ions. The degree of this electron transfer is
dictated by the attractive potential of the ion C, which is
commensurate with the ionization potential IC of a separate
ion C. On the other hand, the larger the fraction of an elec-
tron transferred to the cation C from an adjacent O2− anion in
an excited state, the more easily the electron can be com-
pletely localized at the ion C, resulting in the generation of a

TABLE II. Ionization potentials of free ions of garnet constituent
free oxygen hole. Thus, with an increase of IC the hole for-
mation time �hole decreases, which leads to a diminution of
the oxygen hole reorientation and to a corresponding en-
hancement of dichroism. For the garnets Ca3Mn2Ge3O12 and
NaCa2Mn2V3O12, Table II presents the nth ionization poten-
tial of each n-valence cation taken in a free state. The cation
V5+, playing the role of the ion C in NaCa2Mn2V3O12, has an
ionization potential 65 eV, significantly exceeding the ion-
ization potential of every cation in Ca3Mn2Ge3O12. The cor-
responding difference in the hole formation time �hole ex-
plains the strong difference in dichroism observed in
NaCa2Mn2V3O12 and Ca3Mn2Ge3O12.
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The heat capacity of orientationally disordered solid solutions �CH4�nKr1−n �n=75 and 78 mole%
CH4 in the temperature interval �T=0.8–20 K� and �CD4�nKr1−n �n=50, 60, and 70 mole%
CD4, �T=0.6–30 K� is investigated. At liquid-helium temperatures the temperature dependences
of the molar heat capacities of the rotational subsystems of the solutions are qualitatively and
quantitatively very different. One of the main reasons for the effect is that in the concentrated
solutions investigated the CD4 molecules are in a substantially stronger molecular field than the
CH4 molecules. This is because in low-energy states the effective octupole electric moment of
CD4 molecules, which determines the molecular field, is larger than the effective octupole mo-
ment of the more quantum molecules CH4. The weak concentration dependences of the heat ca-
pacity of the solutions studied are due to the influence of frustration, which weakens the molecu-
lar fields produced at the lattice sites by the surrounding molecules. No evidence of the
formation of orientational octupole glasses in the experimental systems was found. © 2005
American Institute of Physics. �DOI: 10.1063/1.2127892�
INTRODUCTION

The behavior of an ensemble of methane in solid phases
at low temperatures is ordinarily strikingly different from
that of an ensemble of deuteromethane molecules.1–4 This is
due to the large difference of the moments of inertia of these
molecules �ICH4

/ ICD4
=0.51� and of their total nuclear spins

and to the different manifestation of quantum effects in the
rotational motion of CH4 and CD4 molecules in a crystal
lattice. We recall that the total nuclear spins S of the spin-
nuclear modifications A, T, and E of the CH4 and CD4 mol-
ecules are, respectively, SCH4

=2,1 ,0 and SCD4
=4,2 ,0. This

means that the isotopic effects in the case studied will be
determined, first and foremost, by the rotational motion of
the CH4 and CD4 molecules.

Isotopic effects have been studied quite completely in
two limiting cases: in pure solid methane and
deuteromethane1,2 and in the weak solutions of methane and
deuteromethane in solidified inert gases.3–7 In the latter case
the situation is comparatively simple. The methane and deu-
teromethane molecules behave as weakly hindered rotors,
and substantial information can be obtained by comparing
their behavior with that of the free molecules.4,6,7 In solid
solutions of methane and deuteromethane with inert elements
the properties of concentrated orientationally disordered so-
lutions have been least studied and are most difficult to in-
terpret. As far as we know, the isotopic effects in such solu-
tions have not been studied directly. Even investigations
devoted to concentrated orientationally disordered solutions
are few in number. It is important to note that isotopic effects
appear most clearly only at quite low temperatures. The fol-
lowing have been investigated in �CH4�nKr1−n solutions be-
low 20 K: inelastic neutron scattering �n=73% �,8 NMR
1063-777X/2005/31�11�/8/$26.00 990
spectra �n=60–85% �,9,10 the spin-lattice relaxation time T1

�n�70% �,11,12 and the heat capacity �n�60% �.13,14 X-Ray
diffraction studies of �CD4�nKr1−n solutions with n�70%
have been performed in Refs. 15–17.

What changes in the isotopic effects can be expected on
switching from weak solutions to concentrated orientation-
ally disordered solutions?

In weak solutions of methane and deuteromethane in so-
lidified inert gases isolated impurity molecules are located in
the crystal field of the matrix. The deformation introduced
into the energy spectrum of free rotors by the crystal field is
found to be much greater for CD4 than CH4. Thus, in weak
solutions of methanes �CH4,CD4� in solid Kr the difference
between the energies of the ground and first excited states of
the molecules compared with the corresponding difference
for the free molecules decreases by 23% for CH4 molecules
and 37% for CD4 molecules.7 In concentrated solutions a
noncentral molecular field due to neighboring methane mol-
ecules acts on the methane molecules together with the crys-
tal field.

For CD4 molecules the molecular field at low tempera-
tures is much stronger than for CH4 molecules. The reason is
that in low-energy states the effective octupole electric mo-
ment of CD4 molecules, which determines the molecular
field, is greater than the effective octupole moment of the
more quantum CH4 molecules.4 Thus, as the methane con-
centration in the solution increases, greater deformation of
the rotational spectrum of CD4 molecules should be expected
than for CH4 molecules. Correspondingly, it should be ex-
pected that the isotopic effects in the properties which de-
pend on the rotational motion of the molecules should in-
crease.
© 2005 American Institute of Physics



Low Temp. Phys. 31 �11�, November 2005 Bagatski  et al. 991
The interest in the low-temperature properties of the so-
lutions indicated above and the manifestation of isotopic ef-
fects in these properties is in part due to the possibility of
orientational octupolar glasses forming in such systems16,18

�see also the review in Ref. 19 and the literature cited there�.
The present work is devoted to calorimetric investiga-

tions of the isotopic effects in the dynamics of the rotational
motion of methane molecules in concentrated solid orienta-
tionally disordered solutions �CH4�nKr1−n �n=75 and
78 mole% CH4, �T=0.8–20 K� and �CD4�nKr1−n �n=50,
60, and 70 mole% CD4, �T=0.6–30 K�.

The choice of the property to be studied �the heat capac-
ity� and of the concentration and temperature intervals is
based on the following considerations. In the first place the
study of the structural and optical properties of disordered
systems is ordinarily less informative than the study of the
thermal properties, specifically, the heat capacity.20 In the
second place the solutions which have been studied are
single-phase.3 In the third place it is at low temperatures that
the isotopic effect in the behavior of the solutions studied
should be strongest.

EXPERIMENT

Heat capacity measurements at equilibrium vapor pres-
sure of the above-indicated solid solutions were performed in
a vacuum adiabatic calorimeter by the pulsed heating
method.21 In the experimental temperature range �T�30 K�
the difference between the heat capacities at equilibrium va-
por pressure and constant �zero� pressure can be neglected.
The calorimetric heating time th was 2–6 min. The effective
time tm of one heat-capacity measurement is tm= th+ te, where
te is the time over which a nearly stationary temperature
variation in the calorimeter is established from the moment
heating is switched off, varied from 50 to 10 min at tempera-
tures from 0.6 to 30 K, respectively. The composition of the
gases used was as follows: CH4—chemical purity 99.94%
�N2-0.04%; O2 and Ar�0.01%�; CD4—isotopic purity 99%,
chemical purity 99.20% �N2–0.50%; O2–0.20%; CO–0.10%;
Ar�0.01%�; Kr—purity 99.79% �Xe-0.2%; N2–0.01%, O2

and Ar�0.01%�. Solid samples were obtained in the calo-
rimeter at T�80 K by condensing gaseous mixtures directly
into the solid phase. This gave a uniform composition of
solutions and a random distribution of solution components.
The measurement error of the heat capacity of the solutions
was 8% at 0.6 K, 2% at 1 K, 1% at 2 K, and 0.5% above
4 K.

There are grounds for believing that in all cases the heat
capacities which we measured refer to equilibrium systems,
i.e. systems with an equilibrium distribution of the spin-
nuclear modifications of the methanes. In the first place the
experimental values of the heat capacity did not depend on
the temperature history of the samples. In the second place
the relaxation rate of the temperature after heating or cooling
of the calorimeter showed that the spin-nuclear conversion in
the experimental solutions �just as in the solution of CD4 in
Kr with n=13% CD4

22� is relatively fast. This agrees with
the results of Ref. 10, according to which the characteristic
conversion times in solutions of CH4 in Kr with n=60 and
71% CH4, as determined by the NMR method, are 0.03 and
0.047 h, respectively.
The heat capacity component Crot due to the rotational
motion of the CH4 and CD4 molecules in the solutions was
determined by subtracting the translational heat capacity Ctr

of the lattice from the experimental data on the solution heat
capacities Csol. It was assumed that Ctr=Ctr,CH4

+�Ctr,CH4
�or

Ctr=Ctr,CD4
+�Ctr,CD4

�, where Ctr,CH4
�Ctr,CD4

� is the transla-
tional heat capacity of pure methane �deuteromethane� and
�Ctr,CH4

��Ctr,CD4
� is the change in the translational heat ca-

pacity as a result of introducing into the crystal lattice the
heavier substitution impurity krypton. Ctr,CH4

�Ctr,CD4
� was

calculated using the method of Jacobian matrices23 and the
characteristic temperatures 0CH4

=140 K and 0CD4
=135 K of

CH4 and CD4 crystals, respectively. �Ctr,CH4
��Ctr,CD4

� was
calculated neglecting the changes in the force constants, us-
ing the method of Jacobian matrices24 for mass ratios
MKr/MCH4

=5 and MKr/MCD4
=4.

To separate more accurately the contribution of CH4 and
CD4 molecules to Csol�T� the relatively small contribution of
the rotational motion of the impurity molecules N2 and O2 to
the solution heat capacity was subtracted out using the re-
sults of calorimetric studies of weak solutions of N2 and O2

in Kr.25–27

The correction CP−CV �Crot=Csol− �CP−CV�−Ctr� must
also be taken into account at temperatures above 14 K. We
could not reliably separate Crot�T� at T�14 K because the
complete experimental data, needed for this, on the thermal
expansion coefficients, compressibility, and molar volumes
of our experimental solutions do not exist.

MEASUREMENT RESULTS. DISCUSSION

The experimental values of the heat capacity Csol of
solid concentrated orientationally disordered solutions
�CH4�nKr1−n �n=75 and 78 mole% CH4� and �CD4�nKr1−n

�n=50, 60, and 70 mole% CD4� at equilibrium vapor pres-
sure are presented in Table I and Fig. 1. Figure 1 also shows
the values given previously for the heat capacity of the so-
lution �CH4�nKr1−n with n=60%.14

According to Fig. 1, substantial changes of the tempera-
ture derivatives of Csol�T� are observed in the temperature
range 18–21 K. These features are not due to the behavior of
the translation subsystem �whose Debye temperature is of
the order of 100 K� or solution decomposition processes.
Krypton and deuteromethane at concentrations n�70% form
a continuous series of solid solutions.15 Anomalous behavior
of the lattice parameter and thermal expansion coefficients of
orientationally disordered solid solutions CD4–Kr was pre-
viously found in the concentration range n�70% at tem-
peratures T�20 K.15–17 The authors of Ref. 16 conjectured
that these anomalies are due to the freezing of the short-
range orientational order and formation of an orientational
octupolar glass. We also believe that the features which we
observed in Csol�T� in the temperature range 18–21 K are
due to freezing of the short-range orientational order. The
character of the rotational motion of a large fraction of the
molecules changes from hindered rotation to localized orien-
tational oscillations �librations�. In Ref. 22 it was established
experimentally that in solutions of CD4 in Kr freezing of the
short-range orientational order occurs in clusters with k=3 or
more nearest-neighbor molecules.
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Moreover, it is evident from Fig. 1 that at liquid-helium
temperatures a very strong difference is observed in the tem-
perature dependences and absolute values of the heat capaci-
ties of the systems �CH4�nKr1−n and �CD4�nKr1−n.

As already mentioned above, isotopic effects should be
sharpest in the rotational motion of methane molecules. Such

TABLE I. Experimental values of the heat capacity Cso
effects should be sought in the heat capacity at temperatures
which are low enough so that the values of Crot would be
substantially different from the classical values for free ro-
tors. It is evident �see below, for example, Fig. 2� that we are
talking about temperatures below 10 K. Fortunately, it is pre-
cisely at these temperatures that the rotational subsystem

he solid solutions Kr-nCH4 and Kr-nCD4 at equilibrium vapor pressure.
l of t
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makes the dominant contribution to the heat capacity Csol�T�
of the experimental solid solutions of CH4 and CD4 in Kr.
Thus, for a solution consisting of 60% CH4 in Kr the contri-
bution of Crot�T� to Csol is 99% at T=1 K, 98% at T=3 K,
70% at T=7 K, and 55% at T=10 K. For a solution consist-
ing of 60% CD4 in Kr the contribution of Crot�T� to Csol is
98% at T=1 K, 85% at T=3 K, 63% at T=7 K, and 60% at
T=10 K.

On this basis, in what follows, to analyze the observed
isotopic effect we shall concentrate on the low-temperature
�T�10 K� contribution of the rotational motion of CH4 and
CD4 molecules to the heat capacity.

Figure 2 shows the experimental data on the heat capac-
ity CR=Crot / �nR� of the rotational subsystem, normalized to
concentration n of rotors and the universal gas constant R.
The curves 1 and 3 are the values of CR calculated for free
CH4

28 and CD4
29 molecules, respectively, taking account of

the energy levels up to values of the rotational quantum num-
ber J=14, inclusively. The values of the rotational heat ca-
pacity C calculated from the energy spectra of CH 30 and
R 4
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CD4
31 in the crystal field of krypton are shown in Fig. 2,

curves 2 and 4, respectively. Since the energy spectrum of
CD4 rotors which is presented in Ref. 31 contains only levels
with J=1 and 2 and, partially, J=3 and 4, the comparison of
the experimental heat capacities CR with the computed val-
ues is correct only for temperatures T�2.2 K.

According to Fig. 2, CR�T� of solutions of CH4 and CD4

in Kr are qualitatively and quantitatively very different. The
heat capacity CR�T ,n� is determined by the rotational spec-
trum of the molecules, which depends on the symmetry and
magnitude of the potential �crystal and molecular� field at the
lattice sites occupied by the molecules. The magnitude of the
molecular field depends on the number k of nearest-neighbor
molecules in the solution, their configuration, and the ampli-
tude of the orientational oscillations. As shown in Refs. 4
and 7, the low-energy part of the spectra of the isolated mol-
ecules �k=0� is essentially identical to that of the molecules
in isolated pair clusters �k=1�. The spectra of molecules with

FIG. 1. Temperature dependence of the heat capacity pressure Csol of the
solid solutions �CH4�nKr1−n �n=60 ���,14 75 ���, and 78 ��� mole%� and
�CD4�nKr1−n �n=50 ���, 60 ���, and 70 ��� mole%� at equilibrium vapor.

FIG. 2. Temperature dependence of the rotational heat capacity CR

=Crot / �nR� normalized to the molar concentration n of CH4 and CD4 mol-
ecules and the universal gas constant R: solid solutions �CH4�nKr1−n with
n=60 ���,14 75 ���, and 78 ��� mole% CH4; solid solution �CD4�nKr1−n

with n=50 ���, 60 ���, and 70 ��� mole% CD4. The curves 1 and 3 were
calculated according to spectra for free CH4 rotors28 and CD4 rotors29 taking
account of the energy levels up to rotational quantum number J=14, inclu-
sively; the curves 2 and 4 were calculated according to the spectra for the
matrix-isolated CH rotors30 and CD rotors31 in Kr, respectively.
4 4
two or more neighboring isolated molecules differ
substantially.22 This means that an increase in the number of
nearest-neighbor molecules from one to two or more results
in a substantial increase of the potential field. However, for
high concentrations n the noncentral forces exerted on a mol-
ecule by the molecules surrounding it �as a result of frustra-
tion� can completely or partially compensate one another.1,4

The role of this effect for n�50% increases with the con-
centration n of the molecules. As the molecular field in-
creases, the low-energy part of the spectrum of a molecule in
a crystal changes as follows: the lowest levels of the spin-
nuclear modifications move downwards and approach one
another, and in high fields they form a group of tunneling
levels separated from the next group of levels by a substan-
tial gap.32–34 As the noncentral field increases, the character
of the rotational motion of the molecule changes from
weakly hindered to hindered and then to strongly hindered
�orientational oscillations—librations�.

In the system �CH4�nKr1−n the temperature dependences
of the heat capacity CR�T� of matrix-isolated rotors CH4

�curve 2� and CH4 rotors in solutions with n=60,14 75, and
78% CH4 are qualitatively similar �see Fig. 2�. The experi-
mental values of CR�T� in solutions at temperatures below
3 K are shifted to low temperatures relative to the curve 2
calculated for matrix-isolated rotors. This means that in the
experimental solutions many molecules are in moderate po-
tential fields and for them the gap EAT between the nearest
levels of the A and T modifications is smaller than for the
matrix-isolated molecules CH4 �see Fig. 3�. The weak peak
in CR�T� near 3 K indicates that on the average over all
rotors the group of lowest energy levels of the A, T, and E
modifications is separated by a relatively wide gap from all
other levels.32 This shows that the correlations between the
more strongly hindered rotational motion of CH4 rotors be-
come stronger in solutions.

As one can see from Fig. 2, in the system �CD4�nKr1−n

the behavior of the heat capacity CR�T� of matrix-isolated
rotors �curve 4� is quantitatively and qualitatively very dif-

FIG. 3. Schematic representation of the low-energy part of the spectrum: a�
matrix-isolated CH4 rotors in Kr30 and CH4 rotors in a moderate effective �H
rotors� field and b� matrix-isolated CD4 rotors in Kr31 and CD4 rotors in a
moderate effective �H rotors� and strong effective �SH rotors� fields. The
spin-nuclear modifications A, T, and E and the degeneracy of the levels �in
parentheses� are indicated. The positions of the levels of the spectrum were
determined from an analysis of CR�T� for the solid solutions Kr—78% CH4

�a� and Kr—70% CD4 �b�.
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ferent from that of the rotors in solutions with n=50, 60, and
70% CD4. At T�2 K the heat capacities CR�T� of the solu-
tions increase with decreasing temperature. This indicates the
existence, below 0.5 K, of peaks in CR�T� for solutions
which are similar to the peaks in CR�T� for orientationally
ordered sublattices in pure CH4 and CD4.1 The existence of
these peaks in CR�T� indicates that in concentrated solutions
some rotors possess closely spaced tunneling levels A, T, and
E, separated by a large energy gap EL from the other �libra-
tional� levels. These rotors undergo localized orientational
oscillations near randomly distributed equilibrium orienta-
tions, which are determined by the local configurations of the
molecules. At T�1.5 K excitations of the tunneling levels
determine the heat capacity CR�T�, and at T�3 K the exci-
tations of the librational levels determine CR�T�. The experi-
mental values of CR�T� determined by the librational excita-
tions are strongly shifted to high temperatures relative to the
values of CR�T� �curve 4� calculated for matrix-isolated ro-
tors. It follows from this fact that the gap EL is much greater
than the splitting between the lowest levels of the A and T
modifications of matrix-isolated rotors �EAT=4.8 K7�.

To give a quantitative description of CR�T ,n� we shall
confine our attention to the temperature range where the heat
capacity CR�T ,n� of the rotors is primarily due to excitations
of several of the lowest energy levels of the spectrum of the
rotors �see Fig. 3�.

The heat capacity CR�T� of the system �CH4�nKr1−n at
temperatures below 3 K is determined by the position of the
first excited level �the lowest level of the T modification� of
the rotational spectrum of methane molecules �see Fig. 3a�.
The weak dependence of CR�T� on the concentration n of
CH4 molecules in the concentration range 60–80% shows
that as a result of the tetrahedral symmetry of the molecules
and frustration the noncentral fields at the lattice sites are
close for most molecules. Consequently, at temperatures far
below the second excited rotational level �see Fig. 3a� there
is hope of describing CR�T� as the heat capacity of a two-
level system with an effective gap �E=EAT. We note that the
NMR temperature dependences of the proton magnetic sus-
ceptibilities in the solid solutions �CH4�nKr1−n with n
=60–89% CH4 was described theoretically in Ref. 10 using
one value of the effective gap EAT=5.8 K. Table II gives the
values of the effective gaps EAT for solutions with 75 and
78% CH4 in Kr, which we obtained from an analysis of
CR�T ,n�, and the published data14 for a solution with 60%
CH4. In Fig. 4 the experimental temperature dependences
CR�T� in the temperature 0.8–3 K are compared with the
temperature dependences calculated using the values of EAT

given in Table II. The values of EAT for solutions with n
=60–78% CH in Kr agree within the limits of error.

TABLE II. Effective gaps EAT between the lowest energy levels of the A
and T spin-nuclear modifications of CH4 molecules in the solid solutions
�CH4�nKr1−n.
4

An attempt to describe the heat capacity CR�T� of the
solutions �CD4�nKr1−n assuming that for constant concentra-
tion n all CD4 molecules are in the same effective noncentral
field was unsuccessful. At the same time, using a simple
model we were able to describe CR�T� in a quite wide tem-
perature range �0.6–8 K�. According to this model there are
two groups of rotors: SH rotors, which are in a strong effec-
tive noncentral field, and H rotors, which are in a moderate
effective noncentral field.7 Qualitatively, the choice of this
model is obvious. As already mentioned above, the character
of the temperature dependence of CR of the solutions
�CD4�nKr1−n shows that the energy spectrum of the over-
whelming majority of CD4 molecules consists of groups of
low-lying �tunneling� levels separated by a wide gap from
the rest of the spectrum. Such a spectrum is characteristic for
methane molecules in a strong molecular field.1 This field
can arise as a result of the effect of a large number of mol-
ecules located in the nearest-neighbor environment of the
molecule being studied. It is precisely this situation that oc-
curs for most CD4 molecules in the concentrated solutions
studied. At the same time comparatively few molecules in
concentrated solutions have only a few nearest-neighbor
molecules and the lowest levels in low-energy part of their
spectrum are not separated by a wide gap from the rest of the
spectrum. The temperature dependence of the contribution of
such molecules to the heat capacity CR�T� should be remi-
niscent of CR�T� for nonconcentrated solutions of methanes
in krypton. The arguments presented above are very general.
Somewhat unexpectedly it was found that the experimental
values of CR could be described �see below� as the sum of
two contributions, mentioned above, each of which is deter-
mined by a single effective energy spectrum.

Therefore we shall represent the normalized heat capac-
ity of the rotational subsystem of the experimental solutions
�CD4�nKr1−n at temperatures below 8 K in the form

CR�T� = xSHCR�T�SH + xHCR�T�H, �1�

where CR�T�SH and CR�T�H are the normalized rotational heat
capacities due to strongly hindered and hindered rotors, re-

FIG. 4. Normalized rotational heat capacity CR=Crot / �nR� of solid solutions
�CH4�nKr1−n with n=60 ���,14 75 ���, and 78 ���% CH4. The curves 1 and
2 were calculated, respectively, using the spectra for free CH4 molecules28

and matrix-isolated CH4 molecules in Kr.30 The curves 3 �n=75 and 78%�
and 4 �n=60%14� were calculated using a two-level model and the values of
EAT indicated in Table II.
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spectively, and xSH and xH are the relative concentrations of
SH and H rotors.

The good agreement between the experimental and com-
puted values of CR�T�, as shown in Fig. 5, was achieved
under the following conditions. The first �dominant� term in
the expression �1� was calculated using the spectrum pre-
sented in Fig. 3b and the parameters from Table III. The
second term of the expression �1� was calculated at tempera-
tures T�1.5 K taking account of the values of EAT and EAE

presented in Table III and assuming that CR in the range
1.5–8 K varies linearly with temperature from 0.9 to the
classical value 1.5.

The main qualitative results of the present work can be
reduced to the following. A radical difference was found ex-
perimentally in the absolute values and temperature depen-
dences of the low-temperature heat capacities CR of the ro-
tational subsystems in concentrated orientationally
disordered solutions of methane and deuteromethane in solid
krypton. Even though these solutions have the same crystal
structure the observed isotopic effect cannot be explained
solely by a uniform deformation of the energy spectrum be-
cause of the differences in the moments of inertia and the
total nuclear spins of CH4 and CD4 molecules. The effect is
mainly a solid-state effect and is due to the fact that for equal
concentrations of CH4 and CD4 molecules in solutions the
CD4 molecules are in a much stronger molecular field than
the CH4 molecules. The point is that in the low-energy states

FIG. 5. Temperature dependence of the normalized rotational heat capacity
CR=Crot / �nR� of solid solutions �CD4�nKr1−n with n=50 ���, 60 ���, and
70 ���% CD4. The curves 1, 2, and 3 were calculated using the parameters
indicated in Table III for SH and H rotors.

TABLE III. Parameters determining CR�T ,n� in solid solutions
�CD4�nKr1−n at T�8 K.

Notation: EAT and EAE are the effective gaps between the lowest energy
levels of A, T and A, E spin-nuclear modifications, respectively, of CD4

molecules; EL is the effective energy of the first excited librational level; n
is the concentration of CD4; xSH and xH are the relative concentrations of SH
and H rotors, respectively.
the effective octupole electric moment of CD4 molecules,
which determines the molecular field, is greater than the ef-
fective octupole moment of the more quantum CH4 mol-
ecules.

In �CH4�nKr1−n solutions the CH4 molecules are in mod-
erate effective molecular fields, and the correlated hindered
rotational motion of virtually all molecules can be described
using a single effective energy spectrum.

In �CD4�nKr1−n solutions the overwhelming majority of
the CD4 molecules are in strong molecular fields. Their ef-
fective energy spectrum is qualitatively reminiscent of the
rotational spectrum of molecules in solid deuteromethane,
which at low temperatures form an orientationally ordered
lattice and undergo orientational oscillations. The remaining
molecules �located, specifically, at the edges of clusters� are
in moderate molecular fields, and their effective energy spec-
trum is qualitatively reminiscent of the spectrum of CH4

molecules in �CH4�nKr1−n solutions.
The weak concentration dependences CR�T ,n� in the ex-

perimental solutions are due to frustration, which weakens
the molecular fields produced at the lattice sites by the sur-
rounding molecules.

No evidence of the formation of orientational octupolar
glasses in the systems investigated was found, i.e. a linear
temperature dependence CR�T�, characteristic of glasses of
different nature,19,35,36 was not found at the lowest tempera-
ture studied in the experiment. This result agrees with the
results of investigations of �CH4�nKr1−n solutions by inelastic
neutron scattering �n=73% �8 and NMR �n=60–89% �.13
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The existing methods of measuring pressure in a crystallization thermometer used for measuring
ultralow temperatures are analyzed. It is shown that a method based on measuring the resonance
frequency of a resonance circuit, which includes a capacitive pressure gauge, can be used to in-
crease measurement sensitivity and accuracy. A low-temperature FET oscillator is described. This
oscillator makes it possible to increase the sensitivity and accuracy of temperature measurements
in the range 0.9 mK–1 K by more than an order of magnitude. © 2005 American Institute of
Physics. �DOI: 10.1063/1.2127893�
I. INTRODUCTION

Thermometry based on the temperature dependence of
the melting pressure of 3He has become in the last few years
the most widely used method in physical studies in the mil-
likelvin temperature range. The relation between the pressure
and temperature of melting of pure 3He is universal and has
now been standardized to a high degree of accuracy. Since
2000, the new international temperature scale according to
the melting curve of 3He—PLTS-2000, which covers the
temperature range from 0.9 mK to 1 K, has been recom-
mended for laboratory practice.1

In crystallization thermometers where the working sub-
stance is a mixture of liquid and solid 3He on the melting
curve the measurement of temperature reduces to a corre-
sponding measurement of pressure. The impossibility of
measuring pressure directly in situ at low and ultralow tem-
peratures has initiated the development of various transduc-
ers of the pressure in the experimental samples. The Straty-
Adams membrane-type capacitive pressure gauge is
currently widely used in low-temperature physics.2,3

The simplest method is a method of measuring directly
the capacitance of a strain gauge of a crystallization ther-
mometer using commercial automatic digital ac current
bridges of the type E8-4, E7-8, and E7-12. As a rule, capaci-
tive pressure gauges have a nominal capacitance C
=30–40 pF in the working tempreature range. The resolu-
tion of all the digital capacitance meters listed above is
�0.01 pF, i.e., �C /C�10−4–10−5. For the ordinary sensi-
tivity of a capacitive pressure gauge �1 pF/atm the tem-
perature resolution in this case is about 0.4–0.5 mK �at
100 mK�, which does not always satisfy the requirements for
measuring temperature in experimental practice. In addition,
the measuring voltage of such bridges �30–40 V and higher�
causes the thermometer to overheat because of electromag-
netic losses in the gauges, especially at temperatures of the
order of several millikelvin.

The modern digital automatic bridges, fabricated abroad,
for measuring capacitance have a high resolution �C /C
1063-777X/2005/31�11�/4/$26.00 998
�10−6–10−8 at low measurement voltage �0.1–1.5 V �for
example, the bridges manufactured by the Andeen-
Hangerling Company�. But they are expensive. This is why
an alternative method of measuring the capacitance of pres-
sure gauges is being developed—a resonance method in
which the capacitive pressure gauge is an integral part of a
LC circuit. A pressure change in this case changes the reso-
nance frequency of the circuit,4–7 which can be measured
with a frequency meter to a high degree of accuracy. A mod-
ern frequency meter is one of the most accurate of all digital
meters, gives measurements to eight significant figures, and
makes it possible to reach a relative frequency resolution
higher than �10−7.

The objective of the present work is to develop and re-
alize a high-precision resonance method for measuring the
capacitance of the pressure gauge of a crystallization ther-
mometer in order to increase the accuracy of temperature
measurements in the millikelvin range.

II. REQUIREMENTS FOR THE MEASURING SCHEME

The measuring scheme implementing the resonance
method includes a parallel resonance LC circuit and an ac-
tive part—a tunnel diode or transistor. While the measuring
resonance LC circuit is always near the measuring cell, the
active element can be located either at low temperatures right
next to the circuit or held at room temperature. The advan-
tages of the latter variant are obvious: any active and passive
circuit elements can be used and the circuit is easily acces-
sible during tuning and repair. However, the long line cou-
pling the “warm” active part and the resonance circuit in the
presence of the “microphone” effect and the dependence of
the parasitic capacitance of the coupling line on the helium
level in the Dewar become serious problems at relative fre-
quency resolution better than 10−6. The obvious solution is to
decrease the coupling coefficient between the LC circuit and
the active part, as a result of which the introduced capaci-
tance of the coupling line decreases, but at the same time the
© 2005 American Institute of Physics
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signal/noise ratio at the entrance of the active part decreases
and, in consequence, the actual frequency stability becomes
worse at the output of the oscillator.

For this reason the active part of the circuit, just as the
resonance circuit, must be kept at low temperatures.

The experiments which have been performed have
shown that all low-temperature components of the circuit
cannot be placed in an open bath with liquid helium, whose
temperature is 4.2 K, since bubbles of boiling helium
strongly decrease the frequency stability of the apparatus,
probably because of the “microphone effect” and because of
the difference of the permittivities of helium gas and helium
liquid. To avoid this all low-temperature components should
be placed in the vacuum jacket of the refrigerator.

The following requirement is also due to the fact that the
frequency generated must be highly stable. Our experiments
with low-temperature tunnel-diode oscillators have shown
that the instability �long- and short-time� of the frequency
generated is determined primarily by the instability of the
voltage of the power supply and is due to the steep slope and
nonlinearity of the current-voltage characteristic of the tun-
nel diode at the working point. Inversed tunnel diodes, made
of AI402 gallium arsenide, exhibited better stability
��3·10−6�.7 Their current-voltage characteristic at liquid-
helium temperatures at the working point is quite flat and
nearly linear. The small improvements of the oscillator
scheme7 and the power supply and an increase of the gen-
eration frequency subsequently made it possible to increase
the short-time frequency stability of the oscillator several-
fold. Other experiments with low-temperature oscillators us-
ing domestically produced KP-350 field-effect transistors
have shown that their frequency stability can be higher than
that of the tunnel-diode oscillators. Moreover, field-effect
transistors are much less demanding with respect to the sta-
bility of the supply voltage than are inversed tunnel diodes.
However, most of these transistors broke down after several
coolings.

In the present work a scheme for a harmonic signal gen-
erator using a modern NE25118 dual-gate field-effect MES-
FET transistor8 is developed and investigated. It is shown
that this scheme satisfies the requirements listed above, and

FIG. 1. Block diagram
at high relative resolution it is more stable than the previ-
ously used scheme.7

III. GENERAL APPARATUS AND SPECIAL SET-UP
FEATURES

Figure 1 shows the general layout of the entire measure-
ment apparatus and the arrangement of its individual compo-
nents in a dilution refrigerator. The crystallization thermom-
eter itself together with the capacitive pressure gauge are
located on the plate of the dilution chamber.

The resonance circuit is mounted on a separate plate. It
and the inductance coil placed on the plate of the one-degree
bath. The location for the oscillator and, especially, the in-
ductance coil is very important, since to achieve high stabil-
ity when performing measurements all components of the
oscillator �with the exception of the capacitive pressure
gauge� must be at constant temperature and have adequate
heat removal. The oscillator releases �3·104 W of heat,
which is an order of magnitude lower than the cooling ca-
pacity of a one-degree bath. At the same time the cooling
capacity of the dilution chamber ordinarily does not exceed
several tens of microwatts. Thus the most convenient loca-
tion for the oscillator is on the plate of the one-degree bath of
the dilution refrigerator; this bath operates essentially at con-
stant temperature.

The coil is wound on a ceramic framework, which an
annealed copper support secures to the plate of the one-
degree chamber. A 4 V source powers the oscillator; the sta-
bility of the source is no worse than ±10 �V.

An important feature of including the crystallization
thermometer in the LC circuit is that the stationary plate is
connected with the inductance coil and the mobile plate is
connected to ground. In this case the capacitance between the
case and the mobile cover is not introduced into the LC
circuit, thereby improving the frequency stability of the os-
cillator.

A �0.5 m long coaxial superconducting wire connects
the pressure gauge with the oscillator. The wire has thermal
contacts at each cooling step.

he measuring system.
of t
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IV. FET OSCILLATOR

The oscillator is constructed according to a classical in-
ductive three-point scheme �Fig. 2�.9 The measured capaci-
tance of the crystallization thermometer C0�T� together with
the inductance L determine the resonance frequency of the
oscillator f res=1/2���LC0�T��.

A NE25118 dual-gate field-effect transistor was chosen
as the active component of the high-frequency harmonic sig-
nal generator because this transistor possesses the following
important features: regular reproduction of the electric char-
acteristics at each cooldown to helium temperatures;
temperature-independent current-voltage characteristic in the
range 1–4.2 K; and, low intrinsic noise level.

To measure the capacitance C0�T� with high accuracy it
is necessary to have, first and foremost, a highly stable os-
cillator, whose stability is in turn determined by the stability
of the supply voltage, the intrinsic noise of the transistor, and
vibrations. Important factors are a high Q of the circuit and
the scheme used to extract the useful signal from the circuit
for feeding to the measuring apparatus. The active losses in
the circuit must be decreased in order to increase the Q of the
coil. As a result of the skin effect the diameter d of the coil
wire and the oscillator frequency play an important role.
Since as d increases, on the one hand, the losses decrease as
1/d2 and, on the other hand, the losses to eddy currents
�which are proportional to d� increase, there always exists an
optimal diameter dopt, which corresponds to minimum power
losses in the coil winding. In addition, the optimal solution is
to use a stranded high-frequency wire, which has an ex-
tended surface, but the diameter of each of the insulated
strands is small.

Our analysis has shown that losses in the winding of a
single-layer inductance coil are lowest when the ratio of the
winding length to the outer diameter of the coil is 0.7. Ulti-
mately, the circuit built and mounted in the cryostat was
wound with LÉSHO 0.07�7 stranded high-frequency wire
whose working frequency at room temperature T=230 K
was 5 MHz.

To achieve the optimal ratio of the Q and the coupling
constant k of the transmission line with the resonance circuit
kQ�1 a coupling loop was placed inside the framework of
the circuit coil; the weak oscillator signal from the coupling

FIG. 2. Electrical circuit of the FET oscillator.
loop �2–6 mV� flows along a coaxial cable to a low-noise
wide-band amplifier �see Fig. 1� with voltage gain 70 dB.
The amplifier is assembled using series 235 microcircuits.
This made it possible to eliminate almost completely any
influence of the load on the frequency stability of the oscil-
lations generated: even with temperatures changing from
room to liquid-helium temperatures, when the parameters of
the resonance circuit, transistor, and transmission line vary
especially strongly, the stability of the oscillator remained
essentially unchanged.

The useful signal of the oscillator amplified up to
�100 mV enters a frequency meter. The signal shape and
amplitude are monitored with an oscillograph. For further
recording and processing, the signal from the digital output
of the frequency meter is fed into a CAMAC interface com-
plex and displayed on a computer monitor screen.

V. CALIBRATION OF THE GAUGE

The gauge of the crystallization thermometer was cali-
brated at temperature �1.3 K. Under these conditions 3He
remains liquid in the entire working pressure range �P
�3.8 MPa�. The dependence of the oscillator frequency on
the indications of a standard manometer, which is at room
temperature, was recorded. Before the calibration procedure
was started the capacitive gauge was “conditioned,” which
consisted of varying the pressure cyclically ��10 cycles� in
the working range. Practice shows that this is necessary in
order to remove any possible hysteresis with the increase
�decrease� of pressure.

For convenience in further use, the calibration data were
described by a polynomial of degree five. A typical plot of
the frequency versus pressure is presented in Fig. 3.

Thus, knowing the frequency it is possible to determine
uniquely the pressure in the crystallization chamber of a ther-
mometer after the filling capillary is blocked. The tempera-
ture of the cold plate of the refrigerator in the range
0.9 mK–1 K can be determined using an equation which
relates the melting pressure 3He and the temperature.10 The
use of superconducting reference points11 in a wide tempera-
ture range makes it possible to refine this relationship and
eliminate the systematic error in temperature measurements
that is associated with the error due to the manometer.

FIG. 3. Calibration curve of the pressure dependence of the frequency of the
oscillator. Solid line—least-squares fit of the calibration data.
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Analyzing the calibration data it is easy to calculate the
temperature resolution for this apparatus taking account of
the fact that a change in pressure by one atmosphere
��105 Pa� changes the resonance frequency by �f =25 kHz.

Since the long-time frequency stability of the oscillator
at low temperatures is ±1 Hz, the minimum resolvable pres-
sure change is ±4 Pa. This value can be used to estimate the
temperature measurement accuracy on any interval of the
temperature range as a function of the slope dP /dT of the
melting curve of 3He. For example, the resolution at 100 mK
�dP /dT=−2.16 MPa/K�10 is 2 �K. This is more than two
orders of magnitude better than in conventional measure-
ments of the capacitance of the gauge in a crystallization
thermometer performed using E8-4, E7-8, and E7-12 com-
mercial measuring bridges.

The repeated coolings performed down to temperature
1 K showed that the cryogenic oscillator based on a field-
effect transistor combined with a capacitive gauge of a crys-
tallization thermometer operates well and gives reproducible
results. This method is promising for ultralow-temperature
thermometry and for physical investigations involving high-
precision measurements of pressure or electrical capacitance
at ultralow temperatures.
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